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## Preface

Some people live to age 100 years or more, others become sick and die prematurely. What factors determine human lifespan? Which biological mechanisms are involved in the regulation of health span and longevity? Which forces shape the age pattern and affect the time trend of human mortality? These questions constitute an emerging high priority research area because of the ever-increasing proportions of elderly individuals in most countries and the imperative to improve the health of these populations. Such improvements will require substantially better understanding of the regularities of individual aging-related changes in biological variables (biomarkers) that take place during the life course and their connections with agingrelated declines in health and survival.

Better understanding can be reached by proper integration of relevant information accumulated in the field with newly collected data. The data for such studies are readily available today. Many informative datasets have been collected in longitudinal studies of aging, health, and longevity. The dimensions and scope of such information will continually increase over time-resulting in a supermassive "Big Data" problem. Dealing with such data requires efficient approaches that allow the analysis not only of subsets of available data (which practically all traditional methods do) but also the analysis of the entire dataset within the scope of a single comprehensive framework. The goal of this monograph is to show how questions about the connections between and among aging, health, and longevity can be addressed using the wealth of available accumulated knowledge in the field, the large volumes of genetic and non-genetic data collected in longitudinal studies, and advanced biodemographic models and analytic methods.

The distinguishing features of the aging-related declines in health and survival are the development of comorbidity and multimorbidity involving chronic diseases, medical conditions, frailties, and physical and cognitive impairments that are mutually dependent. The dynamic connections among trajectories of aging changes in biomarkers, risks of diseases, and mortality risks are important for evaluating long-term consequences of exposures to environmental factors, medical interventions, and other disturbances. This monograph visualizes aging-related changes in
physiological variables and survival probabilities, describes methods, and summarizes the results of analyses of longitudinal data on aging, health, and longevity in humans performed by the group of researchers in the Biodemography of Aging Research Unit (BARU) at Duke University during the past decade.

The process of individual aging involves dynamic relationships among biological variables and their connections to health and survival outcomes. These relationships are captured in longitudinal data. Therefore, the focus of this monograph is studying dynamic relationships between aging, health, and longevity characteristics using longitudinal datasets. A substantial part of this research is based on the idea of using a specific stochastic process model (SPM) of longitudinal data. This model was developed in the 1970s by Max A. Woodbury who worked at the Center for Demographic Studies, Duke University, together with Kenneth G. Manton and Eric Stallard. This model was further developed by the current research team during the past decade to include responses of physiological variables and other biomarkers to persistent external disturbances, aging-related decline in resistance to stresses, adaptive capacity, connections between health and mortality, etc.

Another part of this research uses the Grade of Membership (GoM) model also developed in the 1970s at Duke University by Max A. Woodbury. To our knowledge this was one of the first attempts to address the "Big Data" problem. This model was also further developed by the current research team during the past two decades for application to longitudinal data on health and disability among the general elderly population, as well as for characterization of complex disease progression among Alzheimer's disease patients. Recent development has focused on the relaxation of the GoM model assumptions and a broadening of scope of application under the Linear Latent Structure (LLS) paradigm.

The research questions and related methods described above belong to the field of biodemography of aging-or, more narrowly, biomedical demographybecause they link detailed biological and physiological information about agingrelated changes in humans with population health and mortality characteristics. Demographers have always wanted to have a mortality model whose parameters could characterize the process of individual aging. Biodemographic concepts, models, and methods respond to this desire but they also make it clear that informative descriptions of the connections between and among aging, health, and longevity require longitudinal data.

In preparing this monograph, we were acutely aware of the needs and interests of the readers. The monograph is part of the Springer Series on Demographic Methods and Population Analysis; our focus on biodemography/biomedical demography meant that we needed to have an interdisciplinary and multidisciplinary biodemographic perspective spanning the fields of actuarial science, biology, economics, epidemiology, genetics, health services research, mathematics, probability, and statistics, among others. We achieved this broad-scaled perspective by enlisting as contributors the entire group of BARU researchers at Duke University whose combined areas of expertise spanned the disciplines listed above and who, most importantly, talked with each other on a daily basis and knew how to communicate their expertise to other collaborators with differing areas of expertise.

The author listings for each individual chapter give appropriate credit to the persons who were primarily responsible for drafting and editing that chapter. The overall integration of the various chapters into a coherent whole was the responsibility of the volume authors (Yashin, Stallard, and Land) who participated in the preparation of the final versions of all chapters and take joint responsibility for the contents of, and any errors in, the final version.

Our goal was a readable yet challenging presentation of the latest methods and results in our sub-field of the biodemography of aging. In addition to our strategy of enlisting multiple contributors, we also endeavored to help the reader by providing multiple sets of guideposts and way-stations, including Chaps. 1, 10, 11, 19, and 20-all of which were designed to either introduce the material coming up or to summarize what was previously presented. Thus, the interested reader can focus directly on the chapters/sections of greatest interest without having to read the entire volume. On the other hand, we presented some of the more innovative mathematical and statistical material in its natural form, with extensive verbal descriptive commentary, so that even the most sophisticated reader would find the material innovative and challenging. We did so, not because we particularly wanted to challenge the reader, but because the full resolution of the issues being considered required this level of treatment. Generally, we avoided derivations of the mathematical results; they are readily available in the published peer-reviewed literature. The one exception was the longitudinal GoM model in Chap. 17, which presented a fully self-contained derivation and explication of the model which previously did not exist in the literature.

The material in this monograph owes a special intellectual indebtedness to Max A. Woodbury who within a period spanning just several years during the 1970s made two seminal contributions that underlie the SPM and GoM modeling approaches developed and presented herein. Like all good ideas, these can be explained in just a few sentences:

1. In the SPM with a Gaussian covariate process and individually measured timevarying biomarkers, the average force of mortality among a cohort of survivors is represented in terms of variables that satisfy only ordinary differential equations and these completely describe the connection between individual-level and cohort-level survival processes.
2. The simple interchange of the order of summation and multiplication in the likelihood for the standard Latent Class Model yields a whole new powerful likelihood that forms the framework for GoM and LLS, both of which provide mechanisms for uncovering the hidden structure of large-scale high-dimensional highly correlated discretely coded measurement data.

The development of the many ideas, methods, and approaches in this monograph was motivated by challenging problems needed to be addressed and stimulated by the creative atmosphere which exists in the entire research field comprising the biodemography of aging, as well as by valuable comments and critical remarks obtained in numerous presentations and discussions of the results of analyses at seminars and local meetings at Duke University, at the semi-monthly meetings of
the Long Life Family Study's Research and Development Committee, at the Population Association of America, at the Gerontological Society of America, and at other professional meetings. This development has benefitted immensely from the incredibly supportive and nurturing environment at Duke University, especially at the Social Science Research Institute, which has continued to enable our pioneering work in this research area to reach the point now represented in the present monograph. Financial support for the research presented in this monograph was primarily through NIA/NIH grants which are individually listed in the acknowledgements of each chapter. For all of this we are most grateful.

In closing, we acknowledge the work of Debra Fincham, our Program Coordinator, in assembling the chapters in a common format, making our corrections, and handling a myriad of other issues needed to complete this monograph; and we appreciate the support and patience of Evelien Bakker at Springer in the process leading to publication.
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Durham, NC, USA
Anatoliy I. Yashin
Eric Stallard
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# Chapter 1 <br> Introduction: The Biodemography of Complex Relationships Among Aging, Health, and Longevity 

Anatoliy I. Yashin, Eric Stallard, and Kenneth C. Land

### 1.1 Introduction

This monograph summarizes the results of selected studies of aging, health, and longevity recently conducted by the members of the Biodemography of Aging Research Unit at the Center for Population Health and Aging, Duke University. These studies deal with secondary analyses of available cross-sectional and longitudinal data. We endeavored to balance the topics of discussion to make them useful for researchers interested in better understanding the connections among aging, health, and longevity, innovative approaches to analyzing available data capable of integrating the body of knowledge accumulated in the field, as well as the results of analyses that demonstrate the efficiency of the proposed methods. The results of analyses of the members of the research group that are methodologically and historically linked to the topics discussed in this monograph but not included in corresponding chapters are reviewed in this introductory chapter. Since a comprehensive survey of the problems, methods, and research results in the entire field of biodemography of aging, health, and longevity was not the goal of this monograph, we acknowledge that many interesting ideas and research topics studied by other research groups are not reviewed in the chapters of this monograph.

Our interest in the biodemography of human aging was motivated by the desire to better understand factors and mechanisms responsible for age patterns and time trends in mortality rates and survival curves. The availability of human longitudinal and cross-sectional data on populations of study subjects made addressing these research questions possible and stimulated the development of methodological ideas on how these data could be used to better understand the forces and mechanisms shaping age patterns of human mortality rates. Substantial progress in manipulating rates of individual aging to increase active lifespan and longevity in populations of laboratory animals has encouraged researchers to search for genetic and non-genetic factors capable of extending life and improving population health in humans (Sierra et al. 2009). To understand whether and how such goals could be
achieved, one has to better understand the biological mechanisms involved in the regulation of aging-related declines in health, wellbeing, and physiological functioning in human individuals, as well as connections among such declines and health and survival outcomes.

The biodemographic methods of studying human aging, health, and longevity allow for integration and efficient use of data and knowledge from relevant research fields including epidemiology, genetics, sociology, gerontology, environmental sciences, population genetics, etc. This chapter provides a selective account of important historical steps in the development of this research field in which members of the present research team have participated. It also illustrates how the integration of demographic and biological knowledge and data may contribute to progress in the field. Then it briefly describes the content and connections among the chapters of this monograph.

### 1.1.1 Frailty Models

Biodemographic thinking about mortality and survival started with attempts to explain the shape of the age trajectories of mortality rates by introducing additional variables affecting mortality risk. Survival experiments with large populations of laboratory animals provided evidence that age-specific mortality rates in a number of species increase exponentially over most of the adult age range (following Gompertz's curve) but, at the upper end of the adult age range, the rates decelerate, level off, or even decline. The results of these analyses were summarized in Vaupel et al. (1998). The downward deviation from the Gompertz curve has been explained by the presence of hidden (unobserved) heterogeneity in the chances of death. The demographic frailty model (Vaupel et al. 1979) employed an unobserved "fixedfrailty" variable to describe individual differences in susceptibility to death; the fixed frailty concept provided a convenient tool for analyzing mortality rates over the entire range of adult ages. The use of such models was a substantial step forward in understanding the need for going beyond pure demographic parametric descriptions of mortality curves to better understand the forces shaping the age patterns of cohort mortality rates and in elucidating the roles of compositional changes in such patterns resulting from processes of mortality selection in heterogeneous populations. Various versions of frailty and hidden heterogeneity models continue to be used in survival analyses (e.g., Erickson and Scheike 2015; de Castro et al. 2015; Sattar et al. 2015; Liu 2014).

Although the use of fixed frailty models created an opportunity for better description of late age mortality curves, it provided little information about the biological mechanisms influencing the mortality rates. Moreover, it was found that the class of fixed frailty models was not distinguishable from a class of models with randomly changing heterogeneity variables (Yashin et al. 1994). This observation indicated that additional information was needed to better understand the forces involved in regulation of the mortality rates. One way of adding such information
was to introduce explanatory variables (observed covariates) into the fixed frailty models. Such models then treated hidden frailty as a random effect and corresponding studies were focused on estimation of effects of observed covariates on survival in the presence of hidden frailty. It was shown that the presence of hidden frailty modifies estimates of the effects of observed covariates on mortality risks. It was found that, when ignored, the presence of unobserved frailty attenuates the estimated effects.

An important class of extended frailty models used information on survival of related individuals (e.g., twins, siblings, and other relatives). These are models of shared and correlated frailty. For a number of such models (which differ in their frailty distributions), the multivariate survival function was described in a semiparametric form. A remarkable property of such semi-parametric models was that one did not need to specify a parametric form for the baseline hazard rates. These hazard rates could be estimated semi-parametrically from bivariate or multivariate survival data. Multivariate survival models were used in analyses of the heritability of individual susceptibility to death (Yashin and Iachine 1995a, b), as well as the heritability of mortality by cause (Wienke 2010). The dependence among biologically related individuals is responsible for many interesting properties observed in studies of aging, health, and longevity. In particular, the fact that extreme longevity tends to run in families is a consequence of positive dependence among life spans of family members. This property makes multivariate survival models an efficient tool for studying factors and mechanisms affecting exceptional survival in families (Yashin and Iachine 1999a, b).

### 1.1.2 Biodemographic Ideas in Genetic Analyses of Human Longevity

The genetics of aging, longevity, and mortality has become the subject of intensive analyses, ranging from studies of candidate genes to genome-wide association studies (GWAS) (Nebel et al. 2011) that involve hundreds-of-thousands to millions of genetic variants (SNPs, i.e., single-nucleotide polymorphisms). However, most estimates of genetic effects on longevity in GWAS have not reached genome-wide statistical significance (after applying the Bonferroni correction for multiple testing) and many findings remain non-replicated. Possible reasons for slow progress in this field include the lack of a biologically-based conceptual framework that would drive development of statistical models and methods for genetic analyses of data, the presence of hidden genetic heterogeneity, the collective influence of many genetic factors (each with small effects), the effects of rare alleles, and epigenetic effects, as well as molecular biological mechanisms regulating cellular functions.

Another reason for slow progress in detecting genetic determinants of human aging and longevity could be the tendency to underestimate the role of demographic information in genetic analyses of these traits. The use of demographic data,
models, and methods helped improve the accuracy of genetic estimates in genetic centenarian studies (Yashin et al. 1999). These analyses were able to detect non-monotonic (U-shaped) age trajectories of genetic frequencies corresponding to intersections of mortality rates for carriers and non-carriers of the respective genetic variants. The existence of such trajectories was later confirmed in Bergman et al. (2007). Alternative hypotheses describing possible mechanisms responsible for such age patterns of genetic frequencies (intersections of mortality rates) were discussed in Yashin et al. (2001b) and Bergman et al. (2007). The U-shaped patterns of genetic frequencies indicated that the effects of the corresponding genetic variants on mortality risk changed from harmful to beneficial during the life course. This property suggested that some genetic risk factors contributing to the mortality increase early in life are likely to be found in the genomes of longlived individuals. This conclusion has been confirmed in a number of recent studies of human aging and longevity (Beekman et al. 2010).

The use of demographic information and models in analyses of data on genetically heterogeneous cohorts allowed researchers to compare the age patterns of mortality rates for carriers and non-carriers of candidate alleles and genotypes (Yashin et al. 2007b). Such comparisons were not possible using data on genetic frequencies alone. These methods were further extended in Arbeev et al. (2011). The improvement in the quality of genetic estimates from the joint analyses of genetic and demographic data was demonstrated in Yashin et al. (2013a). Recent genetic analyses of health-related traits revealed that genes affecting lifespan and healthspan do exhibit pleiotropic effects (Kulminski et al. 2011, 2013, 2015a, b; Yashin et al. 2012c, 2014, 2015, 2016). In comprehensive review Ukraintseva et al. (2016) summarized existing evidence and discussed possible mechanisms responsible for many such other puzzling effects of genetic risk factors.

### 1.1.3 Evolution of Aging, Health, and Mortality: Many Open Questions

The possibility of evolutionary origins of common aging-related diseases in situations where disease susceptibility alleles demonstrate deleterious or slightly deleterious effects was discussed in Pritchard (2001) and Reich and Lander (2001). Their results indicated that alleles affecting lifespan must show pleiotropic associations with healthspan, duration of unhealthy life, and mortality rates by cause. Under other population-genetics scenarios (Di Rienzo 2006), neutral genes can also be involved in the origin of common diseases. Since such genes have little or no effect on fitness, their associations with health-related traits are likely to be manifest in various trade-offs. Evidence for negative correlations between select diseases has been presented in Stallard (2002), Yashin et al. (2009), and Ukraintseva et al. (2010), among others. The existence of dependencies among diseases suggests the possibility of common genetic backgrounds for groups of health-related traits,
and recent studies have confirmed the existence of pleiotropic associations of certain genes with health traits (Jeck et al. 2012). Thus, in addition to pleiotropic associations of genes between lifespan and health-related traits, such genetic associations can also be found among groups of health-related traits.

In parallel with demographic efforts focused on developing and implementing models of survival in heterogeneous populations, researchers in the field of aging have recognized the crucial role of aging-related changes in biomarkers in each individual that influence the chances of death. In contrast to the classical Gompertz mortality model specification of a rapid exponential decline in the "vitality function" with increasing age, reviews of physiological studies of aging carried out in the middle of the last century showed that physiological parameters characterizing many biological human capacities tended to decline almost linearly with age. To reconcile a linear decline in biological capacity with exponential increases in the rate of mortality, Strehler and Mildvan (1960) proposed a model of aging and mortality (the SM-model).

### 1.1.4 Strehler and Mildvan's Model of Aging and Mortality

In this model, mortality is viewed as a result of an interaction of aging-related decline in each organism's vitality function with a random process of energy demands. According to the SM-model, the death rate at a given age is proportional to "the frequency of stresses which surpass the ability of a subsystem to restore the initial conditions" at that age. The authors showed that, under such an assumption, the exponential increase in mortality (Gompertz's curve) results from the linear decline in vitality. The model allowed them to explain the negative correlation between the two parameters of the Gompertz curve (the SM-correlation - the correlation between the logarithm of the mortality rate of a population at the initial age of the range of adult ages studied in an analysis, and the slope of the logarithm of the mortality rates observed in empirical studies of the age patterns of mortality rates). The rectangularization pattern of survival improvement during the first half of the twentieth century in developed countries was in accordance with the SM correlation, as predicted by the SM-model. Recent cross-national SM-model analyses of mortality rates of both developed and developing countries for 1955-2003 found both heterogeneity among countries in the SM-correlation and increases over time of expected maximal survival ages (Zheng et al. 2011). These changes were linked to a decline in the average magnitudes of stresses experienced by successive population cohorts (Yashin et al. 2001a, 2002). Further developments of the SM model can be found in Li et al. (2013). Li and Anderson accommodated the later patterns of survival improvement that corresponded to almost parallel shift of survival curve to the right (Li and Anderson 2015). The importance of these studies lies in the fact that survival improvements can be explained by interactions between external challenges and internal aging-related changes. Several useful insights into the genetics of human longevity follow from these analyses.

The rectangularization pattern of survival improvement also is exhibited in groups of individual members of a cohort ordered by the number of longevity alleles that they carried (Yashin et al. 2012b). Since the environmental conditions in each such group remained the same, the SM model linked better survival with higher initial values of the vitality function, suggesting that exceptional survival was likely to have a genetic background. The more longevity alleles that were carried by study participants, the higher was the value of their initial stress resistance. In terms of genetic functions, the resistance to stresses is associated with repair capacity, redundancy, and other functions that increase an organism's resilience, or robustness. A useful illustration of how increased resilience may influence survival can be given by the model of saving lives (Vaupel and Yashin 1987). An increase in the "number of lives being saved" for individuals in the population can be interpreted as an increase in redundancy: for each lost life (premature death) saved, the saved individual has one or more "redundant" lives, depending on the relevant advances in medical technology (Yashin et al. 2012b). Further extensions of life saving model are discussed in Finkelstein (2013).

### 1.1.5 Historical Roots of the Stochastic Process Model

Strehler and Mildvan's theory (1960) stimulated further research in the direction of biodemographic analysis of mortality rates (Sacher and Trucco 1962). Woodbury and Manton (1977) introduced a multivariate stochastic process model of human mortality and aging. This model has been intensively used in analyses of longitudinal data on aging, health, and longevity (Manton and Stallard 1988; Manton et al. 1991, 1992, 1994, 1995; Woodbury and Manton 1983). This model was further extended in Yashin et al. (2008, 2011, 2012a) and Yashin and Manton (1997) to incorporate state of the art advances in aging research into the model structure and to link information on individual health histories with individual changes in physiological variables. In particular, the extended models described partly observed aging-related changes in physiological variables linked together with age-dependent unobserved variables that include resistance to stresses, adaptive capacities, physiological norms ("optimal" physiological states), stochasticity, allostatic adaptations, and allostatic load. Together, these extensions represent biological mechanisms of aging-related changes in humans that are consistent with existing biological knowledge about aging. The model describes how age-dependent unobserved variables interact with partly observed physiological indices and other factors, and links them with health and survival outcomes. This provides a convenient conceptual framework for comprehensive systemic analysis of aging-related changes in humans using longitudinal data and for linking these changes with genotypic profiles, and morbidity and mortality risks. The model has been used to develop unique efficient statistical methods for analyzing longitudinal data on aging, health, and longevity. The ideas and approaches briefly described above are further developed and discussed in detail in the chapters of this
monograph. The monograph consists of three parts. Part I is motivational. Its goal is to inform readers about properties of aging-related changes represented by available data and to provide evidence of connections among diseases of the elderly and about possible determinants of health and survival outcomes. The chapters in this part discuss the results of analyses of various types of data using conventional statistical models. Part II contains chapters focusing on more sophisticated analyses using methods of advanced statistical modeling. Part III is a short chapter presenting conclusions.

### 1.2 Information on Aging, Health, and Longevity from Available Data: Part I

The process of aging involves changes in biological functioning during the life course. Data on such changes are collected in a number of longitudinal studies. That is why particular attention in this monograph is paid to the dynamic aspects of aging-related changes in biomarkers (e.g., physiological variables, composite indices, etc.) using data from human longitudinal studies. The individual age trajectories of such biomarkers show what is changing in human bodies when people get old, and how these changes develop during the life course. An important motivation for studying the aging process is to better understand its connections with health and survival outcomes. Such connections can be evaluated from longitudinal data.

Part I commences with Chap. 2, which presents the results of empirical analyses of data on age-related changes in physiological variables. These results show that average age trajectories of physiological variables follow remarkable regularities. Some of these trajectories are almost monotonic and others are non-monotonic. They depend on individuals' health status and gender, as well as on genetic and non-genetic factors. It is important to note that the shapes of the average age trajectories of these variables are formed by two major forces. One represents the biological mechanisms responsible for regulation of aging-related changes acting during an individual's life course. The other deals with compositional changes that take place in heterogeneous populations due to the process of mortality selection when individuals get older (Yashin et al. 2010). To understand the functioning of the biological machinery one has to separate the effects of these two forces. Such separation can be done using more sophisticated approaches to analyses of longitudinal data based on the statistical modeling described in Part II, Chaps. 11, 12, $13,14,15$, and 16.

In addition to changes in biomarkers, the process of individual aging involves deterioration of health and developing chronic diseases. The fact that many elderly people suffer from several chronic conditions indicates that such diseases are likely to be dependent and have some common genetic or non-genetic risk factors. Chapter 3 describes age patterns of morbidity and comorbidity from observational data collected in the U.S. Medicare Files of Service Use (MFSU) for the entire

Medicare-eligible population of older U.S. adults. These data represent an example of Big Data analysis of current and historic health of older U.S. adults. The tremendous research potential of these data for evaluation of current and forecasting of future patterns of aging-related diseases among the older U.S. adults remains largely unexplored. This chapter presents results of epidemiologic and biodemographic analyses of these data. These results show how the age patterns of disease incidence, their time trends, recovery and long-term remission after disease onsets, interdependence of risks of multiple coexisting diseases, mortality at advanced ages, and multi-morbidity patterns can be evaluated. Empirical analyses, regression models, and methods of mathematical modeling are used to evaluate these health-related characteristics.

Chapter 4 provides additional evidence of dependence among diseases of the elderly. Traditional demographic calculations evaluating the contribution of disease to life expectancy reduction usually assume independence among causes of death. Such an assumption can be justified for some infectious diseases, but not for diseases of the elderly. The nature of these diseases differs from that of infectious diseases and deals with the complicated interplay among ontogenetic changes, senescence processes, and damages from exposures to hazardous environmental conditions. The determinants of such health disorders often contribute to the development of many health pathologies and their effects on disease risks may change with increasing age and time. The presence of such common risk factors makes diseases of the elderly mutually dependent. This chapter evaluates correlations among mortalities from cancer and other major health disorders, including heart disease, stroke, diabetes, Alzheimer's and Parkinson's diseases, and asthma using the Multiple Causes of Death (MCD) data. The analyses show significant negative correlations between cancer and some of the selected diseases. Possible mechanisms, including pleiotropic effects of genetic factors, are discussed.

Chapter 5 deals with factors increasing both longevity and cancer risk in human populations. Longevity and overall cancer incidence rates have increased over time in many countries in parallel with economic progress and the spread of the Western life style; the rates are also typically higher in more- than in less-developed countries. Could there be not merely an association but a causal connection here? This chapter investigates the possibility that some of the factors linked to high economic development and the Western life style may actually favour both longevity and vulnerability to cancer. The chapter provides a review of current evidence in support of this hypothesis and concludes that the higher overall cancer risk in affluent societies may in part be attributed to the higher proportion of individuals more susceptible to cancer, rather than to the higher burden of carcinogenic exposures in the respective populations. The proportions of susceptible people may have increased over time due to several key factors, including: (i) improved medical and living conditions that "relax" environmental selection and allow for survival of people with less efficient immune systems who may be more prone to cancer; (ii) novel/unusual exposures that are not carcinogenic themselves but may increase the body's vulnerability to established carcinogens (some new medicines and other agents will be discussed); (iii) several factors linked
to the Western life style (such as delayed childbirth and food enriched with growth factors) that may postpone manifestations of physical aging and at the same time increase the body's susceptibility to cancer.

In response to aging-related health declines and other health-related challenges accompanying human lives, human society created, maintains, and continues to develop a health industry that aims to provide good health to its people. A major part of the economics of this industry is driven by medical costs. Such costs accompany each individual's health history. In Chap. 6, the trajectories of medical costs associated with the onset of twelve aging-related conditions are evaluated and analyzed. These conditions include acute coronary heart disease, stroke, ulcer, breast cancer, prostate cancer, melanoma, lung cancer, colon cancer, diabetes, asthma, Parkinson's disease, and Alzheimer's disease for older U.S. adults. The medical costs are associated with disease diagnosis and treatment. In the U.S., the prediction of future Medicare costs is crucial for health care planning, because almost all residents aged 65 years and older are enrolled in the Medicare system. The variables investigated in this chapter represent the sum of the medical costs associated with every person enrolled in the system. Individual costs deal with expenditures associated with disease onsets, their treatment, and subsequent costs of acute and chronic conditions. These trajectories were reconstructed using National Long Term Care Survey (NLTCS) data linked to the Medicare files of service use (NLTCS-M). A special procedure for selecting individuals with onset of each geriatric disease was developed and used for identification of the date of the disease onset. Among interesting research findings was the similarity of the time patterns of the individual medical cost trajectories for all studied diseases. This new approach yields a family of forecasting models with covariates. The dynamic relationships between Medicare expenditures and health indicators used in such models can lead to improved forecasting of Medicare costs.

Chapter 7 provides the rationale for construction, outlines the properties, and describes the applications of indices of cumulative deficits (DIs) in the analyses of data on aging, healthspan, and lifespan. The idea for such indices arose from the fact that observational studies typically measure not only major changes in health and well-being captured by well-defined risk factors (e.g., physiological measurements) but also various aging-related changes spread throughout hundreds of distinct variables that can be informative on longevity when accumulated in a single index. A DI is constructed as the proportion of failed (e.g., definitive deficits) or abnormal (e.g., doubtful deficits) health traits manifest by a given age - that is a summary measure of the average level of an organism's deterioration at a given age. A comparison of DI with clinical frailty was performed. The results suggest that integration of both approaches is highly promising for increasing the precision of the risk discrimination, especially among the most vulnerable part of the elderly population.

In Chap. 8 the dynamic properties of individual trajectories of aging-related changes in eight key physiological variables (body mass index, systolic and diastolic blood pressure, pulse pressure, pulse rate, blood glucose, hematocrit, and total cholesterol) in the Framingham Heart Study (FHS) participants are investigated,
and connections between characteristics of these trajectories and human lifespan and healthspan estimated. It is well known from epidemiology that values of variables describing physiological states at a given age are associated with human morbidity and mortality risks. Much less well known are the facts that not only the values of these variables at a given age, but also characteristics of their dynamic behavior during the life course are also associated with health and survival outcomes. This chapter shows that, for monotonically changing variables, the value at age 40 (intercept), the rate of change (slope), and the variability of a physiological variable, at ages $40-60$, significantly influence both healthspan and longevity after age 60 . For non-monotonically changing variables, the age at maximum, the maximum value, the rate of decline after reaching the maximum (right slope), and the variability in the variable over the life course may influence healthspan and longevity. This indicates that such characteristics can be important targets for preventive measures aiming to postpone onsets of complex diseases and increase longevity.

Recently, participants of many longitudinal studies have been genotyped, so that large datasets of genetic information have become available for analyses together with phenotypic longitudinal data. Chapter 9 discusses the roles of genes in diseases in late life. Decades of studies of candidate genes show that they are not linked to aging-related traits in a straightforward fashion (Finch and Tanzi 1997; Martin 2007). Recent genome-wide association studies (GWAS) have supported this finding by showing that the traits in late life are likely controlled by a relatively large number of common genetic variants (e.g., Teslovich et al. (2010)). Further, GWAS often show that the detected associations are of tiny size (Stranger et al. 2011). This chapter considers several examples of complex modes of gene actions including genetic trade-offs, antagonistic genetic effects on the same traits at different ages, and variable genetic effects on lifespan. The analyses focus on the $A P O E$ common polymorphism.

### 1.3 Statistical Modeling and Other Advanced Methods of Analyzing Data on Aging, Health, and Longevity: Part II

Part II deals with more advanced methods of statistical analyses of data based on the idea of statistical modeling. As noted above, all of the empirical evidence indicates that aging is a multidimensional process that involves changes in many variables (biomarkers). Many biomarkers that play fundamental roles in agingrelated changes remain unmeasured in longitudinal studies, so available longitudinal data are always incomplete. Information about some unobserved variables and their connections with observed biomarkers can be available from other aging studies. Mathematical and computer modeling allow for incorporating such information into a model's structure and estimating the model's parameters from the
data. The use of methods of statistical modeling allows for evaluating age patterns of many hidden components of aging and their connections with components represented in longitudinal data and with morbidity/mortality risks. Several chapters of this monograph show how various dynamic models can be constructed and efficiently used in analyses of longitudinal data. Mathematical and computer modeling are used to represent available information about phenomena in a way that is informative for addressing research questions using available longitudinal or cross-sectional data. Part II starts with Chap. 11, which provides a brief review of approaches to statistical analyses of longitudinal data on aging that are relevant to the major topic of this monograph-the Biodemography of Aging. When relevant, it relates these approaches to the subsequent chapters in Part II of the book. Longitudinal data play a pivotal role in discovery related to aging, health, and longevity. There is a wide variety of statistical methods for analyzing longitudinal data; longitudinal data analysis is one of the most prolific areas of statistical science. This chapter presents the basics of the joint models of longitudinal and time-toevent outcomes and various extensions in the recent biostatistical literature and discusses them in the context of biodemographic applications.

Chapter 12 describes an approach to statistical analyses of longitudinal data based on the use of stochastic process models (SPMs) of human aging, health, and longevity. A better understanding of processes and mechanisms linking human aging with changes in health and longevity requires integrative statistical methods capable of taking into account relevant knowledge accumulated in the field when extracting useful information from new data. An important advantage of statistical analyses using SPMs compared to standard statistical methods of analyzing longitudinal data is the possibility of incorporating state of the art advances in aging research into the model structure and then using this model in statistical estimation procedures. Specifically, the proposed model incorporates variables characterizing resistance to stresses, adaptive capacity, and "optimal" (normal) physiological states. To capture the effects of exposure to persistent external disturbances, variables describing the effects of allostatic adaptation and allostatic load are also introduced into the model. These additional variables facilitate the description of the link between aging-related changes in physiological indices and morbidity and mortality risks. The approach provides researchers with a powerful conceptual framework for studying dynamic aspects of aging, and with an appropriate tool for analysis and systematization of information about aging and its connection with health and longevity.

Chapter 13 continues the model developments described in Chaps. 11 and 12. Various approaches that incorporate unobserved or hidden heterogeneity are ubiquitous in different scientific disciplines. Unobserved heterogeneity can arise because there may be some relevant risk factors affecting the outcome of interest that are either still unknown or just not measured in the data. The continuing interest in hidden heterogeneity can be seen in the recent books devoted to frailty models (Duchateau and Janssen 2008; Hanagal 2011; Wienke 2010), which have extensive (but not exclusively overlapping) lists of references. The modern era of revolutionary advances in genetics provides great opportunities and challenges for the field of
biodemography and the need to integrate the principles of genetics and genomics into biodemography is apparent so that this field will continue to be on the forefront of demographic analyses (Carey 2008; Wachter 2008). The importance of "genetic biodemography" will continue to grow in the coming years because many studies that have collected data on biomarkers will include (or already have included) genetic information. The ongoing incorporation of genetic information into longitudinal studies is considered potentially "the most revolutionary element of the addition of biological data in large-scale surveys" (Suzman 2010) and such studies will "increasingly provide analyses of the interactions of genetic, biological, social, economic, and demographic characteristics" (Crimmins et al. 2010).

This chapter describes new approaches that model both time-to-event and longitudinal data. This excludes methods focusing on analyses of longitudinal data alone, where events are generally treated as nuisance factors to be adjusted for and approaches that do not include time-to-event information (e.g., onset of a disease), but include, for example, binary indicators such as prevalence of a disease. We also present a version of the stochastic process model (Yashin et al. 2007a) that accommodates such hidden heterogeneity, thus extending the earlier model (Yashin et al. 2008).

Chapter 14 presents results of simulation studies of a longitudinal geneticdemographic model illustrating that inclusion of biodemographic information in addition to follow-up data improves statistical power in analyses of genetic effects on mortality or morbidity risks. It also describes simulation studies of the genetic SPM, illustrating the increase in power of joint analyses of genotyped and non-genotyped participants of a longitudinal study compared to analyses of non-genotyped participants alone in different scenarios to test relevant biologically-based hypotheses. The results of these analyses and possibilities of further extensions of the approaches are discussed.

Chapter 15 describes an approach to integrative mortality modeling that represents mortality rates in terms of parameters describing aging-related changes in physiological variables and changes in health status with increasing age. In contrast to traditional demographic and actuarial models dealing with mortality data, such models can be used in statistical analyses of longitudinal data on aging, health, and longevity. The models use diffusion-type continuous-time stochastic processes for describing the evolution of physiological variables over the life course, and finitestate continuous-time processes for describing changes in health status during this period. The development of integrative mortality models involves integraldifferential equations for conditional probabilities characterizing changes in physiological states and health status as individuals in a population under study get older. The approximation of changes in physiological states by a conditional Gaussian process, given current health state, simplifies the description and yields efficient methods of statistical modeling.

In Chap. 16, applications of integrated mortality models to the analysis of data from simulation experiments and from the Framingham Heart Study are described. The analyses show that model parameters can be evaluated from longitudinal data (Yashin et al. 2011). The application of these models to Framingham Heart Study
data reveals important differences in physiological dynamics between healthy and sick individuals (Yashin et al. 2013b). The models can be successfully used in the joint analyses of data collected using different observational plans.

The need to efficiently analyze large-scale genetic data and longitudinal data on aging-related changes as well as data on human health and survival in selected populations of individuals exemplifies Big Data analysis. Analyses of such data would benefit from special approaches that take high dimensionality of the corresponding data into account.

Chapter 17 presents a new longitudinal form of the Grade of Membership (GoM) model for time-varying covariates. It provides a self-contained description of a new GoM estimation algorithm and its statistical properties, and illustrates its application with a substantively meaningful analysis of the progression of dementia among NLTCS respondents. The natural history of dementia is modeled as a complex irreversible multidimensional process governed by a latent three-dimensional bounded state-space process. Individual dementia cases were found to be initially widely dispersed in the latent state space. Over time, they moved to state-space locations associated with severe cognitive and physical impairment and dramatically increased need for care. The rate of progression of the disease was found to be highly variable over, but predictable from, the initial state-space location. This latter finding is currently being used to develop an improved prognostic model for individual Alzheimer's patients, their physicians, and caregiver teams.

In Chap. 18, the recently developed Linear Latent Structures (LLS) analysis model and its statistical properties are described. Applications of the LLS model to analyzing the NLTCS data are discussed. The results of the analyses are compared numerically and analytically to predictions of the Latent Class model (LCM) and the Grade of Membership (GoM) model. LLS analysis assumes that the mutual correlations observed in survey variables reflect a hidden property that can be described by a low-dimensional random vector. Applying the LLS model to the 1994 and 1999 NLTCS datasets (5,000+ individuals) with responses to over 200 questions on behavior factors, functional status, and comorbidities resulted in an identified population structure with a basis represented by "pure-type individuals," e.g., healthy, strongly disabled, having chronic diseases, etc. The estimated population structure and the score distributions are compared with predictions given by LCM and GoM analyses. The components of the vectors of individual LLS scores are used to make predictions of individual lifespans.

### 1.4 Conclusion

The evolutionary processes involved in forming the genetic structure of human populations as well as age patterns of human morbidity and mortality curves can be studied in the framework of Evolutionary Population Genetics. Many questions about the origin of human chronic diseases, aging-related changes, senescence, and connections among these traits can be addressed within this discipline.

The Biodemography of Aging deals with changes in genetically heterogeneous birth cohorts of individuals over age and time. Distributions of phenotypic traits within such cohorts change with increasing age. The genetic structure of the population cohort also experiences changes with increasing age. Biodemographic ideas, concepts, and methods facilitate the analysis of such changes and the assessment of their implications, leading to more efficient and informative analyses of demographic, longitudinal, and genetic data.
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# Chapter 2 <br> Age Trajectories of Physiological Indices: Which Factors Influence Them? 
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### 2.1 Introduction

Physiological variables and other biomarkers reflect the body's responses to numerous external and internal challenges and its ability to maintain reliable functioning in a changing environment. Some physiological variables are used for monitoring patients' health status, or for evaluating the efficiency of treatments in clinical trials. Many variables are measured in longitudinal studies of aging, health, and longevity. The data from these studies provide researchers with the unique opportunity to investigate how individual organisms change with increasing age, how these changes modulate risks of disease and death, and how they are influenced by genetic and non-genetic factors. The patterns of individual aging changes can be described in terms of characteristics of age trajectories of physiological variables and other biomarkers. Studying these age trajectories may yield insights into the nature of biological mechanisms involved in the regulation of aging. Important questions that can be addressed in this research include: How do the physiological age trajectories differ among individuals? Are their patterns gender-specific, and if so, then why? How do genetic and non-genetic factors associated with extreme longevity modulate the entire trajectories? Are there hidden (unobserved) biological mechanisms that regulate the dynamics of aging changes in physiological markers, and how could their contribution be estimated from available data?

To mediate the influence of internal or external factors on lifespan, physiological variables have to show associations with risks of disease and death at different age intervals, or directly with lifespan. For many physiological variables, such associations have been established in epidemiological studies. These include body mass index (BMI), diastolic blood pressure (DBP), systolic blood pressure (SBP), pulse pressure (PP), blood glucose (BG), serum cholesterol (SCH), hematocrit (H), and ventricular rate (VR).

For example, the effect of BMI on risks of disease and mortality was intensively studied in connection with metabolic syndrome. Freedman and colleagues (2006)
showed that the connection between BMI and mortality risk is generally $J$-shaped for both genders and various age groups. The authors also found that this risk function changes with age. Relationships between mortality risk and BMI were also assessed in other studies (see Gelber et al. 2007; Gu et al. 2006; Klenk et al. 2009, among others; Zhou 2002).

The connection between diastolic blood pressure (DBP) and all-cause mortality risk has been investigated to better understand factors and mechanisms of cardiovascular diseases (CVD) (Cruickshank 1988, 2003; Staessen 1996). Special attention has been paid to the $J$-shape of the risk function (see Alderman 1996; Cruickshank 2003; Grassi et al. 2010, among others; Isles and Hole 1992; Messerli and Panjrath 2009). Franklin and colleagues (2001) studied changes in this risk function with age. Boshuizen and colleagues studied the connection between blood pressure and mortality risk in the elderly (Boshuizen et al. 1998). Questions of optimal blood pressure were discussed by Onrot (1993) and Townsend (2005), among others.

Anderson and colleagues (1987) evaluated the connection between serum cholesterol (SCH) and mortality using 30 years of follow-up data from the Framingham Heart Study. The authors found that each $1 \%$ increase in total cholesterol produced a $2 \%$ increase in coronary heart disease incidence among individuals between 60 and 70 years of age. Kronmal and colleagues (1993) found that the relationship between total cholesterol level and all-cause mortality was positive at age 40, negligible at ages 50-70, and negative at age 80. Other researchers (Manolio et al. 1992; Weverling-Rijnsburger et al. 2003) showed that CVD in old age was independent of total serum cholesterol levels. Weverling-Rijnsburger and colleagues (1997) proposed that this could be a result of selective mortality of those with the highest cholesterol levels in middle age. Weverling-Rijnsburger and colleagues (1997) and Schatz (Schatz et al. 2001) showed that low total serum cholesterol levels are associated with higher all-cause mortality in the oldest old. The relationship between serum cholesterol and all-cause mortality was also studied by Chyou and Eaker (2000) and Li et al. (2004a, b) among others.

The effects of resting heart rate (also called ventricular rate, VR) on cardiovascular mortality were described by Kannel and colleagues (1987). Mensink and Hoffmeister (1997) and Benetos and colleagues (1999) investigated the effects of resting heart rate on all-cause mortality. The connection between heart rate and mortality in the elderly also was investigated by Cacciatore and colleagues (2007). Kuzuya and colleagues (2008) found a J-shaped relationship between resting pulse rate and all-cause mortality in community dwelling older people with disabilities. Böhm and colleagues (2012) showed that resting heart rate in clinical conditions is associated with all-cause mortality, disability, and cognitive decline.

Taken altogether, the above results indicate that studying the age trajectories of physiological variables, as well as factors and mechanisms involved in their regulation, could substantially clarify complex connections among aging, health decline, and longevity, and provide useful insights into alternative strategies for the improvement of people's health (Kristjuhan 2012). None of the cited studies
performed either systematic analyses of age-patterns of corresponding variables or of the roles of such patterns in mediating genetic influence on lifespan.

In this chapter, we use longitudinal data from the Framingham Heart Study (FHS) Original cohort to evaluate the average age trajectories of the eight physiological variables, including body mass index (BMI), diastolic blood pressure (DBP), systolic blood pressure (SBP), pulse pressure (PP), blood glucose (BG), serum cholesterol $(\mathrm{SCH})$, hematocrit $(\mathrm{H})$, and ventricular rate (VR). We show how these trajectories depend on various genetic and non-genetic factors affecting human lifespan.

### 2.2 Data: The Framingham Heart Study (FHS)

The longitudinal data on aging, health, and lifespan collected in the FHS include results of biennial measurements of physiological and health related variables during the life course of study participants, detailed data on their genetic background, and data on health and survival outcomes. The FHS (Original cohort) was launched in 1948 (Exam 1), with 5209 respondents ( $55 \%$ females) aged 28-62 years at baseline and residing in Framingham, Massachusetts, who had not yet developed overt symptoms of cardiovascular disease (Dawber et al. 1951). The study has continued to the present with biennial examinations. To date, 31 exams of the Original Cohort have been conducted; data from exams 1-28 including detailed medical history, physical exams, laboratory tests, and ages 28-104, were used in this study.

Phenotypic Traits collected in the FHS cohorts over 60 years and relevant to our analyses include: life span, ages at onset of diseases (with the emphasis on cardiovascular disease (CVD), cancer, and diabetes mellitus), as well as indices characterizing physiological state. The occurrence of diseases (CVD and cancer) and death have been followed through continuous surveillance of hospital admissions, death registries, clinical exams, and other sources, so that all these events are included in the study.

To define the age at onset of unhealthy life in the present study, we used data on onsets of CVD, cancer (calculated from the follow-up data), and diabetes. CVD was defined as the first appearance of any one of the following codes for the variable EVENT in the Sequence of Cardiovascular Events (SOE) file provided by FHS: $1-19,21-26,30-49$. These codes correspond to major CVD events (or death from such events) including myocardial infarction, angina pectoris, cerebrovascular accident (stroke, TIA), intermittent claudication, and congestive heart failure. The onset of diabetes was defined as the age at the first exam when an individual had a value of random BG exceeding $140 \mathrm{mg} / \mathrm{dl}$, and/or took diabetes medication (oral hypoglycemic or insulin). The age of onset of unhealthy life was then defined as the minimum of ages at onset of these three diseases. If an individual did not contract any of these diseases during the observation period than then $\mathrm{s} / \mathrm{he}$ was considered censored at the age of the last follow-up or death. Individuals who had any of these
diseases before the first FHS exam were excluded from the analyses of "unhealthy life."

Data on eight physiological indices used in this study included: random blood glucose levels (BG, exams 1-4, 6, 8-10, 13-23, 26-28), body mass index (BMI, exams 1, 4, 5, 10-28), diastolic blood pressure (DBP, exams 1-28), systolic blood pressure (SBP, exams 1-28), pulse pressure (PP, exams 1-28), ventricular rate (VR, exams 4-28), hematocrit (H, exams 4-21), and total cholesterol (SCH, exams $1-11,13-15,20,22-28)$. Some variables in the data were not measured or excluded for different reasons. For example, blood glucose was not measured at exams 5, 7, $11,12,24$, and 25 . Also, we used values of BG from the diabetes file and this file does not contain measurements for exam 28. BMI was calculated only for exams where both weight and height measurements were available. Hematocrit was measured at exams 4-21. However, the mean trajectories in exams 10 and 21 deviated substantially from the values recorded for the rest of the exams and the data from those exams accordingly were excluded from calculations. We created 13 age groups ( $<35,35-39, \ldots, 85-89$, and $90+$ years) and calculated empirical estimates of the mean values of the physiological indices in each group using pooled data on measurements from all exams.

The demographic characteristics of the Original FHS cohort are illustrated in Fig. 2.1. This figure shows a histogram of the age distribution of the participants of the Original FHS cohort at the first exam for males and females together with empirical estimates of survival functions for males, females, and males and females combined.


Fig. 2.1 (a) Age distribution of the participants of the Original Framingham cohort at the first exam for males and for females. (b) Kaplan-Meier estimates of survival functions for males, females, and males and females combined from the same cohort. In estimating the survival functions, it was assumed that the survival chances of individuals of the same gender from all sub-cohorts of the Original FHS cohort were the same. In this case, estimation of survival functions is reduced to constructing these functions from left truncated and right censored samples on life span data from population cohorts of males and females. The procedure for such a construction is readily available (Tsai et al. 1987)

Males and females have similar age ranges and comparable age distributions; the female survival from age 65 was better than that of males. This difference in survival was highly statistically significant.

### 2.3 Methods

We calculated empirical estimates of the mean values of the eight physiological indices (BMI, DBP, SCH, VR, SBP, PP, PR, and H) in age groups $<35,35-39, \ldots$, 85-89, and 90+ years for all participants of the Original FHS cohort (males and females) using pooled data on measurements from all exams. We selected groups of shorter-lived individuals (those dying at ages 75 or earlier; censored individuals were excluded from this group) and the 100 longest lived individuals (individuals with lifespans exceeding 92.7 years), and calculated average values of physiological indices in the same age groups of these individuals using pooled data on measurements from all exams. We also calculated the age patterns of physiological indices for individuals having different smoking statuses, as well as for individuals with different genetic backgrounds. These longitudinal data provide an opportunity to reveal some but not all the biological mechanisms involved in regulation of physiological aging changes. The existence of other mechanisms is supported by experimental animal studies and other research. For various reasons, all relevant components are not always measured in longitudinal human studies, including the FHS. The evaluation of such missing, or hidden, biomarkers is a challenging task; however, some progress in representing their effects can be achieved using methods of statistical modeling, as described in Chaps. 12 and 13.

### 2.4 Results

### 2.4.1 Average Age Trajectories of Physiological Variables

Empirical estimates of average age trajectories of physiological variables capture important regularities of aging-related changes and prepare our intuition for analyses of the dynamic properties of aging-related changes. These trajectories were generated by two mechanisms. One is responsible for biological aging-related changes and other involves the process of mortality selection in heterogeneous populations. These trajectories provide us with useful insights and ideas concerning linkages of these variables with lifespan and healthy lifespan. The average age trajectories of the eight physiological indices evaluated from the data on the Original FHS cohort are shown in Fig. 2.2a for males and females. Although all age patterns of physiological indices are non-monotonic functions of age, blood glucose (BG) and pulse pressure (PP) can be well approximated by monotonically
increasing functions for both genders. The average age trajectories of hematocrit $(\mathrm{H})$ for males and females have different shapes. The levels of H for males are higher than for females. For males, they tend to stay nearly constant until age 65 and then decline with age. For females, the average H values first increase to age 65 and then decline.

For both genders, the average values of body mass index (BMI) increase with age (up to age 55 for males and 65 for females), and then decline for both sexes. These values do not change much between ages 50 and 70 for males and between ages 60 and 70 for females. The male and female curves for systolic blood pressure (SBP) intersect around age 55. The female curve was initially lower than that of males. Both curves reach their maximum values at around age 75 and then decline. The values of diastolic blood pressure (DBP) for males were higher than those for females until age 55 and then became about the same. Both curves increase to age 55 and then decline for both sexes. For both genders, pulse pressure (PP) increases after age 40, reaches its peak at approximately 90 years of age and then shows a tendency to decline. The serum cholesterol (SCH) curve for males is initially higher


Fig. 2.2 (a) Average age trajectories of eight physiological variables for males and females evaluated from longitudinal data on the Original FHS cohort. (b) Average age trajectories of standard deviations of eight physiological variables for males and females evaluated from longitudinal data on the Original FHS cohort


Fig. 2.2 (continued)
than that of females. The curves for males and females intersect around age 45 . The female curve reaches its maximum value around age 60 , stays at this level until age 70, and then declines. For males, a gradual rise in SCH levels ceases near age 50 , then the level of SCH declines slowly to age 70 . After age 70, the decline accelerates. The values of ventricular rate (VR) for males first increases, reaches a maximum around age 50 and then declines. For females, the average VR increases until age 45 , and then shows a slight tendency to decline between ages 45 and 60 . After age 60, it declines at a faster rate.

Except for blood glucose, all average age trajectories of physiological indices differ between males and females. Statistical analysis confirms the significance of these differences. In particular, after age 35 the female BMI increases faster than that of males. Both indices reach the same maximum value around age 60 and then show a similar pattern of decline after age 70. Diastolic blood pressure is higher among males until age 60, but increases more slowly. The maximum value of DBP occurs near ages $55-60$ for both genders. The age pattern after age 60 is about the same for males and females. The average level of hematocrit is higher in males than in females during the entire age range. However, the rate of decline of this variable after age 70 was about the same for males and females. Average female pulse pressure tends to increase faster than that of males. Average female pulse
(ventricular) rate always is higher than that of males. Between ages 35 and 50, the level of serum cholesterol is higher in males than in females. After age 50, the average values of male SCH are lower than those of females and remain lower for the remainder of the age range.

### 2.4.2 Age Trajectories of Standard Deviations (SD) of Physiological Variables

At each age, the values of physiological variables differ among individuals in the population. These differences were, however, within ranges that were compatible with life. Do these ranges change with age? The age trajectories of standard deviations of physiological indices yield useful insights into this question. These trajectories are likely to depend on initial differences in values of the physiological variable among individuals, on the variability acquired during the life course due to genetic differences in ontogenetic changes, and on random external disturbances affecting these variables differently in different individuals, as well as on forces reducing this variability due to mortality selection. The strength of the effects of mortality selection depends on how much the risk of death was influenced by the deviation of these variables from their normal values. Figure 2.2b shows how estimates of standard deviations (SD) of the eight physiological variables described above changed with ages for males and females.

The values of the standard deviations (SD) of BG for females are about the same between ages 35 and 40, then they increase monotonically between ages 40 and 80 , decline until age 85 , and then tend to increase again. For males, these values first decline until age 40, then increase until age 70, and then decline again. The values tend to be higher for males than for females until age 80. After age 80, the curves are about the same. The curves are also close to each other between ages 40 and 60 . The age trajectories of the SD for BMI for the two genders are quite different. The female SD values are higher than those of males over the entire age interval from 30 to 95 . They increase until age 55 , remain about the same until age 75 , and then decline. For males, these values tend to decline between ages 30 and 45, increase until age 65 , decline until age 80, and then tend to increase again. The SD curves for DBP intersect for the two genders. The female's values of SD are lower than those of males until age 40 years. After that age, the females' values of SD are larger than those of males, without showing noticeable changes until the end of the age interval. The values of SD for PP remain small for most adult ages for both genders, with increases for both genders after age 80. The values of SD for SBP for males and females intersect at age 45 . The female values are lower at the beginning and become higher afterwards. Both trajectories slightly decline between ages 60 and 70, and then slightly increase again. The SCH trajectories of SD for the two genders intersect at age 45. The female values are lower than those of males until age 45. Then they become higher and gradually decline until age 70. After age 70, the
decline accelerates. For males, the values remain about the same until age 70, followed by a faster decline up to age 80. After this age, the SD values become statistically indistinguishable. The SD values for H increase with age for both genders, remaining about the same, with a tendency to be larger for males than for females with a decline after age 85 . The VR SD increases with age for both genders until age 80 for males and until age 75 for females. Then the female SD declines until age 85 and shows a tendency to increase afterwards. The male SD continues to decline after age 80 . Both curves were close to each other.

The differences in the shapes of male and female age trajectories may be related to differences in male and female survival distributions (Fig. 2.1c). Differences in average age trajectories of the physiological indices can be expected for groups of individuals of the same gender who have different exposures to deleterious risk factors such as cigarette smoking.

### 2.4.3 Age Patterns of Survival and Physiological Variables for Smokers and Non-smokers

That cigarette smoking is a risk factor for all-cause mortality is well known (Hubbard et al. 2009; Fenelon and Preston 2012; Preston et al. 2014). Figure 2.3a shows the age patterns of survival functions for smoking and non-smoking female participants of the Original FHS cohort. It can be seen that female smokers have worse survival than female non-smokers. Beyond overall survival, the question we now address is: Which of the eight physiological indices described above mediate the harmful influences of a smoking on survival? To address this question, Fig. 2.3b


Fig. 2.3 (a) Age patterns of survival functions for smokers and non-smokers among female participants of the Original FHS cohort. (b) Average age trajectories of eight physiological variables for female smokers and non-smokers evaluated from longitudinal data on the Original FHS cohort
shows the average age patterns of the physiological indices for smoking and non-smoking females.

The average values of BG are increasing functions of age, and are about the same for female smokers and non-smokers until age 85. At age 90, the BG levels for smokers exceed those of non-smokers. However, the standard error at age 90 is much higher than at earlier ages, so the difference is not statistically significant.

The average values of BMI in female smokers are lower than those of nonsmokers until age 80 at which point the BMI curves for smokers and non-smokers intersect. The smokers' BMI curve increases more slowly with age than that of nonsmokers. The maximum value of non-smokers' BMI is reached earlier (at age 60 versus age 75 for smokers) and the maximum value for non-smokers is higher that that of smokers. The smokers' curve does not change much after reaching its maximum. The average values of SCH tends to be slightly higher in female smokers until about age 55. Then these curves intersect and the values for smokers remains slightly lower than those of non-smokers until the end of the age range. The smokers' SCH reaches its maximum value slightly earlier than non-smokers (at age 50 versus age 55 ). Both curves decline after reaching their maximum values at about the same rate, and remain close to each other until the end of the age range. The average values of DBP are always lower for female smokers than for non-smokers. The maximum values of DBP are reached at about the same ages around age 50. The largest difference between the two curves was at ages around the maximum point. The curves become closer to each other when age increases. The age trajectories for H are always higher for female smokers than for non-smokers, with maximum values around the same age, 65 . The average values of PP are about the same until age 45 . Then they become slightly lower for smokers and remain slightly lower until the end of the age range. The average values of SBP for female smokers are lower than those of non-smokers for the entire age range and have similar shapes. The average values of VR are higher for female smokers until age 65 when the curves intersect; after this age smokers have lower average values of VR than non-smokers.

The age patterns of average values of the eight physiological indices for smoking and non-smoking males are shown in Fig. 2.4.

After age 75 the BG values for male smokers become slightly higher than those for nonsmokers and remain higher until the end of age range. The average values of BMI are lower for male smokers until age 75. After this age, the BMI curves for smokers and non-smokers become indistinguishable. The average values of SCH tend to be slightly higher in male smokers until about age 55 . Then these curves intersect; the curve for smokers becomes slightly lower than that of non-smokers until the end of the age range. The curves reach their maximum values at about the same age, 45 years. However, the decline in the SCH levels starts earlier among smokers (around age 45 versus 65 for non-smokers). The average values of DBP are slightly lower for male smokers than for non-smokers until about age 70. After age 85 , the DBP curve for smokers becomes slightly higher than for non-smokers. The maximum values of DBP are reached at about the same ages. The average values of H are always higher for male smokers than for non-smokers, with maximum values


Fig. 2.4 (a) Age patterns of survival functions for smokers and non-smokers among male participants of the Original FHS cohort. (b) Average age trajectories of eight physiological variables for male smokers and non-smokers evaluated from longitudinal data on the Original FHS cohort
reached around the same ages. The average values of PP are about the same for male smokers and non-smokers for all ages. The average values of SBP for male smokers are lower than those of non-smokers until age 75 . Then the curves intersect, with SBP for smokers thereafter being slightly higher than for non-smokers. The average values of VR are higher for male smokers until age 65 , then they become closer to the VR curve for non-smokers until age 85. Then at age 85 the curves intersect and remain close to each other.

### 2.4.4 Effects of Education on Survival and Average Age Trajectories of Physiological Indices

Figure 2.5a shows average age patterns of eight physiological indices for the two groups of females from the Original FHS cohort that differ in their level of education (higher than 11th grade vs. less than or equal to 11th grade). For simplicity, we use notations LE and HE for the lower and higher educated groups respectively.

The average values of BG for both groups are about the same until age 45. Then the BG curve for the LE females becomes higher than that of the HE females until age 85 where the curves intersect. After this age, the BG curve for the HE group exceeds that of the LE group; however the differences between the curves are not statistically significant. The average values of BMI in the LE group are substantially higher than those among the HE group over the entire age interval. The maximum value for the LE curve is reached earlier (at age 50 vs . age 70 for the HE females). The average values of SCH are about the same for the two curves for all


Fig. 2.5 (a) Average age patterns of eight physiological indices for female participants of the Original FHS cohort that differ in their level of education (higher than 11th grade vs. less than or equal to 11th grade). (b) Average age patterns of eight physiological indices for male participants of the Original FHS cohort that differ in their level of education (higher than 11th grade vs. less than or equal to 11th grade)
ages. The average values of DBP in the LE males are higher than those of the HE females for all ages. The largest difference between the two curves is around age 50 . The average values of SBP in the LE females are higher than those of the HE females for all ages except above age 90 where the they are very similar. The average values of PP in the LE females are higher than those of the HE females for all ages except above age 90 where the they are very similar. The average values of H in the LE females are lower than those of the HE females for all ages. The largest difference between the two curves is around age 65. The average values of VR for the two curves are statistically indistinguishable over the entire age interval.

The age patterns of average values of eight physiological indices for the HE and LE males are shown in Fig. 2.5b.

The average values of BG for the HE and LE males are very similar over the entire age interval. The average values of BMI in the LE group tend to be higher than those of the LE group. However, the differences between groups are much smaller than for females. The average values of SCH are very similar for both groups over the entire age interval. The average values of DBP in the LE group are lower than those of the HE group until age 45. After this age, the two curves are very similar. The values of H for the LE group tend to be lower than for the HE group for all ages. The PP curves for the two groups are very similar over the entire age interval. The average values of SBP for the LE group are lower than those for the HE group until age 50. Then the curves intersect and the values of SBP in the LE males become higher than those of the HE males until age 80 where the curves intersect again and become statistically indistinguishable. The average values of VR are higher among the HE males until age 65 when the curves intersect and are similar for the next 10 years; however, above age 75 the HE curve is below the LE curve.

### 2.4.5 Age Trajectories of Long Lived (LL) and Short Lived (SL) Individuals

Figure 2.6a shows the average age trajectories of eight physiological indices for female participants of the Original FHS cohort for individuals having short lifespans (SL-group) (lifespan $<75$ years) and 100 individuals having the longest lifespans (LL-group). One can see that trajectories for the LL females are substantially different from those for the SL females in all eight indices.

Specifically, the average values of BG are higher and increase faster in the SL females. The entire age trajectory of BMI for the LL females is shifted to the right (towards an older age) compared to the SL females, and reaches its maximum about 10 years later. The values of BMI for SL females also starts to decline earlier (after about age 60). The average values of DBP among the SL females are higher than those of the LL females. The maximum value of the average DBP in the SL group is higher than that of the LL females and it is more distinct from adjacent values for
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Fig. 2.6 (a) Average age trajectories of eight physiological indices for female participants of the Original FHS cohort having short lifespan (SL-group) (lifespan $<75$ years) and 100 individuals having the longest lifespans (LL-group). (b) Average age trajectories of eight physiological indices for male participants of the Original FHS cohort having short lifespan (SL-group) (lifespan $<75$ years) and 100 individuals having the longest lifespans (LL-group)
the SL than for the LL females. The average values of SBP are higher among SL females. They increase faster for SL than for LL females until age 60. The average values of PP for SL females are higher than those of LL females. Both curves increase at about the same rates. The average values of SCH are higher among the SL females up to age 65 , where they reach their maximum value and then decline. At age 65, the average age trajectory of SCH for the SL females intersects that of the LL females. The average values of H are higher among SL females until age 65 when the curves intersect. The SL curve reaches its maximum value earlier (age 60 vs. age 75 for the LL females). The maximum values for the two curves are about the same. Overall, the H trend is similar to that for BMI. The values of VR for the SL females are higher until age 65 and then practically coincide with those of the LL females until age 75.

The average age trajectories of the eight physiological indices for SL and LL males are shown in Fig. 2.6b.

The average values of BG are higher and increase faster among the SL males than among the LL males. The average values of BMI are higher among the SL males. The entire age trajectory of BMI for the LL males is shifted to the right (towards an older age), compared to the SL, and reaches its maximum at a later age, similar to that in females. The values of BMI for SL males and females start to decline earlier (after about age 60 for the SL, while approx. 10 years later for the LL). The average values of DBP among the SL males are higher than those of the LL males until age 70. At ages 70-75, the values of DBP are practically indistinguishable between the two groups. The maximum value of the average DBP in the SL group is higher than that of the LL group and it is reached at about the same age, 55 years. The average values of SCH are higher among the SL males until age 50 , reach their maximum value at about age 45 , and then decline. The SCH curve for LL males reaches its maximum value at age 55 . Between ages 55 and 65, the two curves are about the same. Then the SL curve becomes lower than the LL curve. The average values of H are higher among SL males until age 65 when the curves intersect. The SL curve has a clear maximum value at age 45 vs. two peaks years for the LL males (at ages 45 and 65). The maximum values for the two curves are close. The average values of PP for SL males are higher than those of LL males. Both curves increase at about the same rate. The average values of SBP are higher among SL males. They increase faster for SL than for LL males until age 60 after which the SL curve levels off. The values of VR for the SL males are higher than for the LL males.

Figure 2.7a shows the average age trajectories of eight physiological indices for female participants of the Original FHS cohort having values of healthy lifespan $<75$ years (short healthy lifespans (SHL)) and 100 females having the longest healthy lifespans (LHL). The average values of BG for SHL females are higher and increase faster than those of the LHL females. The BMI values for the SHL females are higher than for the LHL females for all ages. The decline after reaching the maximum is slower in the LHL females than in the SHL females, so the curves converge with increasing age up to 95 years. The values of SCH for the SHL females are slightly higher than for the LHL females until age 50. The curves are


Fig. 2.7 (a) Average age trajectories of eight physiological indices for female participants of the Original FHS cohort having short healthy lifespans (HLS $<75$ ) and 100 individuals having the longest healthy lifespans (HLL-group). (b) Average age trajectories of eight physiological indices for male participants of the Original FHS cohort having short healthy lifespan (HLS $<75$ ) and 100 individuals having longest healthy lifespan (HLL-group)
about the same between 50 and 65 years of age. Then the SHL curve becomes lower than the LHL curve. The curves converge and become indistinguishable at about age 90 . The values of DBP for the SHL females are higher and increase faster than for the LHL females until age 75. Then the curves cross over with lower SHL values thereafter. The H curves for the SHL females are higher until about age 70. Then the curves cross over with lower SHL values thereafter. The values of PP are higher among the SHL females until age 85. Then the curves converge. The values of SBP are higher among SHL females until age 85 . Then the curves become statistically indistinguishable. The VR curves for the SHL females are higher until about age 55. Then the curves cross over with lower SHL values thereafter.

The SHL and LHL curves for males are shown in Fig. 2.7b. The average values of BG for SHL males are higher and increase faster than those of the LHL males; the pattern for males is very similar to the pattern for females. The BMI values for the SHL males are higher than for the LHL males up to age 80. The decline after reaching the maximum is much slower in the LHL males than in the SHL males. The SCH curves are about the same at the beginning for both male groups but then trend upwards for the SHL males with a peak at age 45 and a downward trend thereafter, with the two curves crossing over near age 60. After this age, the curve for the SHL males is lower than that of the LHL males through the end of age range. The values of DBP for the SHL males are higher than those of the HLL males until age 65 when the two curves intersect. After age 65, the DBP curve in the HLS group remains lower than that in the LHL group through the end of age range. The H curve for the SHL males is higher than for the LHL males until age 75. Then the curves become very similar. Both H curves for males start with higher values than for females. The PP curves for the SHL and LHL groups have similar patterns for males as for females. The values of SBP are higher among SHL males until age 75. Then the curves become very similar. The starting values for males are higher than for females. The VR curve for the SHL males is higher than for the LHL males until about age 80. Then the curves cross over with lower values thereafter for the SHL males.

### 2.4.6 Effects of Disease on Dynamic Properties of Physiological Indices

To better understand whether the presence of chronic disease affects the age dynamics of a physiological state, we distinguished between individuals having at least one of three major chronic diseases (cancer, CVD, and diabetes) and individuals free of such diseases.

Figure 2.8a shows the average age trajectories for eight physiological indices for healthy and unhealthy females. The average values of female BMI for the two groups are statistically indistinguishable until age 50. After this age, the BMI curves for healthy females are lower than for unhealthy females through the end of the age
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Fig. 2.8 (a) Average age trajectories of eight physiological indices for healthy and unhealthy female members of the Original FHS cohort. (b) Average age trajectories of eight physiological indices for healthy and unhealthy male members of the Original FHS cohort
range. Between ages 40 and 60 , the average values of SCH for healthy females are lower than for unhealthy females. However, after this age, the values of this index for healthy females become higher than for unhealthy females. The SCH curve for unhealthy females appears to be characterized by a slight left-shift of the curve for healthy females. The average values of DBP for both female groups are about the same until age 45 . Then between ages 45 and 65 the curve for unhealthy females becomes higher than that for healthy females. The curves intersect around age 70 after which the DBP values for unhealthy females becomes slightly lower than for healthy females. The average H values for the two groups are statistically indistinguishable at all ages except between 55 and 60 years, where the H values for unhealthy females are slightly higher than for healthy females. The average values of PP are about the same at ages 40 and 85, with higher PP values for unhealthy females in-between.

The SBP curve for unhealthy females is higher than that for healthy females between ages 45 and 80 with similar values outside this interval. The curve for unhealthy females increases faster and reaches its maximum earlier (about age 70) than that for healthy females (about age 75). The maximum value is slightly higher for unhealthy females. The VR curves are statistically indistinguishable at age 35; at age 40 , the value for unhealthy females is lower than for healthy females. The curves intersect at age 45 and again at age 65 , after which the VR curve for unhealthy females is lower than for healthy females.

Figure 2.8b shows average age trajectories for eight physiological indices for healthy and unhealthy males. The average values of BMI between ages 55 and 75 are slightly higher for unhealthy males than for healthy males. The curves are statistically indistinguishable above this age interval. The values of SCH in the two male groups are indistinguishable at age 40, but become higher for unhealthy males between ages 45 and 60 . After age 65 , the SCH curve for unhealthy males is lower than for healthy males through the end of the age range. The maximum value for the unhealthy males is slightly higher and reaches its maximum value earlier (about age 40) than for the healthy males (about age 45). The average values of DBP are indistinguishable until age 45, but become slightly higher for unhealthy males at age 50 . At age 55 , the curves intersect so that DBP for unhealthy males is slightly lower than for healthy males through the end of the age range. The average H values for the two groups are statistically indistinguishable from age 50 to 70 . After these ages, the H curve for unhealthy males is slightly higher than for the healthy males until age 80 , where the curves became indistinguishable again. The average values of PP are about the same at age 40 and at age 90 with higher values of PP for unhealthy males in-between. The SBP curve for unhealthy males is higher than for healthy males until age 75. After this age, the curves become indistinguishable. The curve for unhealthy males reaches its maximum value earlier (about age 70) than for healthy males (about age 75). The maximum value is slightly higher for unhealthy males. The VR curve for unhealthy males is higher than for healthy males until age 75 . Then it becomes lower than for healthy males and remains so through the end of the age range.

Thus, the physiological states are dynamically connected with morbidity and mortality risks, and individual health influences the physiological dynamics and mortality risks. A particularly notable observation is the shift of the entire age trajectory of BMI for the LL males and females to the right (towards an older age), as compared with the SL group, and achieving its maximum at a later age. Such a pattern is markedly different from that for healthy and unhealthy individuals. The latter is mostly characterized by the higher values of BMI for the unhealthy people, while it has similar ages at maximum for both the healthy and unhealthy groups. This indicates that health and extreme longevity can be mediated differently by the physiological variables, such as BMI, and that longevity may be linked to a postponement of the physiological aging changes in BMI rather than to its "healthier" values.

Physiological aging changes usually develop in the presence of other factors affecting physiological dynamics and morbidity/mortality risks. Among these other factors are year of birth, gender, education, income, occupation, smoking, and alcohol use. An important limitation of most longitudinal studies is the lack of information regarding external disturbances affecting individuals in their day-today life.

### 2.4.7 Effects of Genetic Dose on Age Patterns of Physiological Indices

In a genome-wide association study (GWAS) of human life span using data from the Original FHS cohort (Yashin et al. 2012a), 27 longevity alleles having positive associations with life span were identified. These 27 alleles were used to construct polygenic score indices (Yashin et al. 2012b). One such index, called "the genetic dose index", was constructed for each genotyped individual by counting how many of the 27 longevity alleles were carried by that individual. The estimated influence of this index on life span was determined to be substantial and highly statistically significant.

Figure 2.9a shows how this index influences survival of female members of the Original FHS cohort. Females carrying fewer longevity alleles $(<14)$ had worse survival than those carrying more longevity alleles ( $\geq 14$ ).

Figure 2.9 b shows how the average age trajectories for females of the eight physiological indices for carriers of fewer $(<14)$ longevity alleles differs from carriers of more $(\geq 14)$ longevity alleles. The average values of BG are about the same until age 75 . After that age, the values of BG in the $(<14)$-group are lower than for the ( $\geq 14$ )-group. The average values of BMI for the ( $<14$ )-group are higher than for the $(\geq 14)$ group until age 65 . The curves are about the same until age 80 , after which the values for the $(<14)$-group are lower than for the $(\geq 14)$ group. The average values of SCH are higher for the $(<14)$-group than for the ( $\geq 14$ )-group until age 85 . Then the curves are about the same. The maximum value


Fig. 2.9 (a) Kaplan-Meier estimates of survival functions for two groups of female members of the Original FHS cohort having different numbers of longevity alleles in their genomes. (b) Average age trajectories of eight physiological indices for genotyped female participants of the Original FHS cohort carrying different numbers of longevity alleles
of SCH is higher for the ( $<14$ )-group than for the ( $\geq 14$ )-group. The average values of DBP for the $(<14)$-group are higher than for the $(\geq 14)$-group for all ages. Both curves reach their maximum at age 50 . The average values of H are higher for the ( $<14$ )-group until age 70 . Between ages 70 and 80 the curves are about the same (the data after age 80 for the ( $\geq 14$ )-group are not available). The average values of PP for the ( $<14$ )-group are higher than for the ( $\geq 14$ )-group for all ages, except for the convergence at age 95 . The average values of SBP for the $(<14)$-group are higher than for the ( $\geq 14$ )-group for all ages. The ( $\geq 14$ )-curve reaches its maximum value earlier than the (<14)-curve (age 75 vs. age 80 ). The average values of VR for the $(<14)$-group are higher than for the $(\geq 14)$-group for all ages.

Figure 2.10a shows how this index influences survival of male members of the Original FHS cohort. Males carrying fewer longevity alleles ( $<14$ ) have worse survival than those carrying more longevity alleles ( $\geq 14$ ).

The age patterns of the eight physiological indices for males carrying different numbers of longevity alleles are shown in Fig. 2.10b. This figure shows that the age patterns for average BG values for the two groups of males are similar to those of females, i.e., the two males groups are similar up to age 70 years after which the BG in the $(<14)$-group was lower than in the $(\geq 14)$ group, except for the convergence at age 95 .

The average values of BMI for the ( $<14$ )-group of males are slightly higher than those of ( $\geq 14$ )-group until age 45 . Then the curves are about the same until age 55 . After this age, the values of BMI for the ( $<14$ )-group are lower than for the $(\geq 14)$ group. The $(<14)$-curve reaches its maximum value earlier at age 55 and then declines. The maximum for the ( $\geq 14$ )-curve is at age 75 . The average values of SCH are higher for the $(<14)$ group than those for the $(\geq 14)$-group until age 50 . The curves are about the same until age 70 after which the ( $\geq 14$ )-curve is lower. The maximum values of SCH for the two groups are about the same and reached at


Fig. 2.10 (a) Kaplan-Meier estimates of survival functions for two groups of male members of the Original FHS cohort having different numbers of longevity alleles in their genomes. (b) Average age trajectories of eight physiological indices for genotyped male participants of the Original FHS cohort carrying different numbers of longevity alleles
about the same age, 45 years. The average values of DBP for the ( $<14$ )-group are slightly higher than for the $\geq 14$ )-group until age 65 after which they are about the same. After age 75 , the ( $\geq 14$ )-curve is slightly lower again until the end of the age range. The average values of H are about the same at age 40 ; between ages 45 and 65 , the values of H are higher for the ( $<14$ )-group. After age 65 , the differences between curves are statistically insignificant. The average values of PP for the ( $\geq 14$ )-group are about the same between ages 35 and 45 , slightly lower between ages 45 and 60 , and slightly higher after age 70 . The average values of SBP in the ( $<14$ )-group are higher until age 65 , lower until age 80 , similar thereafter. The values of VR for both groups are about the same between ages 35 and 50. After age 50 , the values for the ( $\geq 14$ )-group decline much faster and farther than for the ( $<14$ )-group.

Comparisons of the age patterns in Figs. 2.9b and 2.10b allow us to conclude that genetic differences are small for average age patterns of BG and PP in both males and females, but are, larger and gender-specific for average age patterns of BMI, SCH, DBP, SBP, H, and VR. The factors responsible for these differences merit further study.

### 2.5 Conclusion

In this chapter, we evaluated the average age trajectories of eight physiological indices (BMI, DBP, SBP, PP, BG, SCH, H, and VR), using longitudinal human data from the Framingham Heart Study. We showed how these trajectories depend on
various genetic and non-genetic factors affecting human lifespan. The empirical analysis illustrated the underused research potential of the FHS data and, hence, of other longitudinal panel data for investigating the dynamic aspects of aging, genetic and non-genetic factors affecting these dynamics, the role of aging in health deterioration, and the increasing chances of death with age.

Our results revealed that survival functions and average age trajectories of physiological indices are gender-specific and can be modulated by behavioral, social, economic, and genetic factors. The age-patterns of physiological changes differed between groups of short-lived and long-lived individuals, as well as between groups of individuals having shorter and longer healthspans. The physiological trajectories also depended on individuals' health status. A particularly notable finding was that health and extreme longevity can be mediated differently by the physiological variables, such as BMI, and that longevity may be linked to a postponement of aging changes in physiological variables rather than to their "healthier" values.

While our analysis captured dynamic behaviors of physiological variables and provided some insights into their connections with longevity and health, such as above, it still cannot fully explain: (1) the driving forces behind the patterns of the aging-related changes; and (2) the connections between age trajectories of physiological variables and health/survival outcomes. To further uncover such mechanisms and connections from analysis of the longitudinal human data, appropriate mathematical and computer models need to be developed and applied.

These new models have to link the observed changes in physiological variables with the anticipated biological mechanisms of aging in the presence of both harmful and beneficial external factors. This needs to be done in a way that can decompose the average age trajectories of physiological indices into at least two essential components: (1) a component that represents biological changes in an aging human body; and (2) a component that represents the compositional changes in the study cohort due to the process of differential mortality selection. These two components are mixed in the average age trajectories of physiological variables studied in this chapter, as well as in all existing studies of such trajectories. Additional components may surface when the age-related biological changes are further decomposed into sub-components dealing with (i) the senescence process per se, (ii) changes due to ontogenetic programming, (iii) changes occurring in response to persistent external disturbances, including the effects of compensatory adaptation to maintain the organism's functioning in the presence of disturbing and destructive forces. Several variations of these models will be discussed and applied to the analyses of longitudinal data in Chaps. 11, 12, 13, 14, 15, and 16.
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# Chapter 3 <br> Health Effects and Medicare Trajectories: Population-Based Analysis of Morbidity and Mortality Patterns 

Igor Akushevich, Julia Kravchenko, Konstantin G. Arbeev, Svetlana V. Ukraintseva, Kenneth C. Land, and Anatoliy I. Yashin

### 3.1 Introduction

Determining national trends in health and vital status of the growing sector of older U.S. adults is a major public health concern and important issue for policymakers and governmental institutions. To better address the challenge of "healthy aging" and to reduce economic burdens of aging-related diseases, key factors driving the onset and progression of diseases in older adults must be identified and evaluated. An identification of disease-specific age patterns with sufficient precision requires large databases that include various age-specific population groups. Collections of such datasets are costly and require long periods of time. That is why few studies have investigated disease-specific age patterns among older U.S. adults and there is limited knowledge of factors impacting these patterns. Studies based on observational data could be a reasonable alternative. The assignment of subjects to a treatment group vs. a control group is not controlled by the investigator in observational studies; therefore, special attention has to be paid to the choice of statistical methodologies and the interpretation of the results obtained.

Information collected in U.S. Medicare Files of Service Use (MFSU) for the entire Medicare-eligible population of older U.S. adults can serve as an example of observational administrative data that can be used for analysis of disease-specific age patterns. These data, as any administrative health data, are generated through the routine administration of health care programs. Thus, the development of approaches to analyses of Medicare data and their application for discovery of substantive health-related results for the U.S. elderly population is well-timed and largely motivated by the lack of such comprehensive and representative analyses at a national level. Uncovering the properties of aging-related disease incidence, risk factors of disease onset and progression, co- and multimorbidities, and recovery/ long-term remission among older adults can yield deep insights into theoretical aspects of the interrelations between disease incidence and senescence at advanced
ages. These insights can aid in developing future health improvement strategies and forecasting the associated future Medicare expenditures.

In this chapter, we focus on a series of epidemiologic and biodemographic characteristics that can be studied using MFSU. The MFSU datasets provide an opportunity to investigate the demographic and epidemiologic properties of the general older U.S. population and cohorts of survivors with a wide spectrum of chronic and acute diseases.

### 3.2 Data and Methods

### 3.2.1 Data: SEER-M and NLTCS-M

Two datasets capable of generating national level estimates for older U.S. adults are the Surveillance, Epidemiology, and End Results (SEER) Registry data linked to MFSU (SEER-M) and the National Long Term Care Survey (NLTCS), also linked to MFSU (NLTCS-M). In the SEER-M and NLTCS-M datasets, the Medicare records are available for each institutional (inpatient, outpatient, hospice, skilled nursing facility, or home health agency) and non-institutional (carrier-physiciansupplier and durable medical equipment providers) claim type. The so-called screener weights released with the NLTCS allow us to produce national population estimates (for a recent discussion, see Akushevich et al. 2013c). The extensive detail in these files allows for identification of disease incidence and recovery using computational algorithms designed to extract these events from administrative datasets. NLTCS-M represents a weighted random sample of the entire U.S. elderly population. SEER-M is a registry database and thus has much better statistical power but it represents the population of SEER areas only; therefore, SEER-M represents the U.S. general population only approximately. The age and sex distribution of the total SEER population is similar to non-SEER areas, though SEER areas have fewer whites, more urban residents, and fewer poor areas compared to non-SEER areas (Warren et al. 2002).

The SEER-M data are the primary dataset analyzed in this chapter. The expanded SEER registry covers approximately $26 \%$ of the U.S. population. In total, the Medicare records for $2,154,598$ individuals are available in SEER-M including individuals (i) with diagnosed carcinomas of breast ( $\mathrm{n}=353,285$ ), colon ( $\mathrm{n}=222,659$ ), lung ( $\mathrm{n}=342,961$ ), and prostate $(\mathrm{n}=448,410)$, and skin melanoma ( $\mathrm{n}=101,123$ ); and (ii) from a random $5 \%$ sample of Medicare beneficiaries residing in the SEER areas who had none of the above mentioned cancers. For the majority of persons, we have continuous records of Medicare services use from 1991 (or from the time the person reached age 65 after 1990) to his/her death. A small fraction of individuals (e.g., new patients who have been diagnosed with cancer in 2003-2005) has Medicare records beginning from 1998.

Table 3.1 Groups of diseases and the associated ICD-9 codes

| Group of diseases | Disease with ICD-9 codes |
| :--- | :--- |
| Cardio- and <br> cerebrovascular | Myocardial infarction (410.xx), angina pectoris (413.xx), stroke (431. <br> xx, 433.x1, 434.x1, 436.xx), heart failure (428.xx) |
| Malignancies | Lung cancer (162.xx), colon cancer (153.xx), breast cancer (females) <br> $(174 . \mathrm{xx})$, prostate cancer (185.xx), skin melanoma (172.xx), kidney <br> cancer (189.xx), pancreatic cancer (157,xx) |
| Neurodegenerative | Parkinson's disease (332.xx), Alzheimer's disease (331.0) |
| Pulmonary | Chronic obstructive pulmonary disease (COPD) (490.xx, 491.xx, 492. <br> $\mathrm{xx}, 493 . \mathrm{xx}, 494 . \mathrm{xx}, 495 . \mathrm{xx}, 496 . \mathrm{xx})$, asthma (493.xx) |
| Bones/skeletal | Hip fracture (820.xx, 821.xx) |
| Endocrine and <br> metabolic | Diabetes mellitus (250.xx), goiter (240.xx, 241.xx, 242.0x, 242.1x, <br> $242.2 \mathrm{x}, 242.3 \mathrm{x})$ |
| Miscellaneous | Chronic renal diseases with renal failure (403.xx, 404.xx, 581.xx, 582. <br> $\mathrm{xx}, 583 . \mathrm{xx}, 585 . \mathrm{xx}, 586 . \mathrm{xx}, 587 . \mathrm{xx}, 588 . \mathrm{xx}, 250.4 \mathrm{x}, 249.4 \mathrm{x}), \mathrm{ulcer}(531$. <br> $\mathrm{xx}, 532 . \mathrm{xx}, 533 . \mathrm{xx}, 534 . \mathrm{xx})$, arthritis (714.0x, 714.1x, 714.2x, V82.1x) |

The NLTCS-M data contain two of the six waves of the NLTCS: namely, the cohorts of years 1994 and 1999. These two waves were chosen primarily because high-quality Medicare follow-up data are available since 1991 and also because the complete 5-year follow-up after the NLTCS interview is accessible only for these two waves after 1991. In total, 34,077 individuals were followed-up between 1994 and 1999. These individuals were given the detailed NLTCS interview (those from the subcohorts of 1994 and 1999) which has information on risk factors. More than 200 variables were selected from the 1994 and 1999 surveys and were grouped as follows (a complete list of all variables used in the analysis is presented in Table 3.1 in the Electronic Supplemental Material in Akushevich et al. 2011a):
A. Demographic characteristics (four variables): sex, race, marital status, urban vs. rural residence.
B. Self-reported comorbidity ( 27 major medical conditions).
C. Daily living activities (22 variables): six activities of daily living (ADLs) with two severity levels, and ten instrumental activities of daily living (IADLs).
D. Range of motion ( 16 variables): reflecting ability to perform daily activities such as walking, using fingers to grasp and handle small objects, and climbing stairs.
E. Physical activity ( 29 variables, including 25 variables reflecting specific physical activities such as golf or tennis, measured in 1994 only).
F. Nutrition and social activities ( 30 variables, 24 of them representing a nutrition survey, measured in 1999 only).
G. Alcohol consumption and smoking (four variables): reflecting two severity levels.
H. Other functioning (28 variables): reflecting self-estimates of health, information about mood, habits, keeping in touch with friends and relatives, and satisfaction with individual's lives.
I. Characteristics of housing and neighborhood (23 variables): describing the area, housing and amenities where the individual lives, including information on whether the individual lives with other household members, and neighborhood characteristics.
J. Health insurance (six variables): containing information on coverage by Medicare, Health Maintenance Organization (HMO), Medicaid, etc.
K. Medical providers and prescription medicine ( 44 variables): providing information on the use of health care services and public and private expenditures for health care services.
L. Cognitive functioning (18 variables): describing cognitive status of individuals, including 10 variables measured in 1994 and 11 measured in 1999.
M. Income and assets (four variables): representing variables correlated with the socioeconomic status of individuals.
N. Body mass index (BMI) (five variables): representing BMI and dietary patterns.

### 3.2.2 Definitions of Dates of Disease Onset and Dates of Recovery/Remission

Disease incidence and recovery/remission rates were analyzed for aging-related conditions representing the major groups of diseases in the elderly, including: (i) circulatory (acute coronary heart disease (ACHD), myocardial infarction, angina pectoris, heart failure, and stroke), (ii) cancer (breast, prostate, lung, colon, and skin melanoma), (iii) neurodegenerative (Parkinson's and Alzheimer's diseases), (iv) endocrine and metabolic (diabetes mellitus and goiter), (v) pulmonary (Chronic Obstructive Pulmonary Disease (COPD), emphysema, and asthma), and (vi) other chronic conditions such as chronic renal disease, ulcer, and arthritis.

The majority of analyses presented in this chapter are based on identification of the date of the disease onset using information collected in the Medicare Claims files. The approach to the identification uses individual medical histories of the applicable disease reconstructed from Medicare files, combining all records with their respective ICD-9 codes. Several examples of individual medical histories reconstructed from MFSU are shown in Fig. 3.1. Also, Fig. 3.1 demonstrates an existence of periods of absence of MFSU records for certain diseases. Such periods could be associated with partial or complete long-term remission or even recovery from an applicable disease and are also subjects for investigation in this chapter.

Ages at onset of all diseases and recovery therefrom were reconstructed from MFSU using the following scheme. First, the individual medical histories history related to specific disease were reconstructed using ICD-9 codes (Table 3.1). Then a special procedure was applied for individuals with a history of the diseases to separate incident and prevalent cases and to identify the cases of disease onsets and disease recovery/remission. This procedure was based on two conditions applied to each medical history. The first condition allowed for identification of the first appearance of the disease code and the second was required for


Fig. 3.1 Individual health trajectories. Four Medicare sources are considered base, i.e., inpatient $(I P)$, outpatient $(O P)$, carrier-physician-supplier ( $P H Y$ ), skilled nursing facilities (SNF). Other Medicare sources are hospice (HOS), home health agency (HHA), laboratory ( $L A B$ ), and durable medical equipment (DME)
confirmation of disease presence. The individual Medicare history contains all records with a disease ICD-9 code; however, only records with a primary ICD-9 code and only from so-called base Medicare sources (inpatient care, outpatient care, physician services, and skilled nursing facilities) were used for the disease onset identification. This algorithm has been already used by our team to study recovery after stroke (Yashin et al. 2010), medical cost trajectories before and after age-related disease onset (Akushevich et al. 2011b), the wide spectrum of geriatric diseases incidence (Akushevich et al. 2012), and the role of behavior factors in cancer risk (Akushevich et al. 2011a). Further details about the applied algorithm are given in Chap. 6 of this monograph.

### 3.3 Results

Below we discuss the spectrum of results obtained using the MFSU and data linked with Medicare files.

First, we analyze morbidity and mortality patterns among older U.S. adults. We discuss the results of calculation of age patterns of disease incidence and comparisons with the results from other studies. Then we present the results of the calculation of age-adjusted disease incidence rates. This allows us to estimate time trends, comorbidity, and disability patterns of disease incidence with appropriate accuracy, as well as to perform detailed sensitivity analysis. Also, we include a discussion of uncertainties in calculations of mortality at advanced ages using MFSU.

Second, we investigate the phenomenon of recovery or long-term remission in patients with acute and chronic diseases. The main research question is whether patients who stopped visiting physicians are healthier (vs. those who continue visiting) and, therefore, could be considered recovered patients.

Third, we use multiple self-reported variables from the NLTCS interviews and individual follow-ups after these interviews up to the time of disease onset. A study of associations then allows us to identify disease-specific risk factors and describe high-risk groups based on self-reported measures.

Fourth, we investigate the phenomenon of multimorbidity in older U.S. adults. We construct a new multimorbidity index, compare its properties with the standard Charlson comorbidity index, and incorporate the new index into a model to project cohort-specific health status and mortality. We also describe a forecasting model that involves submodels of incidence, recovery, and mortality.

### 3.3.1 Age Patterns of Age-Associated Disease Incidence

Age patterns of incidence rates were assessed by stratifying the sample into relevant age categories ( 1 year, or several years). Empirical age-specific risks $\left(\lambda_{\alpha}\right)$ were calculated as a ratio of weighted numbers of cases to weighted person-years at risk: $\lambda_{a}=n_{a} / P_{a}$; where $n_{a}=\sum_{n} w_{n}, P_{a}=\sum_{i} w_{i}$, and $w_{i}$ was the individual weight; $n$ ran over all disease onsets detected in the age group, and $i$ ran over all individuals at risk in $\alpha^{\text {th }}$ age group. The individual weights (NLTCS weights were calculated using U.S. Census data and released with the NLTCS data) were necessary to make the estimates representative of the entire U.S. elderly population, i.e., to take into account the effects of study design. The effects of study design also influence the calculation of standard errors (SEs) and confidence intervals of rate estimates. The formula used for calculating SEs is $\sigma_{E}=\sqrt{\lambda_{a}\left(1-\lambda_{a}\right) / P_{0 a}}$, where $P_{0 \alpha}$ is the number of person-years estimated for unit weights. Thus, the standard errors were calculated based on the number of actually measured individuals. A generalization of the formula for SEs based on Wilson's approach (Brown et al. 2001) was used when $P_{0 \alpha}$ or $\lambda_{\alpha}$ was small.

Age-patterns of acute and chronic disease incidence were evaluated using NLTCS-M and validated using SEER-M. The results are presented in Fig. 3.2 (Akushevich et al. 2012). As an additional control for the incidence rates, the


Fig. 3.2 Age-specific rates of total mortality and disease incidence calculated using NLTCSMedicare (larger standard errors) and SEER-Medicare (smaller standard errors). Values on plots are rescale factors. Rates for different diseases are rescaled to use the same scale for all plots to facilitate comparisons of rates for different diseases: the original rates can be calculated by dividing the values obtained from the plots by the rescale factor (Color figure online)
total mortality rate was also estimated. Among studied diseases, incidence rates of Alzheimer's disease, stroke, and heart failure increased with age, while the rates of lung and breast cancers, angina pectoris, diabetes, asthma, emphysema, arthritis, and goiter became lower at advanced ages. The incidence rates of several non-cancer diseases (such as myocardial infarction, stroke, heart failure, diabetes, and ulcer) obtained from NLTCS-M were a little higher than the rates calculated using SEER-M. Similar differences were observed for total mortality rates at ages $85+$. Both methodological and substantive aspects of these findings were discussed in (Akushevich et al. 2012).

Several types of age-patterns of disease incidence could be described. The first was a monotonic increase until age 85-95, with a subsequent slowing down, leveling off, and decline at age 100. This pattern was observed for myocardial
infarction, stroke, heart failure, ulcer, and Alzheimer's disease. The second type had an earlier-age maximum and a more symmetric shape (i.e., an inverted U-shape) which was observed for lung and colon cancers, Parkinson's disease, and renal failure. The majority of diseases (e.g., prostate cancer, asthma, and diabetes mellitus among them) demonstrated a third shape: a monotonic decline with age or a decline after a short period of increased rates. Melanoma and emphysema can also be assigned to this pattern, yet their patterns could also be considered flat.

The occurrence of age-patterns with a maximum and, especially, with a monotonic decline contradicts the hypothesis that the risk of geriatric diseases correlates with an accumulation of adverse health events (such as genetic mutations, deterioration of vascular system, immunosenescence, etc.) during the life. Two processes could be operative in the generation of such shapes. First, they could be attributed to the effect of selection (Vaupel et al. 1998) when frail individuals do not survive to advanced ages. This approach is popular in cancer modeling and was successfully applied to SEER data (Kravchenko et al. 2011, 2012; Manton et al. 2009; Trussell and Richards 1985; Yashin et al. 2009). The second explanation could be related to the possibility of under-diagnosis of certain chronic diseases at advanced ages (due to both less pronounced disease symptoms and infrequent doctor's office visits); however, that possibility cannot be assessed with the available data (Enright et al. 1999; Solomon and Murphy 2005).

### 3.3.2 Incidence Rates: Comparisons with Other Studies

The agreement between the rates obtained from the two datasets (Fig. 3.2) was predictable, because the datasets have similar designs of data collection and the same computational approach was used for evaluation of diseases incidence. We next compared our results with those obtained in studies with different designs and, possibly, with different computational approaches. We focused on several major groups of diseases to highlight (1) the age-adjusted incidence rates, (2) the shapes of age patterns of incidence rates, and (3) sex differences in age patterns of disease incidence. In general, the datasets used for analysis of incidence rates in older populations were predominantly disease-specific (i.e., focused on a single rather than on multiple diseases). Also, they were not specifically oriented toward the elderly population but included a wide spectrum of age groups, among which the people aged $65+$ years old (and especially $85+$ years old) represented only a small fraction of the data. NLTCS-M data were used for this comparison because of its better correspondence to the U.S. general elderly population.

Four types of algorithms for identification of disease onset based on diseasespecific medical histories (i.e., Algorithm A, B, C, and D) were considered. Algorithm A is the base algorithm: it is briefly described above in the subsection "Definitions of dates of disease onset and dates of recovery/remission" and more details are provided in Chap. 6. In Algorithm B, the confirmation by the second record is not
required: i.e., only the first condition is valid. In Algorithm C, all codes (that are not necessary primary) are considered valid and the confirmation is also not required. In Algorithm D, a death event is not considered as the second, confirmation record.

### 3.3.2.1 Cancer

The most detailed U.S. data on cancer incidence come from the SEER Registry (Altekruse et al. 2009). Because age is widely-recognized as the most important risk factor for developing a cancer (Howlader et al. 2011) and because about $60 \%$ of malignancies are diagnosed in persons aged 65+ years old (Hewitt and Simone 2000), datasets used for evaluating the age patterns of cancer incidence should focus on older populations. The exceptions to these patterns are breast and ovarian cancers, for which a higher proportion of diseases occur at ages younger than 65 years old (Parry et al. 2011). In the U.S., the estimated percent of cancer patients alive after being diagnosed with cancer (in 2008, by current age) was $13 \%$ for those aged $65-69,25 \%$ for ages 70-79, and $22 \%$ for ages $80+$ years old (compared with $40 \%$ of those aged younger than 65 years old) (Trask et al. 2008). In the previous section, we compared cancer rates obtained using Medicare records from NLTCSM and SEER-M. The SEER-M incidence rates obtained using MFSU and SEER registry did not coincide; therefore, the estimates of the age-specific incidence rates obtained in the present study using the NLTCS-M data need to be compared with estimates obtained using the SEER registry. In most studies that compare age patterns of specific cancers with the patterns predicted from other data, the SEER Registry data were used as a "gold standard". In general, studies of algorithms of cancer incidence identification are rare. Among cancer sites, the most developed among others was the algorithm for the use of Medicare Claims data to identify women with incident breast cancer (Nattinger et al. 2004, 2006). In the patterns shown in Fig. 3.2, we used the basic algorithm (Algorithm A) that identifies cancer cases in the MFSU as "cancer" (i) when a record with the cancer code is confirmed by the second record/visit, or (ii) when the death occurred just after the first record/ visit and only one record proving "cancer" existed (i.e., we assumed that in this case the cancer diagnosis was not confirmed by the second record/visit due to a forthcoming death). The fractions of confirmed/non-confirmed records in the NLTCS-M and SEER registry are different. For example, about $95 \%$ of diagnosed cancers in the SEER registry are histologically confirmed, with less than $2 \%$ of them coming from the death certificate or autopsy (Bleyer et al. 2006; Johnson and Adamo 2007; Ries et al. 2007). Therefore, we used the scheme for disease onset identification which excluded the second type of events, i.e., Algorithm D (see Fig. 3.3 for five cancer sites). All cancers, except melanoma, demonstrated good agreement of age-specific incidence rates. Rates for melanoma do not exceed two SEs from the SEER estimates. In summary, the results obtained in the present study demonstrated a good agreement of cancer incidence disease patterns with SEER registry data. Age patterns of incidence rates calculated using Algorithms A and D are presented in (Akushevich et al. 2013b).


Fig. 3.3 Age specific cancer incidence rates: means and SEs of the NLTCS/Medicare and SEER data for 1994-2003. Rates for SEER above age 85 are shown at the mean age of cases above age 85. The number in the right upper corner is the renormalization factor: true incidence rates are obtained by dividing plotted rates on this factor

### 3.3.2.2 Heart Diseases and Stroke

There are a number of studies reporting increases in the prevalence of cardio- and cerebrovascular disease among older persons (Crimmins 2004), although more recent analyses have demonstrated that the increases were more significant among those approaching older age rather than among older adults (Freedman et al. 2007; Martin et al. 2009). Accordingly, updated information on this topic is very timely. Results on incidence rates of myocardial infarction, angina pectoris, stroke, and heart failure are presented in Figs. 3.4, 3.5, and 3.6: the results obtained in the present study are compared with the results obtained from several cohort studies (summarized in NIH/NHLBI 2006) such as the Atherosclerosis Risk in Communities (ARIC) study, the Cardiovascular Health Study (CHS), and the Framingham Heart Study (FHS). We have restricted our comparison of acute coronary heart disease (ACHD) patterns to myocardial infarction and angina pectoris, because ACHD is largely represented by these two diseases which are typically investigated in cohort studies. To obtain age patterns shown in Figs. 3.4, 3.5 , and 3.6 , we used the base strategy for disease onset identification (i.e., Algorithm A). However, the strategy without a requirement for another record confirming the primary diagnosis can be even more appropriate for acute diseases. Such a strategy was implemented in Algorithm B and was used for comparison of the ACHD patterns.


Fig. 3.4 Age-specific incidence rates for myocardial infarction and angina pectoris

The absolute values of incidence rates and the shapes of the age patterns of myocardial infarction are in a very good agreement between all cohort studies and also in agreement with our results. The rates of angina pectoris vary from study to study: e.g., the rates observed in the CHS were higher than the NLTCS rates by a factor of 2 ; the NLTCS rates were closer to those observed in the FHS. At least in part, that could be attributable to differences in definitions of angina pectoris incidence cases (as described in details in the Appendix of ref. NIH/NHLBI 2006), such as inclusion of the incidence events of angina pectoris diagnosed by a physician together with cases when patients received therapy with nitrates, betablockers, or calcium-channel blockers in the CHS. The estimated incidence rates for angina pectoris in the present study are between those found in these two prior studies.


Fig. 3.5 Age-specific incidence rates for stroke


Fig. 3.6 Age-specific incidence rates for heart failure
For stroke, our results are in a good agreement with those obtained in the CHS and FHS cohort studies, as well as with the results of the Health Cost and Utilization Project (HCUP) study (Williams 2001) and the Greater Cincinnati-Northern Kentucky Stroke Study (GCNKSS) (Feigin et al. 2003). The estimated gender
disparities in stroke incidence could be due to differences in the younger age group, as Fig. 3.1 shows that the rates at other ages do not differ. Therefore, the comparison study for stoke incidence rates was performed for the total population rather than for sex-specific subgroups. To calculate the rate for the total population, sexor race-specific rates available in the HCUP and GCNKSS studies were combined with weights representing these population subgroups in the present study. Figure 3.5 shows that the results are in agreement between our estimated rates and those obtained in other studies.

Our estimates of age-specific incidence rates of heart failure (HF) also are in good agreement with the estimates obtained in the ARIC and FHS cohort studies and are significantly lower than those obtained from the CHS (see Fig. 3.6). That could be due to differences in disease incidence definitions used in each study (i.e., in terms of criteria used for diseases case selection/registration). For example, in the FHS cohort study, HF incidence was defined by combination of several major and minor criteria based on disease clinical symptoms; in the ARIC study, HF incidences were selected based on the hospital discharge ICD-9 codes 428 or 518.4; and in the CHS cohort study, HF incidence events were defined as being diagnosed by physician plus including the patients receiving specific medications (such as diuretic plus either digitalis, and vasodilator or angiotensin converting enzyme inhibitor) (NIH/NHLBI 2006). That can explain, at least in part, that incidence rates of HF in the CHS cohort study were higher than those obtained from the ARIC and FHS studies, as well as our estimates (see Fig. 3.6).

### 3.3.2.3 Diabetes

Diabetes affects about $21 \%$ of the U.S. population aged 65+ years old (McDonald et al. 2009). However, while more is known about the prevalence of diabetes, the incidence of this disease among older adults is less studied. Our estimated incidence rates of diabetes mellitus (shown in Fig. 3.7) are in agreement with several studies performed on cohorts such as the Canadian Study of Health and Aging (Rockwood et al. 2000), the Zwolle Outpatient Diabetes project Integrating Available Care (ZODIAC-1, the Netherlands, Ubink-Veltmaat et al. 2003), and the U.K. Pooled Diabetes Study (Gatling et al. 2001). In these studies, the incidence rates of diabetes decreased with age for both males and females. In the present study, we find similar patterns, except for the first and the last points (Fig. 3.7), i.e., for ages 66 and 100 years. In the ZODIAC-1 study, diabetes type II incidence rates in 1998-2000 were slightly higher, and in the U.K. Poole Diabetes Study, the rates were slightly lower than our estimates.

Generally, the age trends and the absolute incidence rates in all of the studies considered correspond to our results. Age-specific predicted incidence rates of adultonset diabetes were calculated in a population-based retrospective study using community-based medical records in Rochester, Minnesota (Leibson et al. 1997): in 1985, the incidence rate per 100,000 person-years was about 600 for ages 70-74, and about 500 for ages $80-84$. These results are in agreement with our estimates for

Fig. 3.7 Age-specific incidence rates for diabetes mellitus
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these age groups. Another diabetes study (McBean et al. 2004) examined disease prevalence, incidence, and mortality from 1993 to 2001 among fee-for-service Medicare beneficiaries aged $67+$ years old using a $5 \%$ random sample of enrollees: a rate of 3000 per 100,000 was estimated. The reason for this disagreement could be different schemes for identification of diabetes onset (Hebert et al. 1999) from the Medicare data. In that study, it was required that a second record with a diabetes ICD code must be observed only if the first one was registered as an ambulatory claim (i.e., a physician/supplier or hospital outpatient claim). That could be the reason for the excess in incidence rates in McBean et al. (2004). We recalculated diabetes incidence rates using the approach described in (Hebert et al. 1999; McBean et al. 2004) and found an almost fivefold increase in the incidence rates compared to the estimates given by Algorithm A in the present study. The results for age-adjusted rates found by this approach were about 2700 for males and 2300 for females, which were close to those obtained by McBean et al. (2004).

### 3.3.2.4 Asthma

The prevalence of asthma among the U.S. population aged $65+$ years old in the mid-2000s was as high as $7 \%$ (Moorman 2007), with new cases occurring in older adults more frequently than is usually appreciated. However, older patients are more likely to be underdiagnosed, untreated, and hospitalized due to asthma than individuals younger than age 65 (Banerjee et al. 1987; Bellia et al. 2003; King and Hanania 2010). An inverse relationship between asthma prevalence in the older
population and age was recently reported (Oraka et al. 2012). The inversion can be due to underdiagnosis of asthma when COPD or other comorbidities with similar nonspecific symptoms are present, or to undertreatment (also due to comorbidities) that can contribute to the death of the patients at younger ages which may appear as lower asthma prevalences at advanced ages. With such age patterns of asthma prevalence, it becomes important to know the exact age patterns of asthma incidence in this population group in order to understand whether the rates of newly diagnosed cases could contribute to the decreasing prevalence of this disease at advanced ages. However, while more is known about asthma prevalence among older adults, asthma incidence in this population is less studied. There are few studies of asthma onset among patients aged 65+ years old; moreover, the available studies are limited by a small number of patients and tend to group all patients older than 55 or 60 years old into a single category (Braman et al. 1991; Burr et al. 1979; Ford 1969; Lee and Stretton 1972). Similar to the results of the present study, asthma incidence rates have been shown to decrease with age in a population-based Rochester, Minnesota, study that analyzed age- and sex-specific incidence rates of definite and probable asthma in 1964-1983 (Ballard-Barbash et al. 2006). However, our results for absolute incidence rates were higher than in the Rochester study in which rates for males and females, respectively, at ages $65-74$ were about 140 and 80 (per 100,000), 110 and 70 at ages $75-84$, and about 60 and 50 at ages $85+$. The higher rates in the present study could be due to an increasing trend of incidence of asthma in recent decades, as well as to the fact that the data from the Rochester study were obtained from the medical records retrospectively and predominantly involved Caucasians from a small Midwestern city. Also, slightly different male/ female ratios in these two studies may also play a role.

Another study of asthma incidence that included data on older individuals was reported by ARIC (summarized by the NIH/NHLBI in ref. NIH/NHLBI 2006) for data collected in 1987-2001. Incidence rates (per 100,000) were estimated at 225 for ages 65-74 and 398 for ages 75-84 years old. These rates are in a better agreement with our results. Female-to-male ratios in age-adjusted rates were similar in the ARIC and NLTCS-M studies: i.e., 1.49 and 1.27, respectively. A study conducted in Moscow, Russia, covering a wide range of ages-from birth to 85 years old found that asthma risk declined steadily at ages $55+$ in females and at ages $65+$ in males, becoming very small among the oldest old (Ukraintseva and Sergeev 2000). This trend of declining asthma incidence with age is in agreement with our results.

### 3.3.2.5 Neurodegenerative Diseases (NDD)

The most common medical conditions reported in the NDD group are Alzheimer's (and other dementias) and Parkinson's diseases. Their incidence rates and age patterns in elderly populations have been estimated in several studies and metaanalyses. The prevalence and incidence of Alzheimer's disease increase exponentially with age, with the most notable rise occurring through the seventh and eight

Fig. 3.8 Age-specific incidence rates for Alzheimer's disease

decades of life (Reitz et al. 2011). There are few variations in incidence rates obtained from the different studies for the population aged younger than 75 years old, whereas in the older age groups rates vary substantially. In part, methodological issues can account for observed variations. However, the variations in estimated rates might also reflect geographic differences associated with different prevalences of risk and protective factors across the U.S. We compared the results of our calculations of Alzheimer's disease incidence rates obtained from application of Algorithms A and C to the rates obtained in the meta-analysis (Gao et al. 1998) and in the CHS study (Fitzpatrick et al. 2004) (Fig. 3.8). The results obtained from Algorithm C were in agreement with these two studies, whereas the rates estimated from application of the base algorithm (Algorithm A) were lower than those from the above-mentioned studies. The findings of another study of neurodegenerative diseases among the older U.S. population-the Bronx Aging Study-indicate that whereas dementia incidence continues to increase beyond age 85 , the rate of increase slows down (i.e., at ages $85+$ vs. $65-84$ years old). That suggests that dementia diagnosed at advanced ages might be related not to the aging process per se, but associated with age-related risk factors (de La Fuente-Fernández 2006; Hall et al. 2005). A similar pattern for Alzheimer's disease was observed in a study based on inpatient claims in the NLTCS-M data for 1984-2001: the decline of the risk was identified at ages $90+$ years old (Ukraintseva et al. 2006). Based on the results of multiple epidemiological studies of incidence of Alzheimer's disease in Europe, North America, Asia, Africa, Australia, and South America, average annual age-specific incidence rates per 1000 person-years were found to increase across ages $65-95$; i.e., incidence rates were increasing at these ages which is in agreement with our data, and the absolute rates were in general agreement with our Algorithm C data (de La Fuente-Fernández 2006).

Approximately 1-2 \% of the population aged 65+ and up to 3-5 \% aged 85+ years old suffer from Parkinson's disease (Fahn 2003). As for Alzheimer's disease, there also are substantial variations in reported incidence rates of Parkinson's disease, probably due to methodological differences between the studies, in particular, differences in case ascertainment and use of diagnostic criteria (Alves et al. 2008). After applying strict diagnostic criteria of Parkinson's disease, age-standardized incidence rates in population-based studies in the U.S. and Europe ranged from 8.6 to 19.0 per 100,000 population, while the surveys and studies based on broader inclusion criteria have yielded much higher incidence rates (Twelves et al. 2003; von Campenhausen et al. 2005). Studying incidence rates of Parkinson's disease is a challenging task: low incidence and prevalence of the disease, difficulties in establishing diagnosis, and the absence of population-based disease registries contribute to the lack of epidemiologic characteristics of this disorder (Van Den Eeden et al. 2003). There are few studies of Parkinson's disease incidence, especially in the oldest old, and its age patterns at advanced ages remain controversial (Mayeux et al. 1995; Morens et al. 1996). One incidence study of Parkinson's disease analyzed 1994-1995 data that came from the Kaiser Permanente Medical Care Program of Northern California: in this study, incidence rates per 100,000 were estimated at 38.8 in age group 60-69, 107.2 at ages $70-79$, and 119.0 at ages 80-89 years old, with rates more than twice as high in males than in females aged $70+$ years old (Van Den Eeden et al. 2003). Although our estimated rates for ages above 80 years old are higher by a factor of $1.5-2.0$, since the statistical errors are large we can conclude that generally these results are in agreement with those observed in our study.

### 3.3.3 Age-Adjusted Rates: Gender Disparities, Time Trends, and Sensitivity Analysis

Age-adjusted rates (or directly standardized incidence rates) are weighted averages of the age-specific (crude) rates, where the weights are the proportions of persons in the corresponding age groups of a standard population. For the population aged 66+, they are calculated as $\lambda=\sum_{a=66}^{105+} \lambda_{a} P_{a}\left(\sum_{a^{\prime}=66}^{105+} P_{a^{\prime}}\right)^{-1}$. There are many ways to estimate SEs for age-adjusted rates (Breslow and Day 1987; Dobson et al. 1991; Fay and Feuer 1997). In this study, we used the simplest approach (in order to avoid dealing with uncertainties in SE estimation for low and even zero age-specific rates) based on the approximation suggested by Keyfitz (1966), in which SEs are estimated as $S E=\lambda / \sqrt{n_{0}}$, where $n_{0}$ is the unweighted sum of the cases.

Age-adjusted disease incidence rates are presented in Fig. 3.9 for all NLTCS-M cohorts (i.e., for cohorts of years 1994, 1999, and pooled for both time periods) and genders (i.e., males, females, and total population). The top panel in the figure shows the rates for circulatory diseases. ACHD (including myocardial infarction


Fig. 3.9 Age-adjusted incidence rates per 100,000 of age-associated diseases with standard errors
and angina pectoris) and stoke had the highest rates for males and females, respectively among the analyzed diseases for cohorts of 1994, 1999, and for both cohorts pooled. The rate of heart failure is also high (comparable to the rate of ACHD) especially in males for the 1994 cohort and in the pooled analysis. Prostate and breast cancer are the cancers with the highest rates for males and females (the second panel in Fig. 3.9) followed by the lung cancer rates. Diabetes and COPD were other (i.e., non-circulatory and non-cancer) diseases with high rates. There were no significant male/female differences detected for them. Because sample weights were applied, the results for both the age-adjusted rates and standard errors are valid for the U.S. elderly population.

The results presented in Fig. 3.9 also provide information about time trends in the age-adjusted incidence rates: there was a significant 5 -year decline in the incidence rates of circulatory diseases (including ACHD, stroke, and heart failure) and lung cancer for males, and an increase in rates of diabetes and Alzheimer's disease.

The time trends of disease incidence in older U.S. adults were also estimated from the SEER-M data and compared to those obtained from the NLTCS-M (Akushevich et al. 2013e). Dramatic increases of incidence rates of melanoma, goiter, chronic renal, and Alzheimer's disease were detected from 1992 to 2005. Besides specifying widely recognized time trends of age-associated diseases, new information was obtained for trends of asthma, ulcer, and goiter. The trends thus identified could be associated with changes in the socioeconomic status and demographic structure of the population, risk factors prevalence (e.g., smoking, obesity, etc.), as well as changes in prevention, screening, and diagnostic strategies.

### 3.3.3.1 Sensitivity Analysis

One disadvantage of large administrative databases is that certain factors can produce systematic over/underestimation of the number of diagnosed diseases or of identification of the age at disease onset. One reason for such uncertainties is an incorrect date of disease onset. Other sources are latent disenrollment and the effects of study design. To evaluate the effects of these uncertainties, we performed calculations with different definitions of the disease onset and used alternative censoring schemes to define individual observation periods. Table 3.2 presents the results of calculation of age-adjusted rates from NLTCS-M data when several alternative approaches were used. We can conclude that all calculated rates were relatively stable. Thus, columns V1-V3 represent calculations without age standardization, using as a standard the population of 1994, (V1) and without using NLTCS sample weights (V2). In the alternative censoring scheme (V3), the last day of observation is the latest day among (i) part B coverage; (ii) Medicare record in Part A or Part B; and (iii) response on interview in the next NLTCS wave (while in the basic calculation, the final date of observation is the earliest date among dates of disease onset or death, and the last date of cohort observation). Only minor changes in incidence rates obtained within V1-V3 strategies were detected. The results of calculations V4 and V5 reflect the effect of removing individuals from the cohort with different levels of additional coverage by a HMO (by different fractions of months covered by a HMO denoted by $\delta$ ). Other calculations represent less (V6V 11 ) or more conservative (V12) approaches to the definition of the date at onset. Model V11 for the calculation of the diabetes age pattern is the same as that used by McBean et al. in their study (McBean et al. 2004). And model V12 is Algorithm D (as described in detail above in the subsection on age patterns of cancer incidence rates).

### 3.3.4 Disability and Comorbidity Patterns of Incidence Rates

Disability and comorbidity patterns were evaluated using the NLTCS-M data (Table 3.3). For this analysis, individuals were stratified by a disability index

|  | S | Y | V0 | V1 | V2 | V3 | V4 | V5 | V6 | V7 | V8 | V9 | V10 | V11 | V12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ACHD | $M$ | 94 | 1977 | 1954 | 2013 | 2027 | 1969 | 1739 | 1754 | 1814 | 2467 | 3553 | 5151 | 3933 | 1576 |
|  | $M$ | 99 | 1681 | 1684 | 1737 | 1769 | 1743 | 1446 | 1470 | 1540 | 2099 | 2915 | 4270 | 3054 | 1335 |
|  | $F$ | 94 | 1290 | 1274 | 1264 | 1266 | 1217 | 1113 | 1151 | 1225 | 1696 | 2560 | 3940 | 2935 | 995 |
|  | $F$ | 99 | 1076 | 1077 | 1097 | 1102 | 1098 | 944 | 950 | 997 | 1432 | 2238 | 3291 | 2055 | 842 |
| Myocardial infarction | $M$ | 94 | 1287 | 1258 | 1309 | 1317 | 1242 | 1115 | 1144 | 1151 | 1493 | 1737 | 2446 | 1858 | 954 |
|  | $M$ | 99 | 1141 | 1141 | 1197 | 1215 | 1193 | 996 | 1013 | 1018 | 1227 | 1587 | 2080 | 1516 | 885 |
|  | $F$ | 94 | 816 | 791 | 782 | 783 | 756 | 695 | 723 | 738 | 947 | 1221 | 1728 | 1235 | 570 |
|  | F | 99 | 729 | 731 | 764 | 767 | 746 | 648 | 662 | 662 | 868 | 1030 | 1403 | 985 | 544 |
| Angina pectoris | $F$ | 94 | 552 | 541 | 566 | 569 | 581 | 510 | 545 | 558 | 980 | 1812 | 3147 | 1919 | 466 |
|  | F | 99 | 579 | 581 | 560 | 570 | 579 | 475 | 480 | 526 | 855 | 1497 | 2493 | 1466 | 453 |
|  | $M$ | 94 | 499 | 496 | 500 | 501 | 480 | 433 | 466 | 499 | 870 | 1470 | 2517 | 1720 | 398 |
|  | $M$ | 99 | 349 | 349 | 351 | 353 | 369 | 306 | 309 | 343 | 646 | 1230 | 2024 | 1094 | 295 |
| Stroke | $M$ | 94 | 1501 | 1441 | 1458 | 1468 | 1404 | 1251 | 1353 | 1314 | 1582 | 2332 | 3046 | 2077 | 1060 |
|  | $M$ | 99 | 1155 | 1156 | 1168 | 1185 | 1190 | 1003 | 1072 | 1047 | 1306 | 1983 | 2720 | 1583 | 854 |
|  | $F$ | 94 | 1640 | 1595 | 1583 | 1587 | 1536 | 1430 | 1525 | 1519 | 1770 | 2568 | 3311 | 2340 | 1239 |
|  | $F$ | 99 | 1344 | 1343 | 1333 | 1338 | 1307 | 1116 | 1196 | 1171 | 1447 | 2165 | 2922 | 1810 | 987 |
| Heart failure | $M$ | 94 | 1864 | 1795 | 1869 | 1881 | 1784 | 1612 | 1706 | 1767 | 2713 | 3055 | 5345 | 4484 | 1389 |
|  | $M$ | 99 | 1437 | 1438 | 1465 | 1486 | 1501 | 1312 | 1367 | 1445 | 2292 | 2659 | 4670 | 3554 | 1215 |
|  | $F$ | 94 | 1540 | 1484 | 1511 | 1515 | 1476 | 1346 | 1458 | 1511 | 2348 | 3009 | 5084 | 4128 | 1189 |
|  | F | 99 | 1313 | 1313 | 1323 | 1329 | 1349 | 1185 | 1274 | 1301 | 2042 | 2500 | 4397 | 3166 | 1084 |
| Lung cancer | $M$ | 94 | 616 | 613 | 618 | 623 | 593 | 529 | 572 | 541 | 629 | 657 | 839 | 624 | 454 |
|  | $M$ | 99 | 491 | 490 | 488 | 495 | 484 | 432 | 511 | 462 | 496 | 612 | 711 | 532 | 373 |
|  | $F$ | 94 | 293 | 295 | 280 | 281 | 269 | 248 | 278 | 258 | 288 | 368 | 455 | 323 | 220 |
|  | F | 99 | 331 | 330 | 332 | 333 | 322 | 289 | 342 | 302 | 324 | 393 | 454 | 330 | 264 |


| Colon cancer | M | 94 | 314 | 306 | 302 | 304 | 280 | 253 | 269 | 267 | 289 | 427 | 483 | 362 | 224 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | M | 99 | 311 | 311 | 321 | 326 | 322 | 296 | 308 | 300 | 356 | 440 | 526 | 377 | 270 |
|  | $F$ | 94 | 262 | 259 | 252 | 253 | 243 | 232 | 245 | 237 | 264 | 349 | 432 | 299 | 218 |
|  | $F$ | 99 | 196 | 195 | 194 | 195 | 192 | 177 | 200 | 187 | 200 | 282 | 361 | 220 | 170 |
| Melanoma | M | 94 | 163 | 159 | 161 | 162 | 149 | 131 | 131 | 137 | 142 | 225 | 277 | 147 | 110 |
|  | M | 99 | 117 | 117 | 130 | 132 | 135 | 113 | 113 | 119 | 131 | 204 | 257 | 137 | 106 |
|  | $F$ | 94 | 53 | 51 | 49 | 49 | 45 | 42 | 44 | 46 | 57 | 139 | 166 | 73 | 36 |
|  | $F$ | 99 | 71 | 70 | 76 | 76 | 76 | 63 | 63 | 64 | 65 | 99 | 127 | 68 | 63 |
| Breast cancer, Prostate cancer | $F$ | 94 | 555 | 559 | 572 | 573 | 541 | 498 | 508 | 511 | 544 | 802 | 906 | 680 | 485 |
|  | $F$ | 99 | 508 | 509 | 512 | 514 | 496 | 432 | 454 | 442 | 453 | 580 | 674 | 491 | 424 |
|  | M | 94 | 1146 | 1148 | 1116 | 1125 | 1098 | 984 | 996 | 1033 | 1102 | 1649 | 2044 | 1419 | 944 |
|  | M | 99 | 924 | 922 | 950 | 967 | 939 | 808 | 817 | 876 | 913 | 1305 | 1675 | 1131 | 792 |
| Parkinson's disease | M | 94 | 217 | 208 | 221 | 223 | 213 | 190 | 199 | 205 | 272 | 289 | 465 | 408 | 183 |
|  | M | 99 | 195 | 195 | 186 | 189 | 179 | 156 | 159 | 171 | 313 | 282 | 531 | 416 | 150 |
|  | $F$ | 94 | 143 | 139 | 140 | 140 | 135 | 121 | 133 | 128 | 222 | 216 | 405 | 318 | 116 |
|  | $F$ | 99 | 134 | 134 | 127 | 127 | 130 | 117 | 130 | 130 | 216 | 209 | 413 | 283 | 107 |
| Alzheimer's disease | M | 94 | 199 | 187 | 200 | 201 | 192 | 174 | 179 | 194 | 396 | 343 | 737 | 607 | 151 |
|  | M | 99 | 255 | 257 | 245 | 247 | 242 | 219 | 246 | 262 | 462 | 540 | 992 | 794 | 183 |
|  | $F$ | 94 | 210 | 197 | 192 | 192 | 189 | 183 | 225 | 221 | 532 | 439 | 1048 | 876 | 157 |
|  | $F$ | 99 | 290 | 291 | 287 | 288 | 296 | 264 | 301 | 323 | 717 | 670 | 1457 | 1114 | 239 |
| Diabetes | M | 94 | 724 | 721 | 718 | 723 | 725 | 681 | 715 | 772 | 1303 | 1787 | 3403 | 2529 | 646 |
|  | M | 99 | 841 | 841 | 801 | 816 | 884 | 784 | 878 | 936 | 1478 | 2130 | 4158 | 2654 | 739 |
|  | $F$ | 94 | 697 | 696 | 702 | 704 | 707 | 650 | 678 | 728 | 1179 | 1665 | 3197 | 2219 | 611 |
|  | $F$ | 99 | 803 | 804 | 797 | 801 | 799 | 713 | 818 | 827 | 1260 | 1835 | 3636 | 2195 | 673 |

Table 3.2 (continued)

|  | S | Y | V0 | V1 | V2 | V3 | V4 | V5 | V6 | V7 | V8 | V9 | V10 | V11 | V12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Asthma | M | 94 | 201 | 200 | 202 | 204 | 198 | 174 | 198 | 211 | 395 | 744 | 1484 | 804 | 157 |
|  | M | 99 | 247 | 248 | 263 | 267 | 260 | 228 | 260 | 255 | 478 | 723 | 1591 | 818 | 206 |
|  | $F$ | 94 | 303 | 307 | 309 | 310 | 301 | 287 | 329 | 316 | 550 | 934 | 1692 | 1045 | 278 |
|  | $F$ | 99 | 258 | 257 | 228 | 229 | 239 | 213 | 274 | 232 | 525 | 842 | 1679 | 901 | 200 |

The standard calculation (V0) of age-adjusted incidence rates (per 100,000) was performed on the screener NLTCS population, using the NLTCS weights, the four basic Medicare sources, only the primary diagnosis, at least two records (or death) in $\Delta=0.3$ year, with a cut on frequency of HMO coverage $\delta=0.005$, and age standardization using standard population of 1994. Other calculations are: (V1) no age standardization, i.e., age-specific rates are averaged using the population of each respective year, (V2) no NLTCS weights, V3) an alternative censoring strategy, (V4) $\delta=0.5$, (V5) $\delta=1$, (V6) all Medicare sources, (V7) $\Delta=0.5$ years, (V8) no requirement for codes to be primary, (V9) no requirement of a second record (Algorithm B), (V10) apply both V8 and V9, (V11) alternative censoring strategy (McBean et al. 2004), and (V12) no death as a second event
Table 3.3 Disability and comorbidity patterns of incidence rates (per 100,000) of geriatric diseases

|  | Disability |  |  |  |  |  | Comorbidity |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Non | IADL | 1-2 | 3-4 | 5-6 | Inst. | 0 | 1 | 2 | 3+ |
| ACHD | 1442 (37) | 1528 (183) | 1596 (177) | 1524 (244) | 1997 (365) | 947 (246) | 1319 (43) | 1384 (71) | 1790 (126) | 1930 (128) |
| Myocardial infarction | 917 (28) | 1197 (151) | 1188 (150) | 1179 (165) | 1304 (219) | 1149 (245) | 741 (32) | 970 (54) | 1309 (97) | 1386 (91) |
| Angina pectoris | 475 (21) | 485 (102) | 592 (108) | 793 (198) | 643 (259) | 224 (83) | 422 (24) | 492 (43) | 500 (58) | 740 (76) |
| Stroke | 1294 (33) | 2053 (220) | 1885 (166) | 3579 (468) | 3621 (532) | 2312 (339) | 1182 (39) | 1682 (78) | 1557 (104) | 2000 (104) |
| Heart failure | 1395 (35) | 1964 (212) | 2228 (209) | 2934 (331) | 3168 (440) | 2454 (343) | 1289 (41) | 1798 (81) | 1760 (98) | 1907 (108) |
| Lung cancer | 413 (19) | 395 (86) | 594 (98) | 417 (114) | 223 (103) | 313 (99) | 306 (21) | 578 (49) | 451 (62) | 518 (49) |
| Colon cancer | 264 (15) | 534 (98) | 322 (73) | 167 (58) | 288 (106) | 59 (25) | 241 (18) | 295 (33) | 354 (50) | 225 (29) |
| Melanoma | 90 (8) | 120 (58) | 99 (43) | 310 (103) | 44 (29) | 25 (18) | 79 (10) | 68 (14) | 122 (24) | 142 (25) |
| Breast cancer | 554 (29) | 480 (146) | 404 (86) | 416 (133) | 108 (73) | 272 (75) | 532 (35) | 657 (66) | 464 (70) | 363 (67) |
| Prostate cancer | 1068 (49) | 904 (270) | 1128 (275) | 74 (60) | 206 (92) | 506 (195) | 1165 (63) | 1085 (109) | 839 (121) | 686 (121) |
| Parkinson's disease | 146 (11) | 242 (66) | 231 (52) | 334 (101) | 376 (117) | 446 (108) | 151 (14) | 167 (25) | 202 (30) | 176 (26) |
| Alzheimer's disease | 217 (13) | 413 (94) | 231 (47) | 416 (110) | 159 (50) | 516 (88) | 204 (16) | 242 (26) | 282 (34) | 311 (33) |
| Diabetes | 738 (26) | 651 (139) | 911 (140) | 1214 (278) | 1157 (343) | 802 (172) | 783 (32) | 794 (60) | 679 (70) | 691 (75) |
| Asthma | 242 (15) | 211 (63) | 599 (132) | 413 (103) | 426 (157) | 145 (53) | 175 (16) | 370 (40) | 352 (42) | 382 (62) |
| COPD | 761 (28) | 711 (166) | 1295 (188) | 1337 (288) | 1159 (274) | 1590 (421) | 858 (36) | 758 (60) | 724 (73) | 691 (74) |

Disability groups are nondisabled, IADL only, 1-2 ADLs, 3-4 ADLs, 5-6 ADLs, and institutional), and comorbidity group are in the units of the Charlson index $(0,1,2$, and 3 and more)
(with outcomes nondisabled, IADL only, 1-2 ADLs, 3-4 ADLs, 5-6 ADLs, and institutionalized) measured at the date of interview, i.e., at the beginning of the follow-up, and by the Charlson comorbidity index (according to the specifications described in Charlson et al. 1987; Quan et al. 2005) that was also measured at the date of interview (using the Medicare records for the period of a year prior to the date of interview). Comorbidity- and disability-specific rates are age-adjusted incidence rates calculated using the same equations applied for the stratified population.

The disability and comorbidity patterns were analyzed for selected diseases (see Table 3.3). For several diseases (e.g., myocardial infarction, stroke, heart failure, diabetes, asthma, and Parkinson's disease), the incidence rates were higher among individuals with severe disabilities, while for breast and prostate cancers the higher rates were registered among people with minor disabilities. Interestingly, for many diseases institutionalized individuals had lower incidence rates, and for several diseases (such as melanoma, lung cancer, colon cancer, and asthma) they had the lowest rates among all other disability groups, including non-disabled individuals. For all the diseases considered (except Alzheimer's disease), institutionalized individuals had lower disease rates. However, for neurodegenerative diseases such as Parkinson's (for females only) and Alzheimer's diseases, the rates among institutionalized individuals were the highest. Among individuals with high comorbidity indices (i.e., Charlson index), higher rates were observed for heart failure, melanoma, and Alzheimer's disease, while incidence rates of breast and prostate cancers, as well as diabetes, decreased with increasing comorbidity indices. More detailed analyses of comorbidity and disability patterns for circulatory diseases are presented in (Akushevich et al. 2013c).

### 3.3.5 Mortality Age Patterns and Medicare Data

The information available in Medicare data allows for more detailed analyses of uncertainties in estimates of mortality rates at advanced ages. We use all NLTCS data from 1982 to 2004/2005 and evaluate uncertainties in calculations of age-specific mortality rates using several scenarios. In this example, we follow Akushevich and Manton (2011).

The strategy for analysis of the mortality age patterns consists of the following steps. First, individuals were selected for analysis ( 27 deaths reported as occurring before 1982 were excluded). Second, a weight for each individual was assigned to project the results for the entire U.S. population and a time period when this weight was valid for an individual was defined. Several approaches using base weights and screener weights were used. Two ages were defined for each individual, namely, the age at enrollment and the age of death/censoring. The age of death was obtained from the Vital Statistics file for deceased persons. For individuals not marked as dead in the file, it is possible that some could be deceased, but information about their deaths was missing from the file. To resolve the issue, a set of approaches was developed to assign the censoring date (or the date of the end of follow-up) for these
individuals using available information on these individuals from other sources. Specifically, we determined if one of three types of the event occurred: (i) service event in Medicare Part A (e.g., hospitalization); (ii) a payment to Medicare Part B (i.e., monthly premiums); and (iii) a payment of a monthly premium to HMO or other managed care plan.

We detected 90 persons paying Part B premiums that had no other (Part A) service use and who did not respond to the survey. The detailed analyses and comparison of mortality rates calculated for different approaches were important, because they can result in different age patterns of mortality rates. A specific analysis focused on the effects of non-responders: information on them was collected using the question "Reason for non-response in NLTCS", with the possible outcomes such as "deceased" and "gone abroad". Careful consideration of specific groups (e.g., 90 suspected non-responders who did not appear in Medicare Part A, but paid monthly Part B premiums) is important for several reasons. First, their contribution is significant, and therefore, if neglected it would significantly contribute to systematic uncertainty in mortality patterns at advanced ages. Second, such a small fraction of individuals is plausible because roughly $2 \%$ of Part B enrolled persons do not participate in Part A benefits. Some small number of eligible individuals was not, however, covered by Medicare Part B (about $2 \%$ ). Additionally, a small proportion of persons would pay Part B premiums but would not be eligible for Part A (about $3 \%$ ). A third type of program eligibility would involve enrollment in managed care plans (e.g., HMOs) when the death was recorded. All these benefit categories involve positive actions to be recorded in the Medicare claims files. The final records are for persons who have responded to the survey which provides a direct confirmation of age reported on the Medicare claims data. All these persons should be enrolled in the Medicare program in some way, with enrollment necessary for being selected for NLTCS sample.

Figure 3.10a presents empirical estimates of mortality rates which suggest that there is a decline with age in hazard rates at extreme ages. Figure 3.10b presents various hazard functions estimated under the different alternative assumptions about data selection. The Basic Approach (marked by 0) is specified as having a censoring date as the date of the latest appearance in Medicare Part A (in records) or in Part B (in payments). Note that information about payments comes from the Denominator Files, and, therefore, can be less accurate. In our basic approach, the non-responses, gone abroad non-responders, and deceased non-responders were removed. Approaches 1-5 described below are defined as modifications of the basic approach:

- Approach marked by 1: no cut of the 90 suspected non-responses, i.e., those individuals who are (i) alive according to vital statistics, (ii) have no Medicare histories, and (iii) have premium payments till 2005.
- Approach marked by 2: censoring date is calculated according to Vital Statistics.
- Approach marked by 3: if a reason for non-responding (according to the NLTCS questionnaire) is "deceased" then this is a death case.
- Approach marked by 4: same as in \#3, but this is censored, not a death case.
- Approach marked by 5: the moved abroad non-responders are not removed.


Fig. 3.10 (a) Results of base calculations (49,123 individuals were selected, i.e., 49, 240 (total in the NLTCS) minus 27 with death before 1982 and minus 90 (nonresponders, not appearing in Medicare records, alive according to vital statistics, paid premiums until 2005) and (b) results of calculation of incidence rates using base (marked by 0 ) and five alternative approaches (see text for details)

Analyses of mortality patterns at old ages conducted on these data included empirical methods and applied demographic models of mortality. The empirical results showed that the increase in mortality rates with age stops at age 95 for males and at age 100 for females. Whether the decline in mortality rate above these ages is detected for the total population is still an open question, because there are multiple uncertainties accompanying estimates of mortality rates at advanced ages using Medicare data.

### 3.3.6 Recovery or Long-Term Remission

In this section, we use the two Medicare-linked datasets to investigate demographic and epidemiologic properties of the cohorts of survivors after certain chronic diseases were diagnosed. Analyzing individual trajectories, we found a subgroup of patients who had stopped using medical services after a certain period of time following the diagnosis. Who are these individuals? Are they a healthier or sicker subgroup of patients? If they are healthier, then they could be those who (i) have entered into a stable condition/long-term remission of chronic disease (in some cases such remission could be long enough so that a "recovery" term could be used); or (ii) have undergone a successful rehabilitation from acute diseases (e.g., myocardial infarction and stroke) without obvious complications affecting their quality of life. If they are a sicker group, then they could be the patients who (i) do not believe anymore in doctors' recommendations after medical treatment failed to improve their health and/or did not improve their quality of life (as substitution,
they could rely on a treatment with naturalists, chiropractors, etc.); or (ii) were not able to pay the treatment expenses; or (iii) have moved to areas (e.g., rural) where they lacked transportation to reach the doctor's office for visits.

The formal definition of the recovery rate is as follows. An individual was considered to be recovered (or entered a sustained remission) at a given date if he/she did not have a Medicare record containing the respective ICD code during a period of time $\tau_{d}$ (e.g., 1, 2, or 3 years) after this date (Yashin et al. 2010). All Medicare records from the individual medical histories (i.e., records appearing in any Medicare sources and not necessary being primary) are used for the definition of recovery. The time periods $\tau_{d}$ are referred to as recovery times. An individual was censored at a date if that date plus the recovery time exceeded the date of the end of follow-up (i.e., in this case an individual does not have sufficient time for recovery). Note that since the identification of the date at onset requires confirmation by a record in another day, recovery on the day of diagnosis is not possible even if the length of service is 1 day. Another property of the recovery rate is that a recovery event within the 3-year strategy (i.e., for $\tau_{d}=3$ years) implies a recovery event within a 1 - or 2-year strategy, but not otherwise.

Kaplan-Meier estimates of not-yet-recovery probabilities for predetermined disease-specific recovery times are presented in Fig. 3.11. A comparison of curves for different time periods shows that the time trend was positive (remission chance increases) for the majority of acute and several chronic diseases, excluding cancers. To test the hypothesis about health status of recovered individuals (i.e., whether they are sicker or healthier), we used the Cox proportional hazards model with age at diagnosis and time after remission (equal to zero before remission). The estimates in Akushevich et al. (2013d) showed that the "recovered" patients (those who did not have medical care for 1,2 , or 3 years, depending on the corresponding scenario analyzed) had better survival. Therefore, they are (i) a "healthier" subgroup of elderly-they started feeling well enough to discontinue the use of medical services, or (ii) people who at the moment of diagnosis likely had a functional disorder rather than a serious disease, but similarity of disease symptoms led to their misinterpretation and "overdiagnosis". Also, the subcohort of "recovered" individuals can include patients who were disappointed in treatment results and stopped the therapy, turning instead to chiropractors, homeopaths, or herbal medicine, or patients who began experiencing difficulties with transportation to a physician's office. However, this subcohort is indistinguishable from the healthier (and much larger) fraction of recovered individuals.

An example of sensitivity analysis involving recovery rates was performed by Yashin et al. (2010) for time trends of recovery after stroke. The authors considered the following effects: (i) several different operational definitions of recovery and incidence rates; (ii) explicit representation of observed heterogeneity effects stratifying individuals by age, comorbidity, or disability; and (iii) other approaches to censoring strategies, selection of individuals, and study design effects. The results of these analyses indicated that positive trends in the recovery rate from stroke took place in all cases, independent of the definition of such rates.


Fig. 3.11 "Not-yet-recovery" probability for geriatric diseases vs. time after diagnosis in years calculated using SEER-M (thick lines) and NLTCS-M (thin lines). Values on plots are "recovery" times, i.e., disease-specific time period without occurrence of respective ICD code in individual medical (Medicare) history (Color figure online)

Thus, Medicare data allow us to evaluate recovery rates from common acute and chronic diseases in older U.S. adults at the national level, using a new approach developed for quantitative analyses of individuals with recovery/long-term remission after onset of chronic diseases.

### 3.3.7 Risk Factors for Disease Incidence

Most chronic diseases are associated with multiple risk factors, and many of these factors are measurable and modifiable. If known, many of these risk factors are
preventable: e.g., about $80 \%$ of cancer risk factors, including behavioral/lifestyleassociated, are considered preventable. Combining information from several datasets, such as demographic surveys (e.g., NLTCS) and the MFSU, allows for testing of hypotheses about the contributions of specific risk factors to risks of aging-related chronic diseases. The primary purpose of the present analysis is to develop an approach to estimation of the contributions of measurable risk factors, including behavioral/lifestyle risk factors, to mortality and diseases incidence risks and to apply this approach to population data to find associations clarifying the role of behavioral/lifestyle risk factors to these risks in the U.S. elderly population.

Associations were investigated for each demographic, health, social, economic, and behavioral lifestyle variable ( 213 for the 1994 survey and 219 for the 1999 survey) for 26 types of outcomes (total mortality, seven non-cancer and five cancer incidences, for both the 1994 and 1999 NLTCS surveys). In total, 5616 associations were empirically estimated by comparison of age-adjusted incidence rates conditional on a specific outcome (i.e., a specific answer to a specific question). Relative risks were estimated as the ratios of the rates for alternative outcomes. Note that age-adjusted risks were calculated for subpopulations with different responses for certain questions/variables (e.g., current smokers and nonsmokers) using the same population weights for both outcomes. Therefore, the rates conditional on a specific outcome of each variable were adjusted for the total population age structure, thus taking into account a possible effect of age dependence of certain outcome prevalences. For example, lung cancer rates in smokers and non-smokers were adjusted for the age structure of the total population to include smokers, non-smokers, and individuals with missing information on smoking status.

Table 3.4 shows the results for hazard ratios of the variables that were most significantly associated with mortality. The selected variables included demographic characteristics, self-reported comorbidities, activities of daily living information, other activities including social factors, and medical care factors. The estimates for the 1994 and 1999 cohorts are in good agreement.

The following factors were found to be predictive of incidence of circulatory diseases:

- For ACHD: male $(R R=1.8)$; comorbidities such as diabetes $(R R=1.9)$, circulatory diseases $(\mathrm{RR}=1.3-2.0)$, needs some additional devices in house $(R R=2.5)$, thinks that grocery and drug stores are not conveniently located $(R R=1.6)$, losing temper $(R R=1.6)$; for angina pectoris: low $B M I(R R=4.9)$, poor social contacts ( $R R=2.2$ ), financial or transportation problems $(R R=4.0)$, and for myocardial infarction: living in rural area $(R R=2.0)$ and smoking ( $\mathrm{RR}=2.7$ ).
- For stroke: comorbidity such as diabetes $(\mathrm{RR}=2.0)$; disability (ADL/IADL $(R R=1.6))$ and other functionality, e.g., difficulties in washing hair $(R R=1.9)$ and/or lifting a $10-\mathrm{lb}$ package like a bag of groceries and holding it for a few minutes $(\mathrm{RR}=1.8)$; high BMI $(\mathrm{RR}=2.4)$, not keeping in touch with relatives ( $R R=2.0$ ), disturbed memory ( $R R=2.0$ ); poverty characterized by food stamps receiving $(R R=2.2)$, and Medicaid coverage $(R R=2.0)$.

Table 3.4 Hazard ratios of lifestyle risk factors for mortality. Only variables with highly significant effects were selected ( $\mathrm{p}<0.000002$ )

| Variable | Outcome | 1994 | 1999 | Variable | Outcome | 1994 | 1999 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sex | Male | 1.35 | 1.31 | Healthy compared with others | Fair/ poor | 1.93 | 2.14 |
| Race | Nonwhite | 1.3 | 1.23 | Lose temper | Not at all | 0.69 | 0.71 |
| Marital status | Not marr. | 1.44 | 1.33 | Work on hobby | No | 1.56 | 1.71 |
| Parkinson's disease | No | 0.43 | 0.47 | Attend meeting of a club | No | 1.68 | 1.64 |
| Diabetes | No | 0.69 | 0.65 | Keep in touch with relatives | No | 1.84 | 1.46 |
| Cancer | No | 0.57 | 0.45 | Hospital overnight (last year) | No | 0.59 | 0.56 |
| Arteriosclerosis | No | 0.77 | 0.67 | Medical care in doctor's office | No | 0.73 | 0.78 |
| Heart attack (last year) | No | 0.48 | 0.5 | How many prescriptions | 2+ | 1.45 | 1.55 |
| Stroke (last year) | No | 0.55 | 0.61 | Medicine |  |  |  |
| Emphysema <br> (last year) | No | 0.54 | 0.41 | What is your street address | Not correct | 2.04 | 3.05 |
| Broken hip (last year) | No | 0.46 | 0.54 | What day of the week is this | Not correct | 1.9 | 2.02 |
| ADL eating | Can't | 2.94 | 3.23 | Walking for exercise | Yes | 0.66 | $\mathrm{n} / \mathrm{a}$ |
| ADL getting in/out of bed | Can't | 2.38 | 2.98 | Gardening or yard work | Yes | 0.6 | $\mathrm{n} / \mathrm{a}$ |
| ADL getting around inside | Can't | 2.23 | 2.77 | Vigorous activities | $10+\mathrm{min}$ | 0.64 | 0.54 |
| ADL dressing | Can't | 2.72 | 3.01 | Avoid doing things because | Rarely | 0.6 | 0.5 |
| ADL bathing | Can't | 2.38 | 2.72 | Doesn't have enough energy |  |  |  |
| ADL getting to bathroom | Can't | 2.47 | 2.75 | Satisfaction with life | Not satisfied | 1.56 | 2.42 |
| Currently smoke | No | 0.63 | 0.57 | Have a Medicaid card | No | 0.72 | 0.65 |
| How difficult to climb one flight of stairs | Can't | 2.01 | 2.89 | Processed meats such as frankfurters/luncheon meats? | Often | $\mathrm{n} / \mathrm{a}$ | 1.32 |

- For heart failure: being male ( $\mathrm{RR}=1.9$ ), unmarried $(\mathrm{RR}=2.2)$, feeling unhappy $(R R=2.5)$, having such comorbidities as diabetes $(R R=1.9)$ or cancer $(\mathrm{RR}=1.9)$; disability (ADL/IADL $(\mathrm{RR}=1.8))$ and other functional disorders $(R R=1.9)$.

For neurodegenerative disease the identified factors were as follows:

- For Parkinson's disease: comorbidities such as cancer ( $R R=4.3$ ), frequent headaches $(R R=4.0)$, emphysema $(R R=5.5)$; needs some additional devices in house $(R R=6.0)$ ), not satisfied with his/her life ( $R R=5.4$ ); having mental/ emotional problems (ever hospitalized ( $R R=5.0$ ), could not sleep like usual $(R R=4.0)$, forgets to do important things $(R R=4.0)$ ); rarely drink coffee/tea $(R R=5.1)$.
- For dementia and Alzheimer's disease: comorbidities such as bronchitis $(R R=3.3)$; memory problems (forgets to do important things $(R R=3.2)$ ); difficulties in making phone calls $(R R=4.0)$; difficulties with going outdoors $(R R=6.5)$; covered by any other public assistance program that pays for health care ( $\mathrm{RR}=9.8$ ).

Several examples on other diseases:

- For ulcer: comorbidities such as permanent numbness (other besides paralysis and arthritis $(R R=3.5)$ ), frequent severe headaches $(R R=5.0)$, bronchitis $(R R=3.0)$, trouble sleeping $(R R=4.2)$; depression (takes respective medicine $(R R=3.5))$, being not satisfied with his/her life $(R R=4.9)$; having mental and emotional problems (such as losing temper $(\mathrm{RR}=2.2)$ ); disability (ADL/IADL $(R R=2.2)$ ); using a hearing aid $(R R=3.2)$ and other devices $(R R=6.4)$.
- For diabetes: high BMI ( $\mathrm{RR}=3.2$ ), self-reported overweight (2.0); poverty (Medicaid card $(R R=2.0)$, public assistance program that pays for health care $(R R=3.5))$; disability (ADL/IADL $(R R=2.7))$, cannot do everyday activities around the house ( $\mathrm{RR}=2.5$ ), using hearing aid $(\mathrm{RR}=2.5)$.
- For asthma: being female ( $\mathrm{R} R=3.7$ ); self-reported obesity or overweight $(R R=2.7))$; comorbidities such as heart attack $(R R=3.5)$, pneumonia $(R R=4.0)$, bronchitis $(R R=2.3)$; needs some additional devices in house $(R R=5.0)$, being not happy with his/her life $(R R=5.3)$; rarely eat fortified breakfast cereals $(R R=5.0)$.

The detected associations (i.e., relative risks) of selected factors with risks of breast, prostate, lung and colon cancers were discussed in Akushevich et al. (2011a). An overall view of the results of association analyses allowed the researchers to describe population groups of higher and lower risks of these cancers. For example, being a smoker was the main characteristic of elderly population group at higher risks of lung cancer, with comorbidity (e.g., emphysema), lower BMI, and poor functional status also each playing a role. Note that the most influential of potentially preventable risk factors can be detected with this approach using the NLTCS-Medicare linked dataset and for further deeper analyses employing other datasets with detailed risk factors.

The results of this analysis can be reformulated as a description of higher risk groups of major geriatric diseases in terms of variables measured in the NLTCS and the aggregated indices constructed from these variables.

### 3.3.8 Mutual Dependence in Disease Risks: Age-Patterns

Although multi-morbidity is common among older adults, for many aging-related diseases there is no information for the U.S. elderly population on how earliermanifested diseases affect the risk of another disease manifested later during a patient's lifespan. Therefore, we investigated the phenomenon of multimorbidity in the U.S. elderly population by analyzing mutual dependence in disease risks, i.e., we calculated disease risks for individuals with specific pre-existing conditions (Akushevich et al. 2013a). In total, 420 pairs of diseases were analyzed. For each pair, we calculated age patterns of unconditional incidence rates of the diseases, conditional rates of the second (later manifested) disease for individuals after onset of the first (earlier manifested) disease, and the hazard ratio of development of the subsequent disease in the presence (or not) of the first disease. The most interesting (selected) results are presented in Fig. 3.12. Synergistic and antagonistic dependences in geriatric disease risks were observed among older U.S. adults confirming known and detecting new associations among a wide spectrum of age-associated diseases. More specifically, three groups of interrelations were identified: (i) diseases whose risk became much higher when patients had a certain pre-existing (earlier diagnosed) disease; (ii) diseases whose risk became lower than in the general population when patients had certain pre-existing conditions (a so called "trade-off" effect between earlier and later occurring diseases); and (iii) diseases for which "two-tail" effects were observed: i.e., when the effects are significant for both orders of disease precedence; both effects can be direct (either one of the diseases from a disease pair increases the risk of the other disease), inverse (either one of the diseases from a disease pair decreases the risk of the other disease), or controversial (one disease increases the risk of the other, but the other disease decreases the risk of the first disease from the disease pair). In general, the majority of disease pairs with increased risk of the later diagnosed disease in both orders of precedence were those in which both the pre-existing and later occurring diseases were cancers, and also when both diseases were of the same organ.

The existence of inverse associations for the later-in-life diagnosed disease risk may provide important insights into disease mechanisms and new opportunities for disease prevention and therapy that focuses on increases in healthy lifespan rather than concentrating efforts on reduction of risk for each particular disease alone.

Generally, the effect of dependence between risks of two diseases diminishes with advancing age. This could be because senescence itself becomes a leading risk factor of death in the oldest old, so that at the very old ages it matters less if a person is healthy or sick, because her/his vulnerability to death is high anyway due to a dramatic decline in the body's overall resistance to stresses attributed to aging.

Identifying mutual relationships in age-associated disease risks is extremely important since they indicate that development of seemingly very different cancer and non-cancer diseases may involve common biological mechanisms. This knowledge could help to develop disease prevention as an integrated field that targets an increase in healthy lifespan rather than a simple reduction in the risk of a particular health disorder. Moreover, a better understanding of the biological links between different diseases/groups of diseases can open new therapeutic horizons. The


Fig. 3.12 Age-specific rates of disease incidence conditional on the onset of another disease calculated using SEER-Medicare (squares) and the corresponding unconditional rates (dots). Values on the plots are rescale factors. Rates for different diseases are rescaled to use the same scale on all plots to facilitate comparison of rates for different diseases: the original rate can be calculated by dividing the values obtained from plot by the rescale factor (Color figure online)
observed mutual dependence of cancer and non-cancer disease onset could be used for improvement of current models for forecasting future morbidity and mortality, for planning medical expenditures, and for optimization of screening and preventive strategies among older adults with multi-morbid conditions.

### 3.3.9 Comorbidity and Multimorbidity

The standard tool for measuring individual comorbidity is the Charlson comorbidity index (CCI) (Charlson et al. 1987; Diederichs et al. 2011). The CCI has been
described as a "valid method of estimating risk of death from comorbid disease for use in longitudinal studies". It is the most frequently applied index among other health-related indices. However, the CCI has certain limitations with respect to the prediction of health state and mortality in an elderly population (Testa et al. 2009; Zekry et al. 2010). Specifically, the CCI does not take into account the severity of major diseases, overestimates heavily weighted conditions (such as AIDS) rarely encountered in the elderly, and underestimates some highly prevalent conditions (such as heart failure and Alzheimer's disease). In addition, since the mid-1990s, active screening strategies and new approaches to cancer treatment (e.g., prostate, breast, and cervical cancers) and changes in prevention and treatment of cardio and cerebrovascular diseases have changed the contributions of diseases to mortality in the U.S. elderly population. Therefore, the development of a high-precision tool for the prediction of health status and mortality of older persons is required. The MFSU data have the necessary information for developing such a tool. This new index is referred to as the Adjusted for elderly population Multi-Morbidity Index (AMMI). This index, like the CCI, is calculated by use of disease-specific weights, $w_{d}$, summed over all contributing diseases: $C(t)=\sum_{d} w_{d} I_{d}(t)$, where the term $I_{d}(t)$ indicates the presence or absence of the $d$ condition in a patient, i.e., $I_{d}(t)=1$ when a patient has the condition, and $I_{d}(t)=0$ when he/she does not. The weights $w_{d}$ are defined by considering the effect of individual diseases on the mortality rate. What is new compared to the CCI is the set of contributing diseases and disease-specific weights $w_{d}$ that are made specific to the elderly population. We selected 48 disease conditions based on analysis of disease prevalence in the elderly population and causes of death using Multiple Cause of Death data. Then we used the Cox proportional hazard model with multivariate time-dependent predictions (i.e., individual disease prevalence estimated from Medicare data) to estimate the weights $w_{d}$. As in the majority of approaches for construction of co- and multimorbidity indices, disease-specific weights are simply rounded logarithms of hazard ratios of the respective conditions on mortality. This computation requires evaluated individual disease prevalence at all times of individual follow-up; therefore we used several additional specifications: (i) 1 year was used as the time period before the time point of interest to search for diagnosis codes, (ii) in the definition of the incidence rate calculated using Medicare histories four base sources (inpatient, outpatient, carrier-physician-supplier) were used, and (iii) both base and secondary diagnosis codes were used. Two basic properties of the index need to be verified: (i) variations across age, race, and gender strata; and (ii) associations between the shape of the index, i.e., slope or curvature in its age pattern, and mortality. The distributions of the indices for population subgroups are presented in Fig. 3.13. The CCI and AMMI were empirically evaluated for specific birth cohorts and their age patterns show that variation in the Charlson index over periods and cohorts are not reflected in the corresponding plots for total mortality (Fig. 3.14). In contrast, the AMMI fits much better.


Fig. 3.13 Sex-, race-, and age-group-specific distributions of AMMI


Fig. 3.14 Cohort specific patterns of CHI, AMMI, and mortality rates: NLTCS-M female population

### 3.3.10 Predictive Population Models

Standard approaches for probabilistic forecasting of the age pattern of human mortality, including the Lee-Carter method (Lee and Carter 1992) and its numerous generalizations and improvements (Booth 2006), are based on quite clear and simple assumptions and have been successfully applied in analyses of mortality data of different countries. However, these approaches do not take into account that, in population cohorts, trends in prevalence result from combinations of trends in incidence, population at risk, recovery, and patients' survival rates. Trends in the rates for one disease also may depend on trends in concurrent diseases, e.g., increasing survival from CHD contributes to an increase in the cancer incidence
rate if the individuals who survived were initially susceptible to both diseases. An approach capable of resolving these limitations could focus on describing the dynamics of health status for individuals in sub-cohorts with hazard functions of morbidity and mortality dependent on health status. Below we consider two examples of such models. The first is a simple model in which the health state is conditioned on age and the multimorbidity index discussed in the previous section. The second describes health status in terms of disease prevalence.

The first approach has two components: the mortality model and the dynamic model for AMMI. The mortality model incorporates AMMI as a covariate:

$$
\begin{aligned}
\operatorname{logit}\left(\operatorname{Prob}\left(\text { death }=1 \mid C_{0}, C_{3}, \text { Age }, Y_{b}\right)\right)= & u+\beta_{0} \cdot C_{0}+\beta_{1} \cdot C_{3}+\beta_{\text {Age }} \\
& \cdot(\text { Age }-70)+\beta_{b} \cdot\left(Y_{b}-1930\right)
\end{aligned}
$$

In this model, $C_{0}$, the comorbidity index in the last month, is the major predictor of mortality. Its effect is linear in this logit regression model which yields an exponential relation of mortality to $C_{0}$. The exponential relation is expected because of the way $C_{0}$ is constructed with the HR evaluated using the Cox proportional hazard model. This was also confirmed by two separate models we analyzed: (i) with categorical AMMI (in which case the estimated pattern was close to linear) and (ii) with individual diseases as predictors (in which the estimated weights were close to those estimated using the Cox model). Second, $C_{3}$ is the multimorbidity index AMMI measured 3 months before the current month. Conditioning on previous values of the index is important, because it captures the effect of increasing comorbidity before death. Third, the effect of age is linear corresponding to a gamma-Gompertz model of mortality. Fourth, $Y_{b}$ reflects the cohort effect. The linear form for this effect is justified by preliminary modeling analyses with a categorical cohort index that yielded an estimated pattern close to linear. The second model component, a dynamic model for AMMI, is of the form:

$$
\Delta_{01}=C_{0}-C_{1}=\bar{u}+\bar{\beta}_{1} \cdot C_{1}+\beta_{\Delta} \cdot \Delta_{13}+\bar{\beta}_{\text {Age }} \cdot(\text { Age }-70)+\bar{\beta}_{b} \cdot\left(Y_{b}-1930\right)
$$

with the same notation as in the mortality model. What is new here compared to the mortality model is: (i) the outcome variable difference between AMMIs measured in the current and last months; and (ii) one of the predictors difference between AMMIs measured in previous months ( $\Delta_{C}=C_{1}-C_{3}$ ). Parameter estimates for these two models using the NLTCS-M data are presented in Table 3.5. It can be seen that the estimated parameters for the multimorbidity index show an increasing time trend as indexed by birth cohort. One explanation of this is an increasing prevalence of diagnoses at earlier stages.

The model described above uses the multimorbidity index as an aggregated characteristic of individuals' health statuses. If the data are extensive (e.g., SEERM data), the health status can be described more precisely, e.g., using the set of disease-specific indicator functions indicating the time-dependent prevalence of selected diseases. Three dynamic models are required to describe the changes in

Table 3.5 Parameter estimates for mortality and dynamic models involving AMMI

|  | NLTCS-medicare |  |
| :--- | :---: | :---: |
| Parameter | Estimate | p -value |
| Mortality model | -7.31 | $<0.0001$ |
| Intercept | 0.437 | $<0.0001$ |
| Recent AMMI | -0.154 | $<0.0001$ |
| 3-month-prior AMMI | 0.067 | $<0.0001$ |
| Age | -0.004 | 0.37 |
| Birth cohort | 0.067 | $<0.0001$ |
| Dynamic model for AMMI | -0.042 | $<0.0001$ |
| Intercept | 0.079 | $<0.0001$ |
| Recent AMMI | 0.0068 | $<0.0001$ |
| Difference of recent AMMI | 0.002 | $<0.0001$ |
| Age |  |  |
| Birth cohort |  |  |

individual health status during individual follow-up: models to predict mortality, incidence, and recovery (or long-term remission). They are given by the equations:

$$
\begin{aligned}
\operatorname{logit}\left(\operatorname{Prob}\left(\text { death }=1 \mid I^{t}, I^{t-1} a, Y_{b}\right)\right)= & \widetilde{u}+\sum_{i=1}^{48}\left(\widetilde{\beta}_{i} I_{i}^{t}+\beta_{i}^{\prime} I_{i}^{t-1}\right) \\
& +\sum_{i=1}^{48} \sum_{j>i}^{48} \widetilde{\beta}_{i j} I_{i}^{t} I_{j}^{t}+\widetilde{\beta}_{a} f(a)+\widetilde{\beta}_{b} f\left(Y_{b}\right) \\
\operatorname{logit}\left(\operatorname{Prob}\left(I_{k}^{t+1}=1 \mid I_{k}^{t}=0, I_{i \neq k}^{t}, a, Y_{b}\right)\right) & =\widetilde{u}^{k}+\sum_{i=1}^{48}\left(\widetilde{\beta}_{i}^{k} I_{i}^{t}+\beta_{i}^{\prime k} I_{i}^{t-1}\right) \\
& +\sum_{i=1}^{48} \sum_{j>i}^{48} \widetilde{\beta}_{i j}^{k} I_{i}^{t} I_{j}^{t}+\widetilde{\beta}_{a}^{k} f_{a}^{k}(a)+\widetilde{\beta}_{b}^{k} f_{b}^{k}\left(Y_{b}\right) \\
& i \neq k j \neq k \\
\operatorname{logit}\left(\operatorname{Prob}\left(I_{k}^{t+1}=0 \mid I_{k}^{t}=1, I_{i \neq k}^{t}, a, Y_{b}\right)\right) & =\hat{u}^{k}+\sum_{i=1}^{48}\left(\hat{\beta}_{i}^{k} I_{i}^{t}+\hat{\beta}^{\prime}{ }_{i}^{k} I_{i}^{t-1}\right) \\
& +\sum_{i=1}^{48} \sum_{j>i}^{48} \hat{\beta}_{i j}^{k} I_{i}^{t} I_{j}^{t}+\hat{\beta}_{a}^{k} \hat{f}_{a}^{k}(a)+\hat{\beta}_{b}^{k} \hat{f}_{b}^{k}\left(Y_{b}\right) \\
& i \neq k j \neq k
\end{aligned}
$$

which, respectively, model the probability of death in the next month, the incidence of the k disease, and recovery/remission from the $\mathrm{k}^{\text {th }}$ disease. Age and birth cohort effects can also be incorporated (possibly non-linearly) into these models.

This probability-of-death model was estimated using the NLTCS-M data. As expected, the majority of diseases had positive effects on mortality. For example, the odds ratio ( OR ) of heart failure was $2.33(\mathrm{CI}=2.13-2.54)$, for myocardial infarction-3.07 ( $\mathrm{CI}=2.70-3.48$ ), for cardiac arrhythmia-2.14 $(\mathrm{CI}=1.98-2.32)$, for stroke-1.61 ( $\mathrm{CI}=1.47-1.77$ ), for COPD-1.66 $(\mathrm{CI}=1.52-1.81)$, for Alzheimer's disease-2.27 ( $\mathrm{CI}=1.99-2.6$ ), and for metastatic cancer-6.86 $(C I=6.00-7.84)$. More than 100 significant interactions were found, which demonstrated the non-additive effects of co-occurrence of diseases, with some effects negative (antagonistic), e.g., diseases of peripheral veins and stroke, heart failure and MTS; and some effects positive (synergistic), e.g., inflammatory bowel disease and non-solid cancer, diabetes and alcohol abuse, cardiac arrhythmia and hypertension, emphysema and diabetes, and chronic liver disease and chronic peptic ulcer.

The effect of history was more important for acute than for chronic diseases, e.g., for myocardial infarction, estimates for each of the 3 months before death were: OR $(\mathrm{t}-1)=5.96 \quad(\mathrm{CI}=4.64-7.65), \quad \mathrm{OR}(\mathrm{t}-2)=0.59 \quad(\mathrm{CI}=0.41-0.84), \quad$ and OR $(\mathrm{t}-3)=0.69(\mathrm{CI}=0.48-1.01)$, while for solid cancers with fast progression, estimates were, respectively: $\mathrm{OR}(\mathrm{t}-1)=2.48(\mathrm{CI}=1.98-3.10), \mathrm{OR}(\mathrm{t}-2)=1.32$ $(\mathrm{CI}=1.01-1.73)$, and $\mathrm{OR}(\mathrm{t}-3)=1.32(\mathrm{CI}=1.06-1.64)$. Age (in single years) also had a significant contribution: $\mathrm{OR}=1.07(\mathrm{CI}=1.065-1.075)$. The effect of time was nonlinear, but quadratic with a maximum at 1999-2000.

Estimation of the incidence and recovery models showed that comorbidity (i.e., the presence and absence of comorbid diseases) was the main predictor of incidence and recovery. For incidence, the ORs of the effects of comorbid diseases were in the 1.6-1.9 range. For recovery, the ORs of the effects of comorbid diseases were in the $0.6-0.8$ range. Examples of specific effects of disease incidence and recovery are given in Table 3.6. Note that no strong predictors were found for neoplasms (non-strong predictors were low weight and anemia).

Table 3.6 Examples of the effects on disease incidence and recovery

| Disease incidence | Effect (OR) |
| :--- | :--- |
| Myocardial infarction | Heart failure (1.81), Angina pectoris (1.70), age (1.03), time (0.97) |
| COPD | Asthma (3.7), emphysema (4.4), heart failure (1.87) |
| Alzheimer's disease | Time (1.09), dementia (9.4), Parkinson's (2.2), Cerebro (1.4) |
| Nephritis/nephrosis | Time (1.08), age (1.02), renal (6.6), diabetes (2.0) |
| Anemia | Age (1.04), time (1.04), low weight (1.77), cancer (2.0), IBD (2.7) |
| Osteoporosis/hip fracture | Metastatic cancer (1.8), time (1.12), age (1.04), RA (2.1) |
| Disease recovery | Effect (OR) |
| Cerebrovascular | Plegia (0.38), time (1.02), age (0.98), dementia (0.71), hyperten- <br> sion (0.89) |
| Chronic liver disease/ <br> cirrhosis | Alcohol abuse (0.59) |
| Anemia | Heart failure (0.88), low weight (0.81), nonsolid cancer (0.74), <br> MTS (0.63) |

To validate the three-equation model, we divided the NLTCS-M cohort into two subcohorts of equal size, thus yielding estimation and validation datasets. The validation procedure consisted of two steps. First, we estimated the model using the estimation dataset and then tested how well the fitted model predicts mortality outcomes in the validation dataset. This procedure can be formalized in terms of receiver operating characteristic (ROC) curves and the areas under the curves. The plots in Fig. 3.15 provide the ROC curves and area under curve (AUC) estimates for several models that differ by the set of predictors of mortality: (i) current disease prevalences (i.e., individual indicators of all diseases used in the analysis), (ii) disease prevalences and all paired interactions among them, (iii) current and last month prevalences (i.e., 1-level history), and (iv) current and two previousmonth prevalences (two-level history). One can see that in all cases AUC $>0.88$, therefore we can conclude that the quality of prediction is excellent. As a second step, we simulated individual trajectories using the estimated model using measures


Fig. 3.15 ROC curves for the validation dataset
at the initial wave of the validation cohort. These simulations show excellent predictive performance for mortality outcomes in the first year (85-90 \%). For longer time periods such as 5 -years, the predictive accuracy deteriorates $(68-75 \%)$. This indicates that the incidence and recovery models could be improved.

### 3.4 Conclusion

In this chapter, we presented a spectrum of analyses of many important aspects in the biomedical demography of the U.S. population of older adults. All these analyses were based on Medicare data, a powerful and largely underexplored source of information about the health of the elderly population. Medicare data represent the collection of individual records of health-related information about established diagnoses and administrated medical procedures. In addition, Medicare data represent the U.S. population of older adults. Our analyses demonstrated how nonparametric and simple regression statistical methods allow researchers to analyze and evaluate many important health-related epidemiologic characteristics valid at the national level. Specifically, the topics discussed in this chapter included patterns of morbidity and mortality, recovery (or long-term remission), comorbidity and multimorbidity, risk factors of disease incidence and mortality, and projection modeling of health and mortality.

First, we analyzed the age-patterns of acute and chronic diseases in the elderly using the NLTCS-M and SEER-M data. The results of our comparative analyses of the age patterns evaluated from Medicare data with those obtained in other studies suggested that the national age-specific incidence patterns can be adequately evaluated from the Medicare data. We also discovered a series of new substantive findings regarding the shape of age-patterns of the diseases and their time trends. For example, males had higher rates of ACHD, heart failure, Parkinson's disease, skin melanoma, lung, and colon cancers, while females had higher rates of stroke and asthma. Another example is that a significant 5-year decline was observed for incidence rates of ACHD, stroke, heart failure, and prostate, lung (male) and colon (female) cancers, while the rates of diabetes, ulcer, and Alzheimer's disease increased. Note that the estimates of time trends become especially important in populations with increasing proportions of the elderly, for which maintaining good health at advanced ages is important. While mortality trends have been studied extensively, studies of morbidity trends are rare.

The dates of onset in these studies were identified using information collected in the MFSU with specific assumptions corresponding to specific calculation algorithms. Note that the date of onset of a certain chronic disease is a quantity which is not defined as precisely as mortality. This uncertainty makes difficult the construction of a unified definition of the date of onset appropriate for population studies. We compared several alternative definitions of the date of onset and identified the computational approach that most closely describes data collected in other studies
on incidence of diseases. What is important is that this issue is not purely methodological. Different approaches to disease onsets can be used in clinical practice for different diseases. For example, the clinical criteria for circulatory disease onsets used in other studies are quite different which could result in different incidence rates. The diagnostic criteria of different heart studies are reviewed in the appendix of ref. (NIH/NHLBI 2006). We have briefly discussed this in our recent paper (Akushevich et al. 2012).

Analysis of the effects of comorbidity on disease onset showed that patients with higher comorbidity had higher rates of ACHD, stroke, heart failure, Alzheimer's disease, and melanoma. In this approach, comorbidity is represented in the form of the Charlson comorbidity index, a tool that allows the representation of comorbidity by a single variable combining disease indicators with weights evaluated from their effects on mortality. This representation of comorbidity is traditional, but it is only one possible approach. The richness of the Medicare data motivated us to search for more precise and detailed approaches for descriptions of co- and multimorbidity in U.S. elderly population.

A first approach to the analysis of multimorbidity in the U.S. elderly population developed in this chapter is based on the idea of dependent risks among geriatric diseases. We considered the risks of new disease onsets for population groups with a pre-existing condition. The risks of development of a new condition could be higher or lower than those in the general population for many reasons. For example, the effects of treatment of a prior disease can increase or decrease the risk of a later disease; shared behavioral risks and pleotropic effects of genes could also increase the risks of the later-developing diseases. A unified computational approach applied to all diseases considered within the same analysis allowed us to create a unified view of mutual interrelationships among the risks of cancer and non-cancer agingassociated diseases. Direct and inverse dependences in geriatric disease risks were observed among the U.S. elderly, confirming known and detecting new associations for a wide spectrum of diseases. A better understanding of biological links between different diseases (or between the groups of diseases-etiological or organ-specific) to which this research contributes can provide new therapeutic approaches for diseases with the shared pathological pathways.

Our second approach is based on the development of a new multimorbidity index for the U.S. older adult population and estimated using information from Medicare data. The stages of AMMI development included: (i) identification of multimorbidity patterns (or disease clusters) most often occurring for older adults; (ii) estimates of weights of specific diseases/disease clusters; and (iii) evaluating disease indicators during individual follow-up.

Two predictive models for mortality and dynamics of health status then were developed, estimated, and validated using Medicare data. The first model uses the AMMI as a characteristic of health status and predicts mortality and changes in AMMI in terms of their past values, age, and cohort. The second model includes three components: conditional models for mortality, incidence, and recovery. The models demonstrate excellent capabilities for predicting mortality rates. These models can be used for short-term predictions of the health and mortality of the
U.S. elderly population and for the analysis of "what-if" scenarios by consideration of specific interventions, e.g., the strategies of secondary prevention, new therapeutic approaches, and projected Medicare policy changes.

Medicare data also can be used for evaluating the epidemiologic characteristics of patient recovery via analysis of Medicare information during individual followup for the cohorts of patients with a specific disease onset. Specifically, we analyzed the rate of recovery of long-term remission by identifying patients who stopped visiting doctors during a 5 -year follow-up after disease onset. We found that these patients (i.e., recovered individuals) had lower death rates than non-recovered patients; therefore, patients who stopped visiting doctors are a healthier subcohort. We also found that these patients had higher death rates than the general population for all diseases considered; thus implying that complete recovery does not occur. To our knowledge, this type of analysis has never been done before. The approach opens new opportunities for developing predictive models with time-dependent covariates representing health status. Such models could be further used to better quantify the contribution of age-related diseases to healthy life expectancy and to improve forecasts of health and mortality.

Medicare data are often linked to demographic surveys, thus allowing for joint analyses of survey and claims data. Using information about ADLs and IADLs in the NLTCS-M data, we identified cohorts of individuals with specific disabilities and found that, among individuals with severe disabilities, there were higher rates of stroke, heart failure (males), diabetes, asthma, and Parkinson's disease, while rates of breast and prostate cancers were higher for nondisabled or moderately disabled individuals. Another possible approach considers variables measured in a survey as potential risk factors of disease onsets (accessed from Medicare data) and mortality. These effects can be evaluated within association studies between the variables measured in the NLTCS-M and risks of all-cause mortality and morbidity extracted from the MFSU. Each of the variables (representing daily living activities, physical activities, smoking, alcohol consumption, social activities, selfreported comorbidity, health insurance, and medical providers and other groups of variables) was tested for association with the risks of all-cause mortality and morbidity extracted from the MFSU data. From this analysis, we identified the main factors predicting disease incidence and obtained a description of higher risk groups of major geriatric diseases in terms of variables representing distinct features of human aging. Groups of parameters for physical activity, tobacco consumption, comorbid conditions, demographic characteristics, health insurance, and medical care providers showed significant contributions to increasing or decreasing risk of incidence of the diseases considered. The most influential of potentially preventable lifestyle risk factors can be detected using this approach and applied to further deeper analyses, including other data sets with detailed risk factors. Potentially, the approaches developed, and results obtained, can be applied to developing more individualized forecasts and more individualized prevention strategies.

The utility of the Medicare data as demonstrated in our study is important because there are few data sources to study health effects at advanced ages in the national population. For example, heart disease and stroke account for more than
$40 \%$ of all deaths among persons aged 65-74 years and almost $60 \%$ of those aged 85 years and older. However, there are no nationally representative data available on incidence, severity, or recurrence of acute coronary or stroke events in either the inpatient or outpatient settings. Therefore, Medicare-based datasets could be very useful for studying the epidemiology and biodemography of aging-related diseases and associated medical costs in the U.S. elderly population.
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# Chapter 4 <br> Evidence for Dependence Among Diseases 

Anatoliy I. Yashin, Svetlana V. Ukraintseva, Igor Akushevich, Alexander M. Kulminski, Konstantin G. Arbeev, and Eric Stallard

### 4.1 Introduction

Understanding demographic and public health consequences of advances in medical technology and health care, climate change, industrial development, and other large-scale factors, is important for maintaining good population health. Interaction of these external factors with age-changes in the human body (e.g., due to ontogenetic programming or physical senescence) may affect susceptibility to complex diseases and generate dependence among them. Studying mechanisms of such dependence opens new opportunities for improving population health by developing adequate preventive measures and treatment strategies which could minimize the chances of harmful side effects. Indeed, factors associated with increased vulnerability to one disease may not always promote development of another disorder, but sometimes may be protective against it, or even favor overall survival and longevity, if the protective effect outweighs the detrimental one. If so, then a reasonable prevention strategy might include targeting the risk of death from all causes combined rather than the risks of separate diseases independently of each other, as implied in most today's preventive programs. A better understanding of the occurrence and consequences of trade-offs between major health disorders/ causes of death may therefore have important health care implications.

To compare the effects of public health policies on a population's characteristics, researchers commonly estimate potential gains in life expectancy that would result from eradication or reduction of selected causes of death. For example, Keyfitz (1977) estimated that eradication of cancer would result in 2.265 years of increase in male life expectancy at birth (or by $3 \%$ compared to its 1964 level). Lemaire (2005) found that the potential gain in the U.S. life expectancy from cancer eradication would not exceed 3 years for both genders. Conti et al. (1999) calculated that the potential gain in life expectancy from cancer eradication in Italy would be 3.84 years for males and 2.77 years for females.

All these calculations assumed independence between cancer and other causes of death. The use of such an assumption would be completely justified more than a century ago when the leading causes of death were infectious diseases. However, for today's populations in developed countries, where deaths from chronic non-communicable diseases are in the lead, this assumption might no longer be valid. An important feature of such chronic diseases is that they often develop in clusters manifesting positive correlations with each other. The conventional view is that, in a case of such dependence, the effect of cancer eradication on life expectancy would be even smaller. As Keyfitz (1977) wrote: "since the most common kind of dependence must be a positive one, people saved from cancer would be more susceptible to heart and other diseases". The directions (positive or negative) of correlations among diseases can be empirically estimated using data on multiple causes of death.

The correlation between causes of death can be evaluated using the U.S. Data on Multiple Causes of Death (http://www.cdc.gov/nchs/products/elec_prods/subject/ mortmcd.htm\#1999-2002). The importance of such analyses was first demonstrated in Stallard (2002) wherein associations between diseases and their secular trends were evaluated by examining statistics on the joint distributions of causes of death for the years 1980, 1990, and 1998. Estimating ratios of the observed to the expected age-standardized joint frequencies of each pair of 15 selected conditions, Stallard found 57 associations or positive correlations of the disease indicator variables. He also demonstrated that Alzheimer's disease accompanies cancer deaths significantly less frequently (up to five times less) than expected. Stallard argued that any analysis of cause-specific mortality that does not account for the joint occurrence of multiple diseases among elderly decedents, as well as the difficulties inherent in selecting one of these diseases as the underlying cause, will be incomplete.

In this chapter, we investigate dependencies among major complex health disorders of the elderly using the Multiple Cause of Death (MCD) data, with emphasis on potential trade-offs between cancer and other diseases. We evaluate frequencies and associations among the specific diagnoses that appear most often in death certificates and are overall responsible for the majority of deaths in the U.S. to explore the magnitudes of correlations among causes of death, evaluate their temporal trends, and suggest plausible interpretations. Then we review experimental findings about connections between cancer and aging, as well as evidence of trade-off like relationships between cancer and longevity, and between cancer and other diseases in humans, to support our results with potential biological explanations.

### 4.2 Data and Methods

The Multiple Cause of Death (MCD) data files contain information about underlying and secondary causes of death in the U.S. during 1968-2010. In total, they include more than 65 million individual death certificate records. The information
available in death certificates includes the date of death, geographic location (region, state, county, division) of death, place of residence (region, state, county, city, and population size), sex, race, age, marital status, state of birth, and origin of descent. In the present study, we used data for the period 1979-2004. The cause of death fields were coded using the ICD-9 for 1979-1998, and the ICD-10 for 1999 and later. The data were collected from death certificates filed in the vital statistics offices of each state and the District of Columbia.

The list of diseases of interest includes acute coronary heart disease (CHD), stroke (acute cerebrovascular accident, CVA), cancer (malignant neoplasm), diabetes mellitus, asthma, Parkinson's disease (PD) and Alzheimer's disease (AD). These are represented by the following ICD-9 and ICD-10 codes: Cancer, for all sites combined: ICD-9 (140-208) and ICD-10 (C00-C97); acute CHD: ICD-9 (410, 411, 413) and ICD-10 (I20-I24); Stroke (CVA): ICD-9 (431, 436) and ICD-10 (I61, I64); Diabetes mellitus (excluding gestational): ICD-9 (250, 648.0, V77.1) and ICD-10 (E10-E14); Asthma: ICD-9 (493) and ICD-10 (J45-J46); PD: ICD-9 (332) and ICD-10 (G20, F02.3); AD: ICD-9 (331.0 and 290.1) and ICD-10 (F00.x, G30.x).

Note that stroke (CVA) can also be represented by a broader number of ICD-9 and ICD-10 codes. For example, in the ICD-10, the whole group of I63.x codes refers to a cerebral infarction (WHO 2007; Kokotailo and Hill 2005). We, however, deliberately omitted this group to maintain better correspondence between the ICD-9 and the ICD-10 based on the available codes. That is, ICD-10 codes I63.x generally correspond to ICD-9-CM (an extended version of ICD-9) codes 433.x1 and 434.x1 (when the fifth digit is 1), both representing cerebral infarction. The fifth digits were, however, unavailable in the MCD data, so the use of the ICD-9 codes without the fifth digit allows only approximate correspondence between the two coding systems (e.g., using ICD-9 (431, 436, 433, 434) and ICD-10 (I61, I63, I64) for stroke).

The frequencies of diseases as well as joint disease frequencies are calculated as ratios of (1) the total numbers of the corresponding ICD codes or their selected combinations that appeared on death certificates of the selected population to (2) the total numbers of deaths. Since several diseases can appear on the same death certificate as underlying or contributory causes of death, the frequencies are summed to $n \times 100 \%$ where $n$ is the mean number of diseases per death certificate. Frequencies defined in this way take into account the contribution of secondary causes of death and illustrate the relative burden of each disease.

Bivariate correlations for the extent of co-occurrence/non-co-occurrence of two of the diseases listed above were calculated in terms of the above frequencies (denoted $f_{1}$ and $f_{2}$ ) and joint frequencies ( $f_{12}$ ) which reflect patterns of co-occurrence/non-co-occurrence of each pair of diseases. The correlation coefficient was calculated using the formula

$$
r=\frac{f_{12}-f_{1} f_{2}}{\sqrt{f_{1}\left(1-f_{1}\right) f_{2}\left(1-f_{2}\right)}}
$$

This coefficient varies between -1 and +1 . The border value $r=+1$ corresponds to a case in which the codes of the two conditions appear only together, then $f_{12}=f_{1}=f_{2}$ and $r=1$; The correlation is equal to -1 when in each death record there is a code from one (and only one) of two considered conditions, in which case $f_{12}=0$, $f_{1}=1-f_{2}$, and $r=-1$. The correlation is equal to 0 when codes of two groups appear independently. Then $f_{12}=f_{1} f_{2}$ and $r=0$.

### 4.3 Results

### 4.3.1 Empirical Analyses Reveal Negative Correlations among Major Causes of Death

Results of the analyses of the MCD data are shown in Figs. 4.1, 4.2, and 4.3. Figure 4.1 shows the temporal trends in the proportion of deaths from the nine ICD diseases identified above for the years 1979-2009.


Fig. 4.1 Time trends in proportions of deaths from nine diseases from 1979 to 2009 (Note: Because the numbers are large, all standard errors are close to zero)


Fig. 4.2 Time trends in (negative) correlations between deaths from cancer and a number of other diseases between 1979 and 2009 (Note: Because the numbers are large, all standard errors are close to zero)

It can be seen from this figure that the frequency of deaths from acute CHD declined dramatically during the 31-year period, and the decline was relatively steady for the entire interval. The proportion of deaths from stroke (CVA) began to decline later, in the late-1990s. By contrast, the proportions of deaths from diabetes and AD increased over time, and those of cancer, asthma, and PD did not show substantial trends during this time period.

Figure 4.2 displays, for each year from 1979 to 2009, the estimated negative correlations between deaths from cancer and the co-occurrence/non-co-occurrence of selected diseases together with their time trends for the entire time period. It can be seen from this figure that there is a negative dependence for asthma, $\mathrm{PD}, \mathrm{AD}$, diabetes, CVA, and CHD. For asthma and diabetes, this correlation remained relatively constant during the entire time interval. For CVA, this correlation was relatively constant until 1998. Then its absolute value started to decline. For PD, its absolute value increased slightly but steadily during the entire period. A much faster increase in the absolute value of the correlation is evident for AD. The correlation between CHD and cancer has the highest absolute value. It also shows a substantial decline during the observational period.
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Fig. 4.3 Time trends in joint frequencies of deaths from cancer and selected diseases between 1979 and 2009 (Note: Because the numbers are large, all standard errors are close to zero)

Figure 4.3 shows estimates of joint frequencies of cancer and other diseases, as well as their time trends. One can see from this figure that among six diseases negatively correlated with cancer, diabetes most frequently appears together with cancer in the death certificates, and this frequency has a stable increasing time trend. The joint frequency of cancer and AD was close to zero in 1998. Then it increased steadily for the entire time interval, reaching 0.25 in 2004. The joint frequencies of $\mathrm{PD} /$ cancer and asthma/cancer show slight increases but remained small for the entire time interval. The frequency of CHD/cancer declined and CVA/cancer first increased and then declined.

### 4.3.2 A Dependent Competing Risk Model Capturing Negative Correlations Between Causes of Death

The simplest model describing negative correlations between competing risks is the multivariate lognormal frailty model. We illustrate the properties of such model for the bivariate case. The outline of this model is as follows.

Let $\mu_{i}\left(Z_{i}, x\right)=Z_{i} \mu_{0 i}(x), i=1,2$, be two random hazards in the dependent competing risk problem with two risks. Here $\mu_{0 i}(x)$ are the baseline hazards at age $x$ and $Z_{i}, i=1,2$, are frailties, which are correlated random variables having the bivariate lognormal distribution:

$$
\binom{Z_{1}}{Z_{2}} \sim B V \log N\left(\binom{m_{1}}{m_{2}},\left(\begin{array}{cc}
\sigma_{1}^{2} & \rho_{z} \sigma_{1} \sigma_{2} \\
\rho_{z} \sigma_{1} \sigma_{2} & \sigma_{2}^{2}
\end{array}\right)\right)
$$

Here $m_{1}, m_{2}, \sigma_{1}^{2}, \sigma_{2}^{2}$, and $\rho_{z}$ are the means, variances, and correlation coefficient for the logarithms of the two frailties (i.e., they specify the associated bivariate normal distribution). The means, variances, and correlation coefficient for the frailties $Z_{i}$, $i=1,2$, are calculated from these parameters as follows:

$$
\begin{aligned}
m_{z_{i}} & =E Z_{i}=e^{m_{i}+\frac{\sigma_{i}^{2}}{2}}, s_{i}^{2}=\operatorname{Var}\left(Z_{i}\right)=e^{2 m_{i}+\sigma_{i}^{2}}\left(e^{\sigma_{i}^{2}}-1\right), \rho z=\operatorname{corr}\left(Z_{1}, Z_{2}\right) \\
& =\frac{e^{\rho_{z} \sigma_{1} \sigma_{2}}-1}{\sqrt{\left(e^{\sigma_{1}^{2}}-1\right)\left(e^{\sigma_{2}^{2}}-1\right)}}, i=1,2
\end{aligned}
$$

Traditionally, it is assumed in frailty models that the life spans are conditionally independent given the frailties and $m z=m z_{1}=m z_{2}=1$. Simulation studies comparing different estimation strategies for such bivariate lognormal models are presented in Wienke et al. (2005). Bivariate lognormal frailty models, in contrast to the widely used gamma-frailty models (Yashin et al. 1995), allow for negative correlations between frailties as well as between life spans. Examples of positive and negative correlations between frailties and between life spans are presented in Fig. 4.4 (using Gompertz baseline hazard rates $\mu_{01}(x)=\mu_{02}(x)=\mu_{0}(x)=a e^{b x}$ with numerical values of the parameters $a$ and $b$ typical for human mortality data).

In this figure, when there is a positive correlation between frailties (graphs on the right side of the figure), the bivariate distributions of both frailty and life spans are spread along the main diagonal. However, when the correlation is negative (graphs on the left side of the figure), these distributions are spread in the directions opposite from the main diagonal. These effects are more pronounced in the frailty distributions than in the distributions of life span.

Even in this simple case there are several alternative ways to affect the marginal distribution of life span (which will further affect mortality from a specific cause). One alternative deals with a reduction of the baseline hazard. Another involves transformation of frailty distribution. These two strategies of reducing the mortality rate from one cause will produce different effects on the mortality rate from the other cause (Yashin and Iachine 1996). This model may be appropriate for illustration of the effects of dependence between competing risks. However, it is too simplified to be used for evaluation of consequences of disease prevention and treatment for which more sophisticated models of dependent competing risks that include the effects of changes in physiological and other variables affecting risks of diseases are necessary.


Fig. 4.4 Examples of positive and negative correlations between frailties $(Z)$ and between life spans (LS) in the bivariate lognormal frailty model with different frailty distributions

### 4.4 Discussion

The twentieth century was characterized by persistent increases of survival rates in the populations of the developed world. These changes resulted from improvements in the quality of nutrition, living conditions, and progress in medical technology and health care. The effects of these improvements on population health were, however, complicated. For example, the mortality rate from CHD substantially declined (about threefold) during the second half of the last century. The overall cancer mortality rate, however, increased until the 1990s and only slightly declined afterwards in the U.S. (CDC 2007). The decline in the incidence rate for CHD first appeared in the 1950s. Only several decades later did a decline become visible for the incidence rate of cancer (Sytkowski et al. 1996; IARC 1965-2003).

Despite substantial progress in understanding factors and mechanisms responsible for such differences in trends among diseases, many important details remain unclear. The discordance of time trends in characteristics describing the two major human health disorders, cancer and CHD, was initially explained by the existence of common susceptibility factors. In particular, it was hypothesized that individuals
whose lives were saved from cardiovascular death remained more susceptible to cancer than other individuals in the population. Although it has long been recognized that existing trends and dependence between other diseases and cancer can affect trends in cancer morbidity and mortality, no detailed analyses of cancer trends have been conducted that account for this possibility.

Studying these trends epidemiologically requires a dependent competing risk model. Using such a model, Rothenberg (1994) established that the contribution of the CHD mortality decline to the increase in cancer mortality has been small and does not account for the increasing age-specific risk of cancer among older persons. Llorca and Delgado-Rodriguez (2001) used a Markov chain model to analyze interrelations between CVD, CHD, and cancer in Spanish females. They found that declines in CVD and CHD mortality did not have an impact on cancer mortality. Although the absence of positive correlations between cancer and other selected diseases did not explain time trends in cancer rates for the old and oldestold adults, it suggested a possible negative correlation between deaths from cancer and from other causes. The results of available studies of connections between cancer and aging, as well as between cancer and other diseases, suggest that such a negative correlation may have a strong biological basis.

### 4.4.1 Evidence of Trade-Offs Between Cancer and Aging

Studying the role of the p53 gene in the connection between cancer and cellular aging, Campisi $(2002,2003)$ suggested that longevity may depend on a balance between tumor suppression and tissue renewal mechanisms. Tyner et al. (2002) and Donehower (2002) showed that mice carrying the $p 53$ mutation with a phenotypic effect analogous to the up-regulation of this gene have a lower risk of cancer development but their life span is reduced and accompanied by early tissue atrophy. Interestingly, the reduction of cancer mortality in super p53 mice was not accompanied by a decline in longevity in contrast to Donehower's p53 mutant mice (Garcia-Cao et al. 2002). This problem, typical of dependent competing risks, emphasizes the importance of studying various pathways of reduction of cancer mortality. Long-living mutant mice, $p 66^{\text {Shc-/- }}$, have shown an impaired $p 53$ apoptotic response (Migliaccio et al. 1999). Introducing the null p53 allele has been shown to protect $K u 80^{-/-}$and $m T R^{-/-}$mice from premature aging (Vogel et al. 1999; Chin et al. 1999), indicating that the senescence phenotypes were $p 53$ dependent (Lim et al. 2000). Garcia-Cao et al. (2002) examined properties of "super p53 mice". This type of mice was produced by transgenic introduction of one or two copies of $p 53$. The mice were tumor resistant and did not exhibit any traits consistent with accelerated aging. Bauer et al. (2005) and Bauer and Helfand (2006) found that a reduction of p53 activity in flies leads to lifespan extension. Although the mechanism by which $p 53$ regulates lifespan remains to be determined, these findings highlight the possibility that careful manipulation of p53 activity during adult life may result in beneficial effects on healthy lifespan. Other tumor
suppressor genes are also involved in regulation of longevity. Golubovski et al. (2006) examined survival in populations of Drosopila with a mutated $\operatorname{lgl}$ gene. Its ortolog, Hugl-l, is found in humans where it is mutated in $75 \%$ of gut and prostate tumors. In addition to tumor suppression, the product of the $\operatorname{lgl} l$ gene is an important part of the cytoskeleton and membranes. It participates in regulation of cycline $E$ in the cell cycle, and plays an important part in the system transporting macromolecules. The study showed that animals heterozygous on the loss-offunction $\operatorname{lgl}$ tumor suppressor gene display a clear pre-adult viability advantage under stressful conditions (high $29{ }^{\circ} \mathrm{C}$ and low $16^{\circ} \mathrm{C}$ temperatures). The survival and longevity advantage effect of the $\lg l$ loss-of-function is also observed in temperature stress conditions. One possible explanation of this stress-adaptive effect of reduced tumor suppressor dose might be a better resistance of Drosophila post-mitotic cells to a stress-associated apoptosis at old ages. The opposite manifestation of apoptotic and growth signaling pathways in cancer and aging was also reviewed in Ukraintseva and Yashin (2003a, b, 2004).

In humans, Dumont et al. (2003) demonstrated that a replacement of arginine (Arg) by proline (Pro) at position 72 of human p53 decreases its ability to initiate apoptosis, suggesting that these variants may differently affect longevity and vulnerability to cancer. Van Heemst et al. (2005) showed that individuals with the Pro/Pro genotype of p53 corresponding to reduced apoptosis in cells had significantly increased overall survival (by $41 \%$ ) despite a more than twofold increased proportion of cancer deaths at ages 85+, together with a decreased proportion of deaths from senescence related causes such as COPD, fractures, renal failure, dementia, and senility. It was suggested that human p53 may protect against cancer but at a cost of longevity. Orsted et al. (2007) examined survival among carriers Arg/Pro and Pro/Pro versus Arg/Arg genotypes of p53. The authors found an increase in median survival of 3 years for Pro/Pro versus $\mathrm{Arg} / \mathrm{Arg}$ homozygotes which was not due to a decreased risk of cancer, but rather to increased survival after a diagnosis of cancer or other life-threatening disease, which may reflect a better ability to cope with stress in individuals with reduced apoptosis.

Other biological factors may also play opposing roles in cancer and aging and thus contribute to respective trade-offs (Ukraintseva et al. 2016). E.g., higher levels of IGF-1 were linked to both cancer and attenuation of phenotypes of physical senescence, such as frailty, sarcopenia, muscle atrophy, and heart failure, as well as to better muscle regeneration (Vasan et al. 2003; Renehan et al. 2004; Vinciguerra et al. 2010; Werner and Bruchim 2012; Sonntag et al. 2012; Ungvari and Csiszar 2012).

### 4.4.2 Trade-Offs Between Cancer and Other Diseases

The connection between cancer and longevity may potentially be mediated by trade-offs between cancer and other diseases which do not necessarily involve
any basic mechanism of aging per se. In humans, it could result, for example, from trade-offs between vulnerabilities to cancer and AD, or to cancer and CVD (Ukraintseva et al. 2010; Tabares-Seisdedos et al. 2011; Kulminski et al 2011, 2013; Tabares-Seisdedos and Rubenstein 2013; Yashin et al. 2015; Ukraintseva et al. 2016). There may be several biological mechanisms underlying the negative correlation among cancer and these diseases. One can be related to the differential role of apoptosis in their development. For instance, in stroke, the number of dying neurons following brain ischemia (and thus probability of paralysis or death) may be less in the case of a downregulated apoptosis. As for cancer, the downregulated apoptosis may, conversely, mean a higher risk of the disease because more cells may survive damage associated with malignant transformation. It was shown that neurons die from apoptosis in oxygen-deprived brains, and a lower activity of the apoptotic signal leads to better survival of neurons after the stroke-induced ischemia (Barinaga 1998). Results of experimental studies suggest that medicated suppression of apoptosis may improve survival and recovery after stroke (Rosenberg et al. 2005; Harrison 2007; Kim et al. 2007; Fisher et al. 2006). On the other hand, the reduced apoptotic activity was shown to increase resistance of malignant tumors to anti-cancer therapy (Haffty and Glazer 2003). The trade-offs between cancer and various forms of CVD also may in part be related to the use of medications (Messerli et al. 2013). Also, the role of the apoptosis may be different or even opposite in the development of cancer and Alzheimer's disease (AD). Indeed, suppressed apoptosis is a hallmark of cancer, while increased apoptosis is a typical feature of AD (Lee et al. 2012; Hanahan and Weinberg 2011). If so, then chronically upregulated apoptosis (e.g., due to a genetic polymorphism) may potentially be protective against cancer, but be deleterious in relation to AD.

### 4.4.3 Time Trends in Negative Correlations Between Cancer and Other Diseases

The differential activity of apoptosis might be one factor contributing to the negative correlation between cancer and CHD or stroke. The observed weakening of this negative correlation over time could also be explained with the same concept. It is possible that those who survived stroke or MI are generally more resistant to apoptosis than those who didn't, and as such they may be relatively more vulnerable to cancer, as compared to those who died from MI or stroke. If so, then improvements in survival from stroke and MI may potentially contribute to a decline (in the absolute value) of the correlation between deaths from cancer and CHD over time shown in Fig. 4.2. It may happen as well that cancer treatment, which commonly induces apoptosis (e.g., with chemo or radiation therapy), increases the risk of stroke and CHD among cancer survivors and thus contributes to the weakening of the negative correlation between the diseases. The decline in absolute value of the negative correlation may also be the result of increased
survival. This is because when individuals live longer, the chances of acquiring the additional co-morbidity increase.

Besides the pairs, cancer-CHD and cancer-CVA, the most prominent temporal trend in the analyses reported above was that for the correlation between cancer and AD. A strengthening of this negative correlation over time could occur, for example, if cancer treatment (e.g., with cytostatic drugs) is somehow protective against AD.

Additional analyses show that mortality from cancer may have a positive correlation with some diseases as Keyfitz (1977) expected. The presence of such a correlation may mask the effects of reducing mortality from cancer on total mortality and life expectancy for certain treatment strategies. However, as we mentioned above, the presence of a positive correlation between causes of death does not exclude the possibility of a treatment that will reduce mortality from both causes. The search for common susceptibility factors of external or internal origin could be the key for development of such a treatment strategy.

It is likely that, during the life course, the human organism undergoes the influence of factors capable of promoting both positive and negative correlation among diseases. Which way the co-morbidity pattern will develop probably depends on duration and levels of exposure to these factors during certain periods of an individual's life course. Studying these factors and the mechanisms of their action will help to better understand the regularities of aging-related declines in human health/well-being/survival status, and leading to more accurate evaluations of the consequences of interventions aiming to improve it.

### 4.4.4 Cancer and Anti-aging Interventions

Increased longevity can be associated not only with increased but also with decreased chances of cancer. Although the possibility that the rate of physiological aging can be significantly modified with some treatment is still being debated, several experimental studies demonstrated the possibility of simultaneous shifts of trajectories of cancer incidence and survival rates to the right under some interventions (Anisimov et al. 1987, 1998, 2000, 2001; Yashin et al. 2001). Treatment with L-DOPA (3,4-dihydroxy-L-phenylalanine) of female C3H/Sn mice increased their maximal life span together with a significant increase in tumor latency (Dilman and Anisimov 1980). The monoamine oxidase inhibitor Deprenyl (an anti-Parkinson's treatment) increased the life span of experimental mice, rats, and dogs (Ivy et al. 1994; Kitany et al. 1994; Piantanelli et al. 1994) and also inhibited the development of spontaneous and induced tumors (Kitani et al. 1994; ThyagaRajan et al. 1995; ThyagaRajan and Quadri 1999). Synthetic pineal tetrapeptide ALA-GLU-ASP-GLY (Epithalon) increased the life span of CBA mice and suppressed spontaneous neoplasm development (Anisimov et al. 2000). The most popular to-date "anti-aging" intervention, caloric restriction, often results in increased maximal life span along with reduced tumor incidence in laboratory
rodents (Weindruch and Walford 1982; Blackwell et al. 1995). In Sheldon et al. (1995), an increase in lifespan of the food restricted animals was achieved primarily by a decrease in incidence and delay of onset of fatal tumors, of which lymphoma was the most prominent. Because the rate of apoptosis was significantly and consistently higher in food restricted mice regardless of age, James et al. (1998) suggested that caloric restriction may have a cancer-protective effect primarily due to the upregulated apoptosis in these mice.

### 4.5 Conclusion

Results of empirical analyses of MCD data revealed negative temporal correlations between deaths due to cancer and other complex diseases that are also major causes of death in the elderly. The negative correlations between deaths due to cancer and a number of other diseases indicate that individuals susceptible to cancer may be less susceptible to these diseases. These associations suggest the possibility of getting an additional (indirect) contribution to longevity increase from eradication or reduction of mortality from cancer. Indeed, those individuals whose lives were saved from cancer deaths could be more resistant to other diseases, which will ultimately result in additional longevity increases. The reality, however, is much more complicated, because the features of survivors after treatment depend on how the cancer treatment has been performed. The problem is well known to specialists in dependent competing risks: the effect of reduction or elimination of a selected risk on other risks depends on how such reduction or elimination was performed.

The connection between cancer and longevity may be modified by trade-offs between cancer and aging, or between cancer and other common diseases, such as $\mathrm{AD}, \mathrm{CHD}$, and stroke, among others. One potential biological mechanism underlying the negative correlation among cancer and other diseases could be related to the differential role of apoptosis in the development of these diseases.
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# Chapter 5 <br> Factors That May Increase Vulnerability to Cancer and Longevity in Modern Human Populations 
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### 5.1 Introduction: Economic Prosperity, Longevity, and Cancer Risk

According to the IARC (International Agency for Research on Cancer, WHO) data, SEER, and other epidemiological sources, the overall cancer incidence rate is generally higher in the more developed regions of the world (Figs. 5.1a, 5.1b, $5.1 \mathrm{c}, 5.2 \mathrm{a}, 5.2 \mathrm{~b}$ and 5.3). ${ }^{1}$ It has also increased during the second half of the twentieth century around the globe in association with economic progress and the spread of the Western lifestyle (Figs. 5.2 and 5.4) (CI5 1966-2013; Ferlay et al. 2013; Howlader et al. 2014; Ries et al. 2000; Jemal et al. 2008, 2011; Ukraintseva et al. 2008). The higher cancer risk in more developed countries is largely attributed to the higher incidence rates of many common cancer sites (especially, lung, male prostate, female breast, colon, melanoma, kidney, pancreas,
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Fig. 5.1a Age-standardized cancer rates (per 100,000): all cancers but skin. More vs. less developed regions GLOBOCAN 2012 (Ferlay et al. 2013), http://globocan.iarc.fr, Section of Cancer Surveillance (accessed 9/15/2014)
leukemia, non-Hodgkin lymphoma (NHL), male bladder, and female thyroid and uterus) in these countries (Fig. 5.1) (CI5 1966-2013; GLOBOCAN 2012).

After a long-term increase, the incidence rates for all cancer sites combined showed a deceleration or a decline starting in the 1990s in some developed countries, especially in the U.S., and mostly in males (CI5 1966-2013; Ries et al. 2000; Ferlay et al. 2013; Howlader et al. 2014; Edwards et al. 2014) (Fig. 5.2a and Fig. 5.2b). In the U.S., the decline was largely due to decreasing rates of some of the common cancer sites (male lung and prostate, female breast and cervix, and colon and stomach in both sexes) (Howlader et al. 2014; Edwards et al. 2014; Jemal et al. 2008, 2013). The reference is usually made to declining exposure to tobacco smoking for lung cancer, use of screening with removal of precancerous polyps for colorectal cancer, controlling the H. pylori for stomach


Fig. 5.1b Age-standardized cancer rates (per 100,000): Top 20 cancers. More vs. less developed regions. Males. GLOBOCAN 2012 (Ferlay et al. 2013), http://globocan.iarc.fr (accessed 9/28/ 2014). Shown in comparison with the past chart from GLOBOCAN 2000 representing 1990s (smaller figure on the left).


Fig. 5.1c Age-standardized cancer rates (per 100,000): Top 20 cancers. More vs. less developed regions. Females. GLOBOCAN 2012 (Ferlay et al. 2013), http://globocan.iarc.fr (accessed 9/28/ 2014). Shown in comparison with the past chart from GLOBOCAN 2000 representing 1990s (smaller figure on the left)


Fig. 5.2a Trends in all-cancer incidence rates in selected countries: age-standardized rate (world) per 100,000: (a) men, (b) women. GLOBOCAN 2012 (Ferlay et al. 2013), http://globocan.iarc.fr, Section of Cancer Surveillance (accessed 9/15/2014)

## SEER Observed Incidence and Delay Adjusted Incidence Rates ${ }^{\text {a }}$ All Cancer Sites, By Sex


a Source: SEER 9 areas. Rates are age-adjusted to the 2000 US Std Population (19 age groups - Census P25-1103).
Regression lines and APCs are calculated using the Joinpoint Regression Program Version 4.1.0, April 2014, National Cancer Institute.
The APC is the Annual Percent Change for the regression line segments. The APC shown on the graph is for the most recent trend.

* The APC is significantly different from zero ( $p<0.05$ ).

Fig. 5.2b All cancer age-adjusted incidence rates, USA 1975-2011 (SEER: http://seer.cancer. gov/statistics/summaries.html; accessed 9/15/2014)


Fig. 5.3 Age-patterns of cancer incidence rate (all sites, but skin), males and females, 1988-1992, average annual (CI5 1966-2013). More developed regions in comparison with less developed ones
cancer and papilloma virus infection for cervix cancer, reduced HRT use for breast cancer, and decreased detection due to recent leveling off of the screening for breast and prostate cancers. However, for the majority of other common cancer sites the incidence rates continued to increase in the U.S., for which explanations have not been fully elucidated (CI5 1966-2013; Jemal et al. 2008, 2013; Ukraintseva et al. 2008; Edwards et al. 2014).

The overall cancer risk has continued to increase in most countries, especially in quickly developing ones, and in countries with a relatively recent history of rapid economic growth and adoption of the Western lifestyle (e.g., Japan, Singapore, and some East European Countries). This increase involved multiple cancer sites, such as thyroid, melanoma, kidney, pancreas, leukemia, liver, myeloma, male NHL, female uterus, and childhood cancer, among others (CI5 1966-2013; Ukraintseva et al. 2008; Jemal et al. 2011; Ferlay et al. 2013; Edwards et al. 2014).

Currently, the overall cancer incidence rate (age-adjusted) in the less developed world is roughly half that seen in the more developed world (Fig. 5.1a, 5.1b, 5.1c) (Jemal et al. 2011; Ferlay et al. 2013). The age curves of the cancer incidence rates displayed in Fig. 5.3 suggest that factors linked to economic prosperity may be more important contributors to the differences in cancer risk between more and less developed regions than ethnic, geographic, and climate related factors.


Fig. 5.4 Age-patterns of cancer incidence rates (all sites combined, average annual) in the same country in different time periods or different cohorts (CI5 1966-2013)

For countries with similar levels of economic development but different climate and ethnic characteristics (e.g., West Germany vs. Australia), the cancer rate patterns look much more similar than for the countries that share the same geographic location, climate, and ethnic distribution, but differ in the level of economic development (e.g., East vs. West Germany before reunification). This suggests that different countries may share common factors linked to economic prosperity that could be primarily responsible for the modern increases in overall cancer risk. What are these factors?

Traditional explanations of the higher overall cancer incidence rates in the more developed world involve population aging, improved cancer diagnostics, and elevated exposure to carcinogens. Population aging (increases in the proportion of older people) may indeed partly explain the rise in the global cancer burden (Jemal et al. 2011); however, it cannot explain increases in age-specific cancer incidence rates over time (Fig. 5.4). Improved diagnostics and elevated exposures to carcinogens may explain increases in rates for selected cancer sites, but they cannot fully explain the increase in the overall cancer risk, nor incidence rate trends for most individual cancers (Jemal et al. 2008, 2013).

Could life in affluent societies make people more susceptible to cancer, so that the increased overall cancer risk there would be a result of, on average, higher
individual vulnerability to cancer rather than merely the result of improved diagnostics and a higher carcinogenic burden?

Human longevity (measured both by increases in life expectancy and increases in proportions of the longest lived people) also dramatically increased during the second half of the twentieth century, along with economic progress and the spread of the Western lifestyle, with a dominance of adult and oldest-old mortality reduction (Vaupel et al. 1998; Canudas-Romo 2010). Typical explanations of the modern rise in human longevity and in the proportion of centenarians, especially in developed countries, include saving lives due to better medical and living conditions (Finch et al. 2014), as well as a possible increase in the fraction of people who biologically age slower (Yashin et al. 2001).

Longevity and the overall cancer risk are thus both higher in affluent societies. Could it be that the same factors linked to economic prosperity and Westernization actually promote both? And could some of these factors also intervene in physiological aging processes in humans? Answering these questions is vital for understanding the mechanisms of both aging and cancer development.

Here we propose that the association between the overall cancer risk and the economic progress and spread of the Western lifestyle could in part be explained by the higher proportion of individuals more susceptible to cancer in the populations of developed countries, and discuss several mechanisms of such an increase in the proportion of the vulnerable. We also hypothesize that some of the factors that may enhance susceptibility to cancer in affluent societies may also favor longevity, possibly through beneficial effects on physical and reproductive aging. Below we discuss current evidence in support of this view.

### 5.2 The Proportion of People Who Are More Susceptible to Cancer May Be Higher in the More Developed World

Improved diagnostics and increased exposure to carcinogenic factors do not appear to fully explain the observed association between cancer risk and economic prosperity. An alternative explanation could be that people in more developed countries may be on average more susceptible to cancer, so that at the same level of a carcinogenic exposure, the more susceptible individuals would end up with a higher risk of cancer than the less susceptible ones. There are epidemiological, demographic, and biological indicators of the possibility of such a scenario, and we will discuss relevant examples in this section. We will combine these examples into several categories according to potential mechanisms connecting economic progress/Westernization with the increase in the proportion more susceptible to cancer in the respective populations. These mechanisms include but are not limited to:
(i) Improved survival of frail individuals. Better medical and living conditions in developed countries contribute to "relaxation" of environmental selection and
allow for survival of individuals with less efficient immune systems, who would otherwise have died in the past. The less efficient immune systems may in turn be less capable of controlling cancer, making these individuals more vulnerable to it.
(ii) Avoiding or reducing traditional exposures. Excessive disinfection and hygiene typical of the developed world can diminish exposure to some factors that were abundant in the past, such as dirt, unsanitary conditions, and diverse microbial communities. Such exposures can be essential for proper training of the immune system, especially in youth, and for forming adequate immune responses later in life. Insufficiently or improperly trained immune systems may be less capable of resisting cancer.
(iii) Burden of novel exposures. Some new medicines, cleaning agents, foods, etc., that are not carcinogenic themselves may still affect the natural ways of processing carcinogens in the body, and through this increase a person's susceptibility to established carcinogens. Also, organismal resources are not unlimited, so that the increased burden of novel, even individually harmless, exposures on the xenobiotic processing system may reduce its capacity to address real threats and thus increase the body's vulnerability to cancer.
(iv) Some of the factors linked to economic prosperity and the Western lifestyle (e.g., delayed childbirth and food enriched with growth factors) may antagonistically influence aging and cancer risk. That is, such factors may attenuate some phenotypes of physical and reproductive aging, and, at the same time, increase the body's vulnerability to cancer. The latter suggests a trade-off between cancer and aging that may contribute to concurrent increases in cancer risk and longevity in modern populations.

### 5.2.1 Improved Survival of Frail Individuals

More developed countries have higher living standards and quality of medical care. These achievements, however, may lead to a "relaxation" of environmental selection, thereby facilitating the survival of individuals with various genetic and immune deficiencies, who would likely have died in the past. These survivors may contribute to a higher proportion of people who are more vulnerable to diseases (including cancer) in the populations of developed countries. Below are several epidemiological indicators of the possibility of such a scenario.

Improved Survival During Childhood There was a dramatic decline in infant and childhood mortality in developed countries during the last century. For example, the infant mortality rate in the United States was about $6 \%$ of live births in $1935,3 \%$ in 1950, $1.3 \%$ in 1980, and $0.6 \%$ in 2010. That is, it declined tenfold over the course of 75 years (Singh and van Dyck 2010; Health U.S. 2013). Most newborns in developed countries now reach reproductive age. This decline in mortality was largely due to radical improvements in the survival of infants with birth defects and infectious diseases, particularly with severe respiratory and
intestinal infections (Singh and van Dyck 2010). Contrarily, childhood mortality (up to 5 years of age) in some regions of the less developed countries such as India was until recently nearly $20 \%$. This indicates that the pressure of environmental selection could be much higher in the least developed countries compared to the most developed ones. However, the better survival in the more developed world has its shadowy side. Because almost all children (including those with immunity deficiencies) survive, the proportion of the children who are inherently more vulnerable could be higher in the more developed countries. This is consistent with a typically higher proportion of children with chronic inflammatory immune disorders such as asthma and allergy in the populations of developed countries compared to less developed ones (Pearce and Douwes 2006). People with such disorders may be more susceptible to some cancers (Ukraintseva et al. 2010; Josephs et al. 2013).

Cancer Incidence in Countries with Shorter and Longer Histories of Economic Growth If improved living conditions do facilitate survival of people who are more susceptible to cancer, then developed countries with shorter histories of economic prosperity should have lower overall cancer incidence rates than countries with a longer history of economic growth, particularly at old ages. This is because the older individuals in the rapidly developing countries have experienced an improved quality of life only recently, whereas they faced more difficult living conditions earlier in their life. In such circumstances, robust individuals were more likely to survive the environmental selection and reach old age. This should result in a lower proportion of individuals who are susceptible to cancer among the elderly in recently developed countries compared to countries with longer histories of economic growth. Figure 5.5 supports this prediction. It shows that the


Fig. 5.5 Comparison of age trajectories for the overall cancer incidence rate among developed countries with different histories of economic development (CI5 1966-2013). One can see that countries with more recently developed economies (Japan, Singapore, and Kuwait) have lower cancer incidence rates than countries with the longer history of economic growth, such as the USA, Switzerland, and West Germany, especially at old ages
age-specific cancer incidence rates in Japan, Singapore, and Kuwait (the "younger" developed countries) are lower than in the United States, the United Kingdom, and Switzerland (the "older" developed countries), especially at older ages, despite the similar quality of cancer diagnostics in these countries nowadays.

### 5.2.2 Avoiding or Reducing Traditional Exposures

The better living conditions in developed countries have a downside in excessive hygiene and body cleansing. Excessive disinfection and hygiene may prevent or diminish some exposures that were abundant in the past, such as dirt, unsanitary conditions, or diverse microbial communities, among others. Until recently, these exposures were an inherent part of human living and our immune system learned to develop by interacting with them (Sing and Sing 2010). Over-reduction of such traditional exposures may result in an insufficiently/improperly trained immune system early in life, which could make it less able to resist diseases, including cancer later in life, thus contributing to the increased proportion of vulnerable individuals in adult populations of developed countries. There is accumulating evidence of the important role of these effects in cancer risk.

An earlier study by a National Cancer Institute team suggested that improved public hygiene conditions, as measured by a decreased prevalence of hepatitis A virus infection, were also associated with higher incidence rates of acute lymphoblastic leukemia (ALL) in children (Smith et al. 1998). More recently, it was shown that long-term exposure to microbial endotoxins can stimulate an anti-cancer immune response and reduce the risk of lung cancer by $40 \%$ (with a 20 -year lag time), while the lack of such exposure increases the risk (Mastrangelo et al. 2005; Astrakianakis et al. 2007). Excessive body cleansing during childhood also decreases exposure to helminths (traditional in the past) that is important for the proper development of immunoregulatory mechanisms (Oikonomopoulou et al. 2013). The excessive cleansing and avoiding contact with dirt and dust may lead not only to reduced exposure to particular microorganisms, but also to reduced exposure to a diversity of molecules found in dirt and dust, some of which may play a role in immune priming and immune system development in the long term (Sing and Sing 2010).

A number of studies have connected excessive disinfection and lack of antigenic stimulation (especially in childhood) of the immune system in Westernized communities with increased risks of both chronic inflammatory diseases and cancer (Krämer et al. 1999; Lange et al. 2003; Hajdarbegovic et al. 2012; Oikonomopoulou et al. 2013; Francescone et al. 2014; Sheflin et al. 2014). For example, it was shown that some changes in traditional exposures may lead to microbial dysbiosis in the human body, which in turn may promote chronic inflammation (e.g., in the gut) and favor cancer development (Sheflin et al. 2014). Since chronic inflammation plays an important role in cancer development (Coussens and Werb 2002; Coussens et al. 2013), these studies warrant deeper

Fig. 5.6 Comparison of age trajectories of the overall cancer incidence rate among Jews born in more and less developed regions of the world (CI5 1966-2013)

research towards understanding the impact of reduced traditional exposures on cancer development through inflammatory mechanisms.

Differences in cancer rates among migrants to the same country provide additional epidemiological indicators of the importance of early environmental exposures in shaping susceptibility to cancer later in life. The IARC data on migrants to Israel (CI5I 1966-2013) allow for comparison of the age trajectories of cancer incidence rates between adult Jews who live in Israel but were born in other countries (Fig. 5.6).

The age curves of cancer incidence in Fig. 5.6 show that Jews born in less developed regions (Africa and Asia) have overall lower cancer risk than those born in the more developed regions (Europe and America). The discrepancy is unlikely to be due to differences in cancer diagnostics because at the moment of diagnosis all these people were citizens of the same country with the same standard of medical care. These results suggest that surviving childhood and growing up in a less developed country with diverse environmental exposures might help form resistance to cancer that lasts even after moving to a high risk country.

### 5.2.3 Burden of Novel and Nontraditional Exposures

Many behavioral and dietary habits, new medicines, foods, and chemicals, are typical of economically prosperous countries but not common in the less developed ones. Some of the novel and non-traditional exposures associated with the economic prosperity and Western lifestyle, not being formally carcinogenic, might affect the natural ways of processing carcinogens in the body, or favor chronic inflammation, and through this increase a person's susceptibility to cancer. Other factors that are not carcinogenic when considered individually, together might
create an excessive burden on the body's xenobiotic processing system. This burden may reduce the capacity of this system to address real threats, and thus increase the body's susceptibility to cancer. Here we present some recent evidence in support of this view. Many of the relevant examples are provided by the IARC Monographs on the Evaluation of Carcinogenic Risks to Humans (IARC Monographs 1972-2014), a valuable WHO resource.

Western Pattern of Food Consumption The Western pattern of food consumption is characterized by a high content of animal protein (from meat, eggs, milk, cheese, etc.), fat, and purified sugar, as well as a low content of crude plants and grains in the everyday diet. A number of human and animal studies suggest a causal connection between the spread of Western dietary habits and changes in vulnerability to some cancers (Watson and Collins 2011; Mosby et al. 2012). For example, individuals with relatively high consumption of animal protein may face a significantly increased risk of colon cancer (Willett 1989; Ananthakrishnan et al. 2015; Carr et al. 2015). Kagawa et al. (1978) described the traditional pattern of food consumption in Japan in the past as characterized by a high proportion of crude grain (barley) and a low proportion of any kind of animal protein. Since the 1950s, this diet has been gradually replaced by one that includes a high proportion of protein and a low proportion of barley. Other components of the Japanese diet (e.g., vegetables) did not change much during the same period. The colon cancer incidence rate has been increasing in Japan since then, while the rate of stomach cancer has been decreasing (CI5 1966-2013). The mechanism could involve a trade-off between reduced damage to the stomach and increased microbial dysbiosis. That is, on the one hand, an excessive amount of crude fibers in food can harm the stomach's mucous membrane and promote inflammation, thus potentially increasing the stomach's vulnerability to cancer. On the other hand, a decreased fiber intake may diminish this particular harm, but at the same time it may suppress intestinal motility and thus elevate the risk of colon cancer. This is because the motility prevents the intestine from festering, and the festering creates an environment conducive to the development of microbial dysbiosis in the intestine. The dysbiosis, in turn, may favor carcinogenic production by the colon bacteria, such as E.coli (Falk et al. 1998; Parsonnet 1999). An increased intake of meat promotes food festering in the intestine accompanied by the bacterial imbalance and respective increase in internal carcinogenic exposure (Parsonnet 1999). A number of recent studies strongly support the idea that changes in the traditional pattern of food consumption may lead to microbial dysbiosis (both on the skin and in the gut), which in turn may favor cancer development through inflammatory and other mechanisms (Francescone et al. 2014; Sheflin et al. 2014).

New Medicines and Other Chemicals Some pharmaceuticals and dietary supplements that are prevalent in developed but not in developing countries may influence vulnerability to cancer, although they have not been individually shown to be carcinogenic. The following illustration shows how it could happen. A wellstudied chemical, benzpyrene, is a non-direct carcinogen. It needs to be metabolically processed in the body before it can become harmful. First, oxidative enzymes
(e.g., cytochrome P450) decompose benzpyrene into intermediate products of the metabolism. Several of these products (e.g., phenol) are already carcinogenic. Other substances (e.g., glutathione) bind these carcinogenic products to deactivate them and take them out of the metabolism. If there is the right balance between cytochrome P450 and glutathione in a cell, then the carcinogen is quickly deactivated without harming the organism. However, if the amount of glutathione is not in the right balance with the amount of cytochrome P450, the carcinogen deactivation process is delayed or incomplete. As a result, carcinogenic metabolites may accumulate in the body and increase the chances of developing cancer. The right balance of chemical players in the processing of carcinogens could, therefore, be an important factor in vulnerability to cancer (Diggs et al. 2013). The high burden of new substances on the body's systems processing xenobiotics may disturb the delicate balance of events and processes leading to neutralization of carcinogens and through this to increased vulnerability to cancer. Research on the simultaneous exposures to carcinogenic and non-carcinogenic compounds provides support for this mechanism.

Paracetamol (Acetaminophen, Tylenol, Contac) is a non-prescription antipyretic which has been used extensively in developed countries since 1946. The drug is not classifiable by the IARC for carcinogenicity to humans. However, animal experiments have shown that paracetamol increases the incidence of renal adenomas induced by an established carcinogen, N -nitrosoethyl-N-hydroxyethylamine (IARC Monographs, Vol. 50). That is, paracetamol, being not harmful on its own, may enhance the body's susceptibility to an established carcinogen, so that a lower level of carcinogenic exposure may be required to induce tumor growth in the more susceptible individual.

Antibiotics People who are frequently treated with antibiotics may have decreased diversity of microbial community, especially in the gut and on the skin. The decreased microbial diversity itself was shown to be associated with increased risks of several cancers, most notably with colon cancer (Modi et al. 2014; Ahn et al. 2013). The mechanism could be that the decreased microbial diversity after treatment with antibiotics creates the conditions for bacterial imbalance in the colon. As mentioned above, this imbalance (dysbiosis) may result in the suppression of the bifidobacteria and the promotion of E.coli bacteria (Falk et al. 1998). The latter have a propensity to transform normal metabolic products (e.g., bile acids) into internal carcinogens, thereby increasing the risk of colon cancer (Parsonnet, 1999). Antibiotics may also influence the metabolism of external carcinogens. Metronidazole, an antibiotic which can destroy H. pylori and decrease the risk of stomach cancer, also increases the incidence of colon cancer in rats, induced by the administration of an established carcinogen (Sloan et al. 1983; IARC Monographs, Suppl. 7). Chloramphenicol, an antibiotic broadly used since the 1950s, increased the incidence of lymphomas induced by an established carcinogen in mice, while the drug alone did not show clear carcinogenic effect (IARC Monographs, Vol. 50).

On the other hand, antibiotics may sometimes reduce cancer risks. This may be particularly relevant to stomach cancer, whose risk is typically lower in the more developed world. A number of studies discussed in the IARC Monographs on the Evaluation of Carcinogenic Risks to Humans (1972-2014) established an association between seropositivity for the H. pylori bacteria and stomach cancer. An estimate of the relative risk was about four times the natural risk of this cancer (IARC Monographs, Vol. 61). A possible mechanism involves the cancer promoting effects of chronic inflammation which accompanies the infection. The prevalence of $H$. pylori infection is substantially lower in developed countries than in developing ones. In both, the prevalence is higher in the lower socioeconomic classes. A progressive reduction in the rate of this infection in successive birth cohorts in the developed countries (IARC Monographs, Vol. 61) is held to be the result of improved hygiene and the spread of antibiotics which can destroy H. pylori bacteria. Antibiotic treatment may therefore decrease the risk of stomach cancer. So, the increase in colon cancer and the decrease in stomach cancer risks, which occurred along with economic progress, could in part be explained not only by the change in food patterns, but also by the population-wide exposure to antibiotics.

Hormone Replacement Therapy (HRT) Menopausal and early postmenopausal HRT with various combinations of estrogen and progestin is more common in developed than in developing countries. At the peak of its use in 1999, approximately 20 million women in the developed world used HRT, including about half of all women aged 50-65 years in the U.S. HRT is thought to be in part responsible for differences in incidence rates of female hormone-dependent cancers between more and less developed countries (IARC Monographs, Vol. 72, Vol. 91). Postmenopausal HRT use in the U.S. has dropped since 2002, particularly for continuous HRT, following the report of adverse effects by the Women's Health Initiative's estrogen plus progestin trial. Prescriptions for HRT declined from 61 million prescriptions in 2001 to 21 million in 2004. This was followed by a decline in the risk of estrogen-receptor-positive breast cancer. For example, the age-adjusted incidence rate of breast cancer in women who were 50 years of age or older fell $6.7 \%$ in the United States in 2003 (IARC Monographs, Vol. 91; Ravdin et al. 2007; Ukraintseva et al. 2008).

Oral Contraceptives Another female hormonal treatment, oral contraception for pregnancy prevention, is even more prevalent than postmenopausal therapy. Oral contraceptives usually include both estrogen and progesterone. This treatment has been popular in developed countries since the 1960s. Today, worldwide, more than 100 million women, an estimated $10 \%$ of all women of reproductive age, use combined hormonal contraceptives. Current use of these drugs is greatest in developed countries ( $16 \%$ ) and is lower in developing ones ( $6 \%$ ). They have been shown to increase the risk of breast and liver cancer, while being protective against endometrial and ovarian cancers in women (IARC monographs, Vol. 91). Starting in the 1970s, the decline in female endometrial and ovarian cancer incidence rates, as well as the increase in incidence rates of breast and liver cancers in
the United States, could in part be related to the nationwide exposure of American women to hormonal contraceptives.

The mechanism of the effect of estrogen, alone and in combination with progestin, on the female organism is very complex and depends on age, stage of ontogeny, and target tissue. Cancer promoting properties could in part be related to the estradiol-associated stimulation of growth hormone release (Veldhuis et al. 2004), which could potentially lead to excessive cell proliferation, while cancer protective properties could be linked to increased regenerative potential and competitive ability of normal host cells surrounding a transformed cell or latent tumor (Ukraintseva and Yashin 2003b, 2005) or to other mechanisms. What is clear is that HRT and the estrogen-progestogen contraceptives are not simply carcinogens but may differentially influence susceptibility to cancer in different tissues and periods of life.

Household Chemicals Chemicals used at home or in small businesses, such as components of plasticware, cleaning agents, flame retardants, and others, are normally tested for carcinogenic properties before market introduction, and therefore are unlikely to be directly carcinogenic. However, the pre-market testing usually does not take into account that the products may occasionally be consumed with drink or food, or through the skin. The problem is that the clearance of such chemicals from surfaces (e.g., glasses, plates, or clothes from washing detergents) can be poor, and their residuals may enter the body and potentially accumulate in amounts sufficient to harm it. Research on this important topic is emerging though still rather limited. It is increasingly recognized that many household chemicals that are common in developed countries may have "endocrine-disrupting" effects, meaning that they may interfere with hormonal processes in the body and consequently increase an organism's susceptibility to various health disorders, including cancer, especially in people who lack detoxifying enzymes (e.g., De Coster and van Larebeke 2012; The 2013 Berlaymont Declaration on Endocrine Disrupters). Examples of relevant chemicals that are currently discussed as having endocrinedisrupting properties with possible health consequences, include (but are not limited to): Bisphenol A (BPA), some flame retardants, phthalates, pesticides, solvents, household cleaning products, air fresheners, hair dyes, cosmetics, and sunscreens (e.g., Travier et al. 2002; Zota et al. 2010; De Coster and van Larebeke 2012; The 2013 Berlaymont Declaration on Endocrine Disrupters).

Quantity Versus Quality There may be several biological mechanisms by which exposure to large numbers of new, individually harmless chemicals may increase susceptibility to cancer. Some may involve cumulative effects, "cocktail effects", and synergistic interactions of chemicals (Cedergreen 2014). For example, BPA and estrogen may both interact with estrogen receptors (Gao et al. 2015), so their cumulative effect on these receptors may be more "endocrine-disrupting" and influential to cell proliferation and migration than when they act alone. There may also be less specific mechanisms, in which variety and quantity of the chemicals rather than their qualities play a major role. Indeed, in developed
countries, people are typically exposed to many new chemicals at once. When these chemicals end up in the body all together, they may create an excess burden on the body's xenobiotic processing system. We speculate that the unusually large numbers of unfamiliar compounds entering the xenobiotic processing system may reduce its efficiency to respond to real threats, and thus potentially increase the body's vulnerability to cancer, even in absence of particular oncogenic effects of individual compounds. This potential mechanism deserves further investigation.

### 5.3 Some of the Factors Associated with Economic Development and the Western Lifestyle May Antagonistically Influence Aging and Vulnerability to Cancer

### 5.3.1 Cancer and Aging: A Trade-Off?

One paradoxical feature of economic progress is the concurrent increase in longevity and overall cancer risk in affluent societies. As discussed above, some factors linked to economic development and the Western lifestyle may contribute to increased vulnerability to cancer. Here we show that some of such factors may influence both cancer and aging/ontogeny related traits (e.g., growth, reproductive period, and physical senescence), sometimes antagonistically. Those factors that increase vulnerability to cancer but also attenuate some phenotypes of physical and reproductive aging might contribute to increases in both cancer risk and longevity in modern human populations. Below we provide evidence from human and animal studies supporting such a possibility.

### 5.3.2 Increased Exposure to Growth Factors

People in developed countries have virtually unlimited access to dense nutritious food, such as meat, fat, and sweets, which may promote growth (increase in height and weight) and affect the metabolism of internal growth factors (Kaklamani et al. 1999; Giovannucci et al. 2004; Larsson et al. 2005; Bujnowski et al. 2011; TeMorenga et al. 2012). Increased height, weight, and levels of internal growth factors are in turn considered to play an important role in cancer development and have been associated with risks of several common cancers (Giovannucci et al. 2004; Renehan et al. 2004; Pollak2008; Batty et al. 2009; Moore et al. 2009; Key et al. 2010; Yoshimoto et al. 2011; Kabat et al. 2013; Mellemkjær et al. 2012; Davis et al. 2011). Potential mechanisms may involve enhanced cell growth and proliferation, and the anti-apoptotic effects of growth factors favoring
survival of transformed cells and latent tumors (van der Veeken et al. 2009; Bruchim et al. 2009; Arnaldez and Helman, 2012).

As for aging, the higher levels of internal growth factors, such as IGF-1, estrogens, and some others, have been linked to attenuation of phenotypes of physical senescence, including elderly frailty, sarcopenia, muscle atrophy, heart failure, hip fractures, as well as to better muscle regeneration and healing (e.g., Ruiz-Torres and Soares de Melo Kirzner 2002; Vasan et al. 2003; Roubenoff et al. 2003; Vinciguerra et al. 2010; Conti et al. 2011; Musaro 2012; Thornton 2013; Yeap et al. 2013; Locatelli and Bianchi 2014; Levine et al. 2014).

In rodent models, a reduction in growth factors/IGF-I signaling is often correlated with increased longevity (e.g., Bartke et al. 2003). This increase in longevity is largely attributed to reduced cancer risk in the laboratory animals (Ikeno et al. 2009). At the same time, the overexpression of IGF-1 was shown to attenuate the aging-associated cardiac, cerebrovascular, and cognitive decline in older animals (Torella et al. 2004; Trejo et al. 2007; Sonntag et al. 2013). Mouse studies have shown that high protein intake and upregulated GHR-IGF-1 signaling favor the incidence and progression of several cancers (e.g., breast and melanoma tumors); however, a low protein diet had detrimental effects in the very old (Levine et al. 2014).

Overall, data support the possibility of trade-offs between the effects of growth factors on certain cancer and aging-related phenotypes. The pro-cancer properties of growth factors could be related to upregulated growth and proliferation, and antiapoptotic effects. Anti-aging properties could be related to decelerated muscle loss, better tissue regeneration, and cell survival. Growth factors may especially contribute to cancer risk and mortality before the oldest old age, when the incidence rate reaches its peak in the population for most cancers (Ukraintseva and Yashin 2003a; Ukraintseva et al. 2008; Akushevich et al. 2012). They may also contribute to extreme longevity because higher levels of growth factors can be particularly beneficial for survival at very old ages ( $90+$ ), when physical senescence and related disorders (e.g., heart failure due to muscle atrophy) become leading contributors to mortality risk. Also, several major diseases that could potentially benefit from higher levels of growth factors (such as stroke and AD) reach maximal incidence risk at oldest old ages ( $90+$ ), when cancer risk is already declining (Ukraintseva and Yashin 2003a; Johnsen et al. 2005; Ukraintseva et al. 2008, 2010; Akushevich et al. 2012; Duron et al. 2012; Dong et al. 2014). This suggests that the timing of exposure may be important for the pro-cancer or pro-longevity effects of growth factors.

### 5.3.3 Later Menopause

The median age of menopause is generally higher in more developed countries. This age typically varies from 44-49 years in less developed regions (e.g., Mexica, India, Africa) to $50-54$ years in more developed ones (e.g., the UK, the

United States) (MacMahon and Worcester 1966; McKinaly et al. 1972; GarridoLatorre et al. 1996; Kriplani and Banerjee 2005; Dratva et al. 2009). It also tends to be higher in upper socio-economic groups within the same country (e.g., Hardy and Kuh 2005).

Later menopause has been associated with elevated risks of female hormonerelated cancers in postmenopausal women, especially with breast, ovarian, and endometrial tumors (Franceschi et al. 1991; Ossewaarde et al. 2005; Mondul et al. 2005; Collaborative group, 2012).

At the same time, later menopause was linked to increased overall survival and longevity in several large studies. For example, the natural menopause that occurred at ages $50-54$ vs. 40-44 years was associated with longer survival in large cohorts of Dutch and American women (Ossewaarde et al. 2005; Mondul et al. 2005). This longer survival was accompanied by significantly increased mortality from breast, endometrial, and ovarian cancers, as well as reduced mortality from pneumonia, influenza, and falls (which are common causes of death in the very old). Later menopause was linked to a lower total mortality risk, and to reductions in cardiovascular deaths and heart failure, in several other studies (Snowdon et al. 1989; Jansen et al. 2002; de Kleijn et al. 2002; Rahman et al. 2015). The postponed menopause can also be accompanied by signs of slower physiological aging. For example, it was significantly associated with slower cognitive aging, especially with better memory in naturally postmenopausal elderly women (McLay et al. 2003; Tierney et al. 2013).

### 5.3.4 Giving Birth at Later Age

Age at childbirth has increased across world populations along with economic progress and adoption of the Western lifestyle. This age is typically higher in younger compared to older generations in developed countries (Morabia and Costanza 1999; Savage et al. 2013; Baghurst et al. 2014).

Older age at childbirth (first, last, and average) has been associated with elevated risks of several human cancers in mothers, especially with breast cancer and melanoma (Ewertz et al. 1990; Wohlfahrt and Melbye 2001; Li et al. 2014). For example, women who gave their first birth after age 35 had a risk increase for breast cancer by $40 \%$ compared to mothers who experienced their first birth before age 20. And the relative risk for melanoma was 1.47 in women of the oldest versus youngest age at first birth in a meta-analysis (Ewertz et al. 1990; Li et al. 2014).

On the other hand, an older age at birth, especially that of the last child, shows a positive association with mother's survival toward very old age (Helle et al. 2005; McArdle et al. 2006; Sun et al. 2015). For example, women who had their last child after age 33 had twice the odds for survival to the top 5th percentile of survival for their birth cohorts compared with women who had their last child by age 29 years (Sun et al. 2015). Our unpublished study of 2,401 Danish Twins aged 75+ (LSADT 1995-2000) also revealed that women who were in their 40s at the time of birth of
their last child had about 22 \% lower death rates after age 75 compared to women who had their last child before age 40 . In line with these data, experimental animal studies found that selection for late reproductive ability results in increased longevity of Drosophila flies after just a few generations of such selection (e.g., Rose and Charlesworth 1981).

Older parental age (both maternal and paternal) was also linked to increased cancer risks in the offspring, especially of leukemia, brain tumors, and breast and prostate cancers (Hemminki et al. 1999; Zhang et al. 1999; Hodgson et al. 2004). Increasing parental age in developed countries may therefore also contribute to a higher vulnerability to cancer in these countries. Notably, in laboratory rodents, a higher father's age was associated with increased susceptibility to an established carcinogen in mice offspring (Anisimov and Gvardina 1995). It is not clear so far if having an older parent carries anti-aging/pro-longevity benefits for the offspring. One potential mechanism of how the late birth may do both (i.e., increase vulnerability to cancer and attenuate physical aging in offspring) might involve trade-offlike effects of internal growth factors, such as estrogens and IGF-1, on the cancer and aging phenotypes (Yang et al. 2005; Levine et al. 2014). It was shown that children of mothers who were 30-35 years of age at childbirth were taller and displayed a $19 \%$ increase in IGF-I concentrations compared to offspring of mothers who gave birth prior to age 30 (Savage et al. 2013). An association has also been found between older paternal age at birth and longer leukocyte telomere length in the offspring which may indicate postponed replicative senescence (Prescott et al. 2012), but supportive studies are rather limited.

### 5.4 Conclusion

In this chapter, we discussed factors responsible for the higher cancer risk in the more developed world, and for concurrent increases in cancer risk and longevity in association with economic progress and a Western lifestyle. We suggested that in populations of developed countries, the proportion of individuals more susceptible to cancer may be higher than in less developed regions of the world, and that this may contribute to the typically higher overall cancer risk in such countries.

We provided evidence from human and animal studies suggesting that several factors associated with advanced economic development and a Western lifestyle could favor an increase in the proportion of individuals who are more susceptible to cancer in the respective populations. Such factors include (but are not limited to) dramatic improvements in medical care and living conditions, which may lead to a "relaxation" of environmental selection and improved survival of frail individuals in affluent societies. They may also lead to an insufficiently/inadequately trained immune system early in life, which may make an individual more vulnerable to cancer later in life. Other factors (e.g., some new foods, medicines, and other chemicals) may also increase a person's susceptibility to cancer. Not being directly or individually carcinogenic, these factors may affect the metabolism of established
carcinogens, or act synergistically, and through this influence cancer risks. Quantities and variety of the chemicals rather than their individual qualities may also play an important role. People in developed countries are exposed to many new chemicals. We hypothesized that the large number of unfamiliar compounds may reduce the efficiency of the xenobiotic processing system, and through this increase the body's vulnerability to cancer, even in the absence of particular oncogenic effects of individual compounds. This potential mechanism deserves further investigation.

Some of the factors associated with economic prosperity and a Western lifestyle may influence both aging and vulnerability to cancer, sometimes oppositely. Current evidence supports a possibility of trade-offs between cancer and aging-related phenotypes (Ukraintseva et al. 2016), which could be influenced by delayed reproduction and exposures to growth factors (Levine et al. 2014; Li et al. 2014; Sun et al. 2015). The latter may be particularly beneficial at very old age. This is because the higher levels of growth factors may attenuate some phenotypes of physical senescence, such as decline in regenerative and healing ability, sarcopenia, frailty, elderly fractures and heart failure due to muscles athrophy. They may also increase the body's vulnerability to cancer, e.g., through growth promoting and anti-apoptotic effects (Pollak 2008; Ukraintseva et al. 2016). The increase in vulnerability to cancer due to growth factors can be compatible with extreme longevity because cancer is a major contributor to mortality mainly before age 85, while senescence-related causes (such as physical frailty) become major contributors to mortality at oldest old ages (85+). In this situation, the impact of growth factors on vulnerability to death could be more deleterious in middle-to-old life ( $\sim$ before 85 ) and more beneficial at older ages (85+).

The complex relationships between aging, cancer, and longevity are challenging. This complexity warns against simplified approaches to extending longevity without taking into account the possible trade-offs between phenotypes of physical aging and various health disorders, as well as the differential impacts of such tradeoffs on mortality risks at different ages (e.g., Ukraintseva and Yashin 2003a; Yashin et al. 2009; Ukraintseva et al. 2010, 2016).
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### 6.1 Introduction

The proportion of older adults in the U.S. population is growing. This raises important questions about the increasing prevalence of aging-related diseases, multimorbidity issues, and disability among the elderly population. Aging-related declines in health, in turn, raise questions about the medical costs associated with treatment and rehabilitation and how these can be minimized, thus making evaluation of national trends in the burden of disease and associated health expenditures a major public health concern and an important issue for policymakers and governmental institutions. To forecast such trends, it is important to understand the key factors driving the progression of aging-related diseases and how such progression could result in changes of associated medical costs of governmental health insurance programs such as Medicare and Medicaid. In 2009, 46.3 million people were covered by Medicare: 38.7 million of them were aged 65 years and older, and 7.6 million were disabled (HI and SMI 2010). By 2031, when the baby-boomer generation will be completely enrolled, Medicare is expected to reach 77 million individuals (HI and SMI 2009). Because the Medicare program covers $95 \%$ of the nation's aged population (Klees et al. 2009), the prediction of future Medicare costs based on these data can be an important source of health care planning.

Detailed and comprehensive analyses have been performed to evaluate aggregate spending on Medicare Part A and B programs for the U.S. elderly population in their final years of life (Lubitz 2005; Lubitz and Riley 1993; Miller 2001). The relationships between Medicare costs and disability and morbidity were investigated by Goldman and colleagues (Goldman and RAND Corporation 2004): they developed the Future Elderly Model (FEM) that predicts medical costs and health status for the elderly. However, they did not investigate the characteristics of individual histories of changing health status and the relationships of such changes
to the dynamics of Medicare expenditures as individuals become older. To open new possibilities for forecasting population health and medical costs, studies of the effects of disease onset on individual medical cost trajectories and of the behavior of individual health trajectories in the presence of comorbid and concurrent disorders are required. The results of such studies can help estimate the extent to which cumulative individual medical costs can determine future changes in the elderly patient's health status. New results in this area will open new possibilities for population health and medical cost forecasting, allowing for the development of an empirical base for assessing the impact of new biotechnologies on increasing the years of minimally disabled life (Pardes et al. 1999).

Three essential components (which could be also referred as sub-models) need to be developed to construct a modern model of forecasting of population health and associated medical costs: (i) a model of medical cost projections conditional on each health state in the model, (ii) health state projections, and (iii) a description of the distribution of initial health states of a cohort to be projected (Goldman et al. 2006; Goldman and RAND Corporation 2004; Goldman et al. 2005, 2009). In making medical cost projections, two major effects should be taken into account: the dynamics of the medical costs during the time periods comprising the date of onset of chronic diseases and the increase of medical costs during the last years of life. In this chapter, we investigate and model the first of these two effects. Note that the latter component has been intensively investigated in prior literature (Lubitz 2005; Lubitz and Riley 1993; Miller 2001). In part, we follow our paper (Akushevich et al. 2011b) and use a much more statistically powerful dataset for estimates, perform several new analyses, and extend the discussion of possible forecasting approaches based on our previously developed modeling approach. Patterns of Medicare expenditures for the entire U.S. elderly population and for disability- and comorbidity-specific subpopulations can be estimated from analyses of medical cost trajectories for the time period of health change (e.g., at the date of an onset of a chronic disease). In addition, the approach developed in this chapter generalizes the approach known as "life tables with covariates" (Akushevich et al. 2005; Manton et al. 1992), resulting in a new family of forecasting models with covariates such as comorbidity indexes or medical costs.

In sum, this chapter develops a model of the relationships between individual cost trajectories following the onset of aging-related chronic diseases. The model has demographically interpretable parameters and thus can serve as a building block in constructing a precise and comprehensive forecasting model of medical costs (including Medicare spending) at the population level. The underlying methodological idea is to aggregate the health state information into a single (or several) covariate(s) that can be determinative in predicting the risk of a health event (e.g., disease incidence) and whose dynamics could be represented by the model assumptions. An advantage of such an approach is its substantial reduction of the degrees of freedom compared with existing forecasting models (e.g., the FEM model, Goldman and RAND Corporation 2004).

### 6.2 Data and Methods

### 6.2.1 Data

Two datasets from which statistical estimates for older adults at the national level can be made are the Surveillance, Epidemiology, and End Results (SEER) Registry data linked to the Medicare Files of Service Use (SEER-Medicare), and the National Long Term Care Survey (NLTCS-Medicare) which is also linked to the MFSU. These extensive data sources facilitate identification of disease incidence and long-term remission/recovery events through the development and validation of specific computational algorithms.

The SEER-Medicare data is the primary dataset analyzed in this chapter. The expanded SEER registry covers approximately $26 \%$ of the U.S. population. In total, the Medicare records for $2,154,598$ individuals are available in the SEER-M including individuals (1) with diagnosed cancers of breast ( $\mathrm{n}=353,285$ ), colon ( $\mathrm{n}=222,659$ ), lung ( $\mathrm{n}=342,961$ ), prostate $(\mathrm{n}=448,410)$, and skin melanoma ( $\mathrm{n}=101,123$ ); and (2) from a random 5\% sample of Medicare beneficiaries residing in the SEER areas who had none of the above mentioned cancers. For the majority of persons, we have continuous records of use of Medicare services since 1991 (or from the time the person passed age 65 after 1990) to the patient's death. A small fraction of individuals (e.g., new patients diagnosed with cancer in 2003-2005) had Medicare records from 1998. Medicare records are available for each institutional (MedPAR, outpatient, hospice, or home health agency HHA) and non-institutional (carrier-physician-supplier and durable medical equipment providers) claim type.

The second dataset used for analysis-the NLTCS-Medicare data-contains two of the six NLTCS waves: namely, the cohorts of 1994 and 1999. These specific waves were chosen because high quality Medicare follow-up data are available only since 1991 and the complete 5-year follow-up after the NLTCS interview for years later than 1991 is available only for these two waves. The NLTCS contains data on hundreds of variables including age, sex, and (instrumental) activities of daily living (ADL/IADL) allowing for disability measurements. The same data collection agency, the U.S. Census Bureau, was employed for conducting the NLTCS interviews over all of the waves. Hence, the training methods and materials, survey administration and management procedures, field operations, computer processing, and editing procedures were consistent across the surveys. Also, the high response rate ( $95 \%$ ) across all NLTCS waves minimizes the bias in trend estimates. As was found in Akushevich et al. (2011b), the results of interest (i.e., parameters describing medical cost trajectories) are similar for cohorts formed in 1994 and 1999 (this will be discussed further in the Discussion section). The NLTCS uses a sample of individuals drawn from the national Medicare enrollment files. The 1982-2004 NLTCS files include information on 49,258 different individuals, and 34,077 of them were in the 1994-2004 waves. The national population estimates were produced using screener weights released with the NLTCS (for a recent discussion, see Akushevich et al. (2013a)).

### 6.2.2 Date of Disease Onset Definitions

Unlike mortality, the onset time of chronic disease is difficult to define with high precision due to the large variety of disease-specific criteria for onset/incident case identification (e.g., changing criteria of diagnosis of incidence of acute coronary heart disease or stroke (NIH/NHLBI 2006)) used in clinical practice and epidemiological and population-based analyses. Therefore, there is always some arbitrariness in defining the date of chronic disease onset, and a unified definition of date of onset is necessary for population studies with a long-term follow-up. In this study, the date of disease onset was identified based on information from the Medicare Claims files. The scheme used in this chapter was based on an overview of several approaches to the definition of the disease onset (Nattinger et al. 2004, 2006; Sloan et al. 2003). This unified scheme was applied to all of the diseases considered herein and is useful for comparative analyses of the effects of different diseases on medical costs and appropriate for prediction purposes.

To reconstruct the ages at onsets of all diseases from the Medicare service use data, we began by reconstructing individual medical histories of each of the diseases to be studied using the Medicare files: all records were combined with their respective ICD-9 codes. Twenty diseases representing the major groups of chronic diseases in the elderly were considered: (i) circulatory (myocardial infarction, angina pectoris, heart failure, and stroke), (ii) cancer (breast, prostate, pancreatic, kidney, lung, and colon cancers, and skin melanoma), (iii) neurodegenerative (Parkinson's and Alzheimer's diseases), (iv) endocrine and metabolic (diabetes mellitus), (v) pulmonary (emphysema, and asthma), and (vi) several others (hip fracture, chronic renal diseases, ulcer, and arthritis). The diagnostic ICD-9 codes for these diseases are presented in Table 3.1 of Chap. 3 of this monograph. We excluded from analysis all individuals who had a history of one of the 20 diseases before the date of interview in 1994 or in 1999. The detailed individual records in the Medicare files are available since 1991; therefore, we had a sufficient period of time prior to 1994 or 1999 to reject the prevalence cases. The date of a Medicare record (referred to as "this record" below in (i) and (ii)) is identified with the date of onset of an applicable diseases when both conditions listed below are met:
(i) This record is the earliest record with one of the ICD codes as a primary diagnosis in one of four Medicare sources (inpatient care, outpatient care, physician services, and skilled nursing facilities);
(ii) In addition to this record, there is another record with the same ICD code as the primary diagnosis from one of the four Medicare sources listed in (i), which appeared with a date different from the date of this record and no later than 0.3 years after this record.

The first condition allows for identifying the first occurrence of a disease code, and the second condition is required for confirmation of the disease presence. This algorithm was used in several prior studies such as a study of recovery after stroke (Yashin et al. 2010), a study of age patterns of age-related (Akushevich et al. 2012)
and circulatory (Akushevich et al. 2013a) diseases, a study of medical cost trajectories before and after disease onset (Akushevich et al. 2011b), and a study of the role of behavior factors in cancer risk (Akushevich et al. 2011a). The algorithm was implemented using SAS (SAS Institute, Inc., Cary, NC).

This definition of the age at disease onset completes our operational definition of disease incidence. Since the date of onset of a chronic disease is a quantity not defined as precise as mortality, some assumptions are required to identify the date of onset from individual records collected in administrative data. The specifications used in this chapter (e.g., choice of the four Medicare sources in item (i) and time period of 0.3 year in item (ii)) are in accordance with the general practice of reconstruction of the date at onset from Medicare data (Nattinger et al. 2004, 2006).

### 6.2.3 Medical Cost Trajectories

For each disease, individuals whose date of disease onset occurred during the follow-up period (i.e., during the 5 -year period after the date of interview for NLTCS-Medicare, and until the end of 2005 from the date of enrollment for SEER-Medicare) were selected. Information about two types of cost-related variables is available in Medicare data: the total costs of medical procedures that have been performed and the total Medicare payments for these procedures. The first variable (i.e., total costs) better describes the costs of medical services, and the second variable (i.e., total Medicare payments) is free from biases that could be potentially caused by multiple counting of costs for the same procedure when several bills were submitted but only one bill was paid by Medicare. In this study, we focus on the total Medicare payment. Trajectories of the costs of medical procedures were analyzed by Akushevich et al. (2011b).

For each of the 20 diseases, means and standard errors of the distributions of medical cost spending per month per capita were estimated within 20 months before and after disease onset. The empirical estimates demonstrated that 20 months is a sufficient period of time for disease "stabilization" after disease onset by reaching a plateau in the mean of the medical cost trajectories. These month patterns (or medical cost trajectories) were subject to analysis, mutual comparison, and modeling. All costs were presented in terms of the dollar value from year 2000, adjusted for inflation using the Medical Care Consumer Price Index provided by the Bureau of Labor Statistics (BLS 2009).

### 6.3 Results

Empirical estimates of the cost trajectories are presented in Fig. 6.1. The shapes of the majority of medical cost trajectories in the time range of 20 months before and after the date of onset of a focal disease have the same structure. They can be
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Fig. 6.1 Empirical estimates (dots) and model predictions (solid lines) of costs per month per capita obtained using SEER-Medicare data. The diseases are ordered according to the cost of onset. Note that the scale of the vertical axes is not the same for different rows of plots
described in terms of the four components sketched in Fig. 6.2. The first one is the cost of the pre-diagnosis period/pre-focal-disease treatment cost: this variable likely reflects an initial comorbidity (De Groot et al. 2003). The second component is the cost of the disease onset/cost peak associated with onset of the focal-disease and its treatment. The third variable characterizes the rate of the reduction of

Fig. 6.2 Schematic representation of the pattern of costs per month per capita and notation for the parameters estimated in the four plots below (Fig. 6.3) using the dynamic model of changes in medical costs accompanying the onset of chronic disease

medical expenses associated with a focal disease during the period after the diagnosis was made, that is, the reduction of medical costs during the period after diagnosis; this variable could be interpreted as a population recovery rate. And, finally, the fourth variable is the difference between the post- and pre-diagnosis cost levels that characterizes an acquired comorbidity cost due to a focal disease, that is, the cost of continuing/follow-up care.

Based on these empirical patterns, a model for the monthly patterns of the medical cost trajectories with four parameters was constructed as follows. Before the month of disease onset, all trajectories demonstrated a plateau; therefore, this region can be described by a single parameter $c$ associated with the comorbidity of the studied population group. In the month of onset, the trajectories had a sharp peak associated with the cost of onset, which was modeled by a single parameter $P$. During the months after onset, medical costs decreased and the decline was relatively exponential; therefore, this decline was modeled by an exponential function with a slope $r$ characterizing population recovery in terms of medical costs. The level to which the trajectories converge by leveling-off could also be associated with comorbidity; this level differs from the initial one, $c$, by a quantity $\delta$ that reflects the contribution of the focal disease to an elevated comorbidity level. Thus, the analytical expression for medical cost per month per capita $C(m)$ could be presented as

$$
\begin{equation*}
C(m)=c+(\delta+(P-\delta) \exp (-r m)) I(m \geq 0) \tag{6.1}
\end{equation*}
$$

where $m$ is the time (in months) since onset of the focal disease (i.e., time before the onset $m$ is negative), and is the indicator function ( $I=1$ for $m \geq 0$ and $I=0$ otherwise). The four model parameters correspond exactly to the components presented in Fig. 6.2. Three of them-i.e., the pre- and post-diagnosis costs
associated with initial and acquired comorbidity ( $c$ and $\delta$ ), and the cost of the focal disease onset $P$ are all denominated in dollars, while the metric of the slope of the population recovery rate $r$ is months ${ }^{-1}$.

The model was applied to the data for each of the 20 diseases identified above and estimated by non-linear least squares for the U.S. elderly population of patients who had an onset of a considered disease during the period of observation. The resulting curves are shown in Fig. 6.1. Estimates of the model parameters with the standard errors for all diseases using NLTCS-Medicare and SEER-Medicare are shown in Fig. 6.3. Comparisons of the model estimates allowed us to reveal the properties of the model components described below.

The first component, the pre-disease treatment cost level associated with initial comorbidity, $c$, describes the plateau in the cost trajectories that appeared before the disease onset. In the majority of trajectories, this is truly a plateau without a significant time trend. Since only individuals with disease onset for 1 of the 20 diseases were selected for constructing cost trajectories, the magnitude of the plateau (i.e., the value of the cost per month per capita) reflects the mean comorbidity index measured in terms of medical costs associated with the diseases. In other words, the magnitude of the estimates of the initial comorbidity depends on how strongly the risk of a focal disease is determined by comorbidity. The stronger this association, the higher the mean comorbidity index is. In Akushevich et al. (2011b), this hypothesis was tested directly by using a separate analysis of each subpopulation with the Charlson comorbidity index (Charlson et al. 1987; Quan et al. 2005) which was estimated for a specific month using Medicare information for the previous 12 months. A positive correlation between the Charlson index and the initial comorbidity was found for all diseases. The strongest associations were detected for stroke, ulcer, lung cancer, and diabetes. Overall, the estimates of the initial comorbidities for trajectories generated by different diseases are similar and, on average, represent mean comorbidity level measured by medical costs.

The second component, $P$, measures the cost peak at the date of disease onset (i.e., for month zero in Fig. 6.1): its height reflects the disease-specific cost at onset. The diseases shown in Fig. 6.1 are ordered by the decline of this component. High variability of $P$ for a specific disease results from different medical procedures performed at the time of onset (to make a diagnosis and to treat a disease). Therefore, the variability of this component likely reflects variability of disease severity. This hypothesis is tested in the next section. Note that although for some diseases (e.g., asthma, Alzheimer's disease, diabetes, and renal disease) an increment in cost for several months before disease onset is visible (likely due to expenses for pre-diagnosis procedures), in the model this effect is neglected. In further refinements of the model, the cost of onset can be modeled using a normal distribution with a finite variance rather than the single parameter $P$.

The third component, $r$, characterizes the rate of reduction of medical expenses associated with a disease during the period after diagnosis (the population recovery rate). This quantity is defined as positive, i.e., the larger the estimate for this
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Fig. 6.3 The model parameters (as sketched in Fig. 6.2) were estimated using SEER-Medicare (closed dots) and NLTCS-Medicare (open dots) within the 20-month period before and after onset of each of the 12 chronic conditions (four lower plots): (i) cost of initial comorbidity in U.S. dollars, i.e., the mean cost per month per capita before onset, (ii) cost of onset in U.S. dollars, i.e., the mean expenditures in the month of onset, (iii) population recovery rate in $1 /$ month, i.e., the speed of approach to a new steady-state in medical expenditures, and (iv) cost of acquired comorbidity in U.S. dollars, i.e., the excess in expenditures in a new steady-state compared to those before disease onset. Horizontal bars denote the standard errors of the nonlinear least squares parameter estimates. The diseases are ordered according to the cost of onset
component the higher the population recovery, or, in other words, the faster the decline in medical expenses associated with the disease. Statistically significant estimates of this component were obtained for all of the 20 diseases (see Fig. 6.3). From a clinical point of view, there are certain diseases (e.g., diabetes, Alzheimer's disease) for which complete clinical recovery cannot be observed at the individual level. For these diseases, a reduction of the medical costs (i.e., positive moderate effect of $r$ ) could be explained by the costs of medical procedures around the time of diagnosis and the partial contribution of acute events at the disease onset that required specific treatment. A high variability in estimates of the component $r$ was detected for asthma, arthritis, diabetes, Parkinson's disease, and Alzheimer's disease: these diseases are primarily chronic and can be defined as "permanent conditions with nonreversible pathologic alterations" that generally cannot be cured but rather can have periods of short- or/and long-term remission (CDC 2004).

The fourth component, $\delta$, represents the cost of continuing/followup care, which we termed the acquired comorbidity cost resulting from the onset of a focal disease (measured by the difference between post- and pre-diagnosis cost levels). As can be seen in Fig. 6.3, this component is disease-specific. For some diseases (e.g., renal disease), the estimate of $\delta$ can exceed the pre-disease cost level by a factor 2 . For the majority of the other diseases, the costs of the initial and acquired comorbidities are comparable. For some diseases (e.g., melanoma), the estimate of $\delta$ is small. As expected and shown in Akushevich et al. (2011b), for all diseases the acquired comorbidity was larger for those who died during the first 2.5 years after disease onset. These associations were strongly significant.

Figure 6.3 shows that estimates obtained from the two datasets used in the present analyses are consistent. For several diseases (e.g., kidney cancer, renal disease, diabetes, and melanoma), the differences between the estimates of the pre-disease cost levels from the two datasets are statistically significant. Estimates of the costs of disease onset are similar for both datasets, except for hip fracture and emphysema, for which the difference is not dramatic. Also, there are no strong differences detected for the population recovery rate. The differences for hip fracture, stroke, and pancreatic cancer were at the level of $p \approx 0.05$. Similarly, the estimates of acquired comorbidity costs also are compatible for the two datasets, except for kidney and lung cancers, Alzheimer's disease, and diabetes. The differences obtained for certain parameters and certain diseases can be caused by the different structure of populations represented by the two datasets: NLTCSMedicare represents the entire U.S. elderly population, while the SEER-Medicare represents the population of the SEER areas only. The age and sex distribution of the total SEER population is similar to the non-SEER areas, though the SEER areas have fewer whites, more urban residents, and fewer areas with low socioeconomic status compared to the non-SEER areas (Warren et al. 2002). Also, a difference in circulatory disease incidence has been found for the NLTCS-Medicare and SEERMedicare datasets (Akushevich et al. 2012).

### 6.3.1 Medical Cost as Measure of Disease Severity

Medical costs correlate with comorbidity patterns; they have been used to construct comorbidity indices: e.g., the Shwartz comorbidity index was constructed using a regression model to predict costs (de Groot et al. 2003; Shwartz et al. 1996). The best way to measure comorbidity or multimorbidity from Medicare data is based on analyses of individual Medicare trajectories constructed using the ICD-9 diagnosis codes, e.g., using an approach described in Sect. 6.2.2. However, such measures do not provide information about the severity of diagnosed diseases. Therefore, we investigated whether medical costs could serve as a surrogate of severity of comorbid disease(s) which cannot be captured when comorbidity measures are derived traditionally-i.e., only from ICD-9 diagnostic codes. We used the Cox proportional hazard model for survival of patients with onsets of a given disease. In this model, the predictor was the disease-specific cost at onset. If the costs reflect the disease severity, then we expect a positive association between disease-specific costs at onset and death. The results in Table 6.1 show estimates of hazard ratios for total and disease-specific costs (i.e., the part of the total costs resulting from the records containing the diagnostic code of the given disease) per $\$ 1,000$. All hazard

Table 6.1 Mortality hazard ratios (HRs) for total and disease specific costs (per \$1000) estimated using Cox proportional hazard ratios for cohorts of patients with a disease onset. All estimates are statistically significant except four HRs for disease-specific costs for Alzheimer's disease and female breast cancer (marked by italics)

| Disease | Total cost |  |  | Disease-specific costs |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Follow-up: | 1 year | 3 year | 5 year | 1 year | 3 year | 5 year |
| Myocardial infarction | 1.010 | 1.009 | 1.009 | 1.009 | 1.008 | 1.007 |
| Hip fracture | 1.012 | 1.011 | 1.010 | 1.012 | 1.012 | 1.011 |
| Colon cancer | 1.010 | 1.009 | 1.008 | 1.012 | 1.010 | 1.009 |
| Stroke | 1.029 | 1.027 | 1.027 | 1.041 | 1.045 | 1.046 |
| Pancreatic cancer | 1.036 | 1.038 | 1.038 | 1.074 | 1.065 | 1.056 |
| Kidney cancer | 1.093 | 1.088 | 1.084 | 1.157 | 1.174 | 1.155 |
| Heart failure | 1.011 | 1.009 | 1.008 | 1.013 | 1.011 | 1.010 |
| Lung cancer | 1.016 | 1.015 | 1.015 | 1.014 | 1.013 | 1.013 |
| Ulcer | 1.017 | 1.017 | 1.018 | 1.029 | 1.026 | 1.024 |
| Angina pectoris | 1.019 | 1.020 | 1.020 | 1.081 | 1.060 | 1.054 |
| Chronic renal | 1.036 | 1.033 | 1.032 | 1.053 | 1.048 | 1.042 |
| Emphysema | 1.046 | 1.033 | 1.030 | 1.042 | 1.032 | 1.030 |
| Breast cancer | 1.003 | 1.002 | 1.001 | 1.003 | 1.001 | 1.000 |
| Alzheimer's disease | 1.014 | 1.013 | 1.012 | 1.010 | 1.006 | 1.005 |
| Parkinson's disease | 1.023 | 1.022 | 1.022 | 1.022 | 1.021 | 1.021 |
| Prostate cancer | 1.010 | 1.010 | 1.010 | 1.008 | 1.008 | 1.008 |
| Asthma | 1.009 | 1.009 | 1.009 | 1.011 | 1.011 | 1.010 |
| Diabetes | 1.006 | 1.005 | 1.006 | 1.002 | 1.002 | 1.003 |
| Melanoma | 1.047 | 1.039 | 1.030 | 1.054 | 1.066 | 1.052 |
| Arthritis | 1.007 | 1.006 | 1.007 | 1.008 | 1.009 | 1.009 |

ratios are greater than one, thus supporting the hypothesis that medical costs in the month when a diagnosis was made reflect the severity of the diagnosed diseases.

### 6.3.2 Forecasting Models

The approach for modeling cost trajectories presented above allows for developing comprehensive forecasting models based on microsimulation of individual trajectories. Also, in certain cases, the model developed for cost trajectories results in simple forecasting models that provide projections in an analytical form. Indeed, in many specific cases, an averaging over individual trajectories can be performed analytically by reducing the results to aggregated characteristics observed at the population level. As an example, consider a cohort of individuals under a risk of a certain disease. Let the disease survival function $S(x)$ be known from other studies. This survival function (or corresponding hazard rate $h(x)=-[\log S(x)]_{x}{ }^{\prime}$ or density function $f(x)=h(x) S(x)$ or probability distribution $F(x)=1-S(x))$ can be estimated from Medicare data as well (Akushevich et al. 2013b) (reviewed in a Chap. 3 of this monograph). Assume also that during the follow-up the individuals are not subject to another health event, including death. The medical costs for the cohort of individuals at age $x$ can be predicted by summing (or integrating over) individual cost trajectories given by Eq. 6.1:

$$
\begin{equation*}
C_{\text {tot }}(x)=c S(x)+(c+\delta) F(x)+(P-\delta) \int_{0}^{x} \exp (-r(x-u)) f(u) d u \tag{6.2}
\end{equation*}
$$

The first term on the right hand side of Eq. (6.2) reflects the contribution of healthy individuals, i.e., those that have not yet developed this disease. The mean of their costs is characterized by initial comorbidity $c$, and their fraction equals $S(x)$. The last two terms characterize the contribution of unhealthy people. These terms involve integration of individual trajectories $C(u)$ over different times of onsets denoted by $u$. The second term in Eq. (6.2) describes the acquired comorbidity and the third term reflects the costs of treatment after onset. Below we consider three specific models for which the integration can be performed analytically.

The first model has a constant hazard rate ( $\mu_{0}$ ). Many chronic diseases have an age pattern (e.g., melanoma, (Akushevich et al. 2012)) which can be considered approximately constant. The model is a representation of the contribution of this disease to total costs. In this case, the cost is

$$
\begin{align*}
C_{\text {tot }}(x)= & c+\delta\left(1-\exp \left(-\mu_{0} x\right)\right)+(P-\delta) \mu_{0} \frac{\exp \left(-\mu_{0} x\right)-\exp (-r x)}{r-\mu_{0}} \approx \\
& c+\delta\left(1-\exp \left(-\mu_{0} x\right)\right)+(P-\delta) \mu_{0} \frac{1-\exp (-r x)}{r} \tag{6.3}
\end{align*}
$$

The last approximation is obtained assuming that the hazard rates $\mu_{0}$ are much lower than the disease burden rates (or, in other words, the population recovery rates), $r$. This assumption is justified by their numerical values: i.e., $\mu_{0} \approx 0.000001$ -0.01 year $^{-1}$ for the diseases we are studying, while $r \approx 7-15$ year $^{-1}$.

A second model represents the situation in which individuals in a cohort were exposed to a specific risk factor (e.g., antigen or ionizing radiation) and part of the cohort develops a disease after a latent period. Examples include: (i) contact with infected individuals and forthcoming onset of infection disease, e.g., hepatitis B or C ; and (ii) acute exposure to ionizing radiation and a subsequent increased rate of leukemia. The density function can be chosen as $f(x)=p_{0} f_{G}(x ; \bar{x}, \sigma)$ where $p_{0}$ is the probability of developing the disease and $f_{G}(x, ; \bar{x}, \sigma)$ is the Gaussian distribution with mean $\bar{x}$ and variance $\sigma^{2}$. The Gaussian distribution was chosen to characterize the typical situation where the lag period represented by $\bar{x}$ is known and the variance of the lag in population is not large. The cost when the peak incidence is passed is estimated as:

$$
\begin{equation*}
C_{t o t}(x)=c+p_{0} \delta+p_{0}(P-\delta) \exp \left(-r(x-\bar{x})+\frac{1}{2} r^{2} \sigma^{2}\right) \tag{6.4}
\end{equation*}
$$

The third model deals with the situation where the survival function for a disease is known from empirical analysis, e.g. is represented by the Kaplan-Meier estimator. In this case, it can be characterized by the set of its decrements $\Delta S\left(x_{i}\right)$ that occurred at times $x_{i}$. After integration by parts, Eq. (6.2) can be rewritten in terms of the survival function as:

$$
\begin{align*}
C_{\text {tot }}(x)= & c+\delta(1-S(x))-(P-\delta)(S(x)-\exp (-r x) \\
& \left.-r \int_{0}^{x} \exp (-r(x-u)) S(u) d u\right) . \tag{6.5}
\end{align*}
$$

The integral can be calculated analytically and presented in terms of the decrements:

$$
\begin{equation*}
C_{t o t}(x)=c+\delta(1-S(x))-(P-\delta) \sum_{i} \Delta S\left(x_{i}\right) \exp \left(-r\left(x-x_{i}\right)\right) . \tag{6.6}
\end{equation*}
$$

The base model (6.1) as well as the models for which analytical solutions (6.2, 6.3, $6.4,6.5$ and 6.6 ) exist might be further generalized to describe the entire chain of health events describing the evolution of individual health from a healthy state at younger ages to multimorbidity and death at older ages. A useful property of these models is that they have inputs and outputs represented by the same single quantity: comorbidity measured by medical costs of continuing care. This property allows researchers to use the base model as a building block in the construction of more
detailed models. This property also allows different chronic diseases to be incorporated into the same approach without increasing the dimensionality of the model.

At a certain stage of model development, analytic solutions may no longer be possible. Instead, a microsimulation approach might be used. Several further generalizations might also be required to generate a more comprehensive microsimulation model. One important generalization is a model of mortality risks based on assumptions other than those used in model (6.1). For example, the assumptions could allow changing costs as the main predictive variable. Given the model estimated, the simulation of individual trajectories is naturally generalized by considering two competing risks (i.e., the risk of disease onset and the risk of death) which can be dependent or, more specifically, conditionally independent given the value of a covariate (i.e., the medical cost level). Other directions for model generalization could include (i) adjustment to the effect of a second health event that occurred before complete recovery from the previous one, (ii) adjustment to possible recurrence of the disease diagnosed earlier, (iii) implementation of period and cohort effects, (iv) implementation of generalized models of the risks of the health events with dependence on covariates incorporated in addition to age dependence, (v) incorporation of the effects of increasing medical expenditures before death, (vi) modeling and implementation of the distribution of the covariate, including the distribution conditional on a specific value in the previous time period. This approach will produce population projections of health and associated medical costs under the assumption that current conditions (i.e., those which can be captured by available data) will continue during the projection period. Specific scenarios regarding the future healthcare environment developed by panels of experts (Goldman and Rand Corporation 2004) can also be incorporated into the simulation model. In all these developments, models (6.1) and (6.2) serve as baselines that must be reproduced numerically or analytically with simplified versions of more comprehensive forecasting models.

### 6.4 Discussion

In this chapter, a model of the relationships between individual cost trajectories around the onset of aging-related diseases was developed and applied empirically. In total, 20 diseases were analyzed. The main methodological idea was to develop a mathematical model to predict medical care costs for these diseases for the time period around the date of the disease onset (identified from data on the medical care costs associated with treatment of the disease) and create a methodological background for development of forecasting models of dynamic changes of the health state and associated medical costs. The empirical results obtained are important for the U.S. elderly population, because the diseases included in the analyses have high prevalence and are associated with high medical costs. An innovative approach was developed for selecting individuals with disease onset and used for identification of the age at onset. We found that the time patterns of medical cost trajectories were
similar for all diseases considered and can be described in terms of four components having the meanings of (i) the pre-diagnosis cost associated with initial comorbidity represented by medical expenditures, (ii) the cost peak associated with the onset of each disease, (iii) the decline/reduction in medical expenditures after the disease onset, and (iv) the difference between post- and pre-diagnosis cost levels associated with an acquired comorbidity. The description of the trajectories was formalized by a model which explicitly involves four parameters reflecting these four components.

The results of these analyses extend those presented earlier in Akushevich et al. (2011b), which were on analysis of the effect of costs of medical procedures (not of Medicare payments as in this chapter), and used stratified subgroups of patients by certain indices such as Charlson's comorbidity index (calculated using Medicare data), a disability index (measured in screener interviews, see (Manton and Gu 2001 )), survival status in a 2.5 year follow-up period, and age at diagnosis. The Charlson comorbidity index was calculated according to specifications described in Charlson et al. (1987) and Quan et al. (2005), as a weighted sum of chronic conditions that appeared in individual medical records during the year prior to the date of interview. These parameters were evaluated for the entire U.S. population as well as for stratified subgroups of patients. The most important conclusions from the analyses of the stratified populations were the following: (1) pre-disease cost levels can be associated with initial comorbidity/disease treatment; (2) there are no strong dependences of the disease-specific costs at onset among the studied strata, except survival status (i.e., for 2.5-year survivors the cost was significantly lower for a majority of diseases); (3) the associations of population recovery with comorbidity/continuing care and disability showed no essential dependences on these indices; and (4) for all diseases the acquired comorbidity was significantly higher for those who died during the first 2.5 years after disease onset.

The patterns of medical expenditures evaluated in this chapter could help clarify which of the model components is responsible for the effects of medical costs on health and mortality and which of them is more (or less) sensitive to subpopulation specifications. All medical cost trajectories were considered for the U.S. elderly population, as well as for subgroups stratified by disability, comorbidity, age, and survival (for 2.5 years after the onset). The model of medical cost trajectories was applied to all empirically verified patterns, and parameters of the model were statistically estimated and compared. These analyses revealed the basic properties of the medical cost trajectories. The most important were the following. The differences in estimates of pre-disease cost level for different diseases were moderate but not identical (Fig. 6.3); since the medical cost trajectories were considered to be conditional on disease-specific incidence, the detected differences likely reflected variations in disease risk depending on comorbidity. In contrast, the cost of disease onset was essentially disease-specific, and the diversity was likely due to disease-specific diagnostic procedures and initial therapies at the disease onset. The diseases considered in our study included (i) those with possible clinical recovery (e.g., ACHD, stroke, and ulcer) and (ii) those with unlikely clinical recovery (e.g., diabetes and Alzheimer's disease). Estimates of population recovery (i.e., the rate
of reduction of post-diagnosis cost level) reflected potential opportunities for recovery from aging-related diseases. Positive estimates were detected for all diseases; however, the statistical significance of the estimates for diseases with unlikely recovery (e.g., for diabetes mellitus or Alzheimer's disease) was lower (or non-significant), especially in subpopulations stratified by disability or comorbidity (Fig. 6.3). The acquired comorbidity/continuing care cost (i.e., the difference between pre- and post-diagnosis cost levels) was disease-specific and strongly dependent on the survival status of the patients after disease onset (Fig. 6.3, and Table 6.5 of Akushevich et al. (2011b)). Parameter estimates (Fig. 6.3) confirmed that the model parameters are chosen so that the effects of multiple diseases on their estimates are minimal. The first parameter measures comorbidity before disease onset/pre-disease treatment costs and represents the effects of multiple comorbidities. The costs of disease onset and acquired comorbidity/followup care are defined as the cost level above the mean level of comorbidity. The rate of population recovery, i.e., the rate of reduction of medical expenses after a diagnosis, is reflected by reduction of costs for the focal disease, while changes in costs due to other diseases (i.e., comorbid conditions) are less essential (at least in the first approximation).

Typically, medical costs associated with specific chronic diseases are analyzed and projected for a certain period of time after disease onset or health-related event (e.g., hospitalization) (Yabroff et al. 2009). Often, analyses are performed for specific population groups such as a subpopulation of disabled or comorbid individuals (Goldman and Rand Corporation 2004; Noyes et al. 2008; Yabroff et al. 2008). Recently, the Episode Treatment Group (ETG) approach has been adopted by Medicare for estimation of disease episode-based medical costs (Forthman et al. 2000): detailed information is collected for each disease episode for about 600 clinically homogeneous groups adjusted for patient's severity, age, complications, comorbidities, and major surgeries. Despite being a very useful tool for direct comparison of treatment patterns among providers within the ETG, this approach was not intended to be the basis for population-level analysis. Compared to this approach, the method developed in this chapter has fewer details on each disease episode, but allows for inclusion in the analysis of all patient-related information on comorbidities (i.e., information not related to only one specific disease) and disabilities. That makes the whole model more flexible and non-dependent from the pre-selected diseases in the ETG episode-related conditions. In our approach, only data-driven information was incorporated into the model, and "human factor"-related issues, such as episode-specific information on disease-specific procedures, disabilities, and comorbidities were avoided.

Models of medical cost projections usually are based on regression models estimated with the majority of independent predictors describing demographic status of the individual, patient's health state, and level of functional limitations, as well as their interactions (Goldman and Rand Corporation 2004; Pope et al. 2004). If the health states needs to be described by a number of simultaneously manifested diseases, then detailed stratification over the categorized variables or use of multivariate regression models allows for a better description of the health
states. However, it can result in an abundance of model parameters to be estimated. One way to overcome these difficulties is to use an approach in which the model components are demographically-based aggregated characteristics that mimic the effects of specific states.

The model developed in this chapter is an example of such an approach: the use of a comorbidity index rather than of a set of correlated categorical regressor variables to represent the health state allows for an essential reduction in the degrees of freedom of the problem. The medical costs of both the first months and the last months of the trajectories are associated with comorbidity. Since the complete individual trajectory of health changes can be simplified in terms of subsequent incidence events, this model of medical costs before and after an incident event can serve as a building block for constructing the complete individual trajectory. Many uncertainties typical for existing models are overcome with such an approach. Thus, this model of the dynamics of medical costs before and after the onset of a chronic disease can serve as a key component of a model for projecting medical expenditures.

The results obtained are new and important, both substantively and methodologically. Substantively, the trajectories of medical costs evaluated at the disease onset in the U.S. elderly population provide new information of potential interest for planning public health expenditures. Our analysis showed that these trajectories could be well described by a model with four well-defined and interpretable components which were estimated for each of the studied diseases. Interestingly, all of the aging-related diseases studied had very similar structures of cost trajectories. The model was validated for several population groups and demonstrated a good ability to describe cost trajectories for different levels of disability and comorbidity (Akushevich et al. 2011b). This model could be extended to a level of even higher practical importance, such as forecasting health/incidence, mortality, and associated medical costs in the U.S. elderly population using this limited set of parameters (and with a great potential for improvements when more detailed data become available).

Methodologically, the model leads to a general comprehensive microsimulation forecasting model of medical expenditures that can be formulated as follows. The population dynamics are represented by random trajectories in a covariate space. The end of each trajectory is associated with individual death. To simulate an individual trajectory means to evaluate covariates for all time points between the beginning of a follow-up period (e.g., at age 65 years old) and the age of death. At each time point, an individual is at risk of a disease onset and death. The model can be Markov and non-Markov. In the former case, the risks and dynamics are defined by the current health status represented by covariates and age. The model developed in this chapter (or its generalizations) can be used to simulate the dynamics of the covariate (i.e., the comorbidity index represented by medical costs aggregated during a certain time period) before and after disease onset. An auxiliary model of the risks of disease onset and mortality associated with the covariate and age (e.g., the model described in Chaps. 15 and 16) can then be used to simulate these events. An important property of the model (6.1) is that it has an input and output
represented by the same single quantity: comorbidity measured by medical cost, and this property allows the researchers to use the base model (6.1) as a building block in simulating a life history as a sequence of such blocks associated with disease onsets. This property also allows for including different age-related diseases within the same approach without increasing the dimensionality of the model. Note that the risks of the diseases as well as the associations of these risks with potential covariates such as comorbidity, disability indices, and age groups can be roughly estimated using the numerical estimates presented in Table 6.1 (a detailed investigation of the model for health state projections estimated with Medicare data will be presented in a separate publication).

If the general comprehensive microsimulation model is specified as a Markov model, the past history of an individual does not contribute to the probabilities of future events or, in other words, current covariates and age are taken to represent sufficient information for the description of health states and future event probabilities. By reducing the dimensionality of the model, we are able to better estimate the covariate-specific effects; however, the model becomes less precise. Therefore, a model with a specific set of covariates always represents an approximation to reality. This is a limitation of all Markov models. Specifically, model (6.1) needs to be improved when a second disease onset occurs almost immediately after the first one. Partly, this can be accommodated by using the comprehensive microsimulation model: if the simulation is performed on a month-by-month basis, the onset of the second disease can be simulated for any time after onset, including the time period when recovery is not completed. Greater values of the covariate then will be associated with higher probabilities of such an event. The approach's precision can be estimated by developing individual trajectories for a pair of disease onsets using an approach close to that described in this chapter. Another limitation of the modeling approach is that the model (6.1) is not capable of describing all types of diseases equally well: for example, several months before their onset, asthma, Alzheimer's and Parkinson's diseases, and melanoma are not described very well by the model. This effect could be explained by diagnostic tests/procedures performed before the actual clinical diagnoses, and, therefore, this effect was not deemed critical for the modeling approach.
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# Chapter 7 <br> Indices of Cumulative Deficits 

Alexander M. Kulminski, Kenneth C. Land, and Anatoliy I. Yashin

### 7.1 Introduction

Despite broad interest in the mechanisms responsible for human aging and numerous efforts to identify factors contributing to morbidity, biological senescence, and longevity, these processes still remain elusive. This makes the systemic description of aging-related changes embedded in data from different studies a difficult task. Indeed, observational studies typically measure not only major changes in health and well-being captured by well-defined risk factors (e.g., physiological measurements), but also various aging-related changes spread throughout hundreds of distinct variables. The connection between such variables as well as between each of these variables and health or survival outcomes is unclear and often cannot be evaluated statistically with acceptable accuracy. This is due to the fact that the number of these variables is typically large, while the effect of each on health and survival is small, so most estimates of effect parameters in corresponding statistical models are statistically non-significant. This chapter describes a line of analysis that is based on the premise that, by taking such "mild-effect" variables into account, the description of aging-related deterioration in health and well-being in humans can be substantially improved without costly investments in collecting new data. To realize this potential, new statistical methods are required.

One promising approach was suggested by Rockwood and Mitnitski (Mitnitski et al. 2004; Rockwood et al. 2004). These authors developed a cumulative index (called a frailty index) arguing that health and well-being disorders (e.g., signs, symptoms, impairments, abnormal lab tests, diseases, etc.) accumulated by individuals during their life course can be considered as indicators of physiological frailty. The rationale behind this concept is that degradation and decline of neuroendocrine, immune, and other functions of an organism can result in a wide spectrum of adverse health and well-being disorders (Ferrucci et al. 2003; Goggins et al. 2005; Vanitallie 2003). On the cellular level, frailty can be associated with a process of gradual accumulation of damage in cellular tissues (Kirkwood 2002).

This approach can be generalized to characterize the overall process of health deterioration with age that can be extended to younger ages. The level of health deterioration can then be described by a composite index, called an index of cumulative deficits or deficits index (DI). The DI is based on the Rockwood and Mitnitski (Mitnitski et al. 2004; Rockwood et al. 2004) premise that mild-effect traits, which individually have small impacts on risks of adverse health, can collectively substantially impact morbidity and survival chances. Accordingly, DIs can become reliable predictors of health and survival as well as the level of aging-related health deterioration (Goggins et al. 2005; Kulminski et al. 2007a, b, c; Mitnitski et al. 2002; Yashin et al. 2007a, b).

### 7.2 Conceptualization of the Deficits Index

The DI is conceptualized as the proportion of failed (e.g., definitive deficits) or abnormal (e.g., doubtful deficits) health traits an individual has experienced by age $x$-that is, as a summary measure of the average level of deterioration at age $x$. Thus, an empirical estimate of this proportion in a given individual, i.e., the $D I(x)$, can be calculated by selecting a sub-set of $M$ units out of a full set of $N$ such units. Specifically, by summing the number of failed or abnormal units from the selected set by age $x, m(x)$, an empirical estimate of the DI can be calculated as $D I(x)=m(x) /$ $M$. For example, if an individual has been administered 30 questions and responded positively (there is a deficit) to five and negatively (no deficit) to 21 , then her/his DI is $5 / 26$. Thus, based on a large and diverse array of deficits, the DI is a quasicontinuous quantity ranging theoretically between 0 (no deficits or perfect health) and 1 (pure ill-health) or, equivalently, between $0 \%$ and $100 \%$. An important property of the DI is that it is weakly sensitive to the specific array of deficits for which responses are obtained as long as a wide spectrum is considered (Kulminski et al. 2011; Rockwood et al. 2006; Searle et al. 2008).

### 7.3 Cross-Sectional Age Patterns of the Deficits Index as Characteristics of Aging-Related Processes

Deficits Indices have being intensively studied for their utility in characterizing aging-related processes in various populations and settings. One of the important characteristics of DIs is that they are robustly associated with age; despite the specifics of a given population or setting, clear trends of increase of DIs with age are observed in different settings (e.g., Gu et al. 2009; Kulminski et al. 2011; Mitnitski et al. 2005; Yu et al. 2012).

Figure 7.1 displays examples of cross-sectional patterns of the DI in three qualitatively different populations. The DI in the National Long Term Care Survey


Fig. 7.1 Age patterns of $D I$ s in population samples characterized by differential success in aging. The NLTCS sample includes 24,213 person-observations at five examinations conducted in 1982, 1984, 1989, 1994, and 1999. The FHS sample represents 3833 individuals examined at the ninth examination in 1964. The LLFS sample includes 4954 subjects comprising long-living parents and their children, as well as their spouses, examined in 2010
(NLTCS) sample is comprised of 32 deficits characterizing disabilities (e.g., difficulty with eating, dressing, walking around), diseases (e.g., arthritis, Parkinson's disease, glaucoma, diabetes), and problems with vision, hearing, and teeth (Kulminski et al. 2007a). The NLTCS sample represents a selected population of ages $65+$ individuals who are mostly of less than average health, characterized by the presence of chronic disability. The DI in the Framingham Heart Study (FHS) was constructed using 37 deficits covering milder deficits than those in the NLTCS (e.g., abnormal laboratory tests and mild health traits) because of the younger ages of individuals in this sample (Kulminski et al. 2008a). The DI in the FHS characterizes an unselected population of individuals developing health problems according to a "normal" life course. The DI in the Long Life Family Study (LLFS) includes 85 deficits covering milder and heavier deficits including disabilities, morbidities, mental health, depression, abnormal laboratory tests, etc. (Kulminski et al. 2011). The LLFS sample represents a population of individuals selected for long life, their children, and spouses. Despite substantial differences in the population settings, all DIs show increases with age, implying that these patterns capture systemic changes during the life course of an aging body (Kulminski et al. 2006).

### 7.4 Deficits Indices and Age as Indicators of Aging-Related Processes

To better understand the potential of Deficits Indices for characterizing agingrelated processes, we investigate to what extent DIs are distinct from age and whether they are a better indicator of aging-related processes than age. We conduct
systematic comparative analyses of DI- and age-specific patterns for a number of statistics including frequency distributions, correlations, time to death patterns, mortality rates, and relative risks of death. Because one of the key characteristics of aging is mortality, we consider to what extent a DI can discriminate the population at risk of death, compared to age. The results are presented for a DI constructed in the NLTCS sample using 32 deficits characterizing disabilities, diseases, and problems with vision, hearing, and teeth (Kulminski et al. 2007a).

### 7.4.1 Frequency Distributions

Summary statistics (samples sizes, means, standard deviations, kurtosis, and skewness) of the marginal distributions of the DI (Panel A) and age (Panel B) along with bar charts are shown in Fig. 7.2 for two groups of NLTCS individuals: (1) those who survived 1 year and (2) those who died within 1 year after interview.

Figure 7.2 shows that the NLTCS sample is relatively old and unhealthy, as evidenced by the relatively large mean values of age and the DI in this sample (Fig. 7.2, insets). Decedents are older and have larger mean DI levels compared to survivors. Similarly, the DI and age frequency patterns of the survivors have larger skewness (shape) parameters than decedents. That is, compared to decedents, survivors are less likely to have large DI values and to be at the oldest ages. This implies that the frequency patterns for survivors are closer in shape to a gamma distribution, while those for deceased individuals are bell-shaped being closer to a normal distribution (Fig. 7.2). The kurtosis parameters of the frequency


Fig. 7.2 The DI (Panel a) and age (Panel b) frequency patterns for NLTCS participants who were examined in 1982, 1984, 1989, 1994, and 1999 and either survived 1 year ( $A l$ ) or died within 1 year $(D)$ after the date of the interview. Insets show characteristics of the population marginal distributions, including the number of person-observations $(N)$, mean DI (MDI), mean age (MA), standard deviation (SD), Kurtosis, and Skewness
distributions show that the DI- and age-specific patterns for decedents are flatter than those for survivors.

### 7.4.2 Correlation of the DI and Age

The correlation between the DI and age is small. Specifically, the Pearson correlation coefficient between the DI and age in the entire NLTCS sample is $r_{D I-A g e}=0.193(p<0.01)$. It is even smaller for decedents, $r_{D I-A g e}=0.127$ ( $p<0.01$ ) and of the same magnitude for survivors, $r_{\text {DI-Age }}=0.183(p<0.01)$. These weak correlations between the DI and age imply that a small DI is not necessarily found only in younger individuals and that a large DI is not necessarily found only among the oldest members of the sample. This important result shows that deficits can be accumulated in a person independently of age.

### 7.4.3 DI-Specific Age Patterns for Decedents and Survivors

If individuals can accumulate deficits at any age, this measure can be used as a health index, implying that accumulation of deficits is associated with higher chances of death. Then decedents should have larger DI values than survivors at any age. Figure 7.3 shows that this is the case; the entire pattern for decedents is shifted up toward larger DI values, i.e., individuals with smaller numbers of deficits live longer regardless of age. By contrast, having a large DI can be predictive of death regardless of age as well. Figure 7.3 also shows that the DI age pattern for decedents is flatter than that for survivors. This is likely caused by a saturation

Fig. 7.3 Five-year age patterns of the DI for NLTCS participants who either survived or died within 1 year after the respective interview. Bars showing $95 \%$ confidence intervals ensure that differences in DI levels for survivors and deceased individuals are highly significant in each age group

effect, given the limited abilities of an organism to cope with multiple health problems, that is compatible with the existence of an upper limit in deficit accumulation (Rockwood and Mitnitski 2006). This is further supported by the finding that the average number of 15 major causes of death in multiple cause of death mortality data for decedents aged 65 years or older is relatively constant ( $\sim 1.9-2.1$ ) across 5-year age groups up to age 99 (Stallard 2002, Table 7).

### 7.4.4 The DI and Age Patterns of Time to Death

To empirically evaluate the relationship of the DI and age with survival, we considered the distribution of time to death (TTD) among NLTCS participants of different ages or levels of accumulated deficits. Figure 7.4 shows the mean TTD (the number of years individuals stay alive after interview) for individuals in different age groups and DI levels. Obviously, younger individuals have longer life spans. A striking result is that the DI-specific distribution of the TTD resembles that for the age despite the small correlation of the DI with age. This finding provides further evidence that individuals have longer life spans when they have smaller DI values, virtually independent of age.

Figure 7.5a displays the mean values of the DI and age (vertical axis) for individuals who survive the indicated number of years after interview (horizontal axis). These patterns suggest that the DI can better characterize the chances of death, especially during a short follow-up period, than age. Indeed, Fig. 7.5b shows that correlation of DI with TTD ( $r_{D I-T T D}$ ) is much stronger than that of age with TTD ( $r_{\text {Age-TTD }}$ ) within shorter follow-up periods. For longer follow-up periods, this difference diminishes and the correlation coefficients $r_{A g e-T T D}$ and $r_{D I-T T D}$ become similar.

Fig. 7.4 Time to death (TTD) distributions by DI levels and age groups for NLTCS participants. Bars show $95 \%$ confidence intervals


Fig. 7.5 Panel a Time to death (TTD) patterns of the DI (left axis) and age (right axis) for NLTCS participants. Bars show $95 \%$ confidence intervals. Panel b Pearson correlation coefficients among DI and TTD ( $r_{D I-T T D}$ ) and age and TTD ( $r_{\text {Age-TTD }}$ ) for individuals who survive at least the number of years after respective interview shown in the $x$ axis


### 7.4.5 The DI and Age Specific Mortality Rates

To ascertain whether the foregoing conjecture is manifested in mortality patterns, we calculated 1 -year age- and DI-specific mortality rates. Figure 7.6a explicitly shows that the DI is associated with mortality. Individuals having small DIs also have smaller chances of death within 1 year after interview. These chances increase in an accelerated pattern as the DI increases. At large DIs (about $50 \%$ and larger), the increase in the mortality rates decelerates likely reflecting a limit in the deficit accumulation (Rockwood and Mitnitski 2006).

The accelerated increase in mortality rates with increasing DI (Fig. 7.6a) is exponential up to the $51-60 \%$ level and then flattens, which, as indicated, likely reflects a limit in deficit accumulation. By comparison, the accelerated increase in the age-specific mortality rates (Fig. 7.6b) is exponential up to the oldest age interval ( $100+$ ), which is consistent with the Strehler-Mildvan model of mortality and age (Strehler and Mildvan 1960). Note that because the NLTCS sample has an


Fig. 7.6 The DI-specific (Panel a) and age-specific (Panel b) patterns of the mortality rate for NLTCS participants. Bars show $95 \%$ confidence intervals
over-representation of disabled individuals, the age-specific mortality rates are larger than those for the general U.S. elderly population aged $65-85$ years (Akushevich et al. 2005).

### 7.4.6 Relative Risks of Death

To better assess the potential of the DI for characterizing the chances of death compared to age, we evaluated the relative risk (RR) of death for the DI and age. The analyses were conducted using univariate (i.e., either the DI or age were included as predictors) and multivariate (both the DI and age were included as predictors) Cox regression models. Table 7.1 shows the results of the analyses for the occurrence of death within 1-4 years of follow-up. Univariate analyses using either the DI or age as a predictor variable show that the RRs resemble those from multivariate analyses with both the DI and age included (Table 7.1). In other words, the DI and age are largely independently associated with mortality risks.

Table 7.1 shows that the RR of death associated with a $1 \%$ increment in the DI $\left(R R_{D I}\right)$ is larger than that associated with the 1-year increment in age $\left(R_{\text {Age }}\right)$ for a 1 -year follow up in the multivariate model. For the longer follow-up times, the $R R_{\text {Age }}$ increases whereas the $R R_{\text {DI }}$ declines. These opposite dynamics imply a diminishing contribution of specific health factors to the risk of death compared to the non-specific ones which are likely associated with the inherent process of biological senescence.

Because the range of variation in the DI and age are different, we also evaluated the cumulative risk of death due to accumulated deficits $\left(\mathrm{CR}_{\mathrm{DI}}\right)$ and age $\left(\mathrm{CR}_{\text {Age }}\right)$. Specifically, while the DI theoretically ranges between $0 \%$ and $100 \%$, we defined the range of the DI as zero to the empirical maximum for the DIs in our data and elsewhere (Rockwood and Mitnitski 2006), i.e., $70 \%$. The range of age in the
Table 7.1 Logarithm of the relative risks (beta) of death within 1-4 years of follow up after examination of NLTCS participants

| Follow up, years | Univariate |  |  |  | Multivariate |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Beta ${ }_{\text {Age }}$ | SE | Beta ${ }_{\text {DI }}$ | SE | Beta ${ }_{\text {Age }}$ | SE | Beta ${ }_{\text {DI }}$ | SE | $\mathrm{CR}_{\text {Age }}$ | $\mathrm{CR}_{\text {DI }}$ | $\mathrm{CR}_{\text {DI }} / \mathrm{CR}_{\text {Age }}$ |
| 1 | 0.048 | $2.7 \times 10^{-3}$ | 0.042 | $1.3 \times 10^{-3}$ | 0.033 | $2.7 \times 10^{-3}$ | 0.039 | $1.3 \times 10^{-3}$ | 3.7 | 15.3 | 4.1 |
| 2 | 0.053 | $1.9 \times 10^{-3}$ | 0.036 | $9.1 \times 10^{-4}$ | 0.041 | $1.9 \times 10^{-3}$ | 0.033 | $9.3 \times 10^{-4}$ | 5.2 | 10.1 | 2.0 |
| 3 | 0.056 | $1.6 \times 10^{-3}$ | 0.035 | $7.5 \times 10^{-4}$ | 0.044 | $1.6 \times 10^{-3}$ | 0.031 | $7.7 \times 10^{-4}$ | 5.8 | 8.8 | 1.5 |
| 4 | 0.056 | $1.4 \times 10^{-3}$ | 0.033 | $6.7 \times 10^{-4}$ | 0.046 | $1.4 \times 10^{-3}$ | 0.029 | $6.8 \times 10^{-4}$ | 6.3 | 7.6 | 1.2 |
| The Cox regression age. The Beta ${ }_{\text {DI }}$ co the text. $P<0.00$ | odels we ins estim all esti | adjusted for es of the loga ates | x. The B thm of th | $\mathrm{a}_{\text {Age }}$ column relative risk | death for | mates of the 1 <br> $1 \%$ increme | arithm <br> in the | erelative vel. $\mathrm{CR}=$ | of dea nulativ | $\begin{aligned} & \text { ra } 1-\mathrm{y} \\ & \mathrm{k} \text { of } \end{aligned}$ | ar increment in h as defined in |



Fig. 7.7 Relative risks of death within 4 years of follow up for NLTCS participants stratified by DI levels (Panel a) and age (Panel b). Dashed lines show $95 \%$ confidence intervals

NLTCS was from 65 years to about 105 years, a span of 40 years. The cumulative risk was calculated for a $70 \% \mathrm{DI}$ increment as, e.g., $\mathrm{CR}_{\mathrm{DI}}=\exp (70 \times 0.039)=15.3$ for the 1 -year follow-up. Similarly, we have for the 40 -year age span, e.g., $\mathrm{CR}_{\text {Age }}=\exp (40 \times 0.033)=3.7$ for the 1 year follow-up. Table 7.1 shows that the DI predicts the cumulative chances of death better than age, especially within a short-time horizon when the ratio $\mathrm{CR}_{\mathrm{DI}} / \mathrm{CR}_{\mathrm{Age}}$ is particularly large. These observations support our conclusion from the analyses in Fig. 7.5, that the DI can better characterize the chances of death than can age.

Given a possible nonlinear effect of the DI on the risk of death (see Fig. 7.3), we evaluated the RRs of stratified DI and age groups for death events occurring within the 4 -year follow-up. The risks of death were contrasted to the lowest ( $0-10 \%$ ) DI level and the youngest (65-69) age group (Fig. 7.7). The $\mathrm{RR}_{\mathrm{DI}}$ increases in a nonlinear fashion similar to that of the $\mathrm{RR}_{\text {Age }}$. At smaller DI levels and younger ages, there is an accelerated growth of the risks which decelerates at large DIs and old ages.

The results of these comparative analyses of the roles of the DI and age as indicators of the aging-related processes provide evidence in support of the following three major conclusions. First, the DI can be a useful summary of the aging phenotype in models of mortality, aging, and survival. Second, the DI can characterize aging-related processes independently of age. Third, the DI is a better indicator of these processes than age.

### 7.5 Longitudinal Analyses: The DI as an Indicator and Predictor of Long Life

Analyses using cross-sectional data can be biased by differential exposures of different birth cohorts to changing environments. More precise information on the role of the DI as a characteristic of the aging-related processes and chances of
living long lives is available in longitudinal data collected on the same individuals as they age. The connections of the DI with aging-related processes in longitudinal settings were analyzed using the sample of the U.S. elderly individuals who participated in four waves of the NLTCS conducted in 1984, 1989, 1994, and 1999. The problem addressed in this section is the ability of the DI to differentiate long- and short-life phenotypes in this longitudinal context.

### 7.5.1 Construction of Long- and Short-Life Phenotypes

Three cohorts of NLTCS respondents with distinct survival profiles were selected. The first cohort comprised individuals who lived short lives and died when they were between 65 and 74 years of age; the short-lived cohort, denoted SL. The SL cohort was between 65 and 74 years of age at baseline in the 1984 survey with mean age and standard deviation ( $\mathrm{MA} \pm \mathrm{SD}$ ) equal to $68.4 \pm 2.4$. The second cohort consists of respondents who lived long lives but died when they were 85+ years of age; the long-lived and deceased cohort, denoted LLD. The LLD cohort was between 66 and 110 years of age ( $\mathrm{MA} \pm \mathrm{SD}=82.5 \pm 6.5$ ) at baseline. The third cohort comprises individuals who lived long lives and were alive at the end of the observation in August, 2003; the long-lived and alive cohort, denoted LLA. The LLA cohort was between 65 and 92 years of age ( $\mathrm{MA} \pm \mathrm{SD}=70.6 \pm 4.4$ ) at baseline. The choice of the age cutoffs distinguishing these cohorts is flexible an analysis of different age cutoffs adjusted to available sample sizes showed that the results are consistent across these methodological decisions.

### 7.5.2 Longitudinal Changes of the Mean DI in the SL, LLD, and LLA Cohorts

Figure 7.8 shows the longitudinal changes in mean DI in the SL, LLD, and LLA cohorts across the subsequent examinations. These analyses included individuals who were alive in a given NLTCS wave and had no missing information on DI. It can be seen that the DIs for individuals from the SL cohort are larger than those for individuals from the LLD cohort, and the DIs for the LLD cohort are substantially larger than the DIs for individuals from the LLA cohort.

Because individuals with higher DI levels are more likely to die (Fig. 7.6a), the longitudinal patterns of the DI for the SL and LLD cohorts in Fig. 7.8 represent a superposition of two major processes. One is selective survival of robust individuals (i.e., those with low DI levels) who have a greater chance of surviving to older ages. This selection process lowers the mean DI of the surviving members of the cohorts over time. The second process is an accumulation of aging-related health deficits in members of the cohorts. This process increases the mean DI of the cohort

Fig. 7.8 Longitudinal changes of the mean DI among NLTCS respondents in the $S L, L L D$, and $L L A$ cohorts since the 1984-wave baseline. Bars show $95 \%$ confidence intervals

members over time. To delineate compositional (e.g., due to death) and agingrelated changes in the DI over time, we followed the same individuals longitudinally. For these analyses, we selected individuals from the SL and LLD cohorts who had no missing observations and were alive in the 1984 and 1989 waves (for the SL) and in the 1984, 1989, and 1994 waves (for the LLD). By construction, all members of the LLA cohort were living in each wave. Figure 7.9a shows that to live long lives individuals should have low DIs and keep this low level over time.

Given the admixture of various birth cohorts in the SL, LLD, and LLA samples and the potential sensitivity of different cohorts to changing social, economic, and health care environments, we examined the dynamics of the mean DI in more homogeneous 10 -year birth cohorts. Figure $7.9 b$ shows that the DI patterns for the 1910-1919 birth cohort resemble those in the entire samples shown in Fig. 7.9a, implying no substantial non-additive modulation by non-overlapping birth cohorts. Further, the DI patterns in Fig. 7.9b ensure that long life is indeed characterized by low DI levels over time in relatively homogeneous birth cohorts. Figure 7.9b also shows that older individuals from early birth cohorts from the LLD and LLA samples tend to accumulate deficits with more acceleration than younger individuals from the later birth cohorts.

The results of the longitudinal analyses of the DI variation over time presented in this section confirm our inferences from the cross-sectional analyses that the DI is a sensitive summary of aging-related processes in older individuals. These results show that the DI can robustly differentiate individuals with respect to their chances of living long lives.

### 7.5.3 The DI as an Indicator of Frailty

Because the DI can characterize aging-related processes and lifespan in humans, it can be used as a reliable indicator of frailty. Indeed, frailty is traditionally

Fig. 7.9 Aging-related dynamics of the mean DI among NLTCS respondents in the SL, LLD, and LLA cohorts who were alive and examined in the 1984 and 1989 waves (for the SL cohort) and in the 1984, 1989, and 1994 waves (for the LLD and LLA cohorts). Panel a Dynamics for all birth cohorts combined. Panel b Dynamics for 10-year birth cohorts when applicable (shown in the inset along with the sample sizes)

considered as a physiological state that results from the general decline of an organism's reserves and deregulation of multiple physiologic systems which is likely associated with biological aging. Frail individuals are believed to have increased non-specific vulnerability and are more susceptible to various adverse health outcomes including death, disability, and hospitalization (Ferrucci et al. 2003; Fried et al. 2001; Mitnitski et al. 2005; Newman et al. 2001; Puts et al. 2005; Woo et al. 2006). The problem is how to define frailty (Bergman et al. 2007; Bortz 2002; Fisher 2005; Lally and Crome 2007; Levers et al. 2006; Rockwood and Mitnitski 2011; Rothman et al. 2008).

One widely-used operational definition of frailty proposed by Fried et al. (2001) distinguishes phenotypic frailty as a clinical syndrome, i.e., a set of signs and symptoms that tend to occur together thus characterizing a specific medical condition. This phenotypic frailty definition rests on selected indicators of physical frailty, i.e., unintentional weight loss, exhaustion, weakened grip strength, slow walking, and low physical activity. It is believed that physical frailty is due to physiological aging (the basic cause) and disease (serving as a risk factor) and results in an inability to cope with everyday stresses of life and, thus, in an increased
vulnerability to adverse health outcomes (Bergman et al. 2007; Fisher 2005; Fried et al. 2001).

Another widespread approach, that articulated by Rockwood and Mitnitski (Mitnitski et al. 2004; Rockwood et al. 2004), is based on the characterization of frailty as a non-specific multifactorial state that is better characterized by the quantity rather than the quality of deficits accumulated by individuals during their life courses, i.e., by the DI. According to the DI approach, frailty reflects the impact of physiological aging and results in increased vulnerability to adverse health outcomes, including death. Deficits, however, are considered as non-specific and equally weighted markers of frailty rather than as risk factors. To better understand the rationale behind this (at first glance, oversimplified) approach, let us assume that the impact of physiological aging on the risk of death outweighs the impact of a particular disease at advanced ages. Indeed, while the total and some cause-specific (particularly acute) mortality risks continue to increase among the oldest-old, the relative risks of deaths due to particular causes (e.g., fractures, heart disease, cancer, etc.) seem to decline (see, e.g., Center et al. 1999; Forsen et al. 1999; Horiuchi and Wilmoth 1997; Richmond et al. 2003). That is, aging-associated increases in mortality may happen regardless of the specific health disorders yet be accompanied by increasing numbers of deficits (of diverse nature) in individuals.

What is the potential of each of these two approaches for characterizing non-specific vulnerability to death? To address this question, we focused on comparative analyses of the DI approach and the originally defined phenotypic frailty (Fried et al. 2001) in the same dataset: the main cohort of the Cardiovascular Health Study (CHS) (Kulminski et al. 2008b).

### 7.5.4 The Phenotypic Frailty Index (PFI) and the DI

The PFI was defined using five components: weight loss, exhaustion, low activity, slowness, and grip strength following Fried et al. (2001) as described in Kulminski et al. (2008b). According to this criterion, Fried et al. (2001) defined three frailty phenotypes: robust (no positive components for frailty), pre-frail (1-2 positive components), and frail ( $3+$ positive components) arguing that groups "with three components positive for frailty had significantly worse survival than those with two components, or the "no frailty" groups."

The DI was defined based on counts of 48 deficits including pulmonary diseases; nervous/emotional disorder; high blood pressure; hearing problems; vision problems; heart disease; diabetes; arthritis; cancer; difficulty walking; feeling about life; life satisfaction; people to talk to when lonely; walking for exercise; household chores; mowing lawn; raking lawn; gardening; exercise cycle; dancing; calisthenic exercises; pulmonary embolus; sleep on $2+$ pillows to help breathe; awakened by trouble breathing; swelling of feet/ankles; pain in leg; pneumonia; asthma; cough; shortness of breath; palpitations; dizziness; fatigue; weakness; nausea; indigestion;
diarrhea; groggy; trouble falling asleep; walking 0.5 mile, ten steps; difficulties lifting, reaching out, gripping; bleeding; problems staying; hypotension, and major ECG abnormality (Kulminski et al. 2008b).

### 7.5.5 The PFI and DI as Predictors of Death

Because the DI is a quasi-continuous index ranging theoretically from $0 \%$ to $100 \%$, whereas the PFI is categorical one, we need an appropriate strategy for comparing their effects on survival. One approach is to categorize the DI into three categories (Kulminski et al. 2008b) which have to be similar to those for the PFI. To do so, the following strategy was adopted. A preliminary categorization was performed arbitrarily. Then it was refined in order to have the same estimates of the relative risks of death in the Cox regression model when it includes both the 3-level PFI (PFI3) and 3-level DI (DI3). This procedure yields the estimates for the DI3 and PFI3 shown in Table 7.2 (column "RR") and results in the DI categorization as shown in Table 7.2 (column "Cut-offs") with the frequency of subjects shown in column " N ".

The sample then was stratified by categories of the PFI3 and DI3 into nine sub-groups as shown in Table 7.3. Table 7.3 and Fig. 7.10, respectively, show the relative risks of death and survival functions for each subgroup evaluated using the Cox proportional hazard regression model within a 5 year follow-up period after the baseline examination. Individuals who were recognized as frail by both the phenotypic frailty and deficit definitions (Table 7.3; $\mathrm{N}=274$ ) have the lowest survival prospects and die faster than those in the other sub-groups. For sub-groups 6 and 8, the RRs and survival are nearly the same. Sub-group 8 is recognized as frail by the PFI and as pre-frail by the DI (Table 7.3; $\mathrm{N}=69$ ). Individuals in this sub-group, however, have the same risk of dying as in group 6 (pre-frail by the PFI; $\mathrm{N}=879$ ). Thus, the PFI underestimates risks of mortality for 879 individuals, while the DI underestimates the risk for 69 persons. The PFI also recognizes 18 persons

Table 7.2 Relative risks (RR) of death according to the three-level deficit index (DI3) and threelevel phenotypic frailty index (PFI3) in the sample of CHS participants

| Index | Condition | Cut-offs | N | RR | 95 \% CI |
| :--- | :--- | :--- | :--- | :--- | :--- |
| PFI3 | Robust | 0 of 5 | 2008 | Reference |  |
|  | Prefrail | $1-2$ of 5 | 2352 | 1.55 | $1.26-1.90$ |
|  | Frail | $3+$ of 5 | 361 | 2.46 | $1.85-3.26$ |
| DI3 | Robust | DI $\leq 22 \%$ | 1764 | Reference |  |
|  | Prefrail | $20 \%<$ DI $\leq 31 \%$ | 1528 | 1.51 | $1.19-1.91$ |
|  | Frail | DI $>31 \%$ | 1429 | 2.50 | $1.97-3.15$ |

CI denotes confidence interval
The models were adjusted for sex and age. To balance the follow-up period and the number of deceased persons, a 5-year follow-up period for survival was used in these analyses
Table 7.3 The number of all individuals $\left(\mathrm{N}_{\text {tot }}\right)$ in each sub-group of CHS participants defined according to the same-risk three-level DI3 and PFI3 (see Table 7.2) and those who died ( $\mathrm{N}_{\text {died }}$ ) within a 5-year follow-up period along with relative risks ( RR ) of death for each category

| PHI3 | ID | DI3-robust |  |  | ID | DI3-prefrail |  |  | ID | DI3-frail |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{N}_{\text {tot }}\left(\mathrm{N}_{\text {died }}\right)$ | RR | 95\% CI |  | $\mathrm{N}_{\text {tot }}\left(\mathrm{N}_{\text {died }}\right)$ | RR | 95\% CI |  | $\mathrm{N}_{\text {tot }}\left(\mathrm{N}_{\text {died }}\right)$ | RR | $95 \%$ CI |
| Robust | 1 | 1098 (54) | Reference |  | 2 | 634 (50) | 1.78 | 1.21-2.61 | 3 | 276 (39) | 3.57 | 2.36-5.40 |
| Pre-frail | 4 | 648 (68) | 2.08 | 1.46-2.98 | 5 | 825 (114) | 2.65 | 1.91-3.68 | 6 | 879 (164) | 4.23 | 3.09-5.80 |
| Frail | 7 | 18 (1) | 1.23 | 0.17-8.87 | 8 | 69 (18) | 4.45 | 2.59-7.63 | 9 | 274 (89) | 7.10 | 4.99-10.1 |

ID is the same as in Fig. 7.10. CI denotes confidence interval


Fig. 7.10 Survival curves smoothed by Cox regression for each of the nine selected sub-groups defined on the basis of categorization of the phenotypic frailty index (PFI) and the deficit index (DI) into three categories (see Table 7.3) as robust, pre-frail, and frail: (1) $\mathrm{PFI} 3_{\text {robust }}$ and $\mathrm{DI} 3_{\text {robust }}$; (2) PFI 3 robust and $\mathrm{DI} 3_{\text {pre-frail }}$; (3) $\mathrm{PFI} 3_{\text {robust }}$ and $\mathrm{DI}_{\text {frail }}$; (4) $\mathrm{PFI} 3_{\text {pre-frail }}$ and $\mathrm{DI} 3_{\text {robust }}$; (5) $\mathrm{PFI} 33_{\text {pre-frail }}$ and $\mathrm{DI}_{\text {pre-frail }}$; (6) $\mathrm{PFI}_{\text {pre-frail }}$ and $\mathrm{DI3}_{\text {frail }}$; (7) $\mathrm{PFI}_{\text {frail }}$ and $\mathrm{DI} 3_{\text {robust }}$; (8) $\mathrm{PFI}_{\text {frail }}$ and $\mathrm{DI} 3_{\text {pre-frail }}$; and (9) $\mathrm{PFI}_{\text {frail }}$ and $\mathrm{DI3}_{\text {frail }}$
(sub-group 7) as frail, while only one of them died within at least 5 years and this group is recognized as robust by the DI.

The results of the comparative analyses of the roles of the DI and PFI as a characteristic of frailty and their ability to discriminate chances of death suggest the following:

1. The PFI has clear advantages for clinical operationalization, since only five substantive characteristics for each person are considered. This is also a weak point of this measure, because this operationalization considerably restricts the flexibility of the approach. Specifically, the foregoing analyses show that, for the proposed scale of robust, pre-frail, and frail phenotypes (Fried et al. 2001), the PFI underestimates the chances of death for 879 persons (who are defined by the PFI3 as pre-frail; $\mathrm{ID}=6$ ), while the DI does so for 69 persons (who are defined by the DI3 as pre-frail; $\mathrm{ID}=8$ ) under the same categorization. Clearly, the DI can be categorized more finely to more precisely evaluate chances of death.
2. The DI identifies 274 individuals ( $\mathrm{ID}=9$ ) as frail out of 361 individuals (ID $=7+8+9$ ) recognized as frail by the phenotypic frailty definition. This observation, along with possible connection of the PFI with a frailty syndrome (Fried et al. 2001), indicates that the DI is also frailty-related.
3. The foregoing results suggest that an integration of both approaches is highly promising for increasing the precision of mortality risk discrimination, especially among the most vulnerable part of the elderly. This means that from the health and well-being history of an individual, the survival chances of elderly individuals can be evaluated more precisely by using both a measure of health/ well-being and a more specific measure. This conclusion seems to be intuitively
clear, especially for clinicians, but it has not been formally stated and demonstrated. The DI provides a reasonable alternative for operationalizing this intuitive understanding using an appropriate measure of health/well-being and linking it to the aging-associated processes in an organism (Kulminski et al. 2006, 2007a; Yashin et al. 2007b). A possible disadvantage of the DI associated with problems with its clinical translation is mitigated by wide-spread informational technologies used in clinical practice. From these, the whole-life health and well-being history of an individual can be readily made available to clinicians. Linked with standardized procedures for construction of cumulative indices (Searle et al. 2008), this approach may become a powerful alternative to the phenotypic frailty approach.

### 7.5.6 Mid-to-Late Life DIs and Physiological Indices as Characteristics of Long-Term Survival

Historically, studies of the properties of the DI were largely limited to elderly individuals. Contemporary priorities of aging research include the identification of the most important factors contributing to a long and healthy life throughout the entire life course. Consequently, a focus on a wide spectrum of potential determinants of long and healthy life, as well as on early-life conditions is of importance (Hadley and Rossi 2005). Does the DI retain its predictive power for younger (e.g., middle-aged) individuals? How efficiently can the DI predict survival? Can the DI compete with traditional (e.g., physiological) risk factors? Answers to these questions can contribute greatly to understanding aging-associated processes because the underlying tool, the DI, has the potential of bringing into the analysis additional health dimensions typically ignored due to their small, inconsistent or non-significant effects on survival.

To address these questions, we focus on the DI and a set of five physiological indices (termed endophenotypes) that are among traditional cardiovascular risk factors consistently assessed and documented in the Framingham Heart Study (FHS) (Gagnon et al. 1994; Wilson et al. 1998), namely, systolic blood pressure (SBP, mm Hg ), total cholesterol (TC, $\mathrm{mg} / 100 \mathrm{ml}$ ), blood glucose (BG, $\mathrm{mg} / 100 \mathrm{ml}$ ), body mass index (BMI, $\mathrm{kg} / \mathrm{m}^{2}$ ), and hematocrit (Htc, \%). The analyses are based on data from two representative examinations in the FHS performed in 1964 (9th) and 1974 (14th) using the same 39 deficits (Kulminski et al. 2008b) with comparable diagnostic procedures across time. We use the Cox regression model with a backward likelihood ratio elimination technique to examine the contributions of the DI and the endophenotypes, measured in mid-to-late-life, to long-term survival of the FHS participants. Long-term survival was defined by the currently maximal time horizon available for participants of the 14th examination, i.e., 34 years (the last known vital status assessment was in 2008).

Analyses were initially performed for each examination separately to ensure that the estimates were not affected by possible secular trends. Since the results were
comparable across these examinations, we pooled the data to increase the statistical power. We selected 10-year birth cohorts of the same chronological age in the 9th and 14th examinations which did not overlap between the examinations (because they were 10 -years apart). Excluding individuals with missing values for either covariate, the sample comprised five birth cohorts with participants aged: (1) younger than 50 years $\left(\mathrm{N}_{9 \text { th }}=448, \mathrm{~N}_{14 \mathrm{th}}=0\right)$, (2) $50-59$ years $\left(\mathrm{N}_{9 \text { th }}=1301\right.$, $\mathrm{N}_{14 \mathrm{th}}=449$ ), (3) 60-69 years $\left(\mathrm{N}_{9 \mathrm{th}}=995, \mathrm{~N}_{14 \mathrm{th}}=1234\right)$, (4) $70-79$ years $\left(\mathrm{N}_{9 \mathrm{th}}=463, \mathrm{~N}_{14 \mathrm{th}}=708\right)$, and (5) 80 years and older $\left(\mathrm{N}_{9 \mathrm{th}}=0, \mathrm{~N}_{14 \mathrm{th}}=215\right)$ at the 9 th and 14th examinations. The models were adjusted for sex, age, and smoking status.

### 7.5.7 The DI, Endophenotypes, and Long-Term Survival in the FHS

The analyses of the risks of survival within the entire 34-year follow up period show that the DI and each endophenotype can characterize the risk of death individually, i.e., in a univariate model with one predictor variable (i.e., the DI or endophenotype) included (Table 7.4). However, these effects are sensitive to age. For example, the DI and all five endophenotypes confer significant risks of death only for the $50-59$ age group. Multivariate analyses show that the most significant predictors of death are the DI, SBP, and BG. They confer risks of death virtually independently, i.e., additively. The SBP outperforms the DI in terms of significance of the estimates in younger age group ( $<50$ years), whereas the DI is the only highly significant predictor in the oldest group ( $80+$ years). To ensure that deaths that occurred within a shorter follow-up period do not alter inferences for long-term survival, we estimated the models with subjects who died within first 10 years of follow-up excluded. The estimates resemble those for the multivariate models (Table 7.4).

The analyses of the role of the DI and five traditional cardiovascular risk factors (i.e., SBP, BG, BMI, TC, and Htc) measured in mid-to-late life as predictors of long-term survival show that DI, SBP, and BG are the most significant. Further, these three factors show additive effects implying that they characterize non-overlapping health dimensions contributing to mortality through different pathways. This finding is in agreement with additive effects of major physiological risk factors evidenced in prior studies (e.g., Grundy et al. 1999; Wilson et al. 1998). The highly significant effect of the DI on long-term survival of the oldest-old study participants (i.e., $80+$ years) suggests that the DI can be a sensitive and particularly informative predictor of longevity for the oldest-old.
Table 7.4 Logarithm of the relative risks (beta) of death for the DI and five physiological endophenotypes in a sample of FHS participants

| Age | $\mathrm{N}_{\text {total }}$ | $\mathrm{N}_{\text {died }}$ | Model | DI |  | SBP |  | BG |  | BMI |  | TC |  | Htc |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Years |  |  |  | Beta | SE | Beta | SE | Beta | SE | Beta | SE | Beta | SE | Beta | SE |
| <50 | 448 | 201 | Uni | 0.71 *** | 0.19 | $0.19^{\dagger}$ | 0.04 |  |  | $0.28{ }^{* *}$ | 0.09 | 0.04 ** | 0.02 |  |  |
|  | 448 | 201 | Multi | 0.60 ** | 0.20 | $0.16{ }^{\dagger}$ | 0.04 |  |  |  |  | $0.03^{\#}$ | 0.02 |  |  |
|  | 426 | 179 | 10-years | $0.47{ }^{*}$ | 0.22 | $0.18^{\dagger}$ | 0.04 |  |  |  |  |  |  |  |  |
| 50-59 | 1750 | 1278 | Uni | $0.58{ }^{\dagger}$ | 0.06 | $0.14{ }^{\dagger}$ | 0.01 | $0.06{ }^{\dagger}$ | 0.01 | $0.15{ }^{\dagger}$ | 0.03 | 0.02* | 0.01 | 0.13 ** | 0.04 |
|  | 1750 | 1278 | Multi | $0.49^{\dagger}$ | 0.06 | $0.12{ }^{\dagger}$ | 0.01 | $0.05^{\dagger}$ | 0.01 |  |  |  |  | $0.09{ }^{*}$ | 0.04 |
|  | 1573 | 1103 | 10-years | $0.40^{\dagger}$ | 0.07 | $0.11^{\dagger}$ | 0.02 | $0.04{ }^{* * *}$ | 0.01 | $0.07{ }^{\text {\# }}$ | 0.04 |  |  | $0.14 * *$ | 0.05 |
| 60-69 | 2229 | 2093 | Uni | $0.50{ }^{\dagger}$ | 0.04 | $0.09^{\dagger}$ | 0.01 | $0.05^{\dagger}$ | 0.01 | $0.07{ }^{*}$ | 0.03 |  |  |  |  |
|  | 2229 | 2093 | Multi | $0.46{ }^{\dagger}$ | 0.04 | $0.08^{\dagger}$ | 0.01 | $0.05^{\dagger}$ | 0.01 |  |  |  |  |  |  |
|  | 1727 | 1591 | 10-years | $0.37{ }^{\dagger}$ | 0.05 | $0.08^{\dagger}$ | 0.01 | $0.05^{\dagger}$ | 0.01 |  |  |  |  |  |  |
| 70-79 | 1171 | 1168 | Uni | $0.48^{\dagger}$ | 0.05 | $0.09^{\dagger}$ | 0.02 | $0.06{ }^{\dagger}$ | 0.01 |  |  |  |  |  |  |
|  | 1171 | 1168 | Multi | $0.47{ }^{\dagger}$ | 0.05 | $0.08^{\dagger}$ | 0.02 | $0.05^{\dagger}$ | 0.01 | $-0.09^{*}$ | 0.04 |  |  | $-0.08^{\text {\# }}$ | 0.04 |
|  | 662 | 660 | 10-years | $0.35{ }^{\dagger}$ | 0.07 | $0.06{ }^{* *}$ | 0.02 | $0.05^{* *}$ | 0.02 |  |  | $-0.02^{\text {\# }}$ | 0.01 |  |  |
| $80+^{\text {a }}$ | 215 | 215 | Uni | $0.50{ }^{\dagger}$ | 0.11 | 0.08* | 0.04 | 0.06* | 0.03 |  |  |  |  |  |  |
|  | 215 | 215 | Multi | $0.49^{\dagger}$ | 0.11 | $0.06{ }^{\#}$ | 0.04 | $0.05{ }^{\text {\# }}$ | 0.03 |  |  |  |  |  |  |

Ten-years: the model for the 34-year follow up with deaths occurring within the first 10 years of follow up excluded SE denotes standard error. Blank cells denote the estimates with $\mathrm{p}>0.1$
The risks were estimated for a $10 \%$ change in the DI, 10 mmHg change in $\mathrm{SBP}, 10 \mathrm{mg} / 100 \mathrm{ml}$ change in BG and $\mathrm{TC}, 5 \mathrm{~kg} / \mathrm{m}^{2}$ change in BMI, and $5 \%$ change in Htc for better visibility of the coefficients
Uni univariate model with one predictor variable (i.e., the DI or endophenotype) included
Multi multivariate model with all predictor variables included
${ }^{\#} 0.05<\mathrm{p} \leq 0.1,{ }^{*} 0.01<\mathrm{p} \leq 0.05,{ }^{* *} 0.001<\mathrm{p} \leq 0.01,{ }^{* * *} 10^{-4}<\mathrm{p} \leq 0.001,{ }^{\dagger} \mathrm{p} \leq 10^{-4}$ survived to ages $90+$ years

### 7.6 Conclusion

The results of the analyses presented in this chapter help in conceptualizing a new instrument for measuring aging-related processes in humans, the DI, which is promising for applications in population and clinical settings. Specifically, comparative analyses of statistical properties of various age- and DI-specific outcomes, including frequency distributions, time to death, and mortality, strongly support the role of the DI as a tool to characterize aging-related processes in the elderly independently of age. Accordingly, the DI is not merely a substituent for age, but an alternative summary of the aging-related processes. The ability of the DI to robustly characterize aging-related processes and disentangle phenotypes of short and long lives is confirmed in the analyses using longitudinal data on the same individuals. The DI appears to be a better measure of phenotypic frailty in elderly individuals than an alternative tool developed by Fried and colleagues (2001). An important finding is that the DI can robustly predict longevity and long-term survival of mid-aged individuals which is of inherent concern in public health applications. Our analyses show that the DI in this context outperforms many conventional characteristics such as BMI, lipids, and hematocrit.
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# Chapter 8 <br> Dynamic Characteristics of Aging-Related Changes as Predictors of Longevity and Healthy Lifespan 
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### 8.1 Introduction

Individual age trajectories of physiological indices are the product of a complicated interplay among genetic and non-genetic (environmental, behavioral, stochastic) factors that influence the human body during the course of aging. Accordingly, they may differ substantially among individuals in a cohort. Despite this fact, the average age trajectories for the same index follow remarkable regularities. As an illustration, Fig. 8.1a shows the age trajectories of the mean values for selected physiological indices using the data on the original cohort of the Framingham Heart Study (FHS).

It can be seen from Figs. 8.1a and 8.1 b that some indices tend to change monotonically with age: the level of blood glucose (BG) increases almost monotonically; pulse pressure (PP) increases from age 40 until age 85 , then levels off and shows a tendency to decline only at later ages. The age trajectories of other indices are non-monotonic: they tend to increase first and then decline. Body mass index (BMI) increases up to about age 70 and then declines, diastolic blood pressure (DBP) increases until age 55-60 and then declines, systolic blood pressure (SBP) increases until age 75 and then declines, serum cholesterol (SCH) increases until age 50 in males and age 70 in females and then declines, ventricular rate (VR) increases until age 55 in males and age 45 in females and then declines. With small variations, these general patterns are similar in males and females.

The shapes of the age-trajectories of the physiological variables also appear to be similar for different genotypes. For example, Fig. 8.1b shows the effect of the APOE e4 allele on average age trajectories of eight physiological indices. While the mean values of BMI and cholesterol differ for e4 and non-e4 carriers (at ages above 55), the pattern of the age-related changes per se remains stable. Figures 8.1a and 8.1 b also shows that gender influences the age trajectories of physiological variables more substantially than genetic differences in the APOE allele. This may


Fig. 8.1a Mean values ( $\pm$ s.e.) of physiological indices among participants of the original cohort of the Framingham Heart Study (FHS) (pooled data of available measurements from exams 1-28)
indicate that factors regulating changes in gene and protein expression during ontogeny may play a more significant role in shaping physiological trajectories than pure genetic variability.

The effects of these physiological indices on mortality risk were studied in Yashin et al. (2006), who found that the effects are gender and age specific. They also found that the dynamic properties of the individual age trajectories of physiological indices may differ dramatically from one individual to the next. The fact that their age dependence affects the shape of the mortality risk function also provides important insights into the mechanisms by which the aging process affects the decline in stress resistance in individuals (Ukraintseva and Yashin 2003; Yashin et al. 2007, 2008, 2009, 2010b).

Researchers continue to study the determinants of the aging rate and the possible contribution of this rate to life span and healthy life span (Arbeev et al. 2005; Austad 2005; Colman et al. 2009; De Martinis et al. 2005; Doubal and Klemera 1990; Nakamura and Miyao 2007, 2008; Nussey et al. 2007; Ruiz-Torres et al. 1994; Ukraintseva and Yashin 2001; Vasto et al. 2010). Since the rate of


Fig. 8.1b Mean values ( $\pm$ s.e.) of physiological indices (males and females combined) in carriers versus non-carriers of APOE e4 allele, in the FHS original cohort
aging literally means the rate of change with age, it is reasonable to assume that individual differences in the aging rate are manifested in the variability of the dynamic properties of individual age trajectories of the physiological indices. And, if the individual aging rate affects life span and healthy life span, then one can expect that the dynamic characteristics of such trajectories will affect morbidity and mortality risks. A number of studies also highlight the importance of using dynamic properties of individual age-associated changes in physiological indices as characteristics of the aging process that predict morbidity and mortality risks, in addition to the use of the age-specific baseline measurements (Andres et al. 1993; Kerstjens et al. 1997; Pekkanen et al. 1994; Rantanen et al. 2003; Ryan et al. 1999; Sircar et al. 2007; Zureik et al. 1997).

In this chapter, we investigate the effects of parameters describing the dynamic relationships of the age trajectories of eight physiological indices to subsequent morbidity and mortality risks among participants of the FHS Original Cohort.

### 8.2 Data and Methods

The FHS data and phenotypes of interest are described in Chap. 2. We investigate the dynamic properties of individual age trajectories for the eight physiological indices described above with the objective of identifying "dynamic" risk factors capable of affecting mortality risk and the onset of an unhealthy life. BG was excluded from the list of indices for analyses of the onset of unhealthy life because in the FHS data the onset of diabetes is specifically defined from the values of BG. In the analyses performed in this chapter, we use longitudinal data from the Original Cohort of the Framingham Heart Study (FHS).

### 8.2.1 Definitions and Evaluation of Dynamic Risk Factors

We first evaluate the effects of the rate of change in physiological indices at ages $40-60$ on mortality risk and risk of onset of unhealthy life at ages $60+$. For this purpose, we approximated the individual trajectories of those physiological indices that show nearly linear dynamics (for females and/or males) at ages 40-60 (BG, BMI, H, SBP, and PP) by a linear function of the form $y(x)=a_{40-60}+b_{40-60}(x-40)$, where $x$ is age and $y$ is the value of the physiological index at age $x$. Individuals having less than five observations of an index at ages 40-60 were excluded from the analyses. Consequently, we have estimates of three risk factors for each individual and each index: an initial value of the index at age 40 (i.e., $a_{40-60}$, referred to as "Intercept $\mathbf{4 0 - 6 0}$ " in Tables 8.1 and 8.2 and the text below), the rate of change in the physiological index at ages $40-60\left(b_{40-60}\right.$, "Slope ${ }_{40-60}$ "), and the mean of the absolute values of the residuals, i.e., deviations of observed values of an index from those approximated by a linear function at ages 40-60 ("Variability $\mathbf{4 0 - 6 0}^{\mathbf{0}}$ "). The joint effects of these risk factors on mortality and the incidence of unhealthy life were estimated (separately for each physiological index) by a Cox proportional hazards model with delayed entry (the left truncation time was defined as the maximum of the age at the first FHS exam and 60). Individuals with ages at death (onset of unhealthy life)/censoring below age 60 were excluded from the analyses. Note that although the use of linear functions for describing individual aging-related changes is a rough approximation to monotonic changes, it captures an important dynamic risk factor - the average rate of change of each individual index during the age interval between 40 and 60 years.

Second, we evaluated the effects of dynamic characteristics of physiological indices with non-monotonic age trajectories on mortality risk and risk of onset of "unhealthy life." For this purpose, we approximated the age trajectories of such indices (BMI, DBP, SBP, VR, H, and SCH) by two linear functions. The first approximates the increase in the trajectory at the initial interval $\left[x_{L}, x_{\max }\right]: y(x)=a_{L}+b_{L}\left(x-x_{L}\right)$, where $x$ is age and $y$ is the value of a physiological index at age $x$. The second approximates the subsequent decline in the

Table 8.1 Effects of "dynamic" risk factors calculated from individual trajectories of physiological indices at ages 40-60 on mortality risk at ages 60+ in the Framingham Heart Study (Original Cohort) estimated by Cox proportional hazards regression models

| Physiological index | Risk factor (RF) | $\begin{aligned} & \text { Mean RF } \\ & \text { (St. Dev.) } \end{aligned}$ | Cox regression model |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parameter (S.E.) | Hazard ratio (95 \% C.I.) |
| $\begin{aligned} & \mathrm{BG} \\ & (N=2135, \\ & N_{e}=1946, \\ & \left.N_{c}=189\right) \end{aligned}$ | Intercept ${ }_{40-60}$ | 77.750 (19.789) | $0.005^{*}$ (0.002) | 1.081 (1.010, 1.157) |
|  | Slope $_{40-60}$ | 0.552 (1.953) | $0.068^{\#}$ (0.026) | 1.103 (1.025, 1.188) |
|  | Variability $_{40-60}$ | 8.529 (6.826) | $0.017^{\S}(0.005)$ | 1.083 (1.035, 1.133) |
|  | Sex | 0.453 (0.498) | $0.500^{\dagger}(0.046)$ | $1.648(1.505,1.804)$ |
| $\begin{aligned} & \hline \mathrm{BMI} \\ & (N=742, \\ & N_{e}=600, \\ & \left.N_{c}=142\right) \end{aligned}$ | Intercept ${ }_{40}$ | 25.382 (4.149) | 0.014 (0.012) | 1.071 (0.952, 1.206) |
|  | Slope $_{40-60}$ | 0.071 (0.173) | $-0.161(0.267)$ | 0.973 (0.889, 1.064) |
|  | Variability $_{40-60}$ | 0.639 (0.466) | $0.279^{\#}$ (0.092) | $\mathbf{1 . 1 2 5}$ (1.042, 1.215) |
|  | Sex | 0.439 (0.497) | $0.453^{\dagger}$ (0.088) | 1.573 (1.324, 1.870) |
| $\begin{aligned} & \text { SBP } \\ & (N=3025, \\ & N_{e}=2800, \\ & \left.N_{c}=225\right) \end{aligned}$ | Intercept ${ }_{40-60}$ | 127.201 (22.004) | $0.013^{\dagger}$ (0.001) | 1.331 (1.259, 1.408) |
|  | Slope $_{40-60}$ | 0.553 (1.242) | $0.147^{\dagger}(0.021)$ | 1.209 (1.146, 1.275) |
|  | Variability $_{40-60}$ | 6.358 (2.884) | $0.042^{\dagger}$ (0.007) | 1.141 (1.091, 1.194) |
|  | Sex | 0.433 (0.496) | $0.513^{\dagger}(0.039)$ | 1.671 (1.549, 1.802) |
| $\begin{aligned} & \hline \text { PP }(N=3025, \\ & N_{e}=2800, \\ & \left.N_{c}=225\right) \end{aligned}$ | Intercept $_{40-60}$ | 44.377 (12.927) | $0.022^{\dagger}$ (0.002) | 1.304 (1.236, 1.375) |
|  | Slope $_{40-60}$ | 0.512 (0.851) | $0.274^{\dagger}(0.032)$ | 1.284 (1.213, 1.359) |
|  | Variability $_{40-60}$ | 4.820 (2.038) | $0.038^{8}(0.011)$ | 1.094 (1.041, 1.151) |
|  | Sex | 0.433 (0.496) | $0.535^{\dagger}(0.039)$ | $1.707(1.582,1.842)$ |
| $\begin{aligned} & \mathrm{H}(N=2027, \\ & N_{e}=1813, \\ & \left.N_{c}=214\right) \end{aligned}$ | Intercept ${ }_{40-60}$ | 45.208 (4.634) | $0.073^{\dagger}$ (0.010) | 1.511 (1.353, 1.688) |
|  | Slope $_{40-60}$ | 0.004 (0.285) | $0.876^{\dagger}(0.141)$ | 1.300 (1.197, 1.413) |
|  | Variability $_{40-60}$ | 1.447 (0.629) | $0.102^{\#}$ (0.038) | 1.084 (1.022, 1.150) |
|  | Sex | 0.455 (0.498) | $0.229^{\S}(0.062)$ | 1.257 (1.113, 1.419) |

Notes: ${ }^{*} 0.01 \leq p<0.05,{ }^{\#} 0.001 \leq p<0.01,{ }^{\S} 0.0001 \leq p<0.001,{ }^{\dagger} p<0.0001$, for other estimates: $p \geq 0.05$; Sex: 1 male, 0 female; the other Risk Factors are continuous and calculated as described in the "Data and Methods" section (Sect. 8.2); $N$ denotes the total number of individuals; $N_{e}$ is the total number of events (deaths); $N_{c}$ is the total number of censored individuals; Hazard Ratios for continuous risk factors are for an increase from the first quartile to the third quartile of respective empirical distributions
trajectory at the interval $\left[x_{\max }, x_{R}\right]$ after reaching the maximum value $y_{\text {max }}=a_{L}$ $+b_{L}\left(x_{\max }-x_{L}\right)$ at age $x_{\text {max }}: y(x)=a_{R}+b_{R}\left(x-x_{\max }\right)$. The intervals $\left[x_{L}, x_{R}\right]$ for the fit were defined empirically for each index and sex as follows: [35,55] for VR (females); [40, 60] for VR (males) and SCH (males); [45, 65] for BMI (males) and DBP (females and males); [50, 70] for SCH (females); [55, 75] for BMI (females); [65, 85] for SBP (females and males), and [55, 75] for H. Note that the following restrictions on parameters were used in the estimation procedures: $b_{L}>0, b_{R}>$ 0 , and $a_{R}=a_{L}+b_{L}\left(x_{\max }-x_{L}\right)$, to ensure the appropriate shape of the fit. Individuals having less than six observations of the index at ages $\left[x_{L}-5, x_{R}+5\right]$ and those having estimates of $b_{L}, b_{R}$ at the boundary of allowable values (i.e., nearly zero) were excluded from the analyses. As a result, we have estimates of six risk factors for each individual and each index: an initial value of an index at age $x_{L}$ (i.e., $a_{L}$, referred to as "Intercept $\mathbf{2}_{\mathbf{2 L}}$ " in Tables 8.3, and 8.4 and the text below), the rate of

Table 8.2 Effects of "dynamic" risk factors calculated from individual trajectories of physiological indices at ages $40-60$ on risk of onset of unhealthy life at ages $60+$ in the Framingham Heart Study (Original Cohort) estimated by Cox proportional hazards regression models

| Physiological index | Risk factor (RF) | Mean RF (St. Dev.) | Cox regression model |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parameter (S.E.) | Hazard ratio (95 \% C.I.) |
| $\begin{aligned} & \text { BMI } \\ & (N=545, \\ & N_{e}=464, \\ & \left.N_{c}=81\right) \end{aligned}$ | Intercept $_{40-60}$ | 25.159 (3.987) | $0.030^{*}$ (0.015) | 1.147 (1.003, 1.311) |
|  | Slope $_{40-60}$ | 0.079 (0.165) | 0.426 (0.318) | $1.071(0.969,1.185)$ |
|  | Variability $_{40-60}$ | 0.599 (0.438) | -0.030 (0.122) | 0.989 (0.901, 1.085) |
|  | Sex | 0.421 (0.494) | $0.548^{\dagger}(0.103)$ | 1.729 (1.413, 2.116) |
| $\begin{aligned} & \text { SBP } \\ & (N=2318, \\ & N_{e}=1929, \\ & \left.N_{c}=389\right) \end{aligned}$ | Intercept ${ }_{40-60}$ | 125.695 (20.931) | $0.009^{\dagger}$ (0.002) | 1.221 (1.142, 1.305) |
|  | Slope $_{40-60}$ | 0.552 (1.189) | $0.137^{\dagger}(0.026)$ | 1.184 (1.112, 1.260) |
|  | Variability $_{40-60}$ | 6.127 (2.727) | $0.039^{\dagger}$ (0.009) | 1.120 (1.061, 1.182) |
|  | Sex | 0.409 (0.492) | $0.567^{\dagger}(0.047)$ | $1.762(1.607,1.933)$ |
| $\begin{aligned} & \mathrm{PP}(N=2318, \\ & N_{e}=1929, \\ & \left.N_{c}=389\right) \end{aligned}$ | Intercept $_{40-60}$ | 43.871 (12.501) | $0.014^{\dagger}(0.003)$ | $1.181(1.108,1.260)$ |
|  | Slope $_{40-60}$ | 0.480 (0.818) | $0.251^{\dagger}(0.039)$ | 1.250 (1.169, 1.337) |
|  | Variability $_{40-60}$ | 4.668 (1.953) | $0.049^{\S}(0.013)$ | 1.120 (1.055, 1.189) |
|  | Sex | 0.409 (0.492) | $0.591^{\dagger}$ (0.047) | $1.805(1.646,1.979)$ |
| $\begin{aligned} & \mathrm{H}(N=1519, \\ & N_{e}=1278, \\ & \left.N_{c}=241\right) \end{aligned}$ | Intercept ${ }_{40-60}$ | 44.898 (4.633) | $0.063^{\dagger}(0.011)$ | 1.417 (1.254, 1.602) |
|  | Slope $_{40-60}$ | 0.012 (0.286) | $0.894^{\dagger}(0.163)$ | $1.308(1.188,1.439)$ |
|  | Variability $_{40-60}$ | 1.441 (0.637) | $0.100^{*}$ (0.045) | 1.083 (1.009, 1.162) |
|  | Sex | 0.425 (0.495) | $0.371^{\dagger}(0.070)$ | 1.449 (1.262, 1.663) |

Notes: ${ }^{*} 0.01 \leq p<0.05,{ }^{\#} 0.001 \leq p<0.01,{ }^{\S} 0.0001 \leq p<0.001,{ }^{\dagger} p<0.0001$, for other estimates: $p \geq 0.05$; Sex: 1 male, 0 female; the other Risk Factors are continuous and calculated as described in the "Data and Method" section (Sect. 8.2); $N$ denotes the total number of individuals; $N_{e}$ is the total number of events (onset of unhealthy life); $N_{c}$ is the total number of censored individuals; Hazard Ratios for continuous risk factors are for an increase from the first quartile to the third quartile of respective empirical distributions
increase in the physiological index at ages $\left[x_{L}, x_{\max }\right]$ ( $b_{L}$, "Left Slope"), the maximal value of the index approximated by two linear functions describing the increase and decline in the respective individual indices ( $y_{\max }$, "Max Index"), age at reaching the maximal value of the index ( $x_{\text {max }}$, "Age Max"), the rate of decline in the index at ages $\left[x_{\max }, x_{R}\right]$ ( $b_{R}$, "Right Slope," see also Fig. 8.2 for an illustration), and the mean of the absolute values of residuals, i.e., the deviations of the observed values of an index from those approximated by two linear functions at ages $\left[x_{L}, x_{R}\right]$ ("Variability $\mathbf{y}_{\mathbf{2 L}}$ "). The joint effects of these risk factors on mortality and incidence of unhealthy life were estimated (separately for each physiological index) by the Cox proportional hazards model with delayed entry (the left truncation time was defined as the maximum of the age at the first FHS exam and $x_{\mathrm{R}}$ ). Individuals with ages at death (onset of unhealthy life) or censoring below $x_{\mathrm{R}}$ were excluded from the analyses. If $x_{\mathrm{R}}$ was different for females and males for some index, then the maximum of the two values was used in the (sex-adjusted) model applied to that index. Note that all calculations were performed for individual age trajectories of the indices. As a result, each individual was characterized by a vector of dynamic parameters.

Table 8.3 Effects of "dynamic" risk factors calculated from individual trajectories of physiological indices with non-monotonic patterns on all-cause mortality risk in the Framingham Heart Study (Original Cohort) estimated by Cox proportional hazards regression models

| Physiological index | Risk factor (RF) | Mean RF (St. Dev.) | Cox regression model |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parameter (S.E.) | Hazard ratio (95 \% C.I.) |
| $\begin{aligned} & \text { BMI }(N=1428, \\ & N_{e}=1231, \\ & \left.N_{c}=197\right) \end{aligned}$ | Age max | 65.722 (7.457) | -0.006 (0.005) | 0.911 (0.790, 1.050) |
|  | Max index | 27.724 (4.439) | -0.035 (0.019) | 0.835 (0.690, 1.011) |
|  | Intercept ${ }_{2 L}$ | 25.953 (4.068) | $0.041^{*}$ (0.020) | 1.224 (1.012, 1.481) |
|  | Left slope | 0.229 (0.413) | -0.023 (0.100) | 0.994 (0.946, 1.045) |
|  | Right slope | -0.327 (2.076) | $-0.097^{\dagger}(0.011)$ | 0.977 (0.972, 0.982) |
|  | Variability $_{2 L}$ | 0.733 (0.436) | $0.360^{\dagger}$ (0.072) | 1.177 (1.105, 1.254) |
|  | Sex | 0.384 (0.486) | $0.396^{\dagger}$ (0.061) | 1.486 (1.319, 1.674) |
| $\begin{aligned} & \text { DBP }(N=2982, \\ & N_{e}=2774, \\ & \left.N_{c}=208\right) \end{aligned}$ | Age max | 55.045 (7.104) | -0.002 (0.003) | $0.974(0.893,1.063)$ |
|  | Max index | 86.958 (10.530) | $0.016^{\dagger}(0.004)$ | $1.229(1.118,1.352)$ |
|  | Intercept ${ }_{2 L}$ | 81.001 (11.704) | 0.002 (0.004) | 1.020 (0.936, 1.111) |
|  | Left slope | 0.855 (1.787) | -0.009 (0.019) | $0.991(0.958,1.026)$ |
|  | Right slope | -1.114 (2.732) | $-0.031^{\dagger}(0.005)$ | 0.963 (0.951, 0.975) |
|  | Variability $_{2 L}$ | 3.994 (1.388) | $0.100^{\dagger}(0.015)$ | $1.181(1.125,1.239)$ |
|  | Sex | 0.424 (0.494) | $0.459^{\dagger}$ (0.039) | $1.582(1.466,1.707)$ |
| $\begin{aligned} & \text { SBP }(N=1316, \\ & N_{e}=1124, \\ & \left.N_{c}=192\right) \end{aligned}$ | Age max | 77.113 (6.781) | -0.003 (0.006) | 0.964 (0.831, 1.117) |
|  | Max index | 152.515 (17.810) | -0.002 (0.004) | 0.958 (0.814, 1.127) |
|  | Intercept $_{2 \mathrm{~L}}$ | 137.922 (16.383) | 0.007 (0.004) | 1.173 (0.996, 1.382) |
|  | Left slope | 1.481 (1.469) | 0.007 (0.030) | $1.011(0.925,1.104)$ |
|  | Right slope | -3.007 (7.775) | $-0.024^{\dagger}(0.003)$ | $0.930(0.915,0.946)$ |
|  | Variability ${ }_{2 L}$ | 8.323 (2.979) | 0.022 (0.011) | 1.086 (0.996, 1.184) |
|  | Sex | 0.305 (0.461) | $0.367^{\dagger}$ (0.066) | 1.444 (1.269, 1.643) |
| $\begin{aligned} & \hline \mathrm{VR}(N=1479, \\ & N_{e}=1280, \\ & \left.N_{c}=199\right) \end{aligned}$ | Age max | 47.705 (7.207) | -0.001 (0.005) | 0.994 (0.882, 1.119) |
|  | Max index | 81.312 (10.886) | $0.019^{\dagger}$ (0.004) | 1.299 (1.184, 1.426) |
|  | Intercept $_{2 L}$ | 68.735 (20.786) | $-0.006^{\#}(0.002)$ | $0.901(0.832,0.975)$ |
|  | Left slope | 1.635 (3.135) | -0.025 (0.016) | 0.957 (0.905, 1.013) |
|  | Right slope | -1.064 (2.126) | 0.006 (0.017) | 1.007 (0.964, 1.052) |
|  | Variability $_{2 L}$ | 5.027 (2.001) | $0.035^{*}(0.015)$ | $1.091(1.014,1.173)$ |
|  | Sex | 0.546 (0.498) | $0.569^{\dagger}$ (0.064) | 1.766 (1.558, 2.001) |
| $\begin{aligned} & \text { SCH }(N=2182, \\ & N_{e}=2082, \\ & \left.N_{c}=100\right) \end{aligned}$ | Age max | 55.736 (8.264) | 0.003 (0.004) | 1.037 (0.941, 1.143) |
|  | Max index | 261.990 (42.515) | 0.001 (0.001) | $1.057(0.955,1.170)$ |
|  | Intercept ${ }_{2 L}$ | 231.096 (51.812) | -0.000 (0.001) | 0.977 (0.891, 1.071) |
|  | Left slope | 4.683 (6.591) | 0.001 (0.006) | 1.006 (0.949, 1.067) |
|  | Right slope | -4.609 (10.450) | -0.003 (0.002) | 0.984 (0.966, 1.003) |
|  | Variability $_{2 L}$ | 13.711 (6.309) | $0.011^{\#}$ (0.004) | $1.081(1.025,1.140)$ |
|  | Sex | 0.390 (0.488) | $0.466^{\dagger}$ (0.065) | 1.593 (1.402, 1.810) |
| $\begin{aligned} & \mathrm{H}(N=2193, \\ & N_{e}=2004, \\ & \left.N_{c}=189\right) \end{aligned}$ | Age max | 65.879 (7.058) | $-0.013^{\S}(0.004)$ | 0.837 (0.762, 0.919) |
|  | Max index | 46.740 (3.235) | 0.016 (0.011) | $1.069(0.975,1.172)$ |
|  | Intercept $_{2 \mathrm{~L}}$ | 44.200 (4.013) | 0.016 (0.009) | 1.073 (0.991, 1.162) |
|  | Left slope | 0.369 (0.697) | 0.032 (0.039) | 1.012 (0.983, 1.042) |

Table 8.3 (continued)

| Physiological index | Risk factor(RF) | Mean RF <br> (St. Dev.) | Cox regression model |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parameter (S.E.) | Hazard ratio (95\% C.I.) |
|  | Right slope | -0.520 (2.041) | $-0.028^{\S}(0.008)$ | 0.989 (0.983, 0.995) |
|  | Variability $_{2 L}$ | 1.370 (0.541) | $0.126^{\#}$ (0.043) | $1.084(1.027,1.145)$ |
|  | Sex | 0.413 (0.492) | $0.325^{\dagger}(0.055)$ | 1.385 (1.242, 1.543) |

Notes: ${ }^{*} 0.01 \leq p<0.05,{ }^{\#} 0.001 \leq p<0.01,{ }^{\S} 0.0001 \leq p<0.001,{ }^{\dagger} p<0.0001$, for other estimates: $p \geq 0.05$; Sex: 1 male, 0 female; the other Risk Factors are continuous and calculated as described in the "Data and Method" section (Sect. 8.2); $N$ denotes the total number of individuals; $N_{e}$ is the total number of events (deaths); $N_{c}$ is the total number of censored individuals; Hazard Ratios for continuous risk factors are for an increase from the first quartile to the third quartile of respective empirical distributions

We also evaluated empirical (Kaplan-Meier) estimates of survival functions (and probabilities of staying free of the diseases defining the onset of unhealthy life) for individuals with different values of the dynamic risk factors based on the indices with non-monotonic trajectories (separately for females and males). For each physiological index and each dynamic risk factor ("Age Max," "Max Index," "Intercept ${ }_{2 L}$," "Left Slope," "Right Slope," and "Variability 2L $^{2}$ "), we calculated the values of the risk factor for all eligible individuals from the sample using the procedure described above. Then we evaluated the medians of the resulting empirical distributions of risk factors, separately for females and males. These median values were used to define the sex-specific strata for estimation of survival curves. We assigned individuals of each sex to one of two strata depending on whether the value of the risk factor for this individual was below (this stratum is denoted as "lower half" in Figs. 8.3, 8.4, 8.5, and 8.6) or above (denoted as "upper half" in Figs. 8.3, 8.4, 8.5, and 8.6) the (sex-specific) median value. In case of an odd number of individuals, the individual with the value of the risk factor equal to the median was assigned to the upper stratum. Then we calculated the Kaplan-Meier estimates of the survival curves (conditional on the sex- and index-specific ages $x_{\mathrm{R}}$ ) for individuals in these two strata. Note that individuals with ages at death (onset of unhealthy life) or censoring below $x_{\mathrm{R}}$ were excluded from the analyses, as described above.

The graphs resulting from these calculations are shown in Figs. 8.3, 8.4, 8.5, and 8.6. For example, the median value of the right slopes calculated for BMI in females equals -0.485 . Hence, individuals from the stratum denoted as "lower half" in the upper left graph of Fig. 8.3 are females with values of the right slope of BMI smaller than -0.485 . Individuals belonging to the stratum named "upper half" in the upper left graph of Fig. 8.3 are females with values of the right slope of BMI larger than -0.485 . The conditional survival curves for the two strata presented in this figure deal with individuals who survived to age 75 years or older, which is the value of $x_{\mathrm{R}}$ for BMI in females, as described above.

Table 8.4 Effects of "dynamic" risk factors calculated from individual trajectories of physiological indices with non-monotonic patterns on risk of onset of unhealthy life in the Framingham Heart Study (Original Cohort) estimated by Cox proportional hazards regression models

| Physiological index | Risk factor (RF) | Mean RF (St. Dev.) | Cox regression model |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parameter (S.E.) | Hazard ratio (95\% C.I.) |
| $\begin{aligned} & \mathrm{BMI}(N=642, \\ & N_{e}=461, \\ & \left.N_{c}=181\right) \end{aligned}$ | Age max | 65.530 (7.377) | 0.006 (0.008) | 1.095 (0.873, 1.373) |
|  | Max index | 27.131 (4.081) | $0.061{ }^{*}(0.031)$ | 1.383 (1.001, 1.911) |
|  | Intercept $_{2 \mathrm{~L}}$ | 25.289 (3.797) | -0.042 (0.032) | 0.824 (0.621, 1.094) |
|  | Left slope | 0.251 (0.506) | -0.185 (0.150) | 0.953 (0.883, 1.029) |
|  | Right slope | -0.193 (0.556) | 0.137 (0.111) | 1.025 (0.986, 1.067) |
|  | Variability $_{2 L}$ | 0.707 (0.441) | 0.091 (0.126) | 1.040 (0.936, 1.154) |
|  | Sex | 0.286 (0.452) | $0.478^{\dagger}$ (0.106) | 1.614 (1.310, 1.988) |
| $\begin{aligned} & \text { DBP }(N=1984, \\ & N_{e}=1588, \\ & \left.N_{c}=396\right) \end{aligned}$ | Age max | 55.312 (7.084) | 0.004 (0.005) | 1.054 (0.936, 1.187) |
|  | Max index | 85.795 (10.039) | 0.006 (0.005) | 1.074 (0.954, 1.209) |
|  | Intercept $_{2 \mathrm{~L}}$ | 79.737 (11.383) | 0.009 (0.005) | 1.109 (0.991, 1.241) |
|  | Left slope | 0.817 (1.441) | 0.050 (0.030) | 1.048 (0.992, 1.106) |
|  | Right slope | -0.964 (1.882) | -0.011 (0.013) | 0.988 (0.959, 1.017) |
|  | Variability $_{2 L}$ | 3.892 (1.321) | 0.029 (0.020) | 1.047 (0.983, 1.115) |
|  | Sex | 0.388 (0.487) | $0.504^{\dagger}(0.052)$ | $1.655(1.495,1.833)$ |
| $\begin{aligned} & \hline \operatorname{SBP}(N=378, \\ & N_{e}=188, \\ & \left.N_{c}=190\right) \end{aligned}$ | Age max | 77.962 (6.693) | $-0.032^{*}(0.016)$ | $0.696(0.489,0.991)$ |
|  | Max index | 152.156 (17.512) | $0.023^{\#}(0.009)$ | 1.757 (1.156, 2.670) |
|  | Intercept $_{2 L}$ | 135.743 (16.885) | -0.007 (0.008) | 0.861 (0.591, 1.254) |
|  | Left slope | 1.529 (1.446) | -0.030 (0.068) | 0.959 (0.796, 1.156) |
|  | Right slope | -3.065 (9.409) | 0.001 (0.008) | 1.002 (0.956, 1.050) |
|  | Variability $_{2 L}$ | 8.028 (2.899) | -0.013 (0.030) | 0.956 (0.782, 1.167) |
|  | Sex | 0.214 (0.410) | 0.350 (0.179) | 1.000 (1.000, 1.000) |
| $\begin{aligned} & \mathrm{VR}(N=1087, \\ & N_{e}=937, \\ & \left.N_{c}=150\right) \end{aligned}$ | Age max | 47.356 (7.273) | 0.011 (0.006) | 1.151 (0.984, 1.345) |
|  | Max index | 80.437 (10.362) | 0.005 (0.005) | 1.067 (0.948, 1.200) |
|  | Intercept $_{2 \mathrm{~L}}$ | 67.857 (18.848) | 0.004 (0.003) | $1.071(0.956,1.201)$ |
|  | Left slope | 1.642 (2.434) | 0.029 (0.024) | 1.056 (0.967, 1.154) |
|  | Right slope | -0.897 (1.381) | 0.002 (0.030) | $1.002(0.936,1.073)$ |
|  | Variability $_{2 L}$ | 4.997 (2.054) | 0.006 (0.018) | 1.016 (0.933, 1.106) |
|  | Sex | 0.521 (0.500) | $0.479^{\dagger}$ (0.075) | 1.615 (1.395, 1.869) |
| $\begin{aligned} & \mathrm{CH}(N=1241, \\ & N_{e}=961, \\ & \left.N_{c}=280\right) \end{aligned}$ | Age max | 56.754 (8.208) | -0.004 (0.006) | 0.949 (0.809, 1.113) |
|  | Max index | 262.260 (42.990) | 0.001 (0.001) | 1.029 (0.889, 1.190) |
|  | Intercept $_{2 \mathrm{~L}}$ | 229.538 (49.338) | 0.000 (0.001) | 1.017 (0.890, 1.163) |
|  | Left slope | 4.882 (6.869) | -0.002 (0.007) | 0.991 (0.914, 1.075) |
|  | Right slope | -4.602 (10.158) | -0.002 (0.003) | 0.990 (0.960, 1.021) |
|  | Variability $_{2 L}$ | 13.490 (6.290) | 0.007 (0.006) | $1.051(0.968,1.141)$ |
|  | Sex | 0.314 (0.464) | $0.549^{\dagger}$ (0.099) | $1.732(1.428,2.101)$ |
| $\begin{aligned} & \mathrm{H}(N=1054, \\ & N_{e}=749, \\ & \left.N_{c}=305\right) \end{aligned}$ | Age max | 65.735 (7.040) | -0.000 (0.006) | 0.995 (0.853, 1.160) |
|  | Max index | 46.176 (3.164) | 0.024 (0.016) | 1.108 (0.967, 1.269) |
|  | Intercept $_{2 L}$ | 43.672 (3.760) | -0.000 (0.014) | 0.999 (0.895, 1.116) |
|  | Left slope | 0.396 (0.919) | 0.014 (0.044) | 1.005 (0.973, 1.039) |

Table 8.4 (continued)

| Physiological index | Risk factor (RF) | Mean RF (St. Dev.) | Cox regression model |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parameter (S.E.) | Hazard ratio (95\% C.I.) |
|  | Right slope | -0.485 (1.590) | -0.021 (0.025) | 0.993 (0.976, 1.010) |
|  | Variability ${ }_{2 L}$ | 1.363 (0.544) | 0.109 (0.071) | 1.072 (0.981, 1.171) |
|  | Sex | 0.338 (0.473) | $0.360^{\dagger}$ (0.088) | 1.434 (1.207, 1.704) |

Notes: ${ }^{*} 0.01 \leq p<0.05,{ }^{\#} 0.001 \leq p<0.01,{ }^{\S} 0.0001 \leq p<0.001,{ }^{\dagger} p<0.0001$, for other estimates: $p \geq 0.05$; Sex: 1 male, 0 female; the other Risk Factors are continuous and calculated as described in the "Data and Methods" section (Sect. 8.2); $N$ denotes the total number of individuals; $N_{e}$ is the total number of events (onset of unhealthy life); $N_{c}$ is the total number of censored individuals; Hazard Ratios for continuous risk factors are for an increase from the first quartile to the third quartile of respective empirical distributions


Fig. 8.2 Dynamic characteristics of a hypothetical non-monotonically changing physiological index (denoted here " $D B P$ ") considered as potential risk factors: (1) Maximum value; (2) Age at which the maximum has been reached; (3) Average rate of decline after reaching the maximum. The figure illustrates evaluation of average rates of decline in two individuals having the same pattern of increase until reaching the maximum, and different patterns of decline after reaching the maximum: (a) the thick solid line for a rapidly declining index and the thin solid line for its approximation by a straight line; (b) the thick dotted line for a slowly declining index and the thin dotted line for its linear approximation. The slopes of respective straight lines are considered as risk factors for mortality and onset of "unhealthy life"

### 8.2.2 Statistical Analyses

Statistical analyses and graphic output were performed with SAS/STAT (© SAS Institute Inc.) and MATLAB (© MathWorks Inc.) software packages. $P$-values for the regression parameters in the tables were calculated using the Wald chi-square statistic with respect to a chi-square distribution with one degree of freedom using SAS/STAT PROC PHREG. The log-rank test was used to test the null hypotheses about the equality of the empirical survival curves in the strata. The $p$-values are shown in Figs. 8.3, 8.4, 8.5, and 8.6 (SAS/STAT PROC LIFETEST was used for these purposes).


Fig. 8.3 Kaplan-Meier estimates of survival functions for females (left columns) and males (right columns) having the average rate of decline of different physiological indices after reaching the maximum ("right slope," see "Data and Methods" section (Sect. 8.2)) from the lower and upper halves of the empirical distributions of this risk factor for the respective indices; $p$ denotes $p$-value for the null hypotheses about the equality of the survival curves in the strata evaluated by the log-rank test


Fig. 8.4 Kaplan-Meier estimates of survival functions for females (left columns) and males (right columns) having "variability" of different physiological indices (the mean of absolute values of residuals, i.e., deviations of observed values of an index from those approximated by two linear functions at respective age intervals, see "Data and Methods" section (Sect. 8.2)) from the lower and upper halves of the empirical distributions of this risk factor for the respective indices; $p$ denotes $p$-value for the null hypotheses about the equality of the survival curves in the strata evaluated by the log-rank test


Fig. 8.5 Kaplan-Meier estimates of survival functions for females (left columns) and males (right columns) having ages at reaching the maximum and the estimated maximal value (see "Data and Methods" section (Sect. 8.2)) of different physiological indices from the lower and upper halves of the empirical distributions of these risk factors for the respective indices; $p$ denotes $p$-value for the null hypotheses about the equality of the survival curves in the strata evaluated by the log-rank test


Fig. 8.6 Kaplan-Meier estimates of probabilities of staying free of the diseases defining the onset of unhealthy life for females (left columns) and males (right columns) having initial values of diastolic blood pressure (DBP) at age 65, initial values of ventricular rate (VR) at age 55 (females) and 60 (males), the estimated maximal values of DBP, and the average rates of decline in total cholesterol ( CH ) after reaching the maximum ("intercepts," "maximum," and "right slope," respectively, see "Data and Methods" section (Sect. 8.2)) from the lower and upper halves of the empirical distributions of these risk factors; $p$ denotes $p$-value for the null hypotheses about the equality of the survival curves in the strata evaluated by the log-rank test

### 8.3 Results

### 8.3.1 Effects of Individual Dynamics of Physiological Indices at Ages 40-60 on Mortality Risk and Risk of Onset of "Unhealthy Life" at Ages 60+

As described in the "Data and Methods" section (Sect. 8.2), we evaluated the effects of individual dynamics of physiological indices at ages 40-60 on mortality risk and risk of onset of unhealthy life at ages $60+$ for those indices that have a nearly linear pattern of change during the age interval 40-60 for both females and males. Table 8.1 shows the estimates of the joint effects of these risk factors on mortality as evaluated by Cox proportional hazards models. The variability around the average linear trajectory ("Variability $\mathbf{4 0 - 6 0}{ }^{\text {") }}$ ) is a significant risk factor for mortality for all indices and the average rate of change between ages 40 and 60 ("Slope $\mathbf{4 0}_{\mathbf{0}-\mathbf{6 0}}{ }^{\text {") }}$ ) is a significant risk factor for BG, SBP, and PP. The significance is highest ( $p<0.0001$ ) for the slopes of SBP and PP. The initial value of the index at age 40 ("Intercept $\mathbf{4 0}_{\mathbf{4 0}} \mathbf{6 0}$ ") is also a highly significant ( $p<0.0001$ ) risk factor for mortality for SBP and PP (i.e., higher values of the index at age 40 correspond to higher risk of death compared to smaller values of this index) but not significant for BMI.

The effect of these dynamic characteristics on the incidence of unhealthy life is similar (see Table 8.2). However, the variability is not significant for BMI. The effect of "Sex" on both mortality and risk of onset of unhealthy life is highly significant and that the risks for males are higher than those for females.

### 8.3.2 Effects of Dynamic Characteristics of Physiological Indices with Non-monotonic Age Trajectories on Mortality Risk and Risk of Onset of "Unhealthy Life"

For indices with non-monotonic age trajectories, we evaluated the maximum value of each index, the age at which this maximum is reached, the intercept, and the left and right slopes of the linear functions approximating the increase and decline of the index, as described in the "Data and Methods" section (Sect. 8.2). Tables 8.3, and 8.4 show the estimates of the joint effects of these risk factors on mortality and incidence of unhealthy life as evaluated by the Cox proportional hazards model. The effect of the rate of decline in the index after reaching the maximum ("Right Slope") on mortality risk is highly significant ( $\mathrm{p}<0.0001$ ) for mortality for BMI, DBP, and SBP, but not significant for SCH and VR. In this case, a faster decline in an index after reaching the maximum corresponds to a significant increase in mortality risk (note that the values of "Right Slope" are negative by definition,
see "Data and Methods" section (Sect. 8.2)). By comparison, the rate of increase in the index before reaching the maximum ("Left Slope") is not a significant risk factor for mortality for any variable, and the initial value from which the increase commenced is not significant for DBP, SBP, and CH, but highly significant for VR. The estimated maximal value of an index is also a significant risk factor for mortality for DBP and VR (both have $p<0.0001$ ). This means that larger (sex-adjusted) maximal values of these indices (reached at "Age Max") correspond to significant increases in mortality risk. The variability in all indices except SBP significantly affects mortality risks (larger variability corresponds to higher mortality risks).

The effects of these dynamic characteristics on the risk of onset of unhealthy life are less pronounced than their effects on mortality risks. Table 8.4 shows that the rate of decline after reaching the maximum ("Right Slope") and the variability are non-significant for all variables. The maximal value reached is significant only for SBP ( $p<0.0101$ ) and BMI ( $p<0.05$ ). The effect of "Sex" on both mortality and risk of onset of unhealthy life is significant for all variables except SBP and the risk for males is higher than for females.

### 8.3.3 Effects of Dichotomized Dynamic Characteristics of Physiological Indices with Non-monotonic Age Trajectories

We also evaluated Kaplan-Meier estimates of survival functions for individuals with different values of the dynamic risk factors based on the indices with non-monotonic trajectories by dividing the entire sex-specific samples into strata consisting of individuals with values of each index in the lower and upper halves of the empirical distribution of the index (see "Data and Methods" (Sect. 8.2)).

Figure 8.3 shows the estimates of survival functions for females and males having the average rate of decline of different physiological indices after reaching the maximum ("Right Slope") from the lower and upper halves of the empirical distributions of each index. It can be seen from this figure that the lower absolute values of the slope (i.e., the lower rates of the post-maximum decline) in individuals from the upper half of the distribution are associated with better survival for all indices except SBP for males (non-significant results for VR for both sexes are not shown). The highest level of statistical significance ( $p<0.0001$ ) is observed for BMI and SBP in females.

Figure 8.4 presents the corresponding estimates for the "variability" of the different physiological indices (the mean of the absolute values of the residuals, (i.e., the deviations of observed values of the index from those approximated by the two linear functions at the two age intervals; see the "Data and Methods" section (Sect. 8.2)). The higher variability of the trajectories of BMI, DBP, and SCH for individuals from the upper half of the distribution are associated with worse
survival for both females and males (non-significant results for SBP and VR are not shown). The highest level of statistical significance ( $p<0.0001$ ) is observed for DBP for both females and males.

Later ages at reaching the maximal value of BMI in females from the upper half of the distribution are associated with better survival (Fig. 8.5); however this was not observed for males. The higher estimated maximal values of DBP and VR in individuals from the upper half of the distribution correspond to worse survival for both females and males. No other indices produced any significant results and none are shown in Fig. 8.5.

Similar calculations for the probabilities of staying free of diseases defining the onset of unhealthy life revealed a more mosaic picture. The most consistent results were observed for DBP (see Fig. 8.6).

Higher initial values of DBP at age 45 and VR at ages 35 (females) and 40 (males) from the upper halves of the distributions are associated with worse chances of staying free of unhealthy life for both sexes. Higher estimated values of DBP reached in individuals from the upper halves of the distributions are associated with worse chances of staying free of unhealthy life for both sexes. Lower rates of post-maximum declines of SCH in males, but not females, from the upper half of the distribution correspond to better chances of staying free of unhealthy life (Fig. 8.6). In addition, lower rates of the post-maximum declines in individuals from the upper half of the distribution of DBP in females ( $p=0.0477$ ), smaller estimated maximal values of SCH $(p=0.0054)$ and VR $(p=0.0010)$ for males, and a smaller initial value of BMI at age $55(p=0.0107)$ for females and a smaller initial value of SCH at age $40(p=0.0100)$ for males are associated with better chances of staying free of unhealthy life. Higher "variability" of the trajectories of BMI ( $p=0.0187$ ) and SBP ( $p=0.0075$ ) for females, and DBP ( $p=0.0256$ ) for males in individuals from the upper half of the distribution result in worse chances of staying free of unhealthy life.

### 8.3.4 Sensitivity Analyses

Questions about the effects of the robustness of the estimates are important given that at most 11 observations for the monotone indices or 15 observations for the non-monotone indices were used (note that for non-monotone indices data from the 30 -year intervals $\left[x_{L}-5, x_{R}+5\right]$, where $x_{R}-x_{L}=20$, were used for calculating the dynamic risk factors). These observations were used to estimate two parameters (those of the linear regression) for monotone indices and four parameters (age at reaching the maximal value of the index, intercept and two slopes) for non-monotone indices. To reduce the effect of a poor fit due to a small number of longitudinal observations, we removed those individuals having fewer than five (fewer than six for non-monotone indices) observations from the analyses. The empirical findings could change if different numbers were used for the minimal allowable numbers of observations. However, our sensitivity analyses (Yashin
et al. 2010a) showed that the choice of the minimal allowable number of observations does not affect the conclusions.

### 8.4 Discussion

An increase in the mortality rate with age is traditionally associated with the process of aging. This influence is mediated by aging-associated changes in thousands of biological and physiological variables, some of which have been measured in aging studies. The fact that the age trajectories of some of these variables differ among individuals with short and long life spans and healthy life spans indicates that dynamic properties of the indices affect life history traits. Our analyses of the FHS data clearly demonstrate that the values of physiological indices at age 40 are significant contributors both to life span and healthy life span (as shown by the estimates of Intercept $\mathbf{t}_{\mathbf{4 0}-\mathbf{6 0}}$ in Tables 8.1 and 8.2), suggesting that normalizing these variables around age 40 is important for preventing age-associated morbidity and mortality later in life. Two dynamic parameters, Slope $\mathbf{4 0 - 6 0}$ and Variability $_{\mathbf{4 0 - 6 0}}$, also have significant effects on mortality risks (the former being a more important predictor in case of healthy life span).

These results suggest that keeping physiological indices stable over the years of life could be as important as their normalizing around age 40 . If so, then a more advanced dynamic phenotype combining information on both the initial value of an index and the rate and variability of its changes afterwards could potentially be a better predictor of longevity and healthspan. In Yashin et al. (2009), we provided indirect support for using a combination of dynamic and static aging phenotypes for predicting longevity. In that study, FHS participants who survived to the oldest-old age $(>=90)$ had not only better (lower) average levels of random blood glucose (BG) at the intercept (circa age 45), but their levels also changed at a slower rate over the life course. Those who nearly reached the oldest-old age (lifespan $(\mathrm{LS})=$ $80-89$ years) but did not survive to extreme old age $(>=90)$ had similarly good (low) BG levels; however, they changed these levels faster compared to the longestliving individuals. If the average BG levels are compared between the $\mathrm{LS}>=90$ and $\mathrm{LS}=80-89$ groups at circa age 45 , almost no differences are evident; thus, information on BG levels at the intercept alone did not predict longevity. However, combining information on both the initial value of BG circa age 45 and the rate of change afterwards could form a better predictor.

The results of that earlier study and the current study, taken together, also indicate that, in the quest of identifying longevity genes, it may be important to look for candidate genes with pleiotropic effects on more than one dynamic characteristic of the age-trajectory of a physiological variable, such as genes that may influence both the initial value of a trait (intercept) and the rates of its changes over age (slopes).

Table 8.3 shows that dynamic properties of indices that change non-monotonically with age contribute significantly to mortality risks and further
demonstrates the importance of maintaining the stability of physiological states in aging humans: a slower rate of decline in an index after reaching the age at maximum has a more beneficial effect on all-cause mortality.

The finding that the effects of the dynamic characteristics of non-monotonic trajectories of physiological indices on the risk of onset of unhealthy life (Table 8.4) are less significant than on all-cause mortality risks (Table 8.3) indicates that these dynamic characteristics may reflect aging-related processes in the body that result in increasing non-specific vulnerability to death with age rather than in increasing vulnerability to a particular disease.

Findings from prior studies are consistent with the findings reported in this chapter with respect to the importance of taking into account longitudinal changes in physiological indices when evaluating/predicting morbidity and mortality risks. There are, however, few prior studies of the impact and comparative contributions of the dynamic parameters (left and/or right slopes, variability, intercept) on mortality risks.

As mentioned above, in our earlier publications we demonstrated that individuals who have different rates of aging-related changes in BG levels also differ in longevity (Yashin et al. 2009, 2010b). In Arbeev et al. (2011) and Yashin et al. (2012), we evaluated how hidden processes accompanying human aging (such as declines in resistance to stresses and adaptive capacity, age dependent physiological "norms") can be evaluated from longitudinal data. We showed how these components of the aging process can lead to an increase in the risk of death and the risk of onset of unhealthy life with age. Our findings (Arbeev et al. 2012; Yashin et al. 2013) strongly indicate the presence of a genetic component in agingrelated mechanisms. Such differences may contribute to the patterns of allele- and sex-specific mortality and incidence rates.

Van Vliet and colleagues (2010) described the dynamics of traditional metabolic risk factors in association with mortality in old age in the Leiden 85-plus Study, a prospective population-based study of 599 participants initially aged 85 years. Participants were annually assessed during a 5-year follow-up period and observed for mortality for 10 years. The authors found that larger declines in BMI, total cholesterol, and diastolic blood pressure, and weaker increases in HDL cholesterol levels, between ages 85 and 90 years, were all associated with increased mortality.

The effects of aging-associated changes in serum cholesterol on coronary and all-cause mortality were evaluated in the Finnish Cohorts of the Seven Countries Study (Pekkanen et al. 1994). Men with the greatest declines in cholesterol levels had increased cardiovascular and all-cause mortality compared with men with the least change in the levels. In the Paris Prospective Study (Zureik et al. 1997), it was shown that not only a low baseline total cholesterol level, but also its decline over time, was associated with a higher cancer mortality.

A study of two independent French male cohorts (Benetos et al. 1999) found that longitudinal changes in systolic and diastolic BP may be more accurate determinants of cardiovascular risks than baseline BP measures. In both cohorts, the group with a long-term increase in systolic and a decrease in diastolic BP (i.e., with an increase in pulse pressure) had the highest relative risk of mortality from CVD
compared to the group with no changes in either systolic or diastolic BP, independently of absolute values of BP or other risk factors. Since this study included only males, it is important to note that changes in pulse pressure may have different effects on mortality risks in males and females (Cooper et al. 1994; Hall 1990).

The prognostic importance of baseline values of the heart rate (HR) as well as its variability during 24-h HR monitoring in patients with heart disease and in the general population is generally recognized (Bigger et al. 1992; Huikuri et al. 1998; Kleiger et al. 1987). However, the prognostic role of the long-term and age-related dynamics of HR is not sufficiently investigated and the existing studies are limited. Research on the effects of HR at baseline, final HR, and HR change during followup, on the survival of patients attending the Glasgow Blood Pressure Clinic revealed that the highest risk of all-cause mortality was in patients who had increased their HR by $\geq 5 \mathrm{bpm}$ at the end of the follow-up, as compared with those who had a consistently high (high-high) or low (low-low) HR. Paul and colleagues (Paul et al. 2010) found that the change in HR during the follow-up is a better predictor of mortality risk in hypertensive patients than the baseline or final HR.

Body mass index (BMI) is, probably, the most intensively studied index in connection with health and survival. Over recent decades, many studies have addressed the effect of BMI dynamics on morbidity and mortality, especially the effect of losing body weight in overweight/obese people on risk factors for CVD and diabetes. It was shown that overweight adults who lost weight over 9 years had more favorable (lower) total and LDL cholesterol levels compared to normalweight controls, but less favorable BG levels (Truesdale, Stevens and Cai 2005). In other studies, weight loss was associated with excess mortality (when compared with weight stability), even when controlled for confounding due to diseases known to cause both weight loss and increased mortality (Ostergaard et al. 2010; Sorensen 2003). Weight stability was associated with a lower mortality risk as compared with weight change (gain or loss) in Lee and Paffenbarger (1992) and Somes et al. (2002). Nilsson et al. (2002) showed that, for men with decreasing BMIs during 16 years of follow-up, the non-cancer mortality risk was higher than for BMI-stable men. The authors hypothesized that involuntary weight loss in otherwise healthy people could be a sign of premature aging, which in turn causes a non-specific increase in mortality risk. In other studies, baseline weight and weight change had independent effects on total mortality, with both associations exhibiting U-shaped relationships (Kulminski et al. 2008; Mikkelsen et al. 1999).

The eight physiological indices used in this chapter do not exhaust the list of all possible physiological risk factors for mortality and morbidity. Therefore, the dynamic characteristics calculated from these particular indices cannot explain the entire variability of human life span and healthy life span. The association of other indices and risk factors with mortality/morbidity risk can be explored if measurements of such indices are available in a longitudinal study for a substantially long time period. See, for example, Willcox et al. (2006) where midlife risk factors were investigated for a cohort of Japanese American men with 40 years of follow-up.

### 8.5 Conclusion

Our results indicate that the dynamic characteristics of age-related changes in physiological variables are important predictors of morbidity and mortality risks in aging individuals.

We showed that the initial value (intercept), the rate of changes (slope), and the variability of a physiological index, in the age interval 40-60 years, significantly influenced both mortality risk and onset of unhealthy life at ages 60+ in our analyses of the Framingham Heart Study data. That is, these dynamic characteristics may serve as good predictors of late life morbidity and mortality risks. The results also suggest that physiological changes taking place in the organism in middle life may affect longevity through promoting or preventing diseases of old age.

For non-monotonically changing indices, we found that having a later age at the peak value of the index (age max), a lower peak value (max index), a slower rate of decline in the index at older ages (right slope), and less variability in the index over time, can be beneficial for longevity. Also, the dynamic characteristics of the physiological indices were, overall, associated with mortality risk more significantly than with onset of unhealthy life. This was especially true for the rate of old age decline in the indices (right slope), and their variability. The results of this study also indicate that dynamic risk factors, such as slopes, might be even better predictors of longevity and healthspan if they would be considered together with the indices describing the age-specific physiological state (such as intercept) in the framework of a single index.

Previously published epidemiological findings are generally consistent with our results, which indicate the need for further detailed studies of the dynamic parameters of aging-related changes in the human body with further application of these principles to prevention strategies.

Senescence is a key player in physiological changes observed in aging humans. The dynamic properties of these changes are likely to contain important information about individual aging processes. This information, however, can be masked by other factors, such as the effects of compensatory adaptation and remodeling that develop in response to the primary aging process. Studying mechanisms of such adaptation and their connection to morbidity and mortality risks is important for a better understanding of factors shaping the age trajectories of physiological indices as well as incidence and mortality rates.
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# Chapter 9 <br> The Complex Role of Genes in Diseases and Traits in Late Life: An Example of the Apolipoprotein E Polymorphism 

Alexander M. Kulminski, Anatoliy I. Yashin, Irina Culminskaya, Kenneth C. Land, and Svetlana V. Ukraintseva

### 9.1 Genes and Diseases in Late Life

Decades of studies of candidate genes show that they are not linked to aging-related traits in a straightforward manner (Finch and Tanzi 1997; Martin 2007). Recent genome-wide association studies (GWAS) have reached fundamentally the same conclusion by showing that the traits in late life likely are controlled by a relatively large number of common genetic variants (e.g., Teslovich et al. 2010). Further, GWAS often show that the detected associations are of tiny effect (Stranger et al. 2011).

The primary reason for complex actions of genes on traits in late life is the lack of evolutionary-programmed direct mechanisms linking genes, which are inherited from parents at conception, to aging-related traits, which occur in the postreproductive period (Di Rienzo and Hudson 2005; Vijg and Suh 2005). Therefore, the complexity of gene actions on traits in late life appears to be inherent. For example, recent studies have demonstrated that genes could show antagonistic pleiotropy (postulated by Williams 1957) whereby the same gene could be advantageous for fitness traits in early life but became detrimental for diseases at old ages (Alexander et al. 2007; Kulminski et al. 2010; Martin 2007; Schnebel and Grossfield 1988; Summers and Crespi 2010; Williams and Day 2003). Another example is that the effect of the same allele on the same trait in late life can be different at different ages (Bergman et al. 2007; De Benedictis et al. 1998; Ilveskoski et al. 1999; Martin 2007; Ukraintseva 2005; Yashin et al. 2001).

The inherent complexity of gene actions on traits in late life can well explain why many genetic signals appear to be weak. Indeed, the weak effect of genes on traits in late life can be not only because they confer small risks having small penetrance but because they confer large risks but in a complex fashion (Kulminski et al. 2010). Accordingly, aging-related processes can be the key to a better understanding of the nature of weak genetic effects, and, consequently, the genetic origin of traits in late life.

In this chapter, we consider several examples of complex modes of gene actions, including genetic tradeoffs, antagonistic genetic effects on the same traits at different ages, and variable genetic effects on lifespan. The analyses focus on the APOE common polymorphism.

The Study Population We focus on the participants of the original FHS cohort and the FHS offspring (FHSO) cohort (Cupples et al. 2009; Dawber 1980; Gail and Johnson 1989; Govindaraju et al. 2008; Splansky et al. 2007). In short, the FHS includes $\mathrm{N}=5209$ respondents aged $28-62$ years at baseline who have been biennially followed for about 60 years. The FHSO respondents $(\mathrm{N}=5124)$ aged $5-70$ years at baseline were the biological descendants $(\mathrm{N}=3514)$, their spouses $(\mathrm{N}=1576)$, and adopted offspring $(\mathrm{N}=34)$ of the FHS participants, who have been followed for about 36 years. The FHS/FHSO participants have been monitored for the onset of CVD, cancer, and death through regular examinations at the FHS clinic, surveillance of hospital admissions, and death registries (Govindaraju et al. 2008; Splansky et al. 2007), currently through 2008. Biospecimens were mostly collected in the late 1980s and through 1990s from surviving participants (Lahoz et al. 2001; Myers et al. 1996). These genotyped FHS and FHSO participants represent demographically unbiased samples of aged populations (Kulminski et al. 2013). The procedure used for the APOE genotyping is described by Lahoz et al. (2001). The data available for this study include information on the APOE e2/3/4 polymorphism for the 1258 FHS and 3924 FHSO participants.
Genotypes Following Kulminski et al. (2011), the analyses focus on the effect of the $A P O E$ e4 (risk; e2/4, e3/4, and e4/4) allele contrasted to the non-e4 allele (e2/2, $\mathrm{e} 2 / 3$, and e3/3) genotypes.

Phenotypes To better understand the age-related complexity of the effects of the APOE gene, we focus on ages at onset of major diseases in humans, i.e., cardiovascular disease (CVD) and cancer as well as on age at death. We consider all CVDs, including diseases of heart and stroke. For cancer, we consider all sites except skin.

Methods Associations of the APOE polymorphism with survival and risks of CVD and cancer in genotyped survivors are characterized by the Kaplan-Meier estimator and the Cox proportional hazards regression model. Age at event (i.e., death or onset of the disease) or age at censoring in 2008 is a time variable in these analyses. Because the genotyped FHS and FHSO participants represent demographically unbiased samples of aged populations (Kulminski et al. 2013), the analyses focus on the baseline FHS/FHSO participants to maximize the sample size. The Cox regression model was adjusted for age at baseline and sex, when applicable, if not explicitly stated. We use the robust sandwich estimator of variances in the Cox model to account for potential clustering (e.g., familial) (Lee et al. 1992).

### 9.2 The Antagonistic Role of the APOE Gene and Two Types of Sexually Dimorphic Tradeoffs: The Case of CVD and Cancer

### 9.2.1 The FHSO: Tradeoffs in the Effects of the APOE Polymorphism on the Ages at Onset of CVD and Cancer

Survival/Time-to-Event Analyses The results of survival/time-to-event analyses of the probability of remaining free of either CVD or cancer for carriers and non-carriers of the e4 allele in the FHSO cohort are shown in Fig. 9.1. These results show that the same e4 allele can confer an increased risk of CVD but also be protective of cancer, particularly of cancer with onset at older ages.

Sex stratification shows that the CVD-conferring effect mostly occurs among women, whereas the cancer-protective effect mostly occurs among men (Fig. 9.2).

Relative Risks of Diseases To quantify the descriptive observations in Figs. 9.1 and 9.2, we conducted Cox regression analyses. These analyses show that e4 allele carriers have significantly larger relative risks (RRs) of CVD , i.e., $\mathrm{RR}=1.22$, $p=0.01$ (Table 9.1). The RR is significant in women ( $\mathrm{RR}=1.35, p=0.011$ ). The e4 male carriers are also at increased risk of CVD, although the RR does not attain statistical significance.

Contrary to CVD, the e4 allele carriers have smaller risks of cancer. This effect occurs mostly among men, although the RR does not attain statistical significance (Table 9.1).


Fig. 9.1 Descriptive age patterns of the probability of remaining free of $\mathbf{a}$ CVD and $\mathbf{b}$ cancer for the FHSO carriers (E4) and non-carriers (NoE4) of the APOE e4 allele. The numbers in the insets show the total number of genotyped subject with non-missing information and the number of CVD or cancer cases among them


Fig. 9.2 Descriptive age patterns of the probability of remaining free of (a,b) CVD and (c, d) cancer for the FHSO ( $\mathbf{a}, \mathbf{c}$ ) men and (b, d) women carrying (E4) and not carrying (NoE4) the $A P O E$ e 4 allele. The numbers in the insets show the total number of genotyped subject with non-missing information and the number of CVD or cancer cases among them

Table 9.1 Relative risks of CVD and cancer in the genotyped participants of the FHSO cohort

| Sample | CVD |  |  |  |  |  |  |  | Cancer |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RR | $p$ | $95 \%$ CI | RR | $p$ | $95 \%$ CI |  |  |  |  |  |  |  |  |  |
| Men and women | 1.22 | 0.010 | $1.05-1.41$ | 0.88 | 0.129 | $0.74-1.04$ |  |  |  |  |  |  |  |  |  |
| Men | 1.14 | 0.170 | $0.94-1.39$ | 0.83 | 0.114 | $0.66-1.05$ |  |  |  |  |  |  |  |  |  |
| Women | 1.35 | 0.011 | $1.07-1.71$ | 0.91 | 0.447 | $0.71-1.17$ |  |  |  |  |  |  |  |  |  |

The number of subjects is shown in Figs. 9.1 and 9.2
$R R$ denotes relative risk, $C I$ denotes Confidence Interval

Risks of Diseases: The Role of Aging-Related Processes Survival/time-to-event analyses (Fig. 9.2) suggest that the effect of the e4 allele is disproportionally shifted to onsets at older ages, i.e., the effect of the e4 allele is sensitive to aging-related processes. As a result, the Cox regression model with proportional hazards likely provides underpowered estimates in Table 9.1. The most effective way to address the observed disproportionality in the framework of the Cox proportional hazards
Table 9.2 Relative risks of CVD and cancer in more homogeneous "younger" ( $\leq 60$ years) and "older" ( $>60$ years) groups of the genotyped participants of the FHSO cohort

| Sample | Group | CVD |  |  |  | Cancer |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N_{\text {tot }} / N_{\text {CVD }}$ | RR | $p$ | $95 \%$ CI | $N_{\text {tot }} / N_{\text {canc }}$ | RR | $p$ | $95 \%$ CI |
| Men and women | $\leq 60$ year | 964/404 | 1.04 | 0.747 | 0.83-1.30 | 802/259 | 1.09 | 0.522 | 0.83-1.44 |
| Men | $\leq 60$ year | 518/263 | 1.03 | 0.840 | 0.78-1.35 | 379/111 | 1.12 | 0.603 | 0.73-1.71 |
| Women | $\leq 60$ year | 446/141 | 1.07 | 0.713 | 0.74-1.57 | 423/148 | 1.10 | 0.605 | 0.77-1.56 |
| Men and women | $>60$ year | 2925/539 | 1.21 | 0.062 | 0.99-1.48 | 3100/585 | 0.78 | 0.019 | 0.64-0.96 |
| Men | $>60$ year | 1330/310 | 1.07 | 0.633 | 0.82-1.39 | 1489/351 | 0.76 | 0.045 | 0.59-0.99 |
| Women | $>60$ year | 1595/229 | 1.44 | 0.016 | 1.07-1.94 | 1611/234 | 0.79 | 0.170 | 0.57-1.11 |

$R R$ denotes relative risk, $C I$ denotes Confidence interval, $N_{\text {tot }}$ and $N_{\mathrm{CVD}}$ or $N_{\text {canc }}$ denote the total number of genotyped individuals and the number of CVD or cancer cases among them, respectively
regression model is to stratify the sample according to ages at onset of diseases (note that stratification by age at baseline does not solve this problem).

Accordingly, we defined two more homogeneous groups in the FHSO as:

- "younger", those developing CVD or cancer in early life or being censored at younger ages (representatively, 60 years and younger at the end of follow up in 2008);
- "older", those developing CVD or cancer in late life or being censored at older ages (60 years and older at the end of follow up in 2008).
Analyses of the "younger group" show no effect of the e4 allele either on onset of CVD or on onset of cancer. On the other hand, analyses of the "older group" reveal a significant effect of the e4 allele on risk of CVD in older women. They also show significant protective effects of the same allele in decreasing the risks of cancer in men and women combined and in men only at older ages (Table 9.2).


### 9.2.2 The FHS: The Antagonistic Role of the APOE Polymorphism in CVD and Its Tradeoffs with Cancer

Survival/Time-to-Event Analyses The results of survival/time-to-event analyses of the probabilities of remaining free of either CVD or cancer for carriers and non-carriers of the e4 allele in the FHS original cohort are shown in Fig. 9.3. The pattern for ages at onset of cancer resembles that in the FHSO (Fig. 9.1a); it tends to be protective at older ages. The pattern for onset of CVD is, however, more complex - showing antagonistic effects on risks of CVD at younger and older ages.


Fig. 9.3 Descriptive age patterns of the probability of remaining free of (a) CVD and (b) cancer for the FHS carriers (E4) and non-carriers (NoE4) of the APOE e4 allele. The numbers in the insets show the total number of genotyped subject with non-missing information and the number of CVD or cancer cases among them


Fig. 9.4 Relative risks of CVD and cancer in more homogeneous "younger" ( $\leq 60$ years) and "older" ( $>60$ years) groups of the genotyped participants of the FHS cohort

Sex-specific analyses show that the protective effect for cancer is more prevalent among men, whereas the complex antagonistic CVD pattern is more prevalent among women (Fig. 9.4).

Relative Risks of Diseases The descriptive analyses of Figs. 9.3 and 9.4 were quantified using the Cox regression model. Traditional analysis disregarding agingrelated complexity results, at best, in small and non-significant associations of the e4 allele with onsets of CVD and cancer in the FHS sample of men and women combined and in each sex (Table 9.3). Descriptive patterns clearly show, however, that the effects are small, not because of small penetrance of the e4 allele, but because this allele exhibits aging-related complexity.

Risks of Diseases: The Role of Aging-Related Processes To address the problem of differential roles of the same allele over the life course, we again stratified the sample by ages at onset of diseases. Specifically, we defined more homogeneous groups in the FHS original cohort as:

Table 9.3 Relative risks of CVD and cancer in the genotyped participants of the FHS original cohort

| Sample | CVD |  |  |  |  |  |  |  | Cancer |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RR | $p$ | $95 \%$ CI | RR | $p$ | $95 \%$ CI |  |  |  |  |  |  |  |
| Men and women | 0.92 | 0.387 | $0.77-1.10$ | 0.85 | 0.203 | $0.67-1.09$ |  |  |  |  |  |  |  |
| Men | 1.08 | 0.547 | $0.83-1.41$ | 0.83 | 0.333 | $0.57-1.21$ |  |  |  |  |  |  |  |
| Women | 0.84 | 0.143 | $0.66-1.06$ | 0.87 | 0.382 | $0.63-1.20$ |  |  |  |  |  |  |  |

The number of subjects is shown in Figs. 9.3 and 9.4
$R R$ denotes relative risk, $C I$ denotes Confidence Interval

- "younger", those developing CVD or cancer in early life or being censored at younger ages (representatively, 65 years and younger at the end of follow up in 2008);
- "older", those developing CVD or cancer in late life or being censored at older ages (representatively, 65 years and older at the end of follow up in 2008).

Analyses of risks of CVD in the "younger group" reveal a significant effect of the e4 allele on risks of CVD in younger women (Table 9.4). The adverse effect of the e4 allele in men in this group is less pronounced than in women and it does not attain significance. Given the same direction of the effect in men and women, the adverse effect of this allele in the "younger group" of men and women combined is also significant. Non-significant protective effects of the e4 allele are seen for cancer in the younger group of men and women combined and for women only.
Analyses of risks of CVD in the "older group" (Table 9.4) reveal a highly significant protective effect of the e4 allele in older women and, as a consequence, in men and women combined. No effect is seen in men in this group. The protective effect for the e4 allele for cancer attains marginal significance in men and women combined in the older group. Unlike the younger group, the major contribution in the older group is due to the protective effect in men.

### 9.2.3 The FHS and the FHSO: Aging-Related Heterogeneity in a Changing Environment

Relative Risks of Diseases An attempt to improve power by pooling data from the FHS original and the FHSO cohorts and disregarding aging-related heterogeneity may not help because this procedure also increases heterogeneity of the sample in parallel. Specifically, Table 9.5 shows no significant effect of the e4 allele on the onset of CVD. The protective effect of this allele for cancer attains only marginal significance in the sample of men and women combined and in the sample of men only.
Table 9.4 Relative risks of CVD and cancer in more homogeneous "younger" ( $\leq 65$ years) and "older" ( $>65$ years) groups of the genotyped participants of the FHS original cohort

| Sample | Group | CVD |  |  |  | Cancer |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N_{\text {tot }} / N_{\text {CVD }}$ | RR | $p$ | $95 \% \mathrm{CI}$ | $N_{\text {tot }} / N_{\text {canc }}$ | RR | $p$ | $95 \%$ CI |
| Men and women | $\leq 65$ years | 176/176 | 1.49 | 0.018 | 1.07-2.06 | 72/72 | 0.65 | 0.109 | 0.38-1.10 |
| Men | $\leq 65$ years | 83/83 | 1.42 | 0.131 | 0.90-2.24 | 16/16 | 0.97 | 0.953 | 0.35-2.69 |
| Women | $\leq 65$ years | 93/93 | 1.64 | 0.030 | 1.05-2.57 | 56/56 | 0.59 | 0.101 | 0.32-1.11 |
| Men and women | $>65$ years | 1077/631 | 0.80 | 0.035 | 0.65-0.99 | 1183/351 | 0.79 | 0.092 | 0.60-1.04 |
| Men | $>65$ years | 369/239 | 1.03 | 0.851 | 0.76-1.39 | 440/168 | 0.76 | 0.173 | 0.50-1.13 |
| Women | $>65$ years | 708/392 | 0.69 | $7.8 \times 10^{-3}$ | 0.52-0.91 | 743/183 | 0.83 | 0.311 | 0.57-1.20 |

$R R$ denotes relative risk, $C I$ denotes Confidence interval, $N_{\text {tot }}$ and $N_{\mathrm{CVD}}$ or $N_{\text {canc }}$ denote the total number of genotyped individuals and the number of CVD or cancer cases among them, respectively

Table 9.5 Relative risks of CVD and cancer in the genotyped participants of the FHS original and the FHSO cohorts

| Sample | CVD |  |  |  | Cancer |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N_{\text {tot }} / N_{\text {CVD }}$ | RR | $p$ | $95 \%$ CI | $N_{\text {tot }} / N_{\text {canc }}$ | RR | $p$ | $95 \%$ CI |
| Men and women | 5142/1750 | 1.08 | 0.217 | 0.96-1.21 | 5157/1267 | 0.87 | 0.051 | 0.76-1.00 |
| Men | 2300/895 | 1.12 | 0.170 | 0.95-1.31 | 2324/646 | 0.83 | 0.066 | 0.68-1.01 |
| Women | 2842/855 | 1.03 | 0.706 | 0.87-1.22 | 2833/621 | 0.89 | 0.266 | 0.73-1.09 |

The models are adjusted for inter-cohort difference
$R R$ denotes relative risk, $C I$ denotes Confidence interval, $N_{\text {tot }}$ and $N_{\text {CVD }}$ or $N_{\text {canc }}$ denote the total number of genotyped individuals and the number of CVD or cancer cases among them, respectively

Risks of Diseases: The Role of Aging-Related Processes in a Changing Environment Clearly (see Figs. 9.2 and 9.4 and Tables 9.2 and 9.4), the lack of an effect for CVD and the weak association signal for cancer are the results of complex aging-related heterogeneity of the sample. Given the same direction of the effect for the e4 allele on onset of cancer at older ages, we can safely pool the FHS and FHSO data to increase power. By selecting more homogeneous groups with onset of cancer at older ages (older than 65 years), the role of the e 4 allele in the etiology of cancer becomes much more compelling (Table 9.6). It is also clear that the differential effect of the e4 allele on onset of CVD across generations (e.g., protective effect in the FHS and detrimental effect in the FHSO at older ages, see Tables 9.2 and 9.4) makes attempts to improve power of the estimates by pooling the FHS and FHSO samples in this case useless (Table 9.6).
Conclusions on the Antagonistic Role of the APOE Gene in Diseases Careful analyses addressing the role of aging-related heterogeneity help to better characterize the puzzling complexity of gene actions on risks of CVD and cancer and their sensitivity to gender, ages, and environment associated with differences in human generations.

The analyses reported in this chapter suggest that the e4 allele can be protective against cancer with a more pronounced role in men. This protective effect is more characteristic of cancers at older ages and it holds in both the parental and offspring generations of the FHS participants.

Unlike cancer, the effect of the e4 allele on risks of CVD is more pronounced in women. The analyses suggest that the role of this allele in the etiology of CVD can be sensitive to age and generation. In the parental generation of the FHS participants, we observe the antagonistic action of the e4 allele on onset of CVD in women across the ages: the e 4 allele can confer risks of CVD in younger women but protect against CVD in older women. In the offspring generation, the e4 allele can confer risks of CVD primarily in older women.

These results provide two important insights on the role of genes in traits in late life. First, they explicitly show that the same allele can change its role on risks of
Table 9.6 Relative risks of CVD and cancer in more homogeneous "younger" ( $\leq 65$ years) and "older" ( $>65$ years) groups of the genotyped participants of the FHS original and the FHSO cohorts

| Sample | Group | CVD |  |  |  | Cancer |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $N_{\text {tot }} / N_{\text {CVD }}$ | RR | $p$ | 95\% CI | $N_{\text {tot }} / N_{\text {canc }}$ | RR | $p$ | $95 \%$ CI |
| Men and women | $\leq 65$ years | 1843/724 | 1.04 | 0.650 | 0.88-1.24 | 1590/496 | 1.10 | 0.399 | 0.88-1.37 |
| Men | $\leq 65$ years | 931/445 | 1.15 | 0.192 | 0.93-1.41 | 735/218 | 1.29 | 0.114 | 0.94-1.78 |
| Women | $\leq 65$ years | 912/279 | 0.92 | 0.579 | 0.68-1.24 | 855/278 | 0.98 | 0.913 | 0.73-1.32 |
| Men and women | $>65$ years | 3299/1026 | 0.94 | 0.405 | 0.80-1.09 | 3567/771 | 0.78 | $7.3 \times 10^{-3}$ | 0.65-0.94 |
| Men | $>65$ years | 1369/450 | 1.00 | 0.994 | 0.80-1.25 | 1589/428 | 0.75 | 0.020 | 0.59-0.96 |
| Women | $>65$ years | 1930/576 | 0.89 | 0.282 | 0.72-1.10 | 1978/343 | 0.82 | 0.155 | 0.62-1.08 |

The models are adjusted for inter-cohort difference
$R R$ denotes relative risk, $C I$ denotes Confidence interval, $N_{\text {tot }}$ and $N_{\mathrm{CVD}}$ or $N_{\text {canc }}$ denote the total number of genotyped individuals and the number of CVD or cancer cases among them, respectively

CVD in an antagonistic fashion from detrimental in women with onsets at younger ages to protective in women with onsets at older ages.

Second, the analyses suggest two modes of sexually-dimorphic genetic tradeoffs. One mode is observed in the FHSO generation, wherein the e4 allele confers risk of CVD primarily in women and this allele can protect against cancer primarily in men of the same age. The other mode is highlighted in the FHS generation. The genetic tradeoff is seen in different age groups: a protective role of the e4 allele against cancer is observed in older men (as well as in men and women combined) from the FHS and FHSO cohorts, whereas the e4 allele shows a detrimental role in CVD in younger FHS women.

Both of these insights suggest the key role of aging-related processes and a changing environment in genetic susceptibility to traits in late life.

### 9.3 Tradeoffs in the Effects of APOE on Risks of CVD and Cancer Influence Human Lifespan

### 9.3.1 The FHS and FHSO: Survival

Time-to-Event Analyses The results of descriptive survival analyses of the FHS and FHSO participants for carriers and non-carriers of the e4 allele are shown in Fig. 9.5. These results suggest that e4 allele carriers have worse survival compared to non-e4 carriers in each cohort. The detrimental role of the e4 allele is more pronounced in older FHSO participants. However, the longest-living individuals aged about 95 years and older in the FHS cohort show no e4-specific survival differences.


Fig. 9.5 Descriptive survival age patterns for genotyped participants of (a) FHS and (b) FHSO cohorts who carry (E4) and do not carry (NoE4) APOE e4 allele. The numbers in the insets show the total number of genotyped subject and the number of deaths among them


Fig. 9.6 Descriptive survival age patterns for (a, c) men and (b, d) women genotyped in (a, b) FHS and (c, d) FHSO cohorts who carry (E4) and do not carry (NoE4) the APOE e4 allele. The numbers in the insets show the total number of genotyped subject and the number of deaths among them

Sex stratification shows sexual dimorphism in the effect of the e4 allele on survival (Fig. 9.6) with the e4 female carriers, particularly, being more exposed to worse survival. Of note is that the role of the e4 allele diminishes in both the longest living men and women, i.e., it is sex insensitive.

Relative Risks of Death Cox regression analyses of risks of death of either FHS or FHSO participants shows that female e4-allele carriers are at higher risk of death (i.e., they have significantly shorter lifespan) compared to the non-e4-allele female carriers (Table 9.7). No significant effects are seen for men in these cohorts. The statistically significant RRs in the sample of men and women combined are largely attributed to women.

Because the FHS and FHSO participants were exposed to risks of death differentially at different ages (Figs. 9.5 and 9.6), we evaluated the relative risks in more homogeneous samples. Based on the foregoing empirical evidence (Fig. 9.5), these samples were defined in:

Table 9.7 Relative risks of death in the genotyped participants of the FHS and FHSO cohorts

| Sample | FHS |  |  |  | FHSO |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
|  | RR | $p$ | $95 \%$ CI | RR | $p$ | $95 \%$ CI |  |  |  |  |
| Men and women | 1.22 | $1.1 \times 10^{-2}$ | $1.05-1.42$ | 1.26 | $5.8 \times 10^{-3}$ | $1.07-1.48$ |  |  |  |  |
| Men | 1.16 | 0.239 | $0.91-1.48$ | 1.08 | 0.492 | $0.87-1.33$ |  |  |  |  |
| Women | 1.25 | $2.7 \times 10^{-2}$ | $1.03-1.52$ | 1.59 | $2.4 \times 10^{-4}$ | $1.24-2.05$ |  |  |  |  |

The numbers of subjects are shown in Figs. 9.5 and 9.6
$R R$ denotes relative risk, $C I$ denotes Confidence interval

- the FHS as being younger than 95 years at death or the end of follow up in 2008;
- the FHSO as being 75 years and older at death or the end of follow up in 2008.

Table 9.8 shows substantial improvement in the estimated risks of death and their significance in these more homogeneous samples as compared to the entire samples shown in Table 9.7.

Because the e4 allele is associated with risks of CVD and cancer in complex ways and because these diseases are major causes of death in the U.S., the associations with survival in Table 9.8 can be modulated by those diseases. Accordingly, we next evaluated the risks of death for all genotyped participants of the FHS or FHSO cohorts in the regression models adjusted for CVD and cancer (Table 9.9). This analysis shows that neither CVD nor cancer explain the observed associations of the e4 allele with death (see Table 9.7), i.e., that they do not mediate the genetic effect on lifespan. On the contrary, they even improve the estimates in women and in men and women combined (Table 9.9). This implies that CVD and cancer modulate the effect of the e4 allele on survival rather than mediate it. Both CVD and cancer play seemingly minor modulating roles in men's survival.

Taking into account both the modulating role of CVD and cancer in the effect of the e4 allele on risks of death and aging-related heterogeneity (see the discussion of Table 9.8), we find that more realistic excesses of the risk of death in the female e4 carriers (Table 9.10) are even larger than in the case when either the aging-related heterogeneity (Table 9.8) or the modulating role of CVD and cancer (Table 9.9), or both of them (Table 9.7) are disregarded. This refinement of the analyses also reveals increasing risks of deaths in men and women combined and in men only.

Given the same direction of the effects for the e4 allele in each cohort, we pooled samples of genotyped participants of the FHS and FHSO cohorts. Table 9.11 shows that traditional analyses based on pooling samples from the different studies and cohorts and disregarding aging-related specifics can improve the statistical significance of the estimates in this case (compare Tables 9.7 and 9.11, FHS+FHSO). It is also clear that taking into account aging-related heterogeneity (Table 9.11, FHS + FHSO,$<95$ years) or the modulating role of CVD and cancer (Table 9.12, FHS + FHSO) helps in unraveling stronger genetic effects. Refinement of the
Table 9.8 Relative risks of death in more homogenous groups of the genotyped participants of the FHS and FHSO cohorts

| Sample | FHS, <95 years |  |  |  | FHSO, 75+ years |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N_{\text {tot }} / N_{\text {died }}$ | RR | $p$ | $95 \% \mathrm{CI}$ | $N_{\text {tot }} / N_{\text {died }}$ | RR | $p$ | $95 \% \mathrm{CI}$ |
| Men and women | 1103/944 | 1.29 | $1.5 \times 10^{-3}$ | 1.10-1.51 | 1235/320 | 1.53 | $5.7 \times 10^{-4}$ | 1.20-1.96 |
| Men | 427/385 | 1.18 | 0.195 | 0.92-1.53 | 567/185 | 1.17 | 0.356 | 0.84-1.62 |
| Women | 676/559 | 1.37 | $1.7 \times 10^{-3}$ | 1.12-1.66 | 668/135 | 2.19 | $1.4 \times 10^{-5}$ | 1.54-3.11 |
| $R R$ denotes relativ them, respectively | $I$ denotes | nce i | $N_{\text {tot }} \text { and } N$ | e the total | of genoty | ividu | the numb | ths among |

Table 9.9 Health-adjusted relative risks of death in the genotyped participants of the FHS and FHSO cohorts

| Sample | FHS |  |  |  | FHSO |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | RR | $p$ | $95 \%$ CI | RR | $p$ | $95 \%$ CI |  |  |  |  |  |
| Men and women | 1.27 | $3.2 \times 10^{-3}$ | $1.08-1.48$ | 1.34 | $7.3 \times 10^{-4}$ | $1.13-1.58$ |  |  |  |  |  |
| Men | 1.18 | 0.201 | $0.92-1.51$ | 1.16 | 0.172 | $0.94-1.44$ |  |  |  |  |  |
| Women | 1.35 | $2.9 \times 10^{-3}$ | $1.11-1.64$ | 1.63 | $2.1 \times 10^{-4}$ | $1.26-2.11$ |  |  |  |  |  |

Model is adjusted for the prevalence of CVD and cancer
The numbers of subjects are shown in Figs. 9.5 and 9.6
$R R$ denotes relative risk, $C I$ denotes Confidence interval

Table 9.10 Health-adjusted relative risks of death in more homogenous groups of the genotyped participants of the FHS and FHSO cohorts

| Sample | FHS, $<95$ years |  |  | FHSO, $75+$ years |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | RR | $p$ | $95 \%$ CI | RR | $p$ | $95 \%$ CI |
| Men and women | 1.34 | $2.5 \times 10^{-4}$ | $1.15-1.57$ | 1.60 | $2.1 \times 10^{-4}$ | $1.25-2.05$ |
| Men | 1.21 | 0.133 | $0.94-1.56$ | 1.22 | 0.247 | $0.87-1.69$ |
| Women | 1.47 | $7.6 \times 10^{-5}$ | $1.21-1.78$ | 2.28 | $4.0 \times 10^{-6}$ | $1.61-3.24$ |

Model is adjusted for the prevalence of CVD and cancer
The number of subjects is shown in Table 9.8
$R R$ denotes relative risk, $C I$ denotes Confidence interval
analyses by taking into account both of these factors (i.e., aging-related heterogeneity and the modulating role of CVD and cancer) reveals impressively large and significant detrimental effects of the e4 allele on death in women only and in men and women combined, as well as marginally significant effects in men (Table 9.12, FHS + FHSO, $<95$ years).

Conclusions on the Role of the APOE Gene in Lifespan The results of these analyses provide two important insights into the role of genes in lifespan. First, they provide evidence on the key role of aging-related processes in genetic susceptibility to lifespan. For example, taking into account the specifics of aging-related processes gains $18 \%$ in estimates of the RRs and five orders of magnitude in significance in the same sample of women (i.e., $\mathrm{RR}=1.61, p=1.2 \times 10^{-9}$ (Table 9.12, FHS + FHSO, $<95$ years) vs. $\mathrm{RR}=1.36, p=1.4 \times 10^{-4}$ (Table 9.11, FHS+FHSO)) without additional investments in increasing sample sizes and new genotyping. The second is that a detailed study of the role of aging-related processes in estimates of the effects of genes on lifespan (and healthspan) helps in detecting more homogeneous subsamples at excessive risks, such as those of death in women with shorter lifespan (i.e., less than 95 years) in the case of lifespan.
Table 9.11 Relative risks of death in the pooled sample of the genotyped participants of the FHS and FHSO cohorts

| Sample | FHS+FHSO |  |  |  | FHS+FHSO, <95 years |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N_{\text {tot }} / N_{\text {died }}$ | RR | $p$ | $95 \%$ CI | $N_{\text {tot }} / N_{\text {died }}$ | RR | $p$ | $95 \%$ CI |
| Men and women | 5182/1797 | 1.25 | $1.5 \times 10^{-4}$ | 1.11-1.39 | 5026/1684 | 1.29 | $2.1 \times 10^{-5}$ | 1.15-1.44 |
| Men | 2330/864 | 1.12 | 0.178 | 0.95-1.31 | 2300/841 | 1.12 | 0.169 | 0.95-1.32 |
| Women | 2852/933 | 1.36 | $1.3 \times 10^{-4}$ | 1.16-1.60 | 2726/843 | 1.47 | $1.9 \times 10^{-6}$ | 1.25-1.72 |

$R R$ denotes relative risk, $C I$ denotes Confidence interval, $N_{\text {tot }}$ and $N_{\text {died }}$ denote the total number of genotyped individuals and the number of deaths among them, respectively

Table 9.12 Health-adjusted relative risks of death in the pooled sample of the genotyped participants of the FHS and FHSO cohorts

| Sample | FHS+FHSO |  |  | FHS+FHSO, $<95$ years |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | RR | $p$ | $95 \%$ CI | RR | $p$ | $95 \%$ CI |
| Men and women | 1.33 | $4.2 \times 10^{-6}$ | $1.18-1.49$ | 1.37 | $2.3 \times 10^{-7}$ | $1.22-1.55$ |
| Men | 1.16 | 0.103 | $0.97-1.37$ | 1.18 | $6.6 \times 10^{-2}$ | $0.99-1.40$ |
| Women | 1.50 | $1.0 \times 10^{-6}$ | $1.27-1.76$ | 1.61 | $1.2 \times 10^{-9}$ | $1.38-1.88$ |

Model is adjusted for inter-cohort difference and the prevalence of CVD and cancer
The number of subjects is shown in Table 9.11
$R R$ denotes relative risk, $C I$ denotes Confidence interval

### 9.4 Conclusion

The results of the analyses presented in this chapter are indicative of the complex role of genes in healthspan and lifespan. Accordingly, adequate methods are necessary to disentangle this role and gain further insights into genetic origin of such complex traits. An important immediate consequence of such analyses is that their results are crucial for the efficient translation of genetic discoveries into strategies aiming to improve population health.
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# Chapter 10 <br> Conclusions Regarding Empirical Patterns of Aging, Health, and Longevity 

Alexander M. Kulminski, Anatoliy I. Yashin, Irina Culminskaya, Kenneth C. Land, and Svetlana V. Ukraintseva

Age is a major risk factor for phenotypes characterizing human health, well-being, and survival in late life. The risks of these phenotypes expressed in forms of pathological dysregulation of physiological functions, incidence or prevalence of diseases, case fatality, or mortality also change with age. This change integrates all challenges occurring in a human organism during the life course by a given age. Accordingly, the age patterns of various age-related phenotypes are a valuable source of information about health-related processes in human organisms.

Chapter 2 focused on phenotypes that are considered critical markers of physiological processes in an organism-including blood glucose, body mass index, blood pressure, lipids, hematocrit, and ventricular rate. Changes in these biomarkers (also called endophenotypes) are routinely monitored in clinical practice in order to detect premature dysregulation of the respective processes in an organism with age. It is believed that such dysregulation is a manifestation of pathological changes causing diseases later in life (e.g., cardiovascular diseases). Longitudinal studies collecting information on endophenotypes during long periods of human life are a unique source of such information available to the research community. In many cases, these studies have important advantages over clinical observations because they often collect information on initially healthy individuals.

Having a clear understanding of the research goals and the data supporting the analyses, an array of fundamental questions regarding health-related processes with age can be addressed. Specifically, Chap. 2 investigated whether age patterns of endophenotypes exhibit some regularity patterns, whether these patterns are gender-specific, whether they differ between the specific population of the Framingham Heart Study and the general U.S. population, whether genetic and non-genetic factors associated with lifespan can modulate these patterns, whether there are hidden (unobserved) components of biological mechanisms regulating the dynamics of age-related changes, and how they are linked to observed endophenotypes.

The results of the empirical analyses in Chap. 2 showed that gender-specific age patterns of endophenotypes can be modulated by behavioral, socio-economic, and
genetic factors. Analyses of groups of short-lived and long-living individuals showed apparent differences in age patterns of endophenotypes between these groups. These patterns are also different between groups of individuals having short and long healthspans. These patterns are affected by events characterizing individuals' health status (such as the presence or absence of certain age-related diseases) and, eventually, they can pinpoint groups of individuals at excess risk of death.

However, these analyses make it clear that a better understanding of the biological mechanisms for coping with deleterious influences of aging and harmful external factors requires more rigorous analyses and the development and application of sophisticated mathematical and computer models. These models are useful for delineating the effects of fundamental process of biological aging from those associated with compositional changes due to the process of mortality selection. The biological aging-related processes, in turn, can be decomposed into components dealing with the senescence process per se, changes due to the ontogenetic program, changes in response to persistent exogenous stresses, and the effects of compensatory mechanisms that try to maintain an organism's functioning despite all these forces.

The analyses of age patterns of endophenotypes in Chap. 2 were further extended by the analyses of age patterns of major human diseases and mortality in Chap. 3. The importance of these analyses is twofold. First, they are important for gaining insights into key factors driving the onset and progression of age-related chronic diseases. Second, they inform policymakers and governmental institutions how to better address the health demands of the elderly and to reduce the associated economic burdens on society. Identification of disease age patterns with sufficient precision requires large population-based databases that are costly to collect. However, there is an important and readily-available resource in the form of administrative health data which is routinely generated through the administration of health care programs. This resource is the Medicare Standard Analytic Files for service use for the entire Medicare-enrollee population of adults aged 65 years and older. Analysis of age patterns of health and survival risks using administrative data requires appropriate analytic strategies adapted to such data.

Chapter 3 focused on a series of epidemiologic and biodemographic measures that can be studied using Medicare data. The topics discussed included age patterns of morbidity and mortality, recovery or long-term remission (when appropriate), comorbidity and multimorbidity, risk factors of disease incidence and mortality, and projection modeling of health and mortality. The analyses were performed using Medicare data linked to the Surveillance, Epidemiology, and End Results (SEER) Registry (SEER-M), and the National Long Term Care Survey (NLTCSM) data.

The results of the analyses showed that the administrative data can be used to adequately evaluate the national age patterns of incidence of a large array of diseases in late life including cardiovascular diseases, cancers at different sites, neurodegenerative diseases, and asthma, among the others. It was also concluded that remission/recovery rates for age-related diseases and their time trends were
detectable using Medicare data; the patients for whom there were large periods without reported ICD-9 diagnoses were the healthier subcohort. The date of onset of a disease can be identified using information collected in the Medicare data with specific assumptions used to define the associated calculation algorithm.

Chapter 3 also discussed methodological and substantive issues of the analyses of associations between hundreds of variables measured in the NLTCS-M and risks of all-cause mortality and morbidity extracted from the Medicare data. The chapter presented a new multimorbidity index-AMMI-for the U.S. older adult population which reflected recent innovations in prevention and treatment and which was estimated using information from the Medicare data.

The substantive results of the analyses in Chap. 3 consisted of estimated statistical associations between different risks and characteristics representing distinct features of human aging. Methodological results included evaluation and comparison of several popular approaches of dealing with high dimensional categorical measurements and investigation of their power in predicting associations with the considered risks. These analyses highlighted a number of factors predicting disease incidence including physical activity, smoking, comorbidity, demographics, health insurance, and medical care providers. The same approach can be used to detect the most influential preventable behavioral risk factors using data from other studies with more detailed description of the risk factors. These approaches can be used to develop individualized forecasts and prevention strategies.

Despite the common understanding that age is a risk factor of not just one but a large portion of human diseases in late life, each specific disease is typically considered as a standalone trait. Independence of diseases was a plausible hypothesis in the era of infectious diseases caused by different strains of microbes. Unlike those diseases, the exact etiology and precursors of diseases in late life are still elusive. It is clear, however, that the origin of these diseases differs from that of infectious diseases and that age-related diseases reflect a complicated interplay among ontogenetic changes, senescence processes, and damages from exposures to environmental hazards. Studies of the determinants of diseases in late life provide insights into a number of risk factors, apart from age, that are common for the development of many health pathologies. The presence of such common risk factors makes chronic diseases and hence risks of their occurrence interdependent. This means that the results of many calculations using the assumption of disease independence should be used with care.

Chapter 4 argued that disregarding potential dependence among diseases may seriously bias estimates of potential gains in life expectancy attributable to the control or elimination of a specific disease and that the results of the process of coping with a specific disease will depend on the disease elimination strategy, which may affect mortality risks from other diseases. Therefore, any strategy for the reduction of the burden of a disease or its complete eradication has to take the underlying mechanisms of disease dependence into account.

The chapter provided evidence of dependence among various diseases considering a large microlevel dataset on Multiple Causes of Death (MCD). MCD data
were used to evaluate correlations among mortalities from cancer and other major health disorders, including heart disease, stroke, diabetes, Alzheimer's and Parkinson's diseases, and asthma. The types of dependence that were uncovered included a form of antagonism (trade-off) with significant negative correlations, e.g., as found between cancer and other selected diseases. Consideration was given to possible mechanisms, including pleiotropic effects of genetic factors, as well as appropriate mathematical methods of dealing with dependence among diseases in the analyses of data on aging, health, and longevity. The study of mechanisms of dependence opens new opportunities for improving population health by developing proper preventive measures and adequate treatment strategies which minimize the chances of harmful side effects.

Chapter 5 dealt with the facts that the cancer incidence rate for all sites combined and life expectancy have increased over time in many countries around the world. These increases are concurrent with the economic progress and spread of the Western lifestyle. What caused this global increase in cancer risk, beyond known carcinogenic exposures? Could life in affluent societies make people more susceptible to cancer? And could an increase in cancer risk and longevity be favored by the same factors linked to economic prosperity? This chapter reviewed the global epidemiological evidence and results of human and animal studies to show that the higher overall cancer risk in the more developed world might be a result of a higher proportion of individuals in the populations more susceptible to cancer, rather than merely the result of a higher carcinogenic burden. This proportion could increase over time under the influence of several factors linked to the high economic development and Western lifestyle, including: improved medical and living conditions that allow for survival of people with less efficient immune systems; novel exposures that are not carcinogenic themselves but may increase one's vulnerability to established carcinogens; and others. Some of the factors associated with the Western lifestyle (e.g., food enriched with growth factors and delayed childbirth) may favor both longevity and vulnerability to cancer. This suggests that trade-offs between cancer and aging may contribute to concurrent increases in longevity and cancer risks in modern human populations.

A complex array of problems of increasing risks of various health traits with age along with possible dependencies among some of them in aging populations worldwide leads to increasing governmental concerns on how to achieve further compression of morbidity in the most efficient manner. This objective highlights an important economic component: i.e., medical costs associated with treatment and rehabilitation to improve well-being and reduce the burden on the economies. This problem requires evaluation of trends in disease burden and associated health expenditures. To forecast such trends one needs to understand the key factors driving the progression of age-related diseases and how such progression could result in changes in associated medical costs. In the U.S., this is a primary concern for the two main governmental health insurance programs, Medicare and Medicaid.

To open new possibilities for forecasting population health and medical costs, studies of the effects of disease onset on individual medical cost patterns and of the behavior of individual health patterns in the presence of comorbid and concurrent
disorders are required. The results of such studies can help to estimate to what extent cumulative individual medical costs can determine future changes in elderly patients' health status.

Chapter 6 focused on developing a model capable of generating a quantitative description of the relationships between individual cost patterns accompanying the onset of age-related diseases. The model is designed to have demographically interpretable parameters and to serve as a building block in constructing a precise and comprehensive forecasting model of medical costs (including Medicare spending) at the population level. The underlying methodological idea is that one can aggregate health state information into a small number of covariates which can be pivotal in predicting the risk of a health event (e.g., disease incidence) and whose dynamics can be determined within the model constraints.

The new model was applied to 20 diseases. The results are important for the whole U.S. elderly population because the list of diseases includes those with high prevalence and with high medical costs associated with their treatment. It was found that the time patterns of the medical cost trajectories were similar for all selected diseases and could be described in terms of four components: (i) the pre-diagnosis costs associated with initial comorbidity represented by medical expenditures, (ii) the costs associated with the onset of each disease, (iii) the rate of reduction in medical expenditures after the disease onset, and (iv) the difference between post- and pre-diagnosis cost levels associated with an acquired comorbidity. The description of the trajectories was formalized by a model which explicitly involved four parameters reflecting these four components. The model was validated for several population groups and demonstrated the ability to describe cost trajectories for different levels of disability and comorbidity. This model could be further extended to forecast health/incidence, mortality, and associated medical costs in the U.S. elderly population using more limited sets of parameters derived from more broadly available data sources.

Physiological changes in the aging human body are manifested in changes in various biomarkers which are routinely collected in clinical settings. Some studies of human health, aging, and lifespan also collect that information, often, over relatively long time periods. The other major phenotypes accompanying aging are the various diseases. It is apparent that these two types of phenotypes (biomarkers and diseases) do not exhaust all possible changes in an aging human organism because human life is also accompanied by small and moderate changes occurring with age, e.g., signs, symptoms, minor impairments, etc. Many studies of human health, aging, and lifespan collect this information. However, it is rare that this information is used for published analyses. This is mainly because important information about age-related processes in an organism is spread through hundreds of mild-effect phenotypes. The connections among such phenotypes, as well as between each of them and diseases and/or survival, are unclear. To effectively use this information, either substantially larger samples or new methods are needed. A cost-efficient solution would be attained if one could improve the methods for working with existing information.

A promising approach would be to construct a measure which would aggregate such mild-effect phenotypes. This idea was suggested in the literature in 1990s and was promoted in studies presented Chap. 7. Following those ideas, an index of cumulative deficits (DI) was constructed using information on mild-effect traits available from several surveys and studies in the U.S., including the National Long Term Care Survey, the Framingham Heart Study, and the Long Life Family Study.

The importance of this index is twofold. First, it can characterize health conditions with elusive expressions such as the geriatric syndrome of frailty. Second, given its inherent nature of gathering mild-effect phenotypes, it can characterize the general process of age-related health decline which is believed to be associated with aging. The results of the analyses were presented in Chap. 7 where they provided strong evidence that the DI should be considered as a promising tool for applications in population and clinical settings. An important finding was that the DI could be considered as a tool to characterize age-related processes in the elderly, independently of age. This result characterized the DI not merely as a substituent of age but as an alternative to age in the summary of age-related processes. Another important result was that the DI could be a better tool for geriatricians working with old-aged patients to measure phenotypic frailty than an alternative tool developed by L. Fried and colleagues.

Endophenotypes characterizing the physiological state of an individual are a product of a complicated interplay between genetic and non-genetic (environmental, behavioral, or stochastic) factors. Because the effects of these factors may change during the life course, endophenotypes may differ substantially at different ages in different individuals. Despite these intra- and inter-individual differences, the average age trajectories for the same endophenotype follow remarkable regularities. Epidemiology suggests that the endophenotypes may influence the risks of morbidity and mortality. However, most studies in the field are focused on the connections of the risks of events with endophenotypes at a given age. The dynamic nature of endophenotypes is often ignored. If, however, static endophenotypes may influence risks of morbidity and mortality, it is also logical to expect that the dynamics of these endophenotypes may also influence those risks. This is reasonable because the dynamic properties of individual trajectories of physiological biomarkers over calendar age may reflect the rate of individual aging. And, if that aging rate affects lifespan and healthspan, then one can expect that the dynamic characteristics of such trajectories will affect morbidity and mortality risks.

Chapter 8 analyzed individual trajectories of aging changes in key physiological biomarkers measured in participants of the FHS and focused on establishing connections between characteristics of dynamic trajectories (across time) and human lifespan and healthspan. They considered a broad range of such dynamic characteristics including, e.g., the rate of change, the rate of increase or decrease, the mean of residuals, the maximal value, etc. They found that these dynamic variables may influence longevity and exceptional health more substantially than the variables describing static physiological states. The major conclusion of the analyses was that such dynamic variables can be important targets for prevention aiming to postpone onsets of complex diseases and increase lifespan. In order to see
a clearer picture of the relationships between physiological biomarkers, healthspan, and lifespan, the dynamic variables should be more actively employed in aging and health research, and routinely used together with the variables describing static physiological states.

The aging of populations in developed countries requires effective strategies to extend healthspan. A promising solution could be to yield insights into the genetic predispositions for endophenotypes, diseases, well-being, and survival. It was thought that genome-wide association studies (GWAS) would be a major breakthrough in this endeavor. Various genetic association studies including GWAS assume that there should be a deterministic (unconditional) genetic component in such complex phenotypes. However, the idea of unconditional contributions of genes to these phenotypes faces serious difficulties which stem from the lack of direct evolutionary selection against or in favor of such phenotypes. In fact, evolutionary constraints imply that genes should be linked to age-related phenotypes in a complex manner through different mechanisms specific for given periods of life. Accordingly, the linkage between genes and these traits should be strongly modulated by age-related processes in a changing environment, i.e., by the individuals' life course. The inherent sensitivity of genetic mechanisms of complex health traits to the life course will be a key concern as long as genetic discoveries continue to be aimed at improving human health.

Given this rationale, Chap. 9 presented the results of detailed analyses of the effect of the APOE common polymorphism on age patterns of risks of major human diseases such as CVD and cancer, as well as on survival. The analyses were focused on two generations of humans participating in the FHS. The results provided examples of complex modes of $A P O E$ actions including genetic trade-offs, antagonistic genetic effects on the same traits at different ages, and changes in genetic effects on lifespan at different ages.

The results on the antagonistic roles of $A P O E$ in diseases provided two important insights. First, they explicitly showed that the same allele can change its role in the risks of CVD in an antagonistic fashion across age. Second, these genetic tradeoffs can be strongly affected by sex. Both of these insights underscore the key role of the life course in genetic susceptibility to age-related phenotypes.

The results of the analyses of the role of $A P O E$ in lifespan provided additional evidence about the key role of age-related processes in genetic susceptibility to phenotypes in late life. They also showed that detailed ascertainment of the role of age-related processes in estimating the effects of genes on lifespan and healthspan could help in detecting more homogeneous subsamples at excess risks.

## Part II

## Statistical Modeling of Aging, Health, and Longevity

# Chapter 11 <br> Approaches to Statistical Analysis of Longitudinal Data on Aging, Health, and Longevity: Biodemographic Perspectives 

Konstantin G. Arbeev, Igor Akushevich, Alexander M. Kulminski, Kenneth C. Land, and Anatoliy I. Yashin

### 11.1 Introduction

Longitudinal data play a pivotal role in discovering different aspects of knowledge related to aging, health, and longevity. There are many statistical methods for the analysis of longitudinal data, which is one of the most prolific areas of statistical science. Different types of research questions require different analytic approaches: for example, a researcher would apply different approaches depending on the type of longitudinal data at hand (categorical or continuous) and whether the primary research interest is in the longitudinal outcomes alone or in combined analyses of longitudinal data and survival (or, generally, time-to-event) outcomes. The goal of this chapter is not to give a comprehensive overview of various approaches that can be used in such analyses, because it is impossible to cover all of them in any substantial detail in a single chapter. Details on a broad range of state-of-the-art statistical methods of longitudinal data analysis can be found in recent books aimed at a general audience (e.g., Fitzmaurice et al. 2009, 2011) or specifically for researchers in aging, health, and social sciences (Newsom et al. 2012). Rather, the focus of this chapter is narrower: to provide a brief discussion of approaches to statistical analyses of longitudinal data on aging relevant to the major topic of this monograph, Biodemography of Aging, and relate this discussion to the subsequent chapters in Part II.

Biodemography is a multidisciplinary branch of science that unites under its umbrella various analytic approaches aimed at integrating biological knowledge and methods and traditional demographic analyses to shed more light on variability in mortality and health across populations and between individuals. Biodemography of aging is a special subfield of biodemography that focuses on understanding the impact of processes related to aging on health and longevity. Although it is a relatively young discipline, biodemography in general, and biodemography of aging in particular, have quickly evolved into the one of the most innovative and fastest growing areas of demography with substantial
achievements to date and with great opportunities and new challenges for the future (Carey 2008; Carey and Vaupel 2005; Christensen 2008; Crimmins et al. 2010; Kaplan and Gurven 2008; Vasunilashorn and Crimmins 2008; Vaupel 2010; Wachter 2008). The rapid progress of this field is fueled in particular by the rapid increase in the number of large-scale studies that collect various biomarkers that can be incorporated into demographic analyses (Crimmins et al. 2008, 2010; Weinstein et al. 2007).

Aging, as this word connotes, is a process that develops with age. Therefore, data on various relevant biomarkers measured at different ages for the same individuals are necessary to develop knowledge about the mechanisms and dynamics of the process of aging. The potential and value of biodemographic approaches is now realized due to the availability of longitudinal biomarkers in existing studies and in those that will develop multiple waves with longitudinal biomarker data in the foreseeable future (Crimmins et al. 2010).

Mortality rates as a function of age are a cornerstone of many demographic analyses. The longitudinal age trajectories of biomarkers add a new dimension to the traditional demographic analyses: the mortality rate becomes a function of not only age but also of these biomarkers (with additional dependence on a set of sociodemographic variables). Such analyses should incorporate dynamic characteristics of trajectories of biomarkers to evaluate their impact on mortality or other outcomes of interest. Traditional analyses using baseline values of biomarkers (e.g., Cox proportional hazards or logistic regression models) do not take into account these dynamics. One approach to the evaluation of the impact of biomarkers on mortality rates is to use the Cox proportional hazards model with time-dependent covariates; this approach is used extensively in various applications and is available in all popular statistical packages. In such a model, the biomarker is considered a timedependent covariate of the hazard rate and the corresponding regression parameter is estimated along with standard errors to make statistical inference on the direction and the significance of the effect of the biomarker on the outcome of interest (e.g., mortality). However, the choice of the analytic approach should not be governed exclusively by its simplicity or convenience of application. It is essential to consider whether the method gives meaningful and interpretable results relevant to the research agenda. In the particular case of biodemographic analyses, the Cox proportional hazards model with time-dependent covariates is not the best choice. This is due to features of the analyses and data being analyzed, as discussed below.

Longitudinal studies of aging present special methodological challenges due to inherent characteristics of the data that need to be addressed in order to avoid biased inference. The challenges are related to the fact that the populations under study (aging individuals) experience substantial dropout rates related to death or poor health and often have co-morbid conditions related to the disease of interest. The standard assumption made in longitudinal analyses (although usually not explicitly mentioned in publications) is that dropout (e.g., death) is not associated with the outcome of interest. While this can be safely assumed in many general longitudinal studies (where, e.g., the main causes of dropout might be the administrative end of the study or moving out of the study area, which are presumably not related to the
studied outcomes), the very nature of the longitudinal outcomes (e.g., measurements of some physiological biomarkers) analyzed in a longitudinal study of aging assumes that they are (at least hypothetically) related to the process of aging. Because the process of aging leads to the development of diseases and, eventually, death, in longitudinal studies of aging an assumption of non-association of the reason for dropout and the outcome of interest is, at best, risky, and usually is wrong. As an illustration, we found that the average trajectories of different physiological indices of individuals dying at earlier ages markedly deviate from those of long-lived individuals, both in the entire Framingham original cohort (see, e.g., Chap. 2 and Yashin et al. (2012b)) and also among carriers of specific alleles (Arbeev et al. 2012). In such a situation, panel compositional changes due to attrition affect the averaging procedure and modify the averages in the total sample.

Furthermore, biomarkers are subject to measurement error and random biological variability. They are usually collected intermittently at examination times which may be sparse and typically biomarkers are not observed at event times. It is well known in the statistical literature that ignoring measurement errors and biological variation in such variables and using their observed "raw" values as timedependent covariates in a Cox regression model may lead to biased estimates and incorrect inferences (Prentice 1982; Sweeting and Thompson 2011). For example, as Sweeting and Thompson (2011) showed, the Cox regression model with timedependent covariates severely underestimates associations between the current underlying longitudinal value and the event hazard. When biomarkers are measured at sparse examinations or with a long time interval before an outcome event such bias can worsen. This is because the Cox model must have values of such variables at different time points, which is usually achieved in software implementations by assuming that the values of the time-dependent covariates are constant between observations (exams) and that the hazard at some future point is associated with the extrapolated value of the covariate at this time point.

That said, it is clear that standard methods of longitudinal data analyses such as mixed-effects models (Laird and Ware 1982) or generalized estimating equations (Liang and Zeger 1986) are not appropriate in analyses of longitudinal data on aging because they assume non-informative dropout. Standard methods of survival analysis such as the Cox proportional hazards model (Cox 1972) with timedependent covariates should be avoided in analyses of biomarkers measured with errors because they can lead to biased estimates.

The need to use appropriate statistical methods to take into account challenges associated with analyses of longitudinal data on aging is recognized in the gerontological literature (Murphy et al. 2011). Which statistical methods are then appropriate for analyses of longitudinal data on aging depends on the actual research aims (Kurland et al. 2009). Although, as noted above, the field of biodemography encompasses a diverse research agenda, we will specifically focus in this chapter on analyses of mortality (or, generally, time-to-event) data and longitudinal measurements of biomarkers. That is, we will focus on approaches that include models for both the time-to-event and longitudinal outcomes (thus omitting methods that concentrate on the longitudinal outcome and treat the time-to-event data as a
nuisance factor to be adjusted for, and approaches that do not include time-to-event information, e.g., onset of a disease, but, say, include instead binary indicators such as prevalence of a disease in logistic regression). Our choice of joint analyses of the time-to-event and longitudinal outcomes is consistent with keeping the narrative focused on specific applications to biodemography of aging. There is a considerable literature on advanced methods of analyses of longitudinal data summarized, for example, in a recent book by Fitzmaurice et al. (2009).

Statistical methods aimed at analyses of time-to-event data jointly with longitudinal measurements have become known in the mainstream biostatistical literature as "joint models for longitudinal and time-to-event data" ("survival" or "failure time" are often used interchangeably with "time-to-event") or simply "joint models." This is an active and fruitful area of biostatistics with an explosive growth in recent years. Reviews of some earlier approaches to joint modeling of longitudinal and time-to-event data can be found in Hogan and Laird (1997), Troxel (2002), Tsiatis and Davidian (2004), and Yu et al. (2004). Recent developments are summarized in reviews by Diggle et al. (2008), Ibrahim et al. (2010), Sousa (2011), Wu et al. (2012), McCrink et al. (2013), Proust-Lima et al. (2014), and Gould et al. (2015). We refer readers to the references cited above and the book by Rizopoulos (2012) for a detailed and comprehensive overview of the theory and applications of joint models. In our recent paper (Arbeev et al. 2014) we reviewed both joint models and stochastic process models (see Chap. 12) with a particular focus on applications to prediction of health and survival. In the next section, we briefly present the basics of joint models and their various extensions suggested in the recent biostatistical literature and discuss them in the context of biodemographic applications.

### 11.2 Statistical Approaches to Joint Analysis of Longitudinal and Time-to-Event Outcomes

### 11.2.1 Standard Joint Models and Their Extensions

The standard joint model consists of two parts, the first representing the dynamics of longitudinal data (which is referred to as the "longitudinal sub-model") and the second one modeling survival or, generally, time-to-event data (which is referred to as the "survival sub-model"). The standard paradigm in this class of models postulates the dynamics of the "true" (unobserved) longitudinal process in terms of a vector of subject-specific random effects. The observed longitudinal data are the values of this "true" process that are collected intermittently at some time points (possibly different for different individuals) and are subject to measurement error. The survival sub-model typically assumes that the risk of an event at some age $t$ depends on the value of the "true" longitudinal process at that age in a Cox proportional hazards context. For example, the standard model for continuous
longitudinal data can be formulated using a linear mixed-effects (LME) model with normally distributed errors and random effects (Faucett and Thomas 1996; Rizopoulos 2012; Tsiatis and Davidian 2004; Wulfsohn and Tsiatis 1997):

$$
\begin{equation*}
Y_{i}(t)=X_{i}^{T}(t) \beta+Z_{i}^{T}(t) b_{i}+\varepsilon_{i}(t) \tag{11.1}
\end{equation*}
$$

where $Y_{i}(t)$ denotes the longitudinal outcome for individual $i$ at age $t, X_{i}^{T}(t)$ and $Z_{i}^{T}(t)$ are design vectors of fixed effects $\beta$ and random effects $b_{i}$ (" $T$ " denotes transposition; here and below we will use column vectors if not stated otherwise), and $\varepsilon_{i}(t)$ is the error term. The error terms $\varepsilon_{i}(t)$ are assumed independent and normally distributed, $\varepsilon_{i}(t)^{\sim} N\left(0, \sigma^{2}\right)$ Random effects $b_{i}$ are assumed to be independent of the error terms and also normally distributed, $b_{i}{ }^{\sim} N(0, B)$. The expression for the hazard rate for the time-to-event outcome represents dependence of the risk of the event on the current "true" value of the longitudinal outcome:

$$
\begin{equation*}
\mu_{i}\left(t \mid \bar{Y}_{i}(t), w_{i}\right)=\mu_{0}(t) \exp \left\{w_{i}^{T} \gamma+\alpha \bar{Y}_{i}(t)\right\} \tag{11.2}
\end{equation*}
$$

where $\mu_{0}(t)$ is the baseline hazard, $w_{i}$ is a vector of baseline covariates with associated vector of regression coefficients $\gamma, \bar{Y}_{i}(t)$ stands for the "true" (unobserved) value of the longitudinal outcome:

$$
\begin{equation*}
\bar{Y}_{i}(t)=X_{i}^{T}(t) \beta+Z_{i}^{T}(t) b_{i}, \tag{11.3}
\end{equation*}
$$

and $\alpha$ is the respective regression coefficient.
The model (11.1, 11.2 and 11.3) represents the joint model in its simplest form. Numerous extensions of this basic model have appeared in the joint modeling literature in recent decades, providing great flexibility in applications to a wide range of practical problems. The extensions involve different characteristics of both the longitudinal and the time-to-event sub-models, such as specification of trajectories, distribution of random effects, type of longitudinal data (continuous or categorical), alternative expressions for hazard rates, etc., as described in the remainder of this section.

In the longitudinal sub-model, more flexible specification of the individual trajectories, such as splines (Brown 2009; Brown et al. 2005; Ding and Wang 2008; Rizopoulos and Ghosh 2011; Rizopoulos et al. 2009; Yao 2007) or stochastic processes (Chiang 2011; Henderson et al. 2000, 2002; Struthers and McLeish 2011; Wang and Taylor 2001; Xu and Zeger 2001b), have been suggested. We will discuss the latter approach in more detail in the next section on the use of stochastic processes to model biological variation and heterogeneity in individual longitudinal trajectories. Another type of model with more flexible specification of longitudinal trajectories that allows for testing relevant biological hypotheses is change-point joint models (Dantan et al. 2011; Faucett et al. 2002; Garre et al. 2008; Ghosh et al. 2011; Jacqmin-Gadda et al. 2006; Pauler and Finkelstein 2002; Tapsoba et al. 2011b; Yu and Ghosh 2010). Change-point joint models extend the random
effects specification of the longitudinal data by adding an unknown change-point which represents the time when the longitudinal age trajectory experiences a change in its pattern (e.g., an increase in the slope, or a change from a linear to a non-linear pattern). Biologically, such change-points may correspond to some internal processes in an organism that ultimately manifest themselves in the changes in behavior of the longitudinal trajectories. The change-points typically are assumed to be random variables with distributions (means) depending on observed covariates, thus allowing the investigation of their impact on the change in behavior of the longitudinal trajectory. The change-points can also be thought of as representing an onset of a pre-disease or pre-diagnosis state in the joint multistate model context (Dantan et al. 2011).

Incorrect specification of the distribution of random effects in joint models can, in principle, lead to biased inference. Several authors have considered relaxing the assumption of normality of random effects or making no parametric assumptions about the random effects distribution (Brown and Ibrahim 2003b; Song et al. 2002a; Song and Wang 2008; Tapsoba et al. 2011a; Tsiatis and Davidian 2001). Hsieh et al. (2006) showed in simulation studies that maximum likelihood estimates (MLEs) of parameters in joint models are robust against the violation of the normality assumption of random effects if information from the longitudinal data is rich enough. Rizopoulos et al. (2008) proved that the effect of misspecification of the random effects distribution diminishes as the number of longitudinal measurements per individual increases. However, as Huang et al. (2009) noted, "a relevant question is whether or not the available longitudinal information in a particular data set is rich enough to yield an MLE insensitive to model misspecification." They developed a diagnostic tool to reveal misspecification in the random effects model and provided a graphical method and test statistics to quantitatively assess the robustness of parameter estimators.

Standard joint models utilize LME models for longitudinal data. Nonlinear mixed effects (NLME) models in which more sophisticated nonlinear processes generating the longitudinal data are assumed (Davidian and Giltinan 1995) can be useful, and generalized linear mixed models (GLMM) (Diggle et al. 2002) can accommodate both continuous and categorical longitudinal outcomes (such as Gaussian, binomial or Poisson variables). Joint models incorporating NLME and GLMM have appeared recently in the literature (Huang et al. 2011; Rizopoulos and Ghosh 2011; Wu et al. 2008, 2010; Yao 2008). Such nonlinear models may be useful in many applications, but they are more computationally demanding and the nonlinearity of the longitudinal models may require special approaches to reduce computation time.

The most widely used approach in the joint models literature applies the Cox proportional hazards (regression) model to represent the relationship between the longitudinal outcomes and failure times. The distinct feature of the Cox model is a completely unspecified baseline hazard. Although such a specification is possible in the joint modeling context, it can result in underestimated standard errors of parameters (Hsieh et al. 2006), thus necessitating an explicit characterization of the baseline hazard. Models with flexible specifications of the baseline hazard
include the use of piecewise constant hazards or approximations by splines, e.g., as implemented in the R package JM (Rizopoulos 2010, 2012).

There can be many situations in real-world applications in which the proportionality of hazards assumption does not hold and can be hard to justify biologically. In these cases, the use of models that assume the proportionality of hazards to capture the relationship between failure times and longitudinal outcomes can be misleading. The accelerated failure time (AFT) model (Cox and Oakes 1984) is considered an appealing alternative to the Cox model in aging research (Swindell 2009), often providing more intuitive interpretations of the effects of a covariate (e.g., treatment) on the survival outcome. Joint models with the AFT survival sub-model were considered in the literature (Hanson et al. 2011; Huang et al. 2011; Rizopoulos et al. 2010; Tseng et al. 2005; Vonesh et al. 2006; Wu et al. 2010). Another possible alternative with more flexible models for effects of covariates on survival data is the time-varying coefficient proportional hazards model (Zucker and Karr 1990) in which the regression coefficients may vary over time. Song and Wang (2008) applied the time-varying coefficient proportional hazards model in the joint model context.

The standard joint model (11.1, 11.2 and 11.3) is formulated for a single longitudinal outcome. Often several longitudinal markers that can be related to the time-to-event outcome are available in the study. Such biomarkers can represent different manifestations of underlying biological processes that work in concert so their joint analysis in the framework of a multidimensional model that would take dependence between the markers into account can be advantageous. Joint models for multiple longitudinal markers have been considered in the literature (Brown et al. 2005; Chi and Ibrahim 2006, 2007; Ibrahim et al. 2004; Lin et al. 2002; Rizopoulos and Ghosh 2011; Song and Wang 2008; Song et al. 2002b; Xu and Zeger 2001a). However, this advantage can be offset by computational difficulties related to the need for numerical integration over the random effects. In the case of several longitudinal outcomes, the dimensionality of the random effects can become prohibitively large for practical implementations.

Model (11.1, 11.2 and 11.3) focuses on a single failure type such as death or onset of a disease. Extensions of joint models to work with multiple failure times (competing risks) have been discussed in the literature. This literature is described in more detail in Chap. 13 which also reviews modifications of joint models, including an additional random variable in the time-to-event sub-model (typically referred to as "frailty") and joint models that accommodate latent subpopulations (latent classes) called "joint latent class models."

A special case of joint models is the class of models with a cure fraction or joint cure models (Abu Bakar et al. 2009; Brown and Ibrahim 2003a; Chen et al. 2004; Chi and Ibrahim 2007, 2006; Law et al. 2002; Song et al. 2012; Taylor et al. 2005; Yu and Ghosh 2010; Yu et al. 2004, 2008). Such models are relevant, for example, in applications to cancer research where they represent the natural setting of events (treatment and subsequent cure or recurrence of cancer). When such a "cured" group (not susceptible to the risk of the event) is present in the data, there will be a plateau in the survival function when there is a substantial follow-up period, i.e., the
survival function will never reach zero. That is, standard models with proper survival functions are not appropriate in such applications, because they assume that every individual would eventually experience the event. Joint cure models also represent an interesting example of the incorporation of biological theories and concepts into statistical models.

As discussed in Chap. 6, modeling and analysis of medical cost trajectories in relation to the onset of aging-related diseases and death are important topics in research on aging. These are especially relevant nowadays when the population is aging and medical costs are increasing rapidly. For example, joint analyses of trajectories of medical costs and survival can be important in cost-effectiveness studies. Joint models provide an approach to performing such joint analyses of individual trajectories of medical costs and time-to-event data. Liu et al. (2007) suggested a joint model for monthly medical costs and survival time that takes into account the possible correlation between the medical costs trajectory and survival time and possible differential patterns of medical costs close to death. Such a correlation is introduced through a common random effect in the sub-models for survival and medical costs. This random effect in the survival sub-model represents "frailty" (see Chap. 13). Specification of a sub-model for medical costs takes into account the possibility of a changing pattern of costs at some time period before death which makes it similar to the change-point models discussed above. As Liu et al. (2007) showed in their simulation studies, ignoring the dependence of death times on medical costs results in biased estimates of the longitudinal model for medical costs, whereas the joint model produces correct estimates. Another point to consider in such applications is the assumption of non-informative observation times, i.e., that observation times do not carry information on the longitudinal measures (medical costs). This is the usual assumption in the joint models literature and it is relevant in most applications, but it is at least questionable in analyses of medical costs data. For example, patients at a more severe disease stage visit hospitals more often (i.e., have more densely distributed observation points), accrue medical costs faster, and have worse survival chances than those having a milder form of disease or no disease at all. Therefore, joint model for analyses of such data should account for both informative observation times and a dependent terminal event simultaneously. Liu et al. (2008a) proposed such a joint model that includes three components: a frailty model for the intensity of recurrent events (hospital admissions), a random effects model for repeated observations (costs) collected at these recurrent visits, and a proportional hazards model for the failure time. The model includes correlated random effects in all three sub-models to introduce dependence between the respective processes. Liu (2009) extended the approach to apply it to a more realistic situation with monthly medical costs, which are characterized by the presence of a large proportion of zero values and right skewness of non-zero values.

The standard parameterization of the joint model (11.2) assumes that the risk of the event at age $t$ depends on the current "true" value of the longitudinal biomarker at this age. While this is a reasonable assumption in general, it may be argued that additional dynamic characteristics of the longitudinal trajectory can also play a role
in the risk of death or onset of a disease. For example, if two individuals at the same age have exactly the same level of some biomarker at this age, but the trajectory for the first individual increases faster with age than that of the second one, then the first individual can have worse survival chances for subsequent years. We showed in analyses of the Framingham data that, indeed, the dynamic characteristics of individual trajectories (e.g., slopes, variability) are related to mortality risk and risk of onset of major aging-related diseases (Yashin et al. 2010, 2012b); see Chap. 8. Therefore, extensions of the basic parameterization of joint models allowing for dependence of the risk of an event on such dynamic characteristics of the longitudinal trajectory can provide additional opportunities for comprehensive analyses of relationships between the risks and longitudinal trajectories. Several authors have considered such extended models. For example, Yu et al. (2008) considered a joint cure model with the current value of a biomarker and its current slope included as time-dependent covariates in the specification of the hazard. Ye et al. (2008) proposed a semiparametric joint model with the hazard rate depending on both the current value of the underlying subject-specific trajectory and its rate of change (slope). Brown (2009) extended the semiparametric approach of Brown et al. (2005) to include the slope and integral of the cubic B-spline of the longitudinal trajectory as time-varying covariates in the hazard model. Gao et al. (2011) relaxed the standard assumption of a common (homogeneous) variance-covariance structure of random effects used in joint models assuming a linear mixed-effects model with individual-specific variances of random effects. Their model includes the random intercept and slope, as well as the logarithm of the individual-specific variance of random effects as covariates in the survival sub-model. This allows for testing hypotheses of the effects of individual-level differences in variability of longitudinal biomarkers on the time-to-event outcomes. Rizopoulos and Ghosh (2011) developed a semiparametric multivariate joint model with a flexible parameterization that, among other elements, includes derivatives of the longitudinal profile functions, thus permitting the risk of an event to depend not only on the true value of the longitudinal outcome but also on the dynamic characteristics (e.g., the slope and the curvature) of the true longitudinal trajectory at that time. This specification along with other generalizations of joint models such as those involving cumulative effects (integrals) or lagged effects are implemented in the R package $J M$ (Rizopoulos 2010) and are thoroughly discussed in the book by Rizopoulos (2012).

One particular advantage of joint models is that they provide a natural framework for performing individual predictions of longitudinal and time-to-event outcomes that takes into account the dependence of the risk of an event on the longitudinal observations. Applications of joint models to make dynamic individual predictions (of both longitudinal and time-to-event outcomes) and the development of predictive accuracy measures have recently been discussed in the literature (Commenges et al. 2012; Garre et al. 2008; Hanson et al. 2011; Hatfield and Carlin 2012; Proust-Lima et al. 2014; Proust-Lima and Taylor 2009; Rizopoulos 2011; Sweeting and Thompson 2011; Taylor et al. 2005; Yu et al. 2008); see also Chap. 7 in the book by Rizopoulos (2012).

As this section illustrates, there is great variability in the specifications of joint models that may be suitable in different applications. Since joint models are computationally intensive and are sometimes prone to convergence problems so that the estimation algorithm requires "attendant nursing," as Wang and Taylor (2001) termed the required close monitoring of the iterative processes, their practical use depends critically on the implementation of the algorithms in available software packages. Different authors have used different software packages to fit specific versions of joint models. This includes implementations in both commercial software such as SAS (see, e.g., Gueorguieva et al. 2012; Guo and Carlin 2004; Liu 2009; Liu et al. 2008a; Vonesh et al. 2006; Ye et al. 2008), Stata (Crowther et al. 2013), and Mplus (Muthén and Muthén 1998-2012)—see Wang et al. (2012)—as well as implementations in freely available software such as WinBUGS (Lunn et al. 2000)—see Gao et al. (2011), Guo and Carlin (2004), Hatfield et al. (2011), Huang et al. (2011), Rizopoulos and Ghosh (2011), and Sweeting and Thompson (2011),-aML (Lillard and Panis 2003)—see Liu et al. (2008b)—and several packages in R (JM (Rizopoulos 2010), JMbayes, $J M L S D$, joineR, and lcmm). Although not all published papers on joint models provide software code for their estimation algorithms, which hinders their use in practical applications, the recent development of a flexible R package $J M$ covering a wide range of joint models and the availability of a book providing comprehensive practical guidance on the use of the R packages ( $J M$ and $l \mathrm{cmm}$ ) to fit joint models (Rizopoulos 2012) should facilitate their widespread application in different research areas.

We should also note one more advantage of joint models. They provide more efficient estimates of the effect of a covariate (e.g., treatment) on time-to-event outcomes in the case in which there is an effect of the covariate on the longitudinal trajectory of a biomarker. This means that joint analyses of longitudinal and time-to-event data in joint models may require smaller sample sizes to achieve comparable power with analyses based on time-to-event data alone and ignoring the longitudinal process can lead to biased estimates of the effect of a covariate and a potential loss of power (Chen et al. 2011). There is also an additional possibility for increasing the power of joint analyses of longitudinal and survival data related to the application of recent biodemographic methods (for more details, see Chap. 14).

### 11.2.2 The Use of Stochastic Processes to Capture Biological Variation and Heterogeneity in Longitudinal Patterns in Joint Models

The previous section outlined a wide spectrum of models that provide great flexibility in joint analyses of longitudinal and time-to-event outcomes that may be relevant in applications to various research questions in different scientific disciplines including biodemography. When it comes to biodemographic
applications, however, one additional important point to consider is how to integrate biological knowledge and methods and statistical models used in joint analyses of longitudinal and survival data. The basic joint models (11.1, 11.2 and 11.3) have "standard" specifications of their components traditionally used in modern survival and longitudinal data analysis (such as the Cox proportional hazards model for the survival sub-model and the linear mixed-effects model for longitudinal data). These are motivated mostly by convenience of estimation and availability of statistical software. Such specifications of the models have a rather limited utility for investigating biological mechanisms leading to the observed dynamics of longitudinal biomarkers and the outcomes of interest (e.g., survival, onset of a disease, etc.) because they are not based on any substantive knowledge accumulated in prior research. To be useful for such applications, the models need to be the "biologically-based" ones. That is, they should take into account the complex dynamics of underlying biological processes, thus providing the possibility of estimating parameters that can be meaningfully interpreted from a biological point of view.

One possibility for incorporating individuals' biological backgrounds into joint models is to provide a more flexible form of longitudinal trajectories of biomarkers that would be more plausible and interpretable than just a linear function of age in the respective applications. For example, in applications to prostate cancer data, the longitudinal dynamics of prostate-specific antigen (PSA), which is an important disease progression marker, can be represented by a nonlinear exponential decayan exponential growth model where the parameters have natural interpretations, e.g., the initial decline in PSA after radiation (Law et al. 2002; Taylor et al. 2005; Yu et al. 2008, 2004). Similarly, alternative specifications of the hazard rate can be more biologically interpretable in specific applications than the standard exponential proportional hazards used in the basic joint models. For example, the stochastic model of tumor recurrence by Yakovlev et al. (1993) formulates the hazard rate in terms of the mean number of clonogens (i.e., the surviving neoplastic cells that are capable of propagating into a newly detectable tumor) surviving the treatment and the probability density function of the distribution of progression times (i.e., the times for clonogens to produce a detectable tumor). The stochastic model of spontaneous carcinogenesis (Yakovlev and Tsodikov 1996) also expresses the hazard rate in a biologically-motivated fashion as a function of the intensity of non-repaired lesion formation (which can lead in the long run to an observable tumor) and the cumulative distribution function of progression times. These models can be incorporated into the joint modeling framework to provide an appealing possibility for a biological interpretation of the impact of observed covariates on the respective characteristics. Implementations and adaptations of Yakovlev's models to the joint models context have been discussed in the literature (Abu Bakar et al. 2009; Brown and Ibrahim 2003a; Chen et al. 2004; Chi and Ibrahim 2006, 2007; Song et al. 2012).

Standard joint models of the form (11.1, 11.2 and 11.3) specify some simple (e.g., linear) age patterns of longitudinal trajectories of biomarkers. This is a convenient approximation justifiable from a computational point of view. However,
it ignores the biological variability of individual trajectories over time, a simplification that may be biologically implausible in specific applications. For example, longitudinal data on CD4 counts are widely used in applications of joint models to AIDS studies. The basic joint model with a linear growth curve (Tsiatis et al. 1995) assumes that individual trajectories of "true" (unobserved) CD4 counts are straight lines. While this may be true on average, as CD4 counts tend to decline over the course of HIV infection, it is known that the CD4 count is a highly variable immune system marker and its individual age trajectory cannot be captured by a simple linear function. Note that such variability of longitudinal biomarkers within individuals is different from measurement errors (which are given by the i.i.d. random variables), because the values of biomarkers are typically correlated over time. It has been proposed in the literature to use stochastic processes to better capture biological variation and heterogeneity in longitudinal trajectories of biomarkers in individuals. In this case, Eq. 11.1 includes an additional term representing a stochastic process modeling the correlation between measurements:

$$
\begin{equation*}
Y_{i}(t)=X_{i}^{T}(t) \beta+Z_{i}^{T}(t) b_{i}+W_{i}(t)+\varepsilon_{i}(t) \tag{11.4}
\end{equation*}
$$

where $W_{i}(t)$ denotes a mean zero stochastic process which is assumed to be independent of the error terms $\varepsilon_{i}(t)$ and random effects $b_{i}$. When such a stochastic process is included in the model, individual longitudinal trajectories of biomarkers are considered as realizations of a stochastic process. Specifications of the process $W_{i}(t)$ differ in applications. One choice for modeling the longitudinal trajectories includes an integrated Ornstein-Uhlenbeck process (LaValley and DeGruttola 1996; Wang and Taylor 2001) as suggested in applications to modeling longitudinal CD4 counts by Taylor et al. (1994). Another option for representing longitudinal trajectories is to use the semiparametric stochastic mixed model by Zhang et al. (1998) that includes a zero mean integrated Wiener stochastic process, as in Ye et al. (2008). Henderson et al. (2000) proposed modeling the joint distribution of longitudinal measurements and events via an unobserved (latent) stationary bivariate Gaussian process, so that the correlation between the two components of the process induces dependence between the longitudinal data and event times. A zeromean stationary Gaussian process specification of the longitudinal model also was used in Xu and Zeger (2001b) in the framework of generalized linear models. Chiang (2011) generalized the correlation mechanism in the joint latent model of Henderson et al. (2000), considering it in a varying-coefficient model (Chiang et al. 2001; Hoover et al. 1998). Struthers and McLeish (2011) used a generalized Ornstein-Uhlenbeck process with observed covariates included in parameters of this process.

The Ornstein-Uhlenbeck ( $O U$ ) process (Uhlenbeck and Ornstein 1930) is one type of stochastic processes that can be used to represent the longitudinal trajectories of biomarkers. It is widely used in physics and financial mathematics and it is also of a particular interest from the biodemographic perspective, because it has some appealing properties especially relevant for biological interpretation. The OU process is stationary, Gaussian, and Markovian (the only nontrivial process having
these three conditions). The stochastic differential equation of the OU process has the form:

$$
\begin{equation*}
d Y(t)=a\left(f_{1}-Y(t)\right) d t+\sigma d W(t) \tag{11.5}
\end{equation*}
$$

where $W(t)$ is the Wiener process, and $a>0, f_{1}$, and $\sigma>0$ are parameters. The parameter $f_{1}$ corresponds to the long-term mean value of the OU process $Y(t), \sigma$ is the diffusion coefficient representing the degree of volatility around the mean, and the parameter $a$ controls the rate at which the process reverts to the mean. The current value of the OU process defines the direction of the drift of the process. If the current value of the process is less than the mean value $f_{1}$ then the drift will be positive (i.e., towards the mean) and if the current value of $Y(t)$ is greater than $f_{1}$ then the drift will be negative (i.e., again towards the mean $f_{1}$ ). That is, in the long run, the OU process tends to drift towards its long-term mean $f_{1}$. This remarkable "mean-reverting" property of the OU process has a natural biological interpretation in terms of homeostatic regulation of an organism, and it makes this process the method of choice for modeling age trajectories of biomarkers. This process naturally models homeostatic regulation, a fundamental property of living organisms that tends to maintain stability by returning or restoring a biological subsystem to an "equilibrium state" in case of disturbances of various kinds. The use of such stochastic processes in the specification of statistical models provides a vivid example of how biological knowledge can be incorporated into statistical analysis. This is a key feature of biodemographic models that will be discussed in the next section and subsequent chapters of this monograph.

### 11.3 Bringing Biology to Statistics: Biodemographic Models for Analysis of Longitudinal Data on Aging, Health, and Longevity

An important challenge to consider in the context of biodemographic analyses is that such analyses aim at integrating biological knowledge and theories with demographic analyses. In particular, for the biodemography of aging, this means incorporating knowledge and theories about the processes of aging into analytic approaches. Substantial knowledge about mechanisms of aging-related changes has been accumulated in the prior research literature and different concepts of aging have been formulated. Individual measurements of biomarkers represent a "snapshot" of an individual's physiological state at a particular age. Longitudinal data on aging, health, and longevity that contain measurements of biomarkers observed in the same individual at different ages along with his/her health and survival status are especially valuable for biodemographic analyses. Such data contain information not only about one's physiological state at a given age, but also about its dynamics, which may be associated with the process of aging which leads to the development
of aging-related diseases and, eventually, death. However, a conceptual analytic framework is necessary that incorporates available knowledge about mechanisms of aging-related changes that may be hidden in the individual longitudinal trajectories of biomarkers in order to analyze their indirect impact on the risks of diseases and death. The joint models reviewed in the previous sections are of limited use in this respect. Although some of them are based on sound biological theories relevant to specific applications, e.g., cancer studies, they typically lack specific parameters or components of the models that can be biologically interpreted in the context of aging. However, standard joint models can be useful at the initial stages of analysis when the presence of specific effects has to be identified (for example, the effect of the values of a biomarker on the risk of death).

One possibility for bringing biological knowledge into statistical models is the use of stochastic processes that model the complex dynamics of underlying mechanisms (such as the Ornstein-Uhlenbeck process described above). This provides a structure for estimating parameters that can be meaningfully interpreted from the biological point of view. Such "biologically-based" models are more appropriate for understanding the biological mechanisms leading to the observed longitudinal dynamics of biomarkers and the outcomes of interest (e.g., survival, onset of a disease, etc.) than standard models based on conventional assumptions (e.g., proportionality of hazards or linearity of individual age trajectories of biomarkers).

Biodemographic analyses of mechanisms and regularities of aging in relation to mortality (or other time-to-event outcomes of interest) can be performed using a special type of statistical model which is known as the stochastic process model of aging. The specific version of this model that incorporates substantive knowledge about different aging-related concepts has been developed recently by the research team contributing to this monograph (Yashin et al. 2007) and has been extended in various ways and applied in different contexts; see, e.g., our recent review paper (Yashin et al. 2012a). This model incorporates a generalized version of the Ornstein-Uhlenbeck process of Eq. 11.5 with parameters depending on age (Yashin et al. 2007) and observed covariates (Yashin et al. 2012a), including genetic markers (Arbeev et al. 2009; Yashin et al. 2013). For specification of the hazard rate, the model uses a biologically plausible quadratic function of the value of each biomarker as justified by numerous epidemiological observations for different biomarkers (hence its alternative name, the quadratic hazard model).

There is one historical aspect related to the stochastic process model which is rarely recognized in the mainstream biostatistical literature on joint models. This model has its roots in the random walk model of Woodbury and Manton (1977). This conceptually important model with an elegant mathematical development (Aalen et al. 2008) has several important advantages (Martinussen and Keiding 1997). But the model, as well as its applications and extensions, remained rather unnoticed in the literature on joint models. Nevertheless, these works by Woodbury, Manton, Stallard, Vaupel, and Yashin (see, e.g., Woodbury and Manton 1977; Woodbury et al. 1979; Yashin et al. 1985, 1986a, b) predated the "classical" developments of joint models (those reviewed in Sect. 11.2) by several years.

The stochastic process model will be further discussed in more detail in Chap. 12 and its generalizations will be the topics of Chaps. 13, 14, 15, and 16.
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# Chapter 12 <br> Stochastic Process Models of Mortality and Aging 

Anatoliy I. Yashin, Konstantin G. Arbeev, Liubov S. Arbeeva, Igor Akushevich, Svetlana V. Ukraintseva, Alexander M. Kulminski, Eric Stallard, and Kenneth C. Land

### 12.1 Introduction

Studying biodemographic aspects of human aging, health, and longevity involves analyses of dynamic biological mechanisms dealing with regulation and manifestation of aging-related changes in biomarkers (e.g., physiological indices), and of connections of these biomarkers with morbidity and mortality risks. The individual aging-related processes are modulated by genetic factors and external disturbances. These processes and interactions, occurring in populations of individuals during the life course, form the shape of the age patterns of human population mortality rates.

Such shapes demonstrate remarkable regularities in different populations: they decline in childhood, exponentially increase in the adult ages, and tend to decelerate and even level off at the oldest-old ages (Vaupel et al. 1998). Demographers and actuaries have developed a number of parametric descriptions of mortality curves capturing all aspects of their variation with age (Gage 1991; Heligman and Pollard 1980; Mode and Busby 1982; Siler 1983). Such descriptions are not intended to explain detailed features of the age patterns but are designed to provide a good fit to the overall mortality data. In contrast, biodemographers and gerontologists aim to explain observed features of mortality curves using emerging theoretical concepts and accumulated biological information (Charlesworth 2001; Gavrilov and Gavrilova 2001; Lee 2003; Strehler and Mildvan 1960; Yashin et al. 2000, 2001a, 2002; Zheng et al. 2011). Since the chances of death are affected by internal and external stresses that challenge defense mechanisms deteriorating in aging human bodies, the shape of the age trajectories of mortality curves is likely to reflect the average pattern of such deterioration, modulated by external disturbances. To go beyond such population average patterns and make conclusions about individual aging processes by investigating the age pattern of the mortality curve requires the development of a description of this curve in terms of parameters characterizing the internal (biological) and external (environmental) processes that contribute to the shape of this curve. Such a description can be formulated using
models of aging-related changes recorded in longitudinal data merged with corresponding data on health and survival events.

A number of statistical methods for joint modeling of longitudinal and survival (time-to-event) data have been developed during the past several decades using both frequentist and Bayesian approaches (Ibrahim et al. 2010; Sousa 2011; Tsiatis and Davidian 2004; Yu et al. 2004). Traditionally, time-to-event data are analyzed using the proportional hazards regression model. A basic approach to modeling longitudinal panel data embeds a hazards regression model in a mixed (fixed and random) effects model (Laird and Ware 1982) with the assumption that the random effects or individual-specific parameters are normally distributed (Faucett and Thomas 1996; Ibrahim et al. 2004; Wulfsohn and Tsiatis 1997; Xu and Zeger 2001a). More flexible semi-parametric approaches that do not rely on an assumed normal distribution of the random effects or individual parameters have also been developed (Brown and Ibrahim 2003; Song et al. 2002a, b; Song and Wang 2008; Tsiatis and Davidian 2001). As discussed in Chap. 11, longitudinal data have also been modeled using either an (integrated) Ornstein-Uhlenbeck or Wiener process. These approaches allow for a more flexible description of individual longitudinal dynamics and provide a better fit compared to random effects models (Henderson et al. 2000; LaValley and DeGruttola 1996; Taylor et al. 1994; Wang and Taylor 2001; Xu and Zeger 2001b; Ye et al. 2008).

To be useful as a tool for biodemographers and gerontologists who seek biological explanations for observed processes, models of longitudinal data should be based on realistic assumptions and reflect relevant knowledge accumulated in the field. An example is the shape of the risk functions. Epidemiological studies show that the conditional hazards of health and survival events considered as functions of risk factors often have U- or J-shapes (Allison et al. 1997; Boutitie et al. 2002; Kulminski et al. 2008; Kuzuya et al. 2008; Mazza et al. 2007; Okumiya et al. 1999; Protogerou et al. 2007; Troiano et al. 1996; van Uffelen et al. 2010; Witteman et al. 1994; Yashin et al. 2001b), so a model of aging-related changes should incorporate this information. In addition, risk variables, and, what is very important, their effects on the risks of corresponding health and survival events, experience aging-related changes and these can differ among individuals. Since risk variables are measured periodically in longitudinal studies of aging, health, and longevity, estimates of age trajectories of these variables as well as their effects on health and mortality risks can be studied if the total period of observation is long enough.

An important class of models for joint analyses of longitudinal and time-to-event data incorporating a stochastic process for description of longitudinal measurements uses an epidemiologically-justified assumption of a quadratic hazard (i.e., U-shaped in general and J-shaped for variables that can take values only on one side of the U-curve) considered as a function of physiological variables. Quadratic hazard models have been developed and intensively applied in studies of human longitudinal data (Manton and Yashin 2000; Woodbury and Manton 1977; Yashin 1985; Yashin and Manton 1997; Yashin et al. 1985). The prototype of a model discussed in this chapter was introduced in Woodbury and Manton (1977) where its Gaussian properties were initially characterized. Yashin (1980, 1985) investigated
conditions for preserving a Gaussian distribution property of the stochastic covariates under the operation of conditional averaging, and found that the quadratic hazard model described in Woodbury and Manton (1977) satisfied these conditions. An important property of this model is that the age trajectory of the total mortality rate can be explicitly represented in terms of the first two moments of the conditional distribution of the process describing aging-related changes and influencing the conditional mortality risk. The advantage of this approach is that it allows for incorporation of new insights and ideas from research on aging into the model structure. These properties, together with flexibility in describing age trajectories of biomarkers (e.g., physiological variables) affecting conditional risk, make this model a valuable tool for studying aging, health, and longevity using longitudinal data.

Progress in the study of human aging, health, and longevity would be substantially facilitated if researchers had a tool for analyzing the wealth of available data in an integrative systemic framework having the ability to incorporate important facts, relevant research findings, and emerging theoretical concepts in the analyses of new data. Several such concepts capturing fundamental features of aging-related changes are currently emerging. They are related to: (a) the notion of allostatic load (Seeman et al. 2001), (b) aging-related changes in adaptive capacity (homeostenosis) (Hall et al. 2000; Lund et al. 2002; Rankin and Kushner 2009; Troncale 1996), (c) changes in resistance to stresses with age (Semenchenko et al. 2004; Strehler 1962; Strehler and Mildvan 1960; Ukraintseva and Yashin 2003), and (d) age dependence of physiological norms (Yashin et al. 2009, 2010).

In this chapter, we outline a mathematical model for analyzing longitudinal data on aging, health, and mortality that incorporates these four concepts of agingrelated changes. We also review applications of this model to analyses of longitudinal data, and investigate its potential for performing more comprehensive analyses of such data.

An initial version of this model was suggested in Yashin et al. (2007a). Its various extensions have been developed and applied in different contexts to investigate mechanisms of aging-related changes and their connection with morbidity/ mortality risks. These include: (1) analyses of age trajectories of different physiological indices (such as blood glucose, body mass index, cholesterol, diastolic blood pressure, hematocrit, pulse pressure, and pulse rate) in relation to mortality/morbidity risks (Arbeev et al. 2011; Yashin et al. 2009, 2010, 2011c); (2) studies of the aging process using "indices of cumulative deficits" (Kulminski et al. 2007; Mitnitski et al. 2001; Rockwood et al. 2005; Yashin et al. 2007b) which have proved useful for analyses of a wide spectrum of information in relation to healthand aging-related changes and better characterize the aging phenotype than chronological age (Yashin et al. 2007c); and (3) analyses of age trajectories of medical costs in relation to mortality risks (Yashin et al. 2008b). Extended versions of this model have been also used in analyses of dependent competing risks (Akushevich et al. 2011; Yashin et al. 1986a), heterogeneity in longitudinal data
(Yashin et al. 2008a), analyses of genetic effects on age trajectories of physiological indices (Arbeev et al. 2009), joint analyses of individual health histories and physiological aging (Yashin et al. 2011a), and joint analyses of data collected using different observational plans (Yashin et al. 2011b).

### 12.2 Models

### 12.2.1 General Description

To specify the algebraic form of a dynamic model describing the age trajectories of individual physiological variables and their influence on mortality risks, which have J - or U-shapes considered as a function of the risk factors, and which exploits the theory of stochastic processes, with sampling paths that can be stopped at random times (Manton et al. 1994), let $Y_{t}$ (where $t$ is age) be a $k$-dimensional stochastic process describing a continuously changing vector of risk factors/ covariates (e.g., physiological variables), and let $Z$ be a vector of time-independent observed covariates (e.g., a person's genetic background). The risk function or conditional hazard of death is specified in the form:

$$
\begin{equation*}
\mu\left(t, Y_{t}, Z\right)=\mu_{0}(t, Z)+\left(Y_{t}-f_{0}(t, Z)\right)^{T} Q(t, Z)\left(Y_{t}-f_{0}(t, Z)\right) \tag{12.1}
\end{equation*}
$$

Here $\mu_{0}(t, Z)$ is a background hazard characterizing the nonzero mortality rate that would remain if the vector of covariates $Y_{t}$ followed the optimal trajectory (the minimum value of the risk function at each age $t), f_{0}(t, Z)$, " $T$ " denotes the matrix or vector transposition, and the matrix $Q(t, Z)$ is a non-negative-definite symmetric matrix of dimension $k \times k$. We use column vectors throughout; thus, the transposition to row vectors in (12.1) is needed to produce a scalar quadratic term in the hazard rate. The one-dimensional version of (12.1) is

$$
\begin{equation*}
\mu\left(t, Y_{t}, Z\right)=\mu_{0}(t, Z)+\mu_{1}(t, Z)\left(Y_{t}-f_{0}(t, Z)\right)^{2} \tag{12.2}
\end{equation*}
$$

where $\mu_{1}(t, Z)$ is a non-negative function of age, $t$, characterizing the effects of physiological variables on mortality risk. Changes in $\mu_{1}(t, Z)$ influence the U -shape of the risk function. This is important because the narrowing of the U-shape for some risk factor with age captures the age-related declines in resistance to stresses associated with changes in this factor.

The age trajectory of a physiological variable, for which the minimum value of the risk function is reached, is called the physiological norm. The model (12.1) specifies that this norm is a function of age. The need for a constructive definition of such a norm is widely discussed, e.g., in Yashin et al. (2010).

Temporal changes in the vector of risk factors $Y_{t}$ are described by a diffusiontype stochastic differential equation:

$$
\begin{equation*}
d Y_{t}=a(t, Z)\left(Y_{t}-f_{1}(t, Z)\right) d t+b(t, Z) d W_{t} \tag{12.3}
\end{equation*}
$$

with initial value $Y_{0}$. Here $W_{t}$ is specified as a $k$-dimensional vector Wiener process with independent components, which describes exogenous challenges affecting these covariates. The process $W_{t}$ is assumed to be independent of the initial vector $Y_{0}$ and covariates $Z$ with normally distributed components. Note that such a model preserves the Gaussian property of the distribution of a vector of physiological variables among survivors to a given age: in the case of an initial Gaussian distribution for $Y_{0}$, the distribution of $Y_{t}$ among survivors is also Gaussian (Yashin 1980, 1985; Yashin et al. 1985). The initial Gaussian assumption includes the important special case of zero variance which occurs when the vector $Y_{0}$ is measured without error. Thus, our assumption of an initial Gaussian distribution and the linearity of Eq. (12.3) define the structure of the entire process $Y_{t}$. The strength of disturbances of $W_{t}$ is characterized by a $k \times k$ matrix of diffusion coefficients $b(t, Z)$. In the case of a non-Gaussian initial distribution, the model can be considered as a Gaussian approximation thereto.

The trajectory of $Y_{t}$ describes aging-related changes in an individual's physiological functioning in response to the complicated interplay among processes induced by the ontogenetic program, senescence, and environmental stresses. The body's response to persistent external or internal disturbances affects the age trajectories of the physiological indices, producing allostatic adaptation. Allostasis is the process of individual adaptation to persistent external disturbances aimed at achieving stability in key metabolic variables, through physiological or behavioral changes affecting other variables. This process is especially important in analyses of longitudinal data in which measurements of external disturbances are absent or limited. The vector-function $f_{1}(t, Z)$ (with the same dimension as the vector $Y_{t}$ ) describes a trajectory of physiological states that organisms subjected to allostasis (McEwen and Wingfield 2003) are forced to follow by the process of adaptive regulation at age $t$. Allostatic adaptation produces deviations from the norm in the trajectories of the process $Y_{t}$. The magnitudes of such deviations for each physiological index will be associated with components of the allostatic load defined as $f_{1}(t, Z)-f_{0}(t, Z)$.

Homeostatic regulation plays a fundamental role for living organisms and this regulation needs to be included in the equation describing physiological changes. The dynamic model (12.3) includes a description of negative feedback mechanisms with coefficients of homeostatic regulation given by a matrix $a(t$, $Z)$. According to (12.3), the age trajectory of physiological variables $Y_{t}$ will tend to follow the function $f_{1}(t, Z)$, i.e., adapt to changes in $f_{1}(t, Z)$ (the absence of such negative feedback mechanism would allow the trajectories to deviate from $f_{1}(t, Z)$ indefinitely, which is biologically implausible). The ability to adapt depends on the absolute values of the coefficients that are components of the
matrix $a(t, Z)$. Age-related changes in these coefficients characterize changes in adaptive capacity with age. Specifically, the elements of the matrix $a(t, Z)$ regulate the age trajectories of the components of the physiological state approximated by the vector $Y_{t}$, i.e., they characterize the rate of the adaptive response for any deviation of a physiological index from the state $f_{1}(t, Z)$ which an organism tends to follow. An important feature of aging - the decline in adaptive capacity - has never been measured directly in longitudinal studies of aging, health, and longevity before. The use of the matrix $a(t, Z)$ in our model allows us to evaluate this effect. For example, in a simplified one-dimensional case, when $b(t, Z)=0$, for all $t$, in Eq. (12.3), and constant negative $a(t, Z)=a$ for all $t$, the parameter $a$ is the coefficient of negative feedback in the equation for $Y_{t}$, which keeps the trajectory $Y_{t}$ close to $f_{1}(t, Z)$. When $f_{1}(t, Z)=f_{1}$, constant for all $t$ and $Z$, the value of $Y_{t}$ asymptotically approaches $f_{1}$. In the case of non-zero disturbances, the higher the absolute value of $a$, the closer on average $Y_{t}$ is to $f_{1}$, and for any given deviation the faster $Y_{t}$ tends to $f_{1}$. That is why the value $a(t, Z)$ characterizes adaptive capacity. When the absolute value of the coefficient $a(t$, $Z$ ) declines with age, more time is needed for the trajectory of $Y_{t}$ to approach $f_{1}(t, Z)$ at older ages compared to younger ages. The estimation of changes in adaptive capacity with age involves maximization of the likelihood function (12.6) below, in which coefficients of matrix $a(t, Z)$ are described as parametric functions of age.

The vector-function $f_{0}(t, Z)$ in (12.1) (or, correspondingly, the scalar function $f_{0}(t, Z)$ in (12.2)) is introduced to explicitly characterize age-related changes in the "optimal" physiological state corresponding to the minimum hazard at a given age. It represents the age-dependent norm for a given functional state. It may differ from $f_{1}(t, Z)$ since the process of allostatic adaptation does not necessarily result in the optimal physiological state.

### 12.2.2 Estimation Procedure

The parameters of the model described above can be estimated using the maximum likelihood method. The survival function associated with the conditional distribution of lifespan, $X$, is $P(X>t \mid Z)=\exp \left(-\int_{0}^{t} \bar{\mu}(u, Z) d u\right)$, where the observed (unconditional) hazard $\bar{\mu}(u)$ has the form (Yashin and Manton 1997; Yashin et al. 1986a, b):

$$
\begin{align*}
\bar{\mu}(u, Z)= & \mu_{0}(u, Z)+\left(m(u, Z)-f_{0}(u, Z)\right)^{T} Q(u, Z)\left(m(u, Z)-f_{0}(u, Z)\right)  \tag{12.4}\\
& +\operatorname{Tr}(Q(u, Z) \gamma(u, Z)) .
\end{align*}
$$

Here, $\operatorname{Tr}(\cdot)$ denotes the matrix trace operator and $m(u, Z)$ and $\gamma(u, Z)$ satisfy the following system of ordinary nonlinear differential equations:

$$
\begin{align*}
& \frac{d m(t, Z)}{d t}=a(t, Z)\left(m(t, Z)-f_{1}(t, Z)\right)-2 \gamma(t, Z) Q(t, Z)\left(m(t, Z)-f_{0}(t, Z)\right) \\
& \frac{d \gamma(t, Z)}{d t}=a(t, Z) \gamma(t, Z)+\gamma(t, Z) a(t, Z)^{T}+b(t, Z) b(t, Z)^{T}-2 \gamma(t, Z) Q(t, Z) \gamma(t, Z) \tag{12.5}
\end{align*}
$$

with $m(0, Z)$ and $\gamma(0, Z)$ being the vector of means and the variance/covariance matrix of the conditional normal distribution of the initial vector $Y_{0}$, given $Z$. Note that in such a model the conditional distribution of $Y_{t}$ among survivors is also Gaussian at any age $t$ (Yashin 1980, 1985; Yashin et al. 1985). The mean vector and the variance/covariance matrix of this distribution at age $t$ are given by $m(t, Z)$ and $\gamma(t, Z)$, respectively.

Let the sequence $y_{t_{0}^{i}}^{i}, y_{t_{1}^{i}}^{i}, \ldots, y_{t_{n_{i}}}^{i} \tau_{i}$ represent the results of measurements of the process $Y_{t}$ and the life span (which may be censored) related to the $i$ th individual. The likelihood function for $N$ individuals is (Yashin and Manton 1997; Yashin et al. 1986a, b):

$$
\begin{align*}
& \prod_{i=1}^{N} \bar{\mu}^{i}\left(\tau_{i}, Z\right)^{\delta_{i}} \exp \left\{-\int_{0}^{\tau_{i}} \bar{\mu}^{i}(u, Z) d u\right\} \prod_{j=0}^{n_{i}\left(\tau_{i}\right)}(2 \pi)^{-\frac{k}{2}}\left|\gamma^{i}\left(t_{j}^{i}-, Z\right)\right|^{-\frac{1}{2}}  \tag{12.6}\\
& \times \exp \left\{-\frac{1}{2}\left(y_{t_{j}^{i}}^{i}-m^{i}\left(t_{j}^{i}-, Z\right)\right)^{T} \gamma^{i}\left(t_{j}^{i}-, Z\right)^{-1}\left(y_{t_{j}^{i}}^{i}-m^{i}\left(t_{j}^{i}-, Z\right)\right)\right\} .
\end{align*}
$$

Here, the superscript " $i$ " denotes the $i^{\text {th }}$ individual, $\delta_{i}=(0,1)$ is a indicator that individual $i$ was at risk (i.e., not censored) at time $\tau_{i}, m^{i}(t, Z)$ and $\gamma^{i}(t, Z)$ satisfy Eq. (12.5) at the intervals $\left[t_{0}^{i}, t_{1}^{i}\right) ;\left[t_{1}^{i}, t_{2}^{i}\right) ; \ldots ;\left[t_{n_{i}-1}^{i}, t_{n_{i}}^{i}\right) ;\left[t_{n_{i}}^{i}, \tau_{i}\right)$ with the initial conditions $y_{t_{0}^{i}}^{i}, y_{t_{1}^{i}}^{i}, \ldots, y_{t_{n_{i}}^{i}}^{i}$, respectively; and $\gamma^{i}\left(t_{j}^{i}, Z\right)=0, \forall j$, assuming that the vectors $y_{t_{0}^{i}}^{i}, y_{t_{1}^{i}}^{i}, \ldots, y_{t_{n_{i}}^{i}}^{i}$ are measured without error, except for the case of randomly missing measurements at time $t_{j}^{i}$, in which the values of $m^{i}\left(t_{j}^{i}, Z\right)$ and $\gamma^{i}\left(t_{j}^{i}, Z\right)$ are obtained from $m^{i}\left(t_{j}^{i}-, Z\right)$ and $\gamma^{i}\left(t_{j}^{i}-, Z\right)$ by conditioning (i.e., regressing) on the observed measurements. Here $\quad m^{i}\left(t_{j}^{i}-, Z\right)=\lim _{t \uparrow t_{j}^{i}} m^{i}(t, Z)$, and $\gamma^{i}\left(t_{j}^{i}-, Z\right)=\lim _{t \uparrow t_{j}^{i}} \gamma^{i}(t, Z)$, and $t_{n_{i}}^{i}$ is the age of the latest measurement of a functional state before death/censoring at $\tau_{i}$.

The procedure of maximization of this likelihood function is computationally extensive, because it involves the solution of the systems of ordinary differential
equations (ODE) (12.5) for each measurement, for each individual, and at each step of the likelihood optimization procedure. Our experience with these models is that such solutions are feasible using modern statistical and technical software, e.g., MATLAB's Optimization Toolbox and ODE solvers, or SAS OPTMODEL, implementing different optimization algorithms (such as the Newton-Raphson or trust-region methods) and the Runge-Kutta method for the ODE solution. The parameter estimates then characterize the dynamics of the stochastic process $Y_{t}$ describing the trajectories of physiological aging, as well as changes in mortality risk over age.

Note that the observed values $y_{t_{0}^{i}}^{i}, y_{t_{1}^{i}}^{i}, \ldots, y_{t_{n_{i}}}^{i}$ are used as initial conditions for the differential Eq. (12.5) at the beginning of subsequent intervals between the observation times. Therefore, the individual trajectories of $m^{i}(t, Z)$ and $\gamma^{i}(t, Z)$ differ even for individuals having the same values of $Z$. Consequently, the estimates of the chances of death for individuals having different observed values of the covariates also differ.

Treating the observed values $y_{t_{0}^{i}}^{i}, y_{t_{1}^{i}}^{i}, \ldots, y_{t_{n_{i}}^{i}}^{i}$ as initial conditions for Eq. (12.5) provides a simple and natural way of handling missing data beyond the first examination of a longitudinal study when, conditionally on the observed covariates, the data for the missing covariates can be assumed to be missing at random. The assumption that the data are missing at random could be reasonably applied when specific measurements are missing for a given study subject at a particular examination but are present for other examinations, without a specific health-related reason being provided. This assumption could also be applied for a specific covariate that is missing for all subjects at a particular examination due to a study design decision not to collect that covariate at that examination. This source of missing data occurs frequently in long-term longitudinal studies like the Framingham Heart Study, where covariates were added, deleted, or restored over time as their predictive utility for cardiovascular disease events was established. This assumption could also be applied for a specific subject that is missing all covariates at a particular examination due to their lack of participation in the study at that examination, without a specific health-related reason being provided for such lack of participation. In this latter case, linkage to external data files such as Medicare diagnosis and billing files may be used to determine if the lack of participation was due to hospitalization, death, or another health-related reason that may not have been recorded on the study data records. Missing examinations that were scheduled shortly before the time of hospitalization or death are unlikely to be missing at random, and instead are much more likely to be missing due to health-related reasons; if this occurs, the source of missingness should be taken into account in defining the study endpoints.

We assume that the observations $y_{t_{0}}^{i}, y_{t_{1}^{i}}^{i}, \ldots, y_{t_{n_{i}}^{i}}^{i}$ do not contain measurement errors. This assumption is not a serious problem when the model's parameters are used to characterize the entire population of study participants. In this case, one
random process describes a probability distribution function of physiological variables in the population. The individual trajectories are just sampling paths of this process, so the differences among individuals are generated by the Wiener process, values of Z , and differences in values of the physiological indices at the age of entry into the study. This rough approximation is appropriate for evaluating and predicting population characteristics (e.g., changes in distributions of aging, health, and survival indices in the population in response to changes in health care policy, modification in Medicare services, etc.).

The model can, however, be extended to the case where measurement errors are explicitly taken into account. To do so would require that the observed values $y_{t_{j}^{i}}^{i}$ no longer be treated as known initial conditions at time $t_{j}^{i}$ for Eq. (12.5). Instead, computation of the values of $m^{i}\left(t_{j}^{i}, Z\right)$ and $\gamma^{i}\left(t_{j}^{i}, Z\right)$ would require specification of a measurement error sub-model with corresponding extensions to Eq. (12.6) to reflect the increased variance of $y_{t_{j}^{i}}^{i}$; but such extensions are not necessary for our current applications.

We also recognize that neglecting measurement errors may be a suboptimal strategy in applications dealing with "personalized" analyses, where one is more concerned about the response of individual characteristics to preventive measures or medical interventions. In this situation, individual age trajectories of physiological state have to be "tracked," i.e., different model parameters have to be used to describe the age trajectories of the functional states for different individuals. In such individualized applications, taking measurement error into account could be an important issue.

The model can be extended to handle this case using the measurement error procedures indicated above. In addition, the random process described by Eq. (12.3) can be further personalized, i.e., (ideally) each individual can be characterized by his/her own stochastic differential equation independent of the equations describing aging-related changes in the other individuals. Development of such personalized forms of the stochastic process model, with and without the measurement error procedures, represents the next logical step in applications of these models, which will lead to new opportunities for using these models in individual-level forecasting.

As is the case for any mathematical description of an empirical phenomenon, the model discussed above has a number of limitations. The Gaussian property of the conditional distribution of $Y_{t}$ among survivors yields a positive probability for negative values of $Y_{t}$. Since physiological indices measured in longitudinal studies are positive, and because the model's characteristics have to be biologically interpreted, the use of appropriate constraints on the parameters of the model is necessary in the estimation procedure. In particular, (a) the distribution of $Y_{0}$ should guarantee a negligible probability of negative values; (b) the functions $f_{1}(t, Z)$ and $f_{0}(t, Z)$ should have non-negative values for each age; (c) the absolute values of feedback coefficients in the matrix $a(t, Z)$ in (12.3) should not become too small for the trajectories of $Y_{t}$ to tend to $f_{1}(t, Z)$ ); (d) the background hazard $\mu_{0}(t, Z)$ should have non-negative values for
each age and a non-decreasing age pattern; and (e) the matrix $Q(t, Z)$ should remain non-negative definite for each age. Applications of these models to the analysis of longitudinal data indicate that such constraints do not reduce the quality of the parameter estimates obtained from the proposed ML estimation procedure.

### 12.2.3 Simulation Studies

In a simulation experiment, we generated 100 datasets with data on life spans and a hypothetical physiological index (mimicking pulse pressure) for 5000 individuals in each dataset. We followed individuals for 56 years with 28 biennial observations of physiological indices, with ages at entry to the study uniformly distributed over the age interval $[30,60]$. Individuals with life spans exceeding the age at entry plus duration of the follow-up period ( 56 years) were considered censored at this age. Such a data structure is similar to the Framingham Heart Study Original Cohort data (Dawber 1980; Dawber et al. 1951). We estimated a one-dimensional version of the model (Eqs. 12.2 and 12.3) with:

1. A constant diffusion coefficient, $\sigma_{1}$ (replacing the function $b$ in Eq. 12.3);
2. Linear functions of age $(t)$ for the quadratic hazard term (the function $\mu_{1}$ in Eq. 12.2), the adaptive capacity term (the negative feedback coefficient $a$ in Eq. 12.3), and the physiological "norm" (the function $f_{0}$ in Eq. 12.2):

$$
\begin{aligned}
& \mu_{1}(t)=a_{\mu_{1}}+b_{\mu_{1}} t \\
& a(t)=a_{Y}+b_{Y}(t-30) \\
& f_{0}(t)=a_{f_{0}}+b_{f_{0}}(t-30)
\end{aligned}
$$

3. A Gompertz function for the baseline hazard: 1n $\mu_{0}(t)=\ln a_{\mu_{0}}+b_{\mu_{0}}(t-30)$.

For simplicity, all of these characteristics were assumed to be independent of the covariates, $Z$. In addition:
4. The "allostatic trajectory" term (function $f_{1}$ in Eq. 12.3) was assumed to depend on age and a dichotomous covariate $Z(Z=(0,1) ; P(Z=1)=0.5)$ : $f_{1}(t, Z)=a_{f_{1}}+b_{f_{1}}(t-30)+\beta_{f_{1}} Z .$.
5. The initial value of the diffusion process for $Y_{t}, Y_{0}$, was assumed normal, $Y_{0}{ }^{\sim} N\left(f_{1}\left(t_{0}, Z\right), \sigma_{0}\right)$, where $t_{0}$ is the age at the baseline exam for the respective individual.

The results of the simulations are summarized in Table 12.1 and Fig. 12.1. The true values of the parameters are given in Table 12.1 in the row labeled True Values. The simulations confirm that the parameters of the models can be estimated with reasonable accuracy for a sample size of this magnitude.
Table 12.1 Means, standard deviations (St. Dev.) and minimal and maximal values of parameter estimates in 100 simulated data sets

|  | $\ln a_{\mu_{0}}$ | $b_{\mu_{0}}$ | $a_{\mu_{1}} \cdot 10^{4}$ | $b_{\mu_{1}} \cdot 10^{5}$ | $a_{Y}$ | $b_{y} \cdot 10^{3}$ | $\sigma_{0}$ | $\sigma_{1}$ | $a_{f_{1}}$ | $b_{f_{1}}$ | $a_{f_{0}}$ | $b_{f_{0}}$ | $\beta_{f_{1}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Mean | -8.040 | 0.091 | 1.011 | 0.300 | -0.200 | 1.000 | 6.003 | 4.998 | 55.001 | 0.200 | 50.043 | 0.099 | 2.994 |
| St. Dev. | 0.205 | 0.004 | 0.321 | 0.054 | 0.004 | 0.133 | 0.056 | 0.016 | 0.130 | 0.006 | 0.410 | 0.013 | 0.120 |
| Min | -8.641 | 0.081 | 0.243 | 0.156 | -0.209 | 0.618 | 5.872 | 4.952 | 54.697 | 0.188 | 48.975 | 0.066 | 2.639 |
| Max | -7.621 | 0.102 | 1.946 | 0.434 | -0.189 | 1.317 | 6.137 | 5.037 | 55.301 | 0.212 | 51.111 | 0.134 | 3.335 |
| True values | $-\mathbf{8 . 0}$ | $\mathbf{0 . 0 9}$ | $\mathbf{1 . 0}$ | $\mathbf{0 . 3}$ | $-\mathbf{0 . 2}$ | $\mathbf{1 . 0}$ | $\mathbf{6 . 0}$ | $\mathbf{5 . 0}$ | $\mathbf{5 5 . 0}$ | $\boldsymbol{0 . 2}$ | $\mathbf{5 0 . 0}$ | $\boldsymbol{0 . 1}$ | $\mathbf{3 . 0}$ |



Fig. 12.1 Estimated (solid grey lines) and true (dashed black lines) trajectories in 100 simulated data sets

### 12.3 Discussion

### 12.3.1 To What Extent Can Mortality Rates Characterize Aging?

In many experimental studies of aging using populations of laboratory animals, the sensitivity of the individual aging process to external disturbances (e.g., medical interventions) or genetic manipulations is often evaluated by comparing empirical survival or mortality rate functions/curves constructed for populations in the experimental and control groups. Similarly, the slope of the logarithm of the mortality curve at the adult and old ages is often interpreted as the aging rate (Economos 1982). The limitations of such an interpretation have been discussed in a number of papers. Yashin et al. (2002b) argued that the use of such a measure of the aging rate may be misleading: changes in the slope of the mortality curve may occur for many other reasons having little to do with the aging process. For example, the slope could change as a result of changes in the heterogeneity distribution (e.g., distribution of frailty Vaupel et al. 1979; Vaupel and Yashin 1985), saving individuals' lives by providing adequate medical help in emergencies, etc. Analyzing changes in mortality rates in developed countries, Rozing and Westendorp (2008) came to the conclusion that recent progress in mortality reduction does not affect the slope of the logarithm of the mortality curves (see Yashin et al. (2002) and references therein for similar observations). Koopman et al. (2011) criticized the use of the slope of the logarithm of the mortality curve as a measure of the aging rate and proposed, instead, the use of the age derivative of the mortality rate as such a measure. Although the use of the derivative overcomes some limitations of the slope measure, it could also be seriously criticized because it does not link changes in mortality with biological changes progressing in the aging human body. Information on many such changes affecting health and survival events in humans is available in the data collected in longitudinal studies of aging, health, as well as in other sources accessible to interested researchers. That is why studies of human aging with a focus solely on the properties of the mortality curve, ignoring other relevant information accumulated in the field, often look scientifically unjustified.

### 12.3.2 The Strehler and Mildvan Model

Taking into account that individual chances of death depend on aging-related declines in an individual's ability to withstand the stresses of life and the random process of external disturbances, Strehler and Mildvan (1960) proposed a mortality model (SM-model) that includes two fundamental components shaping the age pattern of the mortality curve: the aging-related decline in vitality and the process of external stresses. The authors showed that each parameter of the Gompertz mortality curve is a function of both components, so it would be erroneous to
interpret, for example, changes in the rate of increase in the Gompertz curve as changes in the individual aging rate. Strehler and Mildvan also showed that the two Gompertz parameters were strongly negatively correlated. They explained the origin of this correlation in terms of the parameters of the two fundamental components of their model. Yashin et al. (2012) showed that differences in Gompertz parameters for populations sharing the same environmental conditions may have a genetic background, that is, populations of individuals having different numbers of longevity genes in their genomes have different values of their respective Gompertz parameters, confirming that longevity genes are responsible for organisms' resistance to stresses.

The SM model made an important conceptual contribution to the biodemography of aging by emphasizing the importance of the two fundamental components (internal and external) in the shape of the observed mortality curve. However, this model could not be used (in its original form) in the analyses of longitudinal data to clarify additional issues important for a better understanding of the factors and mechanisms involved in regulating human aging and longevity.

### 12.3.3 Comparing Two Versions of the Stochastic Process Model

The need for the development of new models of aging, health, and mortality and for describing their connection with traditional demographic models was emphasized by Manton and Yashin (2000). The connection between the Gompertz model of the mortality curve with a model describing longitudinal data played an important role in better understanding of the forces and mechanisms shaping the age pattern of the demographic mortality rate; see Manton and Yashin (2000) and references therein. This connection is described by the conditional mortality rate in the form of a generalized Gompertz model:

$$
\begin{equation*}
\mu\left(t, Y_{t}\right)=\widetilde{Y}_{t}^{T} \widetilde{Q} \widetilde{Y}_{t} e^{\theta t} \tag{12.7}
\end{equation*}
$$

where $\widetilde{Y}_{t}^{T}=\left(1, Y_{t}^{T}\right)$ is a vector of covariates $Y_{t}$ (e.g., physiological indices), $t$ is age, $\widetilde{Q}$ is a (constant) matrix, and $\theta$ is the Gompertz exponential growth parameter (Manton and Yashin 2000). In applications of this model to longitudinal data, estimated values of the parameter $\theta$ have always been smaller than the corresponding parameter in a Gompertz model that does not include information on covariates. The reduction of the exponential growth parameter has been interpreted as an effect of measurements: the new (reduced) value of the parameter $\theta$ characterized the unexplained component of aging-related increase in the mortality rate. Versions of this model have been applied to the analyses of aging-related changes in a number of biomarkers and their connection with mortality risks.

For example, Manton et al. (1994) applied the generalized Gompertz model in (12.7) to longitudinal data from the first 18 biennial examinations of the Framingham Heart Study (FHS) and compared the results with those obtained from the first three waves of the National Long Term Care Survey (NLTCS: 1982, 1984, and 1989). The use of ten cardiovascular covariates in the FHS model reduced the $\theta$ parameters from $9.4 \%$ to $8.1 \%$ for males and from $10.0 \%$ to $8.1 \%$ for females. The FHS study population ranged from 30 to 60 years at the start of the 34 -year observation period; hence, the reduced $\theta$-parameters implied that the FHS mortality rates would double every 8.6 years for males and 8.5 years for females if one were to hold the observed covariates constant at their age- 30 values. This compares with the actual doubling times of 7.4 years for males and 6.9 years for females when the covariates were allowed to follow their "natural" trajectories.

The use of 27 ADL, IADL, and physical performance covariates in the NLTCS model reduced the $\theta$-parameters from $8.2 \%$ to $5.3 \%$ for males and from $9.1 \%$ to $4.8 \%$ for females. The NLTCS study population was 65 years or older at each wave; hence, the reduced $\theta$-parameters implied that the mortality rates would double every 13.1 or 14.6 years (males, females) if one were to hold the observed disability covariates constant at their age- 65 values. The relative reductions in $\theta$ and the corresponding increases in the doubling times were larger for the NLTCS model, indicating that the NLTCS disability covariates explained more of the age-dependence of mortality than the FHS cardiovascular covariates explained. The differences were attributable, in part, to the age patterns of several FHS cardiovascular covariates which reached peak values near age 60 , followed by declines at older ages (Yashin et al. 2011c). This contrasted markedly with the age patterns for the disability covariates which exhibited strong monotonic increases with age. Indeed, the exercise of holding the disability covariates constant at their age- 65 values is purely hypothetical, given our current state of knowledge about how this might be done.

The conditional hazard rate (12.7) in the one-dimensional version of the original model can be represented as follows:

$$
\begin{equation*}
\mu\left(t, Y_{t}\right)=\left(\mu_{0}+\mu_{1}\left(Y_{t}-c\right)^{2}\right) e^{\theta t}=\mu_{0} e^{\theta t}+\mu_{1} e^{\theta t}\left(Y_{t}-c\right)^{2} \tag{12.8}
\end{equation*}
$$

where $\mu_{0}, \mu_{1}$ and $c$ are constants. The term $\left(\mu_{0}+\mu_{1}\left(Y_{t}-c\right)^{2}\right)$ in (12.8) describes one of the parameters of the Gompertz mortality model explained by observations $Y_{t}$. Thus, Eq. (12.8) can be interpreted as providing a more detailed description of the Gompertz mortality curve widely used in demography. In another interpretation, the term $\mu_{0} e^{\theta t}$ is interpreted as the "optimal" Gompertz mortality rate which would be observed in an ideal situation when $Y_{t}=c$. This representation clearly shows two limitations of the original version: (i) the exponential multipliers in both components of the risk function are the same; and (ii) the minimum of the second (quadratic hazard) term is reached at a constant level of the observed covariates.

In the generalized hazard model (12.1) described above, the covariates' values minimizing the risk function can change as a function of age. This is a more realistic assumption since in epidemiologic and medical practice specialists often use the notion of physiological "norm", specific to a given age. This age-dependent norm is explicitly included in the description of age trajectories of mortality risk (compare Eqs. 12.1, 12.2, and 12.8). This allows one to statistically test hypotheses about age dependence of physiological norms and verify such dependence from available data. The modified hazard model (12.1) includes the earlier version (12.8) as a particular case.

In the generalized model, the term $\mu_{0}(t)$ can differ from the multiplier of the quadratic hazard $\mu_{1}(t)$ (we omit dependence of these functions on $Z$ to make this case comparable with (12.8)), which results in a completely new interpretation of these coefficients. The hazard rate $\mu_{0}(t)$ is associated with death from unmeasured factors. The risk $\mu_{0}(t)$ must be smaller than the total (demographic) mortality risk $\bar{\mu}(t)$ calculated in the absence of observations on risk factors. Therefore, $\mu_{0}(t)$ characterizes the mortality remaining after all observed covariates follow the "optimal" trajectory and its interpretation remains similar to that used in the original model. In the case of a Gompertz specification, both Gompertz parameters in $\mu_{0}(t)$ can be evaluated and compared with their values in $\bar{\mu}(t)$. This model allows for evaluating the gain in life expectancy when observed covariates follow normal age trajectories.

The term $\mu_{1}(t)$ clarifies the connections between senescence, longevity, and stress-resistance. Indeed, the increasing pattern of $\mu_{1}(t)$ indicates that the branches of the corresponding U-shaped risk function become steeper with increasing age, and the range of tolerable deviations of the resultant risk factor from its "optimal" value becomes narrower with age, reflecting the decline in stress resistance with age. Although many aspects of such connections have been investigated in experimental animal studies (Semenchenko et al. 2004), they have never been adequately addressed in studies of human longitudinal data. Since the decline in stress resistance is an important indicator of aging (senescence), the rate of increase in $\mu_{1}(t)$ (not the slope of the logarithm of the mortality curve) may characterize the rate of aging. More generally, the increasing role of senescence in mortality risk with increasing age could be captured by the widening pattern of changes in the U -shape of the relative risk, which would indicate a faster increase in $\mu_{0}(t)$ compared to $\mu_{1}(t)$. In this case the ratio $\frac{\mu_{1}(t)}{\mu_{0}(t)}$ is the declining function of age. An important methodological advance of the extended model is that it is transformed to a form wherein effects of senescence on survival, longevity, and disease development may be evaluated from longitudinal data.

Taking into account the age dependence of the functions $f_{1}(t, Z), f_{0}(t, Z)$, and $a(t$, $Z$ ) allows for testing hypotheses about factors and mechanisms affecting the dynamic properties of the age trajectories of physiological states. For example, one could test whether $f_{1}(t, Z)$ coincides with $f_{0}(t, Z)$. Differences in these functions would mean that the processes of allostatic adaptation in response to persistent external disturbances do not tend to minimize mortality risk. One can also test a
hypothesis of declines in "adaptive capacity" in the aging human body and evaluate patterns of such declines. All such hypotheses can be tested using the likelihood ratio test. For example, to test the hypothesis of a decline in adaptive capacity with age, one needs to compare the model with a decline (say, a linear decline with age in $a(t, Z))$ with the model without such a decline (i.e., $a(t, Z)$ is independent of age), where all other functions (except $a(t, Z)$ ) are specified similarly in both models, using a likelihood ratio test.

### 12.3.4 Modeling Personalized Aging Changes

The use of observed fixed covariates $Z$ in the functions $f_{0}(t, Z), Q(t, Z), a(t, Z), b(t, Z)$, and $f_{1}(t, Z)$ makes the model more personalized. The notion of the "norm" may differ for individuals carrying different alleles or genotypes, or having different histories of events and processes experienced by an individual during the life course (e.g., diseases, environmental exposures), etc. These indicate the need for developing a more general methodology, which could incorporate individualized notions of "norms" and adaptive responses.

An important feature of the model discussed above is the preservation of the Gaussian property in the operation of conditional averaging. If the distribution of risk factors at the initial wave of observations, $Y_{0}$, is Gaussian, the distribution of $Y_{t}$ among survivors is also Gaussian. This facilitates descriptions of the probability distributions of dynamic covariates in terms of the first two moments which satisfy ordinary non-linear differential equations. Note that the Gaussian distribution allows for negative values of the risk factors to occur with positive probability. Our studies show that in practice this property does not limit the analyses. The model can also be used as two-moment approximation for the age trajectories of covariates which follow non-Gaussian dynamics. In non-Gaussian cases, the model could also be extended to include higher order moments (e.g., conditional semiinvariants).
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# Chapter 13 <br> The Latent Class Stochastic Process Model for Evaluation of Hidden Heterogeneity in Longitudinal Data 

Konstantin G. Arbeev, Kenneth C. Land, and Anatoliy I. Yashin

### 13.1 Introduction

Various approaches to statistical model building and data analysis that incorporate unobserved heterogeneity are ubiquitous in different scientific disciplines. Unobserved heterogeneity in models of health and survival outcomes can arise because there may be relevant risk factors affecting an outcome of interest that are either unknown or not measured in the data. Frailty models introduce the concept of unobserved heterogeneity in survival analysis for time-to-event data. In demographic applications, the term "frailty" first appeared in a seminal paper by Vaupel et al. (1979) and since then a considerable body of literature with various extensions and applications of frailty models has been generated. The breadth and "heterogeneity" of this literature can be seen in recent books devoted to frailty models (Duchateau and Janssen 2008; Hanagal 2011; Wienke 2010), which have extensive (but not exclusively overlapping) lists of references.

As discussed in more detail in Chap. 11, biodemography integrates biological knowledge and methods with traditional demographic analyses. One particularly valuable feature of biodemographic approaches is that they can incorporate longitudinal observations of physiological variables (biomarkers) to elucidate the impact of aging on health and longevity. Longitudinal data provide an additional source of heterogeneity that can contribute to differences in risks of time-to-event outcomes. Individual age trajectories of biomarkers can differ due to various observed as well as unobserved (and unknown) factors and such individual differences propagate to differences in risks of related time-to-event outcomes such as the onset of a disease or death. In this chapter, we briefly review recent biostatistical approaches to deal with such heterogeneity. As in Chap. 11, we focus on approaches that model both time-to-event and longitudinal data. This excludes methods focusing on analyses of longitudinal data alone where events are generally treated as a nuisance factor to be
adjusted for and approaches that do not include time-to-event information (e.g., onset of a disease) but include, for example, binary indicators such as prevalence of a disease.

### 13.2 Approaches to the Incorporation of Hidden Heterogeneity in Analyses of Longitudinal and Time-to-Event Data

The joint analysis of longitudinal and time-to-event data is the realm of a special area of biostatistics named "joint models for longitudinal and time-to-event data" or simply "joint models"; see Chap. 11. Such models can also be viewed as extensions of traditional frailty models in survival analysis, see, e.g., the brief discussion in Chapter 7.3 of the book on frailty models by Duchateau and Janssen (2008). A standard approach in joint modeling is to include the "true" (unobserved) value of a longitudinal outcome represented by a linear mixed-effects model as a covariate in the time-to-event sub-model (typically, the Cox proportional hazards model) (Faucett and Thomas 1996; Wulfsohn and Tsiatis 1997). In this case, the random intercept from the longitudinal sub-model that enters the time-to-event sub-model can be thought of as the (log-normal) frailty term.

Some papers on joint modeling specifically introduce an additional random variable in the time-to-event sub-model referred to as "frailty." This term accommodates any heterogeneity in the risk of events that is not explained by the shared random effects in the longitudinal and time-to-event sub-models. For example, Henderson et al. (2000) (see also Guo and Carlin 2004) model the joint distribution of longitudinal measurements and events via an unobserved (latent) zero-mean bivariate Gaussian process, with correlation between the two components of the process inducing dependence between the longitudinal data and event times. Specification of a component of the Gaussian process in the time-to-event sub-model (which is a Cox proportional hazards model) contains a Gaussian random variable representing a (log-normal) frailty term which is assumed independent of the random variables in the longitudinal sub-model. Lin et al. (2002a) suggested a joint model with a mixed-effects model for the multivariate longitudinal data and a proportional hazards model with a gamma-distributed frailty term in the time-toevent sub-model. Ratcliffe et al. (2004) developed a joint model with frailty for analysis of data with clustering (e.g., hospitals or enrollment sites, or any other type of grouping such that ignoring this clustering is thought to be a possible source of bias in statistical inference). The longitudinal data are modeled using a random effects model with subject- and cluster-level random effects. The survival data are modeled using a Cox proportional hazards model with the same cluster-level random effect acting multiplicatively on the baseline hazard. Thus, this clusterlevel random effect links the two types of data (survival and longitudinal), and it represents frailty in the context of frailty models in survival analysis. This two-level
(subject- and cluster-level) modeling of random effects adds flexibility and efficiency in modeling data where such "informative clustering" occurs. Liu et al. (2008) extended the joint model by Ratcliffe et al. (2004) assuming that each individual's survival depends not only on random effects at the cluster (i.e., medical center) level, but also on the individual-level random effects. The model is implemented in the freely available software aML (Lillard and Panis 2003) and uses Gaussian quadrature for numerical calculation of integrals over normally distributed random effects which is important for practical applications as it improves the computation time. Yet the formulation of the model in the multi-level settings makes it very comprehensive and suitable for applications in different circumstances where such multi-level repeated measurements and dependent failure times arise. Ko (2010) extended the joint models with a zero-mean Gaussian process described by Henderson et al. $(2000,2002)$, incorporating a frailty term in the survival sub-model. In contrast to Ratcliffe et al. (2004), Ko (2010) specified a gamma-distributed frailty acting multiplicatively on the hazard in line with the gamma-frailty models extensively used in demographic applications since their introduction to demography by Vaupel et al. (1979).

Another area of application of joint frailty models is analysis of competing risks (Elashoff et al. 2007, 2008; Hu et al. 2009; Huang et al. 2010, 2011; Li et al. 2009). Such models can also accommodate informative censoring, treating it as a competing risk for the event of interest. Competing risks can be modeled using a mixture sub-model (Larson and Dinse 1985; Ng and McLachlan 2003), as in Elashoff et al. (2007), or adopting a cause-specific hazards model (Prentice et al. 1978) with frailty. The mixture model approach produces estimates of the effects of risk factors on the marginal probabilities of occurrence of different risks. The approach with a cause-specific hazards frailty sub-model allows one to account for correlated competing risks and dependent censoring. In the latter approach, it is assumed that the joint distribution of random effects from the longitudinal and cause-specific hazards sub-models is multivariate normal. These random effects ("frailties") in the survival sub-model induce a correlation between different failure types. Simulation studies in Elashoff et al. (2007) showed that the efficiency of estimates of frailty in the time-to-event sub-model improves when information on the longitudinal outcome is included in the model (provided that the two outcomes are correlated and this correlation is modeled correctly). Simulations also showed that this joint model has more power in statistical tests for effects of factors on the time-to-event endpoint compared to separate analyses using the time-to-event data alone, which is valuable in practical applications.

Approaches that incorporate heterogeneity in populations through random variables with continuous distributions (as in the standard joint models and their extensions cited above) assume that the risks of events and longitudinal trajectories follow similar patterns for all individuals in a population (e.g., that biomarkers change linearly with age for all individuals). Although such homogeneity in patterns can be justifiable for some applications, generally this is a rather strict assumption not applicable in all circumstances. A population under study may consist of subpopulations with distinct patterns of longitudinal trajectories of
biomarkers that can also have different effects on the time-to-event outcome in each subpopulation. When such subpopulations can be defined on the base of observed covariate(s), one can perform stratified analyses applying different models for each subpopulation. However, observed covariates may not capture the entire heterogeneity in the population in which case it may be useful to conceive of the population as consisting of latent subpopulations defined by unobserved characteristics. Special methodological approaches are necessary to accommodate such hidden heterogeneity. Within the joint modeling framework, a special class of models, joint latent class models, was developed to account for such heterogeneity in a population (Lin et al. 2002b; Proust-Lima et al. 2009; Proust-Lima and Taylor 2009). A recent review of joint latent class models can be found in Proust-Lima et al. (2014).

The joint latent class model has three components. First, it is assumed that a population consists of a fixed number of (latent) subpopulations. The latent class indicator represents the latent class membership and the probability of belonging to the latent class is specified by a multinomial logistic regression function of observed covariates. It is assumed that individuals from different latent classes have different patterns of longitudinal trajectories of biomarkers and different risks of event. The key assumption of the model is conditional independence of the biomarker and the time-to-events given the latent classes. Then the class-specific models for the longitudinal and time-to-event outcomes constitute the second and third component of the model thus completing its specification. The longitudinal sub-model is typically modeled in the mixed-effects context and the time-to-event component can be represented by a Cox proportional hazards model (Proust-Lima et al. 2009; Proust-Lima and Taylor 2009) or the gamma-frailty model (Lin et al. 2002b). Computationally, joint latent class models are more feasible than standard joint models with shared random effects because the former do not require numerical integration in the likelihood (although there can still be many challenges related to fitting such models, see Discussion). The R package lcmm (Proust-Lima et al. 2012) can be used to fit joint latent class models (see also Chapter 5.4 in Rizopoulos 2012). One particular area of applications of joint latent class models is to develop dynamic prognostic tools that can be updated according to the observed values of the longitudinal outcome (Commenges et al. 2012; Garre et al. 2008; Proust-Lima et al. 2014; Proust-Lima and Taylor 2009).

The stochastic process model (Yashin et al. 2007, 2012) represents a special class of models for joint analysis of longitudinal and time-to-event data that is especially relevant for biodemographic applications as discussed in Chaps. 11 and 12. This model allows for indirect estimation of hidden components of aging that are manifested in individual age trajectories of physiological variables measured for participants of a longitudinal study, which helps to advance our understanding of the impact of processes related to aging on health and longevity. Such hidden components include adaptive capacity, resistance to stresses, physiological norms, and effects of allostatic adaptation which are known from the literature to be characteristics of the processes of aging. The original stochastic process model (Yashin et al. 2007) assumes that all such characteristics follow similar patterns in all individuals in a population. However, as noted above, a population may consist
of latent subpopulations with distinct patterns of longitudinal trajectories with different effects on the time-to-event outcome in each such subpopulation. The presence of such heterogeneity is a realistic scenario which cannot be simply ignored in statistical analyses of longitudinal data. For example, carriers of some alleles or genotypes can have distinct patterns of aging-related characteristics. If the corresponding genetic marker is not available in the data, then there is no way to evaluate the true characteristics from the data unless we can incorporate such hidden heterogeneity into the model. If this latent structure in a population is ignored, then the results can be biased and erroneous conclusions can be made. For example, suppose that carriers of a (unobserved in the data) "longevity" allele have a survival advantage relative to non-carriers of the allele because carriers have, say, no age-related decline in adaptive capacity or resistance to stress whereas these effects are prominent in non-carriers of such an allele. Then, if the proportion of carriers of this "longevity" allele in a population is small, estimates of these characteristics in a population will be dominated by those of non-carriers so that conclusions will be made about the presence of an aging-related decline in adaptive capacity and stress resistance in the general population without realizing that the conclusions are wrong for both carriers and non-carriers. For carriers, the analysis will fail to identify the absence of declines in these characteristics with age and for non-carriers the corresponding true values will be underestimated.

The extension of the stochastic process model (Yashin et al. 2007) to accommodate such hidden heterogeneity was suggested in Yashin et al. (2008). In this chapter, we present a version of this extended model, which we call the "latent class stochastic process model," modified to include dependence of the probability of the latent class membership as well as other components of the model on observed covariates. The model was briefly introduced in Arbeev et al. (2014). Here we elaborate it in more detail and present the likelihood estimation procedure and simulation studies to illustrate the approach.

### 13.3 The Latent Class Stochastic Process Model

### 13.3.1 Specification of the Model

Consider a population consisting of a finite number $G$ of latent subpopulations or latent classes. One example could be that these subpopulations represent carriers of alleles/genotypes at some gene or single nucleotide polymorphism (SNP) when the corresponding genetic information is not available in the data (note that if such genetic data are available for some subsample of a longitudinal study, then this leads to the methods presented in Chap. 14). Denote by $K$ the random indicator variable identifying the latent class membership for an individual, that is, $K=g$ if an individual belongs to the class $g=1 \ldots G$ (e.g., he/she has the unobserved allele/ genotype $g$ ). Then we can specify the probabilities of the latent class membership,
$p_{g}$, conditional on observed covariates. Following conventional specifications in joint latent class models (Lin et al. 2002b; Proust-Lima et al. 2009, 2014; ProustLima and Taylor 2009), we represent this probability using a multinomial logistic regression:

$$
\begin{equation*}
p_{g}=P(K=g \mid X)=\frac{e^{\beta_{0 g}+\beta_{18}^{T} X}}{1+\sum_{c=1}^{G-1} e^{\beta_{0 c}+\beta_{1 c}^{T} X}} \tag{13.1}
\end{equation*}
$$

for $g=1 \ldots G-1$, and

$$
\begin{equation*}
p_{G}=P(K=G \mid X)=1-\sum_{g=1}^{G-1} P(K=g \mid X)=\frac{1}{1+\sum_{g=1}^{G-1} e^{\beta_{0 g}+\beta_{1 g}^{T} X}} \tag{13.2}
\end{equation*}
$$

Here $\beta_{0 g}$ is the intercept for the latent class $g, \beta_{1 g}$ is the vector of class-specific regression parameters, and $X$ is the corresponding vector of time-independent covariates (" $T$ " denotes transposition; here and below we will use column vectors if not stated otherwise).

For each latent class $g$, we then specify a stochastic differential equation for the age dynamics of an $M$-dimensional vector of biomarkers, $Y_{t}(t$ is age $)$, similar to the original stochastic process model by Yashin et al. (2007):

$$
\begin{equation*}
d Y_{t}=a(t, g, X)\left(Y_{t}-f_{1}(t, g, X)\right) d t+B(t, g, X) d W_{t} \tag{13.3}
\end{equation*}
$$

with initial condition $Y_{t_{0}}$. We omit the dependence of $Y_{t}$ on the latent class $g$ and covariates $X$ for conciseness of notation. Here $W_{t}$ is an $M$-dimensional vector Wiener process independent of the vector of initial values $Y_{t_{0}}$ and the latent class indicator. It describes unobserved disturbances affecting the trajectory of biomarkers, and it incorporates stochasticity into the model. The strength of such disturbances is characterized by the $M \times M$ matrix of diffusion coefficients $B(t, g, X)$. The vector-function $f_{1}(t, g, X)$ (with the same dimension as $Y_{t}$ ) introduces the notion of allostasis into the model as a representation of the age trajectories of biomarkers that organisms are forced to follow by the process of allostatic adaptation. The $M \times M$ matrix $a(t, g, X)$, the negative feedback coefficient in Eq. (13.3), describes the adaptive (homeostatic) capacity in an aging organism. The elements of this matrix correspond to the rate of adaptive response to any deviation of trajectories $Y_{t}$ from the trajectories $f_{1}(t, g, X)$ "prescribed" by the processes of allostatic adaptation.

The time-to-event sub-model specifies the latent class-specific expressions for the hazard rates conditional on the vector of biomarkers $Y_{t}$ and the vector of observed covariates $X$ :

$$
\begin{equation*}
\mu\left(t \mid Y_{t}, g, X\right)=\mu_{0}(t, g, X)+\left(Y_{t}-f_{0}(t, g, X)\right)^{T} Q(t, g, X)\left(Y_{t}-f_{0}(t, g, X)\right) \tag{13.4}
\end{equation*}
$$

Here $\mu_{0}(t, g, X)$ is the baseline hazard characterizing the risk that would remain if the vector $Y_{t}$ followed the trajectory $f_{0}(t, g, X)$ and $Q(t, g, X)$ is a non-negativedefinite symmetric $M \times M$ matrix. The $M$-dimensional vector-function $f_{0}(t, g, X)$ introduces the concept of an age-dependent physiological norm into the model-it corresponds to the values of the biomarkers that minimize the risk at each age $t$. The matrix $Q(t, g, X)$ in the quadratic hazard term can be associated with the decline in resistance to stresses with age, as discussed in Yashin et al. $(2007,2012)$ and Arbeev et al. (2011).

The model in Yashin et al. (2008) is formulated for two latent classes with the latent class membership probability and other components of the model not dependent on the observed covariates. The model presented in this chapter thus naturally generalizes the model in Yashin et al. (2008). More details on the biological interpretation of different components of the stochastic process model can be found in Chap. 12 and in Yashin et al. (2007, 2012). The dependence of all components in the specification of the longitudinal and time-to-event sub-models on the latent class indicator $g$ allows the corresponding aging-related mechanisms to work differently in the different latent subpopulations (for example, in the carriers of some alleles/genotypes). In practice, one can estimate the restricted models with some parameters in the different classes equated in order to test hypotheses about the differences of the respective characteristics in the latent subpopulations using the likelihood ratio test.

### 13.3.2 Likelihood Estimation Procedure

For simplicity of presentation and following Yashin et al. (2008), we describe the likelihood estimation procedure for the model with two latent classes $g=1,2$. Generalizations for more latent classes are straightforward.

Let $\widetilde{Y}_{0}^{t}=\left(Y_{t_{0}}, Y_{t_{1}}, \ldots Y_{t_{i}}\right), t_{i} \leq t<\tau$, where $\tau$ is a random stoppage time (denoting age at death/censoring) of the process $Y_{t}$ and $\mathrm{Yt}_{i}$ is the observation of this process at age $t_{i}$. Denote by $\pi(t \mid X)=P\left(K=1 \mid \widetilde{Y}_{0}^{t}, \tau>t, X\right)$ the conditional probability that an individual belongs to latent class 1, given that he/she has a vector of longitudinal measurements $\tilde{Y}_{0}^{t}$, survived until age $t$, and has a vector of observed covariates $X$. The evolution of $\pi(t \mid X)$ starts at the initial age $t_{0}$ and continues first until age $t_{l}$. The age dynamics of $\pi(t \mid X)$ at the interval follows the nonlinear differential equation (Yashin 1985):

$$
\begin{equation*}
\frac{d \pi(t \mid X)}{d t}=\pi(t \mid X)(\overline{\bar{\mu}}(t \mid X)-\bar{\mu}(t, 1, X)) \tag{13.5}
\end{equation*}
$$

with initial condition (see Eq 13.1):

$$
\begin{equation*}
\pi\left(t_{0} \mid X\right)=p_{1}=P(K=1 \mid X)=\frac{e^{\beta_{0}+\beta_{1}^{T} X}}{1+e^{\beta_{0}+\beta_{1}^{T} X}} \tag{13.6}
\end{equation*}
$$

Here $\overline{\bar{\mu}}(t \mid X)$ is expressed through $\pi(t \mid X)$ and $\bar{\mu}(t, g, X), g=1,2$, as follows:

$$
\begin{equation*}
\overline{\bar{\mu}}(t \mid X)=\pi(t \mid X) \bar{\mu}(t, 1, X)+(1-\pi(t \mid X)) \bar{\mu}(t, 2, X) \tag{13.7}
\end{equation*}
$$

and $\bar{\mu}(t, g, X)$ is given by:

$$
\begin{align*}
\bar{\mu}(t, g, X)= & \mu_{0}(t, g, X)+\left(m(t, g, X)-f_{0}(t, g, X)\right)^{T} Q(t, g, X) \\
& \times\left(m(t, g, X)-f_{0}(t, g, X)\right)+\operatorname{Tr}(Q(t, g, X) \gamma(t, g, X)), \tag{13.8}
\end{align*}
$$

where $\operatorname{Tr}(\cdot)$ is the matrix trace operator and $m(t, g, X), \gamma(t, g, X)$ denote the mean and variance/covariance matrix of the conditional distribution $P\left(Y_{t} \leq y \mid K=g, \tau>t, X\right)$ ( $Y_{t} \leq y$ means this inequality holds for each component of the vector) satisfying the ordinary differential equations for the age interval $t_{0} \leq t<t_{1}$ (see the formulae for the model without latent classes in Yashin and Manton (1997)):

$$
\begin{align*}
\frac{d m(t, g, X)}{d t}= & a(t, g, X)\left(m(t, g, X)-f_{1}(t, g, X)\right)-2 \gamma(t, g, X) Q(t, g, X) \\
& \times\left(m(t, g, X)-f_{0}(t, g, X)\right)  \tag{13.9}\\
\frac{d \gamma(t, g, X)}{d t}= & a(t, g, X) \gamma(t, g, X)+\gamma(t, g, X) a(t, g, X)^{T}  \tag{13.10}\\
& +B(t, g, X) B(t, g, X)^{T}-2 \gamma(t, g, X) Q(t, g, X) \gamma(t, g, X)
\end{align*}
$$

with initial conditions $m\left(t_{0}, g, X\right), \gamma\left(t_{0}, g, X\right)$ representing the mean and the variance/ covariance matrix of the conditional normal distribution of the initial vector $Y_{0}$ in the latent class $g$, given $X$. Parameters in the specifications of these quantities need to be estimated along with all other parameters of the model.

The above expressions describe the dynamics of $\pi(t \mid X)$ for the interval $t_{0} \leq t<t_{1}$. At age $t=t_{1}$, the process $Y_{t}$ is observed and this new observation yields new information about the latent class membership that modifies $\pi(t \mid X)$. The relationship between $\pi\left(t_{1} \mid X\right)$ and $\pi\left(t_{1}-\mid X\right)=\lim _{t \uparrow t_{1}} \pi(t \mid X)$ is given by the Bayes rule (for conciseness, we present these equations for the one-dimensional case):

$$
\begin{align*}
& \pi\left(t_{1} \mid X\right) \\
& =\frac{\pi\left(t_{1}-\mid X\right) \sqrt{\gamma\left(t_{1}-, 2, X\right)} V\left(t_{1}, 1, X\right)}{\pi\left(t_{1}-\mid X\right) \sqrt{\gamma\left(t_{1}-, 2, X\right)} V\left(t_{1}, 1, X\right)+\left(1-\pi\left(t_{1}-\mid X\right)\right) \sqrt{\gamma\left(t_{1}-, 1, X\right)} V\left(t_{1}, 2, X\right)}, \tag{13.11}
\end{align*}
$$

where $V(t, g, X)=\exp \left\{-\left(Y_{t}-m(t-, g, X)\right)^{2} / 2 \gamma(t-, g, X)\right\}$.
The value $\pi\left(t_{1} \mid X\right)$ is an initial condition for $\pi(t \mid X)$ that evolves according to Eq. (13.5) for the interval $t_{1} \leq t<t_{2}$. This process continues for all subsequent age intervals until the last one before the death/censoring time. The expressions for the age interval $t_{i} \leq t<t_{i+1}$ are as in Eq. (13.11) with $t_{1}$ replaced by $t_{i}$ and the dynamics of $m(t, g, X)$ and $\gamma(t, g, X)$ at this interval are given by Eqs. (13.9) and (13.10) with initial conditions $m\left(t_{i}, g, X\right)=Y_{t_{i}}$, and $\gamma\left(t_{i}, g, X\right)=0$.

At $t=\tau$, we have

$$
\begin{equation*}
P\left(K=1 \mid \widetilde{Y}_{0}^{\tau}, \tau=t, X\right)=\pi(\tau-\mid X) \frac{\bar{\mu}(\tau, 1, X)}{\bar{\mu}(\tau \mid X)} \tag{13.12}
\end{equation*}
$$

where $\pi(\tau-\mid X)=\left.\lim _{t_{i} \uparrow t} \pi\left(t_{i} \mid X\right)\right|_{t=\tau}$. Let $\widetilde{\pi}(t \mid X)=P\left(K=1 \mid \widetilde{Y}_{0}^{t}, Z_{t}, X\right)$, where $Z_{t}=I(\tau \leq t)$. Then the trajectory of $\tilde{\pi}(t \mid X)$ during the interval $t_{i} \leq t \leq \tau$ can be described by the stochastic differential equation with one jump:

$$
\begin{equation*}
d \widetilde{\pi}(t \mid X)=\widetilde{\pi}(t-\mid X)\left(\frac{\mu(t, 1, X)}{\overline{\bar{\mu}}(t \mid X)}-1\right)\left(d Z_{t}-\overline{\bar{\mu}}(t \mid X) d t\right) \tag{13.13}
\end{equation*}
$$

Here $\quad \overline{\bar{\mu}}(t \mid X)=\tilde{\pi}(t \mid X) \bar{\mu}(t, 1, X)+(1-\tilde{\pi}(t \mid X)) \bar{\mu}(t, 2, X) \quad$ (note also that $\tilde{\pi}(t \mid X) I(\tau>t)=\pi(t \mid X) I(\tau>t))$.

The likelihood function is the product of two terms:

$$
\begin{equation*}
L=L_{Y} L_{\tau}, \tag{13.14}
\end{equation*}
$$

where

$$
\begin{align*}
L_{Y}=\prod_{j=1}^{N} \prod_{i=0}^{n(j)} & \left(\frac{\pi_{j}\left(t_{i}^{j}-\mid X_{j}\right)}{\sqrt{2 \pi \gamma_{j}\left(t_{i}^{j}-, 1, X_{j}\right)}} e^{-\left(y_{j}\left(t_{i}^{j}\right)-m_{j}\left(t_{i}^{j}-, 1, X_{j}\right)\right)^{2} / 2 \gamma_{j}\left(t_{i}^{j}-, 1, X_{j}\right)}\right.  \tag{13.15}\\
& \left.+\frac{\left(1-\pi_{j}\left(t_{i}^{j}-\mid X_{j}\right)\right)}{\sqrt{2 \pi \gamma_{j}\left(t_{i}^{j}-, 2, X_{j}\right)}} e^{-\left(y_{j}\left(t_{i}^{j}\right)-m_{j}\left(t_{i}^{j}-, 2, X_{j}\right)\right)^{2} / 2 \gamma_{j}\left(t_{i}^{j}-, 2, X_{j}\right)}\right)
\end{align*}
$$

and

$$
\begin{equation*}
L_{\tau}=\prod_{j=1}^{N} \overline{\bar{\mu}}_{j}\left(\tau_{j} \mid X_{j}\right)^{\delta_{j}} e^{-\int_{0}^{\tau_{j}}} \overline{\bar{\mu}}_{j}\left(u \mid X_{j}\right) d u \tag{13.16}
\end{equation*}
$$

Here the subscript $j$ refers to the characteristics for the $j$ th individual, $N$ is the number of individuals, $\delta_{j}$ is the at-risk indicator ( $\delta_{j}=1$ if $j$ th individual died at age $\tau_{j}$ and $\delta_{j}=0$ if he/she was censored at that age), $n(j)$ is the number of measurements of the process $Y_{t}$ for the $j$ th individual (with measurement at age $t_{i}^{j}$ denoted by $y_{j}\left(t_{i}^{j}\right)$ ).

### 13.4 Simulation Studies

### 13.4.1 Simulation Study for Latent Class Stochastic Process Model

We performed a simulation study to illustrate the approach using the discrete-time one-dimensional version of the model (13.1-13.16). The following specifications of the model's components were used for two latent classes, $g=1,2$ :

1. Gompertz baseline hazards: $\mu_{0}(t, g, X)=\ln \mu_{0}(t, g)=\ln a_{\mu_{0}}(g)+b_{\mu_{0}}(g)\left(t-t_{\min }\right)$, where $t_{\text {min }}=30$;
2. Linear functions of age for multipliers in the quadratic hazard terms: $Q(t, g, X)=$ $Q(t, g)=a_{Q}(g)+b_{Q}(g) t ;$
3. Linear functions of age for the "optimal trajectories": $f_{0}(t, g, X)=f_{0}(t, g)=a_{f_{0}}$ $(g)+b_{f_{0}}(g)\left(t-t_{\text {min }}\right)$;
4. Linear functions of age for feedback coefficients in (13.3) ("adaptive capacities"): $a(t, g, X)=a(t, g)=a_{Y}(g)+b_{Y}(g)\left(t-t_{\text {min }}\right)$, where $a_{Y}(g)<0$ and $b_{Y}(g) \geq 0$;
5. Linear functions of age for the "mean allostatic trajectories": $f_{1}(t, g, X)=f_{1}$ $(t, g)=a_{f_{1}}(g)+b_{f_{1}}(g)\left(t-t_{\text {min }}\right) ;$
6. Constant diffusion coefficients: $B(t, g, X)=\sigma_{1}(g)$;
7. Normally distributed initial values of the process $Y_{t}$ with means $f_{1}\left(t_{0}^{j}, g, X\right)$ (where $t_{0}^{j}$ is age at the first exam for the $j$ th individual) and variances $\sigma_{0}^{2}(g)$; and
8. Probability of the latent class 1 membership: $p_{1}=e^{\beta_{0}+\beta_{1} X_{1}+\beta_{2} X_{2}} /\left(1+e^{\beta_{0}+\beta_{1} X_{1}+\beta_{2} X_{2}}\right)$, where $X_{1}=0,1$ with $P\left(X_{1}=1\right)=0.5$, and $X_{2}$ has standard normal distribution.

Thus, the parameters to be estimated in this model are: $a_{\mu_{0}}(g), b_{\mu_{0}}(g), a_{Q}(g)$, $b_{Q}(g), a_{Y}(g), b_{Y}(g), a_{f_{1}}(g), b_{f_{1}}(g), a_{f_{0}}(g), b_{f_{0}}(g), \sigma_{0}(g), \sigma_{1}(g), \beta_{0}, \beta_{1}$, and $\beta_{2}$.

To make the simulations more realistic, we generated a structure resembling that of the Framingham Heart Study data (Dawber et al. 1951) with parameters selected to produce reasonable mortality rates close to those observed in modern human populations. Pulse pressure was used as a prototype for the process $Y_{t}$. Age at entry into the study was simulated as a discrete random variable uniformly distributed over the interval [30,60]. The interval between observations of $Y_{t}$ is 2 years. The number of observations (exams) is 30 . We simulated 100 data sets with 5200 individuals in each, and estimated the likelihood function of the model (13.113.16) for each data set. Table 13.1 shows mean values, standard deviations, and minimal and maximal values of the estimated parameters in these 100 data sets. Figure 13.1 displays estimated trajectories of different components of the model (logarithms of baseline hazard, multipliers in the quadratic hazard terms, mean allostatic trajectories, optimal trajectories, and adaptive capacity) in two latent classes for 100 simulated data sets. The results show that the model correctly evaluates all model components for two latent classes. The next section illustrates what happens if we ignore the latent structure in the data and apply the original stochastic process model (Yashin et al. 2007) to these data sets.

### 13.4.2 Simulation Study for Stochastic Process Model That Ignores Latent Classes

We estimated the parameters of the original stochastic process model (Yashin et al. 2007) which does not take into account the latent structure of the simulated data. This model is essentially given by Eqs. (13.3) and (13.4) without dependence on the latent class $g$ :

$$
\begin{gather*}
d Y_{t}=a(t, X)\left(Y_{t}-f_{1}(t, X)\right) d t+B(t, X) d W_{t}  \tag{13.17}\\
\mu\left(t \mid Y_{t}, X\right)=\mu_{0}(t, X)+\left(Y_{t}-f_{0}(t, X)\right)^{T} Q(t, X)\left(Y_{t}-f_{0}(t, X)\right) . \tag{13.18}
\end{gather*}
$$

We estimated a one-dimensional version of this model, applying it to the same simulated data from Sect. 13.4.1. We used specifications of the model's components similar to those described in Sect. 13.4.1, but without dependence on the latent class $g$. Thus, the estimated parameters in this case are: $a_{\mu_{0}}, b_{\mu_{0}}, a_{Q}, b_{Q}, a_{Y}, b_{Y}$, $a_{f_{1}}, a_{f_{0}}, b_{f_{0}}, \sigma_{0}$, and $\sigma_{1}$ (note that we do not have parameters $\beta_{0,} \beta_{1}$, and $\beta_{2}$ here because we do not model the probability of the latent class membership).

The results of these estimates are shown in Table 13.1 (see the "No $\boldsymbol{L C}$ " panel of the table) and Fig. 13.2. It is clear from the table that this model, which ignores the latent structure of the data, produces parameter estimates that deviate from the true values in the two latent classes. Correspondingly, the resulting "population"
Table 13.1 Simulation study for latent class stochastic process model: Means, standard deviations (STD), minimal (MIN) and maximal (MAX) values of parameter estimates for latent class stochastic process model in 100 simulated data sets

|  | $\ln a_{\mu_{0}}$ | $b_{\mu_{0}}$ | $a_{Q} \cdot 10^{4}$ | $b_{Q} \cdot 10^{4}$ | $a_{Y}$ | $b_{Y} \cdot 10^{3}$ | $\sigma_{0}$ | $\sigma_{1}$ | $a_{f_{1}}$ | $b_{f_{1}}$ | $a_{f_{0}}$ | $b_{f_{0}}$ | $\beta_{0}$ | $\beta_{1}$ | $\beta_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $g=1$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| MEAN | $-7.50$ | 0.110 | 0.92 | 0.51 | -0.201 | 1.01 | 5.00 | 4.00 | 55.00 | 0.299 | 49.92 | 0.302 | 1.01 | $-0.20$ | 0.30 |
| STD | 0.17 | 0.004 | 0.63 | 0.12 | 0.007 | 0.24 | 0.07 | 0.02 | 0.17 | 0.006 | 0.46 | 0.018 | 0.12 | 0.10 | 0.05 |
| MIN | -7.90 | 0.102 | -0.31 | 0.20 | -0.218 | 0.23 | 4.82 | 3.93 | 54.61 | 0.288 | 48.78 | 0.236 | 0.70 | -0.46 | 0.16 |
| MAX | -7.11 | 0.120 | 2.52 | 0.74 | -0.176 | 1.58 | 5.23 | 4.05 | 55.32 | 0.315 | 51.45 | 0.350 | 1.32 | 0.01 | 0.43 |
| TRUE | -7.5 | 0.11 | 1.0 | 0.5 | -0.20 | 1.0 | 5.0 | 4.0 | 55.0 | 0.3 | 50.0 | 0.3 | 1.0 | -0.2 | 0.3 |
| $g=2$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| MEAN | $-8.56$ | 0.111 | 0.48 | 0.11 | -0.251 | 1.00 | 5. 00 | 4.00 | 49.97 | 0.300 | 45.00 | 0.295 |  |  |  |
| STD | 0.32 | 0.006 | 0.77 | 0.13 | 0.010 | 0.24 | 0.12 | 0.02 | 0.26 | 0.007 | 2.16 | 0.068 |  |  |  |
| MIN | -9.57 | 0.099 | -1.22 | -0.18 | -0.276 | 0.14 | 4.69 | 3.95 | 49.43 | 0.286 | 38.25 | 0.124 |  |  |  |
| MAX | -7.85 | 0.128 | 2.15 | 0.41 | -0.218 | 1.64 | 5.24 | 4.05 | 50.52 | 0.321 | 48.79 | 0.482 |  |  |  |
| TRUE | -8.5 | 0.11 | 0.5 | 0.1 | -0.25 | 1.0 | 5.0 | 4.0 | 50.0 | 0.3 | 45.0 | 0.3 |  |  |  |
| No LC |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| MEAN | -7.16 | 0.091 | 1.12 | 0.26 | -0.186 | 0.47 | 5.50 | 4.05 | 53.94 | 0.272 | 49.63 | 0.233 |  |  |  |
| STD | 0.10 | 0.002 | 0.33 | 0.06 | 0.004 | 0.14 | 0.05 | 0.01 | 0.10 | 0.004 | 0.31 | 0.012 |  |  |  |
| MIN | -7.37 | 0.084 | 0.30 | 0.10 | -0.196 | 0.16 | 5.37 | 4.02 | 53.64 | 0.264 | 48.85 | 0.199 |  |  |  |
| MAX | -6.86 | 0.095 | 1.95 | 0.41 | -0.177 | 0.81 | 5.65 | 4.07 | 54.18 | 0.284 | 50.42 | 0.258 |  |  |  |

1. Dependence of parameters on the latent class $(g)$ is omitted for conciseness 2. Parameters. $a_{Q}, b_{Q}$. and $b_{Y}$ are rescaled for better visibility
2. Values for the model without latent classes ("No LC") estimating these same data sets are given for comparison


Fig. 13.1 Simulation study for latent class stochastic process model: estimated trajectories of logarithms of baseline hazard $\left(\ln \mu_{0}(t, g)\right)$, multipliers in the quadratic hazard terms $(Q(t, g))$, mean allostatic trajectories $\left(f_{1}(t, g)\right)$, optimal trajectories $\left(f_{0}(t, g)\right)$ and adaptive capacity $(a(t, g))$ in two latent classes $(g=1$ and $g=2)$ for 100 simulated data sets. The true trajectories in two latent classes are denoted by thick lines
trajectories of the logarithm of the baseline hazard $\left(\ln \mu_{0}(t, X)\right)$, multipliers in the quadratic hazard terms $(Q(t, X))$, mean allostatic trajectories $\left(f_{1}(t, X)\right)$, optimal trajectories $\left(f_{0}(t, X)\right.$ ), and adaptive capacity $(a(t, X))$ deviate from the actual trajectories in both latent classes (see Fig. 13.2). Thus, ignoring latent classes can lead to incorrect estimates and wrong conclusions. For example, using the estimates of the model (13.17-13.18) leads to the inference that the estimated "population" trajectory $\left(f_{0}(t, X)\right)$ is a universal optimal trajectory for all individuals. However, such an "optimal" trajectory will actually be not optimal for any individual in terms of minimizing mortality risk: if an individual belongs to the latent class $g$ and his/her trajectory $Y_{\mathrm{t}}$ follows the function $\left(f_{0}(t, X)\right)$ then his/her risk of death will be higher than it would be had he/she followed the truly optimal trajectory $f_{0}(t, g, X)$ (the risk of death is $\mu_{0}(t, g, X)+\left(f_{0}(t, X)-f_{0}(t, \mathrm{~g}, X)\right)^{T} Q(t, g, X)\left(f_{0}(t, X)-f_{0}(t, g\right.$, $X)$ ) in the former case, whereas in the latter case the risk reduces to the baseline level $\mu_{0}(t, g, X)$ ).


Fig. 13.2 Simulation study for stochastic process model that ignores latent classes: estimated trajectories of logarithms of baseline hazard $\left(\ln \mu_{0}(t)\right)$, multipliers in the quadratic hazard terms $(Q$ $(t))$, mean allostatic trajectories $\left(f_{l}(t)\right)$ optimal trajectories $\left(f_{0}(t)\right)$ and adaptive capacity $(a(t))$ for 100 simulated data sets containing latent classes (same as in Fig. 13.1). "No LC" denotes no latent classes. The corresponding true trajectories in two latent classes $g=1$ and $g=2$ are denoted by thick lines

### 13.5 Discussion and Conclusion

In this chapter, we have described approaches for dealing with unobserved heterogeneity in joint analyses of longitudinal and time-to-event outcomes. Special attention has been paid to a specific class of such approaches that accommodates hidden heterogeneity in the population due to the presence of latent subpopulations with distinct longitudinal patterns with different relations to the risk of an event. We also presented a latent class stochastic process model that takes into account such hidden heterogeneity and allows for indirect estimation of hidden components of aging that are manifested in individual age trajectories of physiological variables measured in participants of a longitudinal study. These hidden components of aging and their impact on the risk of events can be evaluated for latent subpopulations. This can help to unravel hidden effects in the data that otherwise can remain masked if a model that ignores this structures is applied to such data.

Several computational challenges should be mentioned here as a caution concerning the practical implementation of the latent class stochastic process model. These challenges are similar to those encountered by the joint latent class models that have been discussed in the literature on such models (and, generally, in the mixture models literature). Since the joint latent class models and latent class stochastic process model have many characteristics in common, and as our practical experience with our model suggests, careful attention to these matters is necessary. First, it is well known in mixture models that the likelihood functions may have local maxima. Therefore, calculating the estimation algorithm from different initial values is a safeguard measure for ensuring convergence to the global maximum, although at the price of additional computation time, and defining good initial values becomes practically important in latent class models (Han 2009). In our experience, parameter estimates obtained from fitting the data using the original stochastic process model generally provide a good starting point for initial values for the latent class stochastic process model. Second, the number of latent classes for a given set of data generally is not known prior to estimation of latent class models. Therefore, it is necessary to estimate models with different numbers of latent classes and select the model with the number of classes that gives the best fit to the data. The Bayesian information criterion (BIC) is recommended for selecting the optimal number of latent classes (Proust-Lima et al. 2014; Proust-Lima and Taylor 2009). Third, the conditional independence assumption (i.e., that the longitudinal biomarker and the time-to-events are assumed to be conditionally independent given the latent classes) is crucial in the formulation of latent class models and derivation of the likelihood functions. This assumption is difficult to test in practice because the latent classes are unobserved. However, several statistical approaches for evaluating the conditional independence assumption have been suggested in the literature on joint latent class models (Jacqmin-Gadda et al. 2010; Lin et al. 2004; Proust-Lima et al. 2009). Fourth, in the latent class stochastic process model, similarly to joint latent class models, permutations of the latent class parameters between latent classes produces the same likelihood. However, this does not cause problems in the estimation procedure, because it is based on maximum likelihood estimation. The only inconvenience arises in simulation studies where one must always check whether the latent classes were estimated in the same order in all datasets to report the correct average values of parameters in the simulated datasets.

With all these considerations taken into account, the latent class stochastic process model nevertheless provides a useful tool for dealing with unobserved heterogeneity in joint analyses of longitudinal and time-to-event outcomes and taking into account hidden components of aging in their joint influence on health and longevity. This approach is also helpful for sensitivity analyses in applications of the original stochastic process model. We recommend starting the analyses with the original stochastic process model and estimating the model ignoring possible hidden heterogeneity in the population. Then the latent class stochastic process model can be applied to test hypotheses about the presence of hidden heterogeneity in the data in order to appropriately adjust the conclusions if a latent structure is revealed. Such an approach can be implemented not only with the original model
described in Chap. 12 but also with its extensions, for example, with the genetic stochastic process model described in Chap. 14.
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# Chapter 14 <br> How Biodemographic Approaches Can Improve Statistical Power in Genetic Analyses of Longitudinal Data on Aging, Health, and Longevity 

Konstantin G. Arbeev and Anatoliy I. Yashin

### 14.1 Introduction

The modern era of revolutionary advances in genetics provides great opportunities and challenges for the field of biodemography. The imperative to integrate the principles of genetics and genomics into biodemography is so evident that this problem will continue to be at the forefront of demographic analysis for decades into the future (Carey 2008; Wachter 2008). The importance of "genetic biodemography" will continue to grow in the coming years, because many studies that have collected data on biomarkers will include (or already have included) genetic information. The ongoing incorporation of genetic information into longitudinal studies is considered potentially "the most revolutionary element of the addition of biological data in large-scale surveys" (Suzman 2010) and such studies will "increasingly provide analyses of the interactions of genetic, biological, social, economic, and demographic characteristics" (Crimmins et al. 2010).

To realize the full potential of such rich data, special attention should be paid to approaches to the analysis of the diverse information contained therein. Consider, for example, the case in which the research objective is the evaluation of genetic effects on some time-to-event outcome, e.g., risk of death or onset of a disease. Comparison of the age patterns of incidence or mortality rates for carriers of different alleles/genotypes can contribute to an understanding of the role of genetic factors in survival or the development of aging-associated diseases. To simplify, let us set aside for a moment research questions involving longitudinal measurements of biomarkers (which require special consideration, see Chap. 11) and assume that only socioeconomic and demographic covariates are involved in analyses. Traditional methods for estimation of the effect of genetic markers in such cases can be enhanced if we complement them with a demographic approach that takes into account the demographic structure of the population under study. Specifically, when genetic data are included in longitudinal studies of aging, we have several relevant sources of information for analyses of genetic influences on lifespan
(or onset of diseases), in addition to the genetic data themselves and socioeconomic and demographic covariates.

The first is follow-up data on the outcome of interest (e.g., mortality). Second, genetic data are usually collected in longitudinal studies from participants at different ages. This provides information on the age structure of the population at the time of biospecimen collection. Along with follow-up data, the population age structure also contains information about the effect of genetic variants on lifespan, and the full potential of the data is underused when this information is ignored in analyses, especially when genotyping is performed at advanced ages with noticeable attrition due to mortality. Indeed, in order to be genotyped, an individual has to survive until the age at biospecimen collection. Hence, if the proportion of carriers of some genetic variant increases with age (here we mean the age at biospecimen collection) then this variant should favor longevity. This implies that we can associate genetic variants with lifespan even without follow-up data by using the "gene frequency" method (Yashin et al. 1999, 2000). We can expect therefore that, if we use both follow-up data and data on population age structure, this will provide us with more accurate estimates of parameters and additional power compared to the use of follow-up data alone. Such data can be analyzed jointly using appropriate methods (Arbeev et al. 2011b; Yashin et al. 2007b).

The third source of information in longitudinal studies of aging that is relevant for genetic analyses stems from the history of incorporation of genetic information into such studies. While in some modern longitudinal studies the genetic data can be collected at the baseline, it is a common situation that many older longestablished longitudinal studies commenced before genetic data collection began. Hence, in such studies genetic data are available only for a sub-sample of participants of the longitudinal study (i.e., for those who survived until the time of biospecimen collection). It is also possible that genetic data were collected only for a sub-sample of participants due to, for example, budgetary restrictions. However, in such cases information on the outcome of interest (e.g., follow-up on mortality) can be available for all (genotyped and non-genotyped) participants of the longitudinal study. This information should not be neglected in genetic analyses because it provides an additional source for increasing power and improving the accuracy of the estimates. Indeed, the group of non-genotyped individuals is a mixture of carriers/non-carriers of the same alleles/genotypes collected in the genetic data and a similar age-specific form of the mortality rate can be assumed for the entire sample. Therefore, this information can be appropriately combined in the likelihood function with information for genotyped individuals (see Arbeev et al. 2011b).

Incorporation of genetic information in studies that collect longitudinal measurements of biomarkers along with follow-up data offers new opportunities for analyses of genetic influences on aging, health, and longevity. As discussed in Chap. 11, joint analysis of time-to-event outcomes and longitudinal measurements of biomarkers requires special methodological considerations to take into account measurement errors and biological variability of biomarkers and to avoid biased estimates. Joint models provide a setting for performing such analyses involving
genetic data, longitudinal measurements, and follow-up data. Joint models, in particular, permit evaluating the effect of a covariate (i.e., a genetic marker in these applications) on both the longitudinal trajectories and times-to-events, so that it is possible to distinguish genetic effects on these two outcomes. Joint models provide more efficient estimates of the effect of a covariate (such as a genetic marker) on the time-to-event outcome in the case in which there is also an effect of the covariate on the longitudinal trajectory of a biomarker. This means that analyses of longitudinal and time-to-event data in joint models may require smaller sample sizes to achieve comparable statistical power with analyses based on time-to-event data alone (Chen et al. 2011).

As mentioned above, participants of a longitudinal study for whom genetic information was not collected, but for whom other outcomes (longitudinal measurements of biomarkers, follow-up data, and possibly other relevant covariates) are available, provide an additional source for increasing the accuracy and statistical power in analyses of genetic effects on longitudinal and time-to-event outcomes. However, following similar arguments as in Chap. 11, longitudinal measurements of biomarkers cannot be simply incorporated as time-dependent covariates in joint analyses of genotyped and non-genotyped participants of longitudinal studies (Arbeev et al. 2011b). An approach for jointly analyzing longitudinal measurements of biomarkers and time-to-event outcomes for genotyped and non-genotyped participants of longitudinal studies has been developed recently within the framework of the stochastic process model (SPM) of aging discussed in detail in Chap. 12 (see Arbeev et al. 2009, 2012). Such a model, named the "genetic stochastic process model," or the "genetic SPM," is especially relevant in the context of biodemographic research. Biodemography of aging aims at integrating demographic and biological theory and methods to advance our understanding of the impact of processes related to aging on health and longevity. Genetic biodemography aims at elucidating genetic components in such processes and their influence on health and longevity. Therefore, the particular advantages of the genetic SPM for biodemographic applications are that it is based on biological theory, it incorporates several essential mechanisms of aging-related changes in organisms, and it allows for evaluating genetic effects on such characteristics and their influence on mortality or onset of a disease. Such "hidden components" of aging-related changes incorporated into this model include: adaptive capacity, resistance to stresses, physiological norms, and effects of allostatic adaptation (for more details, see Chap. 12). As is known from the literature, all these variables play important roles in aging processes. Therefore, their inclusion in the model is crucial for a better understanding of regulatory mechanisms driving observed aging-related changes in physiological variables and their influence on risks of death or getting a disease, as well as for evaluating the genetic component in such processes. However, relevant variables associated with such "hidden components of aging" are typically not directly measured in longitudinal data and, hence, they cannot be directly estimated from the data using, for example, joint models. The genetic SPM thus provides a useful approach for working with such "hidden components of aging" indirectly. Importantly, it also provides an additional
possibility for improving the power of genetic analyses by joint analysis of data for genotyped and non-genotyped sub-samples of the study (Arbeev et al. 2009).

The remainder of this chapter is organized as follows. Section 14.2 presents results of simulation studies of the longitudinal genetic-demographic model (Arbeev et al. 2011b) which illustrate that inclusion of information on ages at biospecimen collection in addition to follow-up data improves power in analyses of genetic effects on mortality or morbidity risks (see also Yashin et al. 2013b). Section 14.3 describes simulation studies of the genetic SPM (Arbeev et al. 2009) which show the increase in statistical power of joint analyses of genotyped and non-genotyped participants of a longitudinal study compared to analyses of genotyped participants alone in different scenarios to test relevant biologicallybased hypotheses. Section 14.4 discusses the results and possible generalizations of the approaches.

### 14.2 Simulation Studies of the Longitudinal Genetic-Demographic Model

The longitudinal genetic-demographic model (or the genetic-demographic model for longitudinal data) is described in Arbeev et al. (2011b). The full model combines three sources of information in the likelihood function: (1) follow-up data on survival (or, generally, on some time-to-event) for genotyped individuals; (2) (cross-sectional) information on ages at biospecimen collection for genotyped individuals; and (3) follow-up data on survival for non-genotyped individuals. In the simulation study presented in this section, we utilize only the first two sources. Of course, follow-up information for non-genotyped individuals provides an additional source for improving the power of genetic analyses but this simulation study illustrates that, even for the studies where genetic data are collected for all participants, the use of information on ages at biospecimen collection still makes a difference for the power of genetic analyses.

Let $x_{k}^{0}, k=1, \ldots, K$, be the ages at baseline (entry to the study) of individuals from the genotyped subsample of the data and let $x_{m, x_{k}^{0}}, m=1, \ldots, M_{k}$, be their ages at the time of biospecimen collection. Denote by $N\left(x_{m, x_{k}^{0}}\right)=N_{1}\left(x_{m, x_{k}^{0}}\right)+N_{0}\left(x_{m, x_{k}^{0}}\right)$ the number of individuals in the genotyped subsample who were aged $x_{m, x_{k}^{0}}$ at the time of biospecimen collection and aged $x_{k}^{0}$ at baseline. Here $N_{g}\left(x_{m, x_{k}^{0}}\right)$ denotes the number of non-carriers $(g=0)$ and carriers ( $g=1$ ) of a specific allele/genotype. Let $\tau$ denote the life span (it may be censored). Denote by $\mu(x \mid G=g)$ the hazard rate for carriers/non-carriers and by $\pi\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)$ $=P\left(G=1 \mid \tau>x_{m, x_{k}^{0}}, x_{k}^{0}\right)$ the proportion of carriers at age $x_{m, x_{k}^{0}}$ given that the individuals were aged $x_{k}^{0}$ at baseline. Denote by $S_{g}(x)=P(\tau>x \mid G=g)$ the
survival functions for carriers/non-carriers and by $P_{1}=P(G=1)$ the initial proportion (at birth) of carriers of the allele/genotype in a population, which is assumed here to be the same for different birth cohorts represented in the study. The total (population) survival function is then $S(x)=P_{1} S_{1}(x)+\left(1-P_{1}\right) S_{0}(x)$. Conditional survival functions for the individuals aged $x_{k}^{0}$ at the baseline are $S_{g}\left(x \mid x_{k}{ }^{0}\right)=P\left(\tau>x \mid G=g, x_{k}{ }^{0}\right)$. The hazard rates for carriers/non-carriers can be of any parametric form, e.g., the Gompertz curves, as in our simulations presented below. The proportions $\pi\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)$ are:

$$
\begin{equation*}
\pi\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)=\frac{P\left(G=1 \mid x_{k}^{0}\right) S_{1}\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)}{P\left(G=1 \mid x_{k}^{0}\right) S_{1}\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)+\left(1-P\left(G=1 \mid x_{k}^{0}\right)\right) S_{0}\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)}, \tag{14.1}
\end{equation*}
$$

where $P\left(G=1 \mid x_{k}{ }^{0}\right)=P_{1} S_{1}\left(x_{k}{ }^{0}\right) / S\left(x_{k}{ }^{0}\right)$.
The likelihood function of the data on the ages at biospecimen collection $\left(L_{A}\right)$ and the likelihood function of the follow-up data $\left(L_{F U}\right)$ are (Arbeev et al. 2011b):

$$
\begin{equation*}
L_{A} \sim \prod_{k=1}^{K} \prod_{m=1}^{M_{k}} \pi\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)^{N_{1}\left(x_{m, x_{k}^{0}}\right)}\left(1-\pi\left(x_{m, x_{k}^{0}} \mid x_{k}^{0}\right)\right)^{N_{0}\left(x_{m, x_{k}^{0}}\right)} \tag{14.2}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{F U} \sim \prod_{k=1}^{K} \prod_{m=1}^{M_{k}} \prod_{g=0}^{1} \prod_{i=1}^{N_{g}}{ }^{\left(x_{m, x_{k}^{0}}^{k}\right)} \mu\left(\tau_{i} \mid G=g\right)^{\delta_{i}} S_{g}\left(\tau_{i} \mid x_{m, x_{k}^{0}}\right), \tag{14.3}
\end{equation*}
$$

where $\delta_{i}$ is an at-risk indicator ( $\delta_{i}=1$ if $\tau$ is a death time; $\delta_{i}=0$ if $\tau$ is a censoring time). The total likelihood function of the data relevant for genetic analyses of the genotyped subsample is the product of these two likelihood functions:

$$
\begin{equation*}
L_{F U+A} \sim L_{F U} L_{A} \tag{14.4}
\end{equation*}
$$

In our simulation studies, we compared two methods of estimating parameters of the allele- or genotype-specific hazard rates: (1) a method that uses only follow-up data, i.e., the likelihood function $L_{F U}$ (14.3); and (2) a method that uses both data on the ages at biospecimen collection and follow-up data, i.e., the likelihood function $L_{F U+A}$ (14.4).

We assumed that carriers and non-carriers of the allele in a population have mortality rates $\mu(x \mid G)=\mu_{0}(x) e^{\gamma G}$, where the variable $G$ denotes carriers $(G=1)$ or non-carriers $(G=0)$, the baseline mortality $\mu_{0}(x)$ is the Gompertz function, i.e., $\ln \mu_{0}(x)=\ln a+b x$, with $\ln a=-10.0$ and $b=0.09$, and the proportion of carriers
at birth $P_{1}=0.25$. We varied the parameter $\gamma$ from -0.5 to 0.5 with the interval 0.05 to simulate scenarios with different effect sizes.

We generated a "general population" of 10,000,000 individuals, assigning the genetic status (i.e., variable $G$ ) to individuals in accordance with the initial proportion $P_{1}$. Then we generated life spans for all individuals from the corresponding probability distributions (i.e., those corresponding to the hazard $\mu_{0}(x) e^{\gamma G}$ for carriers and $\mu_{0}(x)$ for non-carriers, with the parameters defined above). Then we assigned a hypothetical "age at entry" into the study to each individual in the population generated as a discrete random variable uniformly distributed over the interval 40-100 years. We assumed that individuals were genotyped at the baseline, i.e., their age at biospecimen collection coincided with age at entry. We collected a sample of 4500 individuals whose life spans exceeded their hypothetical "age at entry." We considered two scenarios: a short follow-up period (6 years) and a long follow-up period (60 years). Individuals with simulated life spans exceeding "age at entry" plus the follow-up period were considered censored at that age in the scenario. In the scenario with a long follow-up period almost all individuals experienced the event under study, whereas in the scenario with a short follow-up period a substantial proportion of individuals are censored. This procedure was repeated 1000 times (in each scenario with a different $\gamma$ and follow-up period) to generate 1000 datasets whose parameters were estimated using the likelihoods (14.3) and (14.4).

Figure 14.1a illustrates the empirical power (i.e., the proportion of datasets in which the null hypothesis $\mathrm{H}_{0}: \gamma=0$ was rejected at $\alpha=0.05$ ) in the scenario with a short follow-up for different effect sizes (i.e., values of the parameter $\gamma$ ). We also fitted these empirical values with the power curves of a one-sample Z-test of the mean and found the values of the standard deviations that produced the best fit to the empirical power curves for each method ( 0.059 for "FU +A " (14.4) and 0.088 for "FU" (14.3)). Figure 14.1 b shows the level of the test (shown as $-\log _{10}(\alpha)$ for better visibility) that yields power $w=0.8$, as a function of the effect size in both methods (the curves were calculated using the above mentioned values of standard deviations). Figure 14.1c, d display similar quantities for the scenario with a long follow-up period.

Figure 14.1a, b show that, in the case of a short follow-up period, the use of information on ages at biospecimen collection in addition to follow-up data substantially increases the power compared to the traditional approach that uses the follow-up data alone. For example, Fig. 14.1b shows that for effect size $\gamma=0.3$ the $p$-value decreases approximately from $10^{-2}$ to $10^{-5}$ and for effect size $\gamma=0.4$ the $p$ value drops approximately from $10^{-4}$ to $10^{-9}$. This means that many genetic variants which would not reach genome-wide significance in genome-wide association studies (GWAS) using the traditional approach of analyzing the follow-up data alone could become highly significant if the data on ages at biospecimen collection were also used. Figure 14.1c, d reveal that this effect diminishes for a long follow-up period. In the case of a long follow-up period, information from the long follow-up makes a more substantial contribution compared to information hidden in the distributions of ages at biospecimen collection. Conversely, in the


Fig. 14.1 Simulation studies in longitudinal genetic-demographic model: (a) Power in two methods (with follow-up only, "FU", and follow-up and ages at biospecimen collection, "FU+A") for different effect sizes (i.e., values of the regression parameter $\gamma$ ) and $\alpha=0.05$ in the scenario with a short follow-up period ( 6 years). The lines denote the fit of the empirical curves by the power curves of a one-sample Z-test of the mean (the standard deviations that produced the best fit are 0.059 for "FU+A" and 0.088 for "FU"). (b) The level of the test (shown as $-\log _{10}(\alpha)$ for better visibility) that yields power $w=0.8$, as a function of the effect size in both methods (the curves are calculated using the above mentioned values of standard deviations) in the scenario with a short follow-up period ( 6 years). (c) Is same as (a) but for a long follow-up period ( 60 years). The standard deviations that produced the best fit are 0.032 for "FU+A" and 0.035 for "FU." (d) Is same as (b) but for a long follow-up period (60 years)
case of a short follow-up period, the distribution of the ages at biospecimen collection plays a more important role in differentiating the allele- or genotypespecific survival patterns compared to the follow-up data (for the case of a substantial proportion of censored individuals, as in our simulations).

Our simulations thus illustrate that the use of information on ages at biospecimen collection may have important implications for GWAS of longevity or onset of diseases for studies with short follow-up periods (which are the majority of datasets currently available).

### 14.3 Simulation Studies in Genetic Stochastic Process Model

The genetic stochastic process model was originally developed in Arbeev et al. (2009). In Arbeev et al. (2014) we briefly introduced its version modified to include the dependence of the model's components on a vector of observed (timeindependent) covariates available at baseline. In this section, we elaborate this modification in more detail and also describe simulation studies to illustrate the increase in the power of joint analyses of genotyped and non-genotyped participants in a longitudinal study compared to analyses of only genotyped participants in different scenarios to test relevant biologically-based hypotheses.

Let $g, g=1, \ldots, G$, denote the presence of allele/genotype $g$ in the genome of an individual. We can specify the probabilities of having this allele/genotype, $p_{g}$, conditional on some vector of time-independent covariates $X$. One possibility, for example, is to specify this probability using a multinomial logistic regression:

$$
\begin{equation*}
p_{g}=\frac{e^{\beta_{0 g}+\beta_{1 g}^{T} X}}{1+\sum_{c=1}^{G-1} e^{\beta_{0 c}+\beta_{1 c}^{T} X}}, \tag{14.5}
\end{equation*}
$$

for $g=1, \ldots, G-1$, and

$$
\begin{equation*}
p_{G}=\frac{1}{1+\sum_{g=1}^{G-1} e^{\beta_{0_{g}}+\beta_{18}^{T} X}} . \tag{14.6}
\end{equation*}
$$

Here " $T$ " denotes transposition (we will use column vectors if not stated otherwise).
Let $Y_{t}$ (where $t$ is age) be the stochastic process representing the age dynamics of an $M$-dimensional vector of biomarkers in carriers of allele/genotype $g$ with the following stochastic differential equation:

$$
\begin{equation*}
d Y_{t}=a(t, g, X)\left(Y_{t}-f_{1}(t, g, X)\right) d t+B(t, g, X) d W_{t}, \tag{14.7}
\end{equation*}
$$

with initial condition $Y_{t_{0}}$. Here $W_{t}$ is an $M$-dimensional vector Wiener process independent of the vector of initial values $Y_{t_{0}}$ which represents unobserved disturbances affecting the trajectory of biomarkers. The strength of such disturbances is characterized by the $M \times M$ matrix of diffusion coefficients $B(t, g, X)$. The vector-function $f_{1}(t, g, X)$ (having the same dimension as $Y_{t}$ ) introduces the notion of allostasis into the model representing the age trajectories of biomarkers that organisms are forced to follow by the process of allostatic adaptation (see detailed description of the meaning of different components of the stochastic process model in Chap. 12 and Arbeev et al. (2009)). The negative feedback coefficient in Eq. (14.7), the $M \times M$ matrix $a(t, g, X)$, describes the
adaptive (homeostatic) capacity in an aging organism. The elements of this matrix correspond to the rate of adaptive response to any deviation of trajectories $Y_{t}$ from the trajectories $f_{1}(t, g, X)$.

The hazard rates for carriers of allele/genotype $g$ conditional on the vector of biomarkers $Y_{t}$ and the vector of observed covariates $X$ are given as:

$$
\begin{equation*}
\mu\left(t \mid Y_{t}, g, X\right)=\mu_{0}(t, g, X)+\left(Y_{t}-f_{0}(t, g, X)\right)^{T} Q(t, g, X)\left(Y_{t}-f_{0}(t, g, X)\right) \tag{14.8}
\end{equation*}
$$

Here $\mu_{0}(t, g, X)$ is the baseline hazard for carriers of allele/genotype $g$ characterizing the risk that would remain if the vector $Y_{t}$ followed the trajectory $f_{0}(t, g, X)$, and $Q(t, g, X)$ is a non-negative-definite symmetric $M \times M$ matrix. The $M$-dimensional vector-function $f_{0}(t, g, X)$ introduces the concept of an age-dependent physiological norm into the model which corresponds to the values of biomarkers which minimize the risk at each age for carriers of allele/genotype $g$. The matrix $Q(t, g, X)$ in the quadratic hazard term can be associated with the decline in resistance to stresses with age, as discussed in Yashin et al. (2007a, 2012) and Arbeev et al. (2011a).

Although the model (14.5), (14.6), (14.7) and (14.8) looks similar to the latent class stochastic process model presented in Chap. 13, there is one important distinction: in the model presented in this chapter information on $g$ (i.e., the presence of some allele/genotype) is assumed to be available for genotyped participants in the longitudinal study, whereas information on the latent class $g$ is not available for any individual in the model in Chap. 13 (hence its name). Therefore, the likelihood estimation procedure is different from that presented in Chap. 13. The likelihood function for the model (14.5), (14.6), (14.7) and (14.8) is a straightforward modification of the likelihood for the original model in Chap. 12 (see Arbeev et al. (2009)) and is not presented here. Note that the likelihood function contains parts for the genotyped and non-genotyped sub-samples and that both parts contain the same parameters of the model. Hence, the use of available information from the non-genotyped participants (i.e., the longitudinal measurements of biomarkers and time-to-event data) provides an opportunity for increasing the statistical power compared to analyses based on the genotyped sample alone. The advantage of the genetic stochastic process model is that it has different components which represent specific biological concepts and aging-related mechanisms for which the respective parameters have clear biological interpretations. Dependence of the model's components on variable $g$ allows for formulating and testing different hypotheses about the genetic effect of the alleles/genotypes on agingrelated characteristics (such as stress resistance, adaptive capacity, age-dependent physiological norms, etc.). Below we present the results of a simulation study that compares the power for tests of several such hypotheses using two approaches: (1) using only information from the genotyped participants; and (2) in joint analyses of genotyped and non-genotyped individuals.

We used the following specifications of the model's components in the simulations:
Table 14.1 Simulation studies of the genetic stochastic process model: Parameters used to generate data (parameters used to define the null hypotheses to be tested in each simulation are highlighted)

| Simulation | $\boldsymbol{G}$ | Baseline hazard ( $\mu_{0}(t, g, X)$ ) |  |  | Quadr. hazard$(Q(t, g, X))$ |  | Adaptive capacity$(a(t, g, X))$ |  | Mean allostatic trajectory $\left(f_{l}(t, g, X)\right)$ |  | Physiological norm$\left(f_{0}(t, g, X)\right)$ |  | Other parameters |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\ln a_{\mu_{0}}^{g}$ | $b_{\mu_{0}}^{g}$ | $\beta_{X}^{g}$ | $a_{Q}^{g}$ | $b_{Q}^{g}$ | $a_{Y}^{g}$ | $b_{Y}^{g}$ | $a_{f,}^{g}$ | $b_{f_{1}}^{g}$ | $a_{f_{0}}^{g}$ | $b_{f_{0}}^{g}$ | $\sigma_{0}^{g}$ | $\sigma_{1}^{g}$ | $p_{1}$ |
| 1 | 1 | -9.0 | 0.080 |  | 0.5 | 0.1 | -0.25 | 1.0 | 45.0 | 0.20 | 45.0 | 0.1 | 5.0 | 4.0 | 0.25 |
|  | 2 | $-8.5$ | 0.082 |  | 0.3 | 0.1 | -0.20 | 1.0 | 50.0 | 0.25 | 40.0 | 0.1 | 5.0 | 4.0 |  |
| 2 | 1 | $-9.0$ | 0.080 | -0.014 | 0.5 | 0.1 | -0.25 | 1.0 | 45.0 | 0.20 | 45.0 | 0.1 | 5.0 | 4.0 | 0.25 |
|  | 2 | -8.5 | 0.082 | -0.014 | 0.3 | 0.1 | -0.20 | 1.0 | 50.0 | 0.25 | 40.0 | 0.1 | 5.0 | 4.0 |  |
| 3 | 1 | -9.0 | 0.080 |  | 0.5 | 0.1 | -0.25 | 1.0 | 45.0 | 0.20 | 45.0 | 0.1 | 5.0 | 4.0 | 0.25 |
|  | 2 | -8.5 | 0.082 |  | 0.5 | 0.4 | -0.20 | 1.0 | 50.0 | 0.25 | 40.0 | 0.1 | 5.0 | 4.0 |  |
| 4 | 1 | -9.0 | 0.080 |  | 0.5 | 0.1 | -0.22 | 1.0 | 45.0 | 0.20 | 45.0 | 0.1 | 5.0 | 4.0 | 0.25 |
|  | 2 | -8.5 | 0.082 |  | 0.3 | 0.1 | -0.20 | 1.0 | 50.0 | 0.25 | 40.0 | 0.1 | 5.0 | 4.0 |  |
| 5 | 1 | -9.0 | 0.080 |  | 0.5 | 0.1 | -0.25 | 1.0 | 45.0 | 0.20 | 45.0 | 0.1 | 5.0 | 4.0 | 0.25 |
|  | 2 | -8.5 | 0.082 |  | 0.3 | 0.1 | -0.20 | 1.0 | 46.0 | 0.20 | 40.0 | 0.1 | 5.0 | 4.0 |  |
| 6 | 1 | -9.0 | 0.080 |  | 0.5 | 0.1 | -0.25 | 1.0 | 45.0 | 0.20 | 50.0 | 0.1 | 5.0 | 4.0 | 0.25 |
|  | 2 | -8.5 | 0.082 |  | 0.3 | 0.1 | -0.20 | 1.0 | 50.0 | 0.25 | 40.0 | 0.1 | 5.0 | 4.0 |  |

(1) Some parameters are rescaled for better visibility in the table: $a_{Q}^{g}$ is multiplied by $10^{4} ; b_{Q}^{g}$ is multiplied by $10^{5} ; b_{Y}^{g}$ is multiplied by $10^{3}$

1. Gompertz baseline hazards: $\ln \mu_{0}(t, g, X)=\ln a_{\mu_{0}}^{g}+b_{\mu_{0}}^{g} t+\beta_{X}^{g} X$, where $g=1$, 2 for carriers and non-carriers of a hypothetical allele (genotype), $X=c-c_{0}, c$ is year of birth (cohort), $c_{0}=1890$, in simulation \#2 (see Table 14.1) and $\ln \mu_{0}(t$, $g, X)=\ln a_{\mu_{0}}^{g}+b_{\mu_{0}}^{g} t$ in the other simulations;
2. Linear functions for the multipliers in the quadratic hazard: $Q(t, g, X)=a_{Q}^{g}+b_{Q}^{g} t ;$
3. Linear functions for the mean allostatic trajectories: $f_{1}(t, g, X)=a_{f_{1}}^{g}+b_{f_{1}}^{g} t$;
4. Linear functions for physiological norms: $f_{0}(t, g, X)=a_{f_{0}}^{g}+b_{f_{0}}^{g} t$;
5. Linear functions for the negative feedback coefficient in (14.7) representing the adaptive capacity of an organism: $a(t, g, X)=a_{Y}^{g}+b_{Y}^{g} t$, with $a_{Y}^{g} \leq 0$ and $b_{Y}^{g} \geq$ 0 ;
6. Constant diffusion coefficients: $B(t, g, X)=\sigma_{1}^{g}$;
7. Normally distributed initial values of the process $Y_{t}$ with means $f_{1}\left(t_{0}{ }^{j}, g, X\right)$ (where $t_{0}{ }^{j}$ is age at the first exam for the $j$ th individual) and standard deviations $\sigma_{0}{ }^{g}$; and
8. Initial probability of carrying the allele/genotype $\left(p_{1}\right)$ is independent of covariates $X$.

The values of the parameters were chosen to provide realistic samples resembling real data on mortality in the Framingham Original Cohort data (Dawber et al. 1951) and with longitudinal dynamics $Y_{t}$ mimicking pulse pressure. Table 14.1 contains a summary of the parameters used in the simulation studies.

We performed six simulation studies for testing different biological hypotheses of genetic effects on aging-related characteristics (see the "Null Hypothesis" and "Interpretation of Null Hypothesis" columns in Table 14.2). In each scenario, we simulated 100 datasets with data on age at death/censoring and the longitudinal dynamics of $Y_{t}$ for 2500 individuals followed-up for 60 years with ages at baseline uniformly distributed over the interval 30-60 years and with 30 biennial exams measuring $Y_{t}$. Year of birth $c$ for simulation \#2 was defined as 1950 minus age at baseline. We assumed that 500 individuals were genotyped and genetic data were not available for the rest of the sample. Power was estimated as the proportion of datasets in which a null hypothesis was rejected at the 0.05 significance level by the likelihood ratio test (see Table 14.2). For these purposes, we estimated original/ unrestricted models and restricted models that assume that the parameters highlighted in Table 14.1 are equal for carriers and non-carriers (simulation \#2 assumes the restriction $\beta_{X}^{g}=0$ ). The column "Gen. Only" in Table 14.2 corresponds to the likelihood that used only information from the genotyped participants and column "Gen. + Non-Gen." displays the power for the likelihood with joint analyses of the genotyped and non-genotyped individuals. The table shows that joint analysis of the genotyped and non-genotyped individuals allows for a substantial increase in the power compared to analyses based on information from the genotyped participants alone, thus making it possible to detect genetic effects on aging-related characteristics that would remain non-significant in analyses of the genotyped subsample.

Table 14.2 Simulation studies of the genetic stochastic process model: Power (for $\alpha=\mathbf{0 . 0 5}$ and effect sizes defined by the parameters from Table 14.1) for estimation of the likelihood only using data on genotyped individuals (column "Gen. Only") and data on both genotyped and non-genotyped individuals (column "Gen. + Non-Gen.")

|  |  |  | Power |  |
| :--- | :--- | :--- | :--- | :--- |
| Simulation | Null hypothesis | Interpretation of null hypothesis | Gen. <br> only | Gen. + <br> Non-gen |
| 1 | $\mu_{0}(t, g, X)=\mu_{0}(t, X)$ | No genetic effect on baseline <br> hazard | 0.42 | 0.85 |
| 2 | $\mu_{0}(t, g, X)=\mu_{0}(t, g)$ | No cohort changes in baseline <br> hazard | 0.25 | 0.89 |
| 3 | $Q(t, g, X)=Q(t, X)$ | No genetic effect on stress <br> resistance | 0.41 | 0.90 |
| 4 | $a(t, g, X)=a(t, X)$ | No genetic effect on adaptive <br> capacity | 0.40 | 0.82 |
| 5 | $f_{1}(t, g, X)=f_{1}(t, X)$ | No genetic effect on mean <br> allostatic trajectory | 0.71 | 0.89 |
| 6 | $f_{0}(t, g, X)=f_{0}(t, X)$ | No genetic effect on physiological <br> norm | 0.44 | 0.91 |

### 14.4 Discussion

In this chapter, we presented different approaches that can be applied in genetic biodemography to work with data available in modern longitudinal studies of aging, health, and longevity that collect genetic information in addition to follow-up data on events and longitudinal measurements of biomarkers.

The longitudinal genetic-demographic model described in Sect. 14.2 (see also Arbeev et al. 2011b) provides a method for enhancing genetic analyses of time-toevent outcomes from longitudinal data combining several sources of information: follow-up data on the outcome of interest (e.g., mortality) for genotyped individuals, information on the age structure of the population at the time of biospecimen collection, and follow-up data on the outcomes for non-genotyped participants. Such joint analyses of genotyped and non-genotyped individuals can result in substantial improvements in statistical power and accuracy of estimates compared to analyses of the genotyped subsample alone if the proportion of non-genotyped participants is large. Situations in which genetic information cannot be collected for all participants of longitudinal studies are not uncommon. They can arise for several reasons: (1) the longitudinal study may have started some time before genotyping was added to the study design so that some initially participating individuals dropped out of the study (i.e., died or were lost to follow-up) by the time of genetic data collection; (2) budget constraints prohibit obtaining genetic information for the entire sample; (3) some participants refuse to provide samples for genetic analyses. Nevertheless, even when genotyped individuals constitute a majority of the sample or the entire sample, application of such an approach is still beneficial in terms of estimation accuracy and power because it takes into account the population
structure at the time of biospecimen collection which has additional information on genetic effects on the risk of death complementing the follow-up data (Yashin et al. 2013b). Clearly, any statistical model is just an approximation of reality and the use of even the most advanced models does not replace the need to collect largescale genetic data in longitudinal studies. The genetic-demographic model presented in Sect. 14.2 and in Arbeev et al. (2011b) uses parametric specifications of allele- or genotype-specific survival functions. More flexible specifications, such as semiparametric and non-parametric models or methods that correct for unobserved heterogeneity effects, can be formulated and estimated (see Yashin et al. 1999).

The genetic stochastic process model presented in Sect. 14.3 adds a new dimension to genetic biodemographic analyses, combining information on longitudinal measurements of biomarkers available for participants of a longitudinal study with follow-up data and genetic information. Such joint analyses of different sources of information collected in both genotyped and non-genotyped individuals allow for more efficient use of the research potential of longitudinal data which otherwise remains underused when only genotyped individuals or only subsets of available information (e.g., only follow-up data on genotyped individuals) are involved in analyses. Similar to the longitudinal genetic-demographic model presented in Sect. 14.2, the benefits of combining data on genotyped and non-genotyped individuals in the genetic SPM come from the presence of common parameters describing characteristics of the model for genotyped and non-genotyped subsamples of the data. This takes into account the knowledge that the non-genotyped subsample is a mixture of carriers and non-carriers of the same alleles or genotypes represented in the genotyped subsample and applies the ideas of heterogeneity analyses (Vaupel and Yashin 1985). When the non-genotyped subsample is substantially larger than the genotyped subsample, these joint analyses can lead to a noticeable increase in the power of statistical estimates of genetic parameters compared to estimates based only on information from the genotyped subsample. This approach is applicable not only to genetic data but to any discrete time-independent variable that is observed only for a subsample of individuals in a longitudinal study.

The genetic stochastic process model enhances biodemographic analyses by allowing for hidden components of aging (such as age-specific physiological norms, allostasis and allostatic load, decline in adaptive capacity, and stress resistance with age) that are typically not directly measured in longitudinal data and, hence, can be estimated only indirectly. Different components and mechanisms characterizing the same process of aging should be mutually dependent and work in concert. Therefore, unification of such concepts in a comprehensive model of aging is an important step forward in the development of a systemic methodology in aging research. As in the original stochastic process model, the genetic SPM allows working with several mechanisms of aging-related changes under the overarching framework of one statistical model. In addition, the genetic SPM evaluates genetic effects on such mechanisms, thus providing deeper insights into genetic determinants of the processes of aging affecting mortality and morbidity risks. It permits
one to address new questions in biodemographic analyses concerning genetic influences on aging-related changes in humans, questions that cannot be studied using conventional approaches, for example, joint models (see Chap. 11) or standard demographic methods. Simulations in Sect. 14.3 provided several examples of hypotheses that can be tested using the genetic SPM and illustrated the differences in statistical power resulting from the addition of information on non-genotyped individuals to the analyses.

Several practical considerations should be mentioned about applications of the genetic SPM to real data. As with any parametric model, the genetic SPM relies on the description of its components as specific parametric functions. Although the basic components of the model (such as the quadratic shape of the hazard, physiological norm, average allostatic trajectory, negative feedback coefficient) are all based on solid biological theories that justify their presence in the model, the specific parametric forms of these components are unknown and may be hard to justify biologically. Moreover, the parametric forms of these components generally cannot be empirically evaluated, because they model hidden components of the aging process not directly associated with any measurable variables in the data (one exception might be the baseline hazard rate which, with some degree of confidence, can be assumed to have the same shape as the hazard rate in the total population, e.g., Gompertz, Weibull, gamma-Gompertz, or gamma-Weibull baseline rates can be chosen depending on the application). Therefore, it is advisable to perform sensitivity analyses with different parametric specifications of the components of the model, e.g., linear, quadratic, or higher order polynomial functions, and select the best fitting model using formal criteria such as the likelihood ratio test for nested models or the Akaike Information Criterion for non-nested models.

In brief, the specific types of genetic influences on the hidden components of aging are not known a priori. Thus, versions of the model with different types of genetic influences should be tested in applications. For example, dominant, recessive, or additive form of action of the minor allele on the outcome characteristics can be investigated. Similarly, joint analyses of two or more genetic markers might be of interest in applications. The genetic SPM can be straightforwardly extended to work with multiple genetic markers. However, this results in a larger number of parameters and a smaller number of individuals in different groups that can reduce the reliability of estimates.

The computational burden should always be taken into account in practical implementations of statistical methods, especially in large-scale problems involving studies with large sample sizes and/or extensive amounts of genetic data. For example, genome-wide association studies (GWAS) data are collected in different longitudinal studies that can contain millions of single nucleotide polymorphisms (SNPs) for thousands of participants (see the dbGaP website, http://www.ncbi.nlm. nih.gov/gap?db=gap). For such data, the computational burden of parameter estimation in the genetic SPM suggests that its routine application to each SNP in the dataset is not feasible for modern computers, especially in high dimensional cases. At the present time, a more relevant application of this model is to work with a much smaller set of SNPs pre-selected according to some criterion (Yashin
et al. 2013a). The likelihood estimation procedure in the longitudinal geneticdemographic model is considerably faster and, therefore, it is suitable for largescale applications. Our experience with the version of the model by Arbeev et al. (2011b) indicates that estimation of GWAS data on thousands of individuals and more than a hundred thousand SNPs can be performed in a reasonable time. Nevertheless, both the genetic SPM and longitudinal genetic-demographic models can be used in studies with candidate genes or SNPs to investigate their connections with mortality risk and risks of diseases and to evaluate genetic contributions to hidden components of aging that affect these risks.

Several further generalizations of the methods to evaluate genetic influences on hidden components of aging can be considered. As discussed in Chap. 13 and Yashin et al. (2008), ignoring hidden heterogeneity in a population due to the presence of latent subpopulations defined by some unobserved characteristics can lead to erroneous conclusions concerning biological regularities of aging-related processes estimated by the stochastic process model. The same, of course, is true for the genetic SPM. Therefore, the generalization of the genetic SPM to include latent classes can be useful for sensitivity analyses to test the presence of hidden heterogeneity that can affect the results of the genetic SPM.

Another direction for possible extension of the genetic SPM is the "individualization" of longitudinal trajectories. In its present form, all individuals in the model have the same ("population") parameters of the adaptive capacity and the allostatic trajectory. The parameters of these components can be specified as random variables or realizations of some stochastic process to describe individual patterns of adaptive capacity and the allostatic load. Since such additional random effects and the "original" random process (i.e., the Wiener process $W_{t}$ in the equation for the dynamics of the longitudinal biomarker $Y_{t}(14.7)$ ) may "compete" for the same correlation structure in the longitudinal data, the feasibility of such an approach needs careful investigation. See also relevant discussions of the use of complicated random effects structures vs. the use of stochastic processes in the joint models literature (Rizopoulos 2012; Tsiatis and Davidian 2004).

Investigation of genetic effects on hidden components of aging and their relation to risks of death and onset of diseases can also be performed in the framework of extended versions of the stochastic process model aimed at analyses of dependent competing risks (Akushevich et al. 2011; Manton et al. 1992; Yashin et al. 1986), using longitudinal data on individual health histories and mortality (Yashin et al. 2011a), which may be collected using different observational plans (Yashin et al. 2011b). Such analyzes would allow addressing many new problems that cannot be investigated using standard approaches. For example, the role of genetic factors in competing risks of death can be detected without the traditional assumption of independent risks for different causes of death, how genes affect hidden mechanisms of aging manifested in the longitudinal dynamics of physiological variables can be investigated, and their relation to these dependent competing risks can be explored. The introduction of jumping components describing health states in the model allows for comprehensive analyses of genetic effects on both fast changes in health status and slower changes in the physiological state of an
organism associated with aging processes, and their effects on mortality. This can help in uncovering pre-disease physiological pathways and differences in aging-related characteristics among carriers of different alleles or genotypes. Generalized stochastic process models with jumping components are discussed in Chaps. 15 and 16.
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# Chapter 15 <br> Integrative Mortality Models with Parameters That Have Biological Interpretations 

Anatoliy I. Yashin, Igor Akushevich, Konstantin G. Arbeev, Alexander M. Kulminski, and Svetlana V. Ukraintseva

### 15.1 Introduction

Mortality rates are important characteristics of life span distributions that integrate the influences of many external and internal factors affecting individuals during their life course. These include the ontogenetic program, individual aging processes, exposure to external (environmental) and internal (biological) factors, and changes in health status, as well as effects of compensatory adaptation to damages and changes induced by all these processes. Various parametric models of human mortality rates are used in analyses of survival data in demographic and epidemiological applications, experimental studies of aging and longevity using laboratory animals, etc.

Despite an existing tradition of interpreting differences in the shapes or parameters of the mortality rates (survival functions) resulting from the effects of exposure to different conditions or other interventions in terms of characteristics of individual aging, this practice has to be used with care. This is because such characteristics are difficult to interpret in terms of properties of external and internal processes affecting the chances of death. An important question then is: What kind of mortality model has to be developed to obtain parameters that are biologically interpretable? The purpose of this chapter is to describe an approach to mortality modeling that represents mortality rates in terms of parameters of physiological changes and declining health status accompanying the process of aging in humans. In contrast to traditional demographic and actuarial models dealing with mortality data, the proposed model is appropriate for analyses of longitudinal data on aging, health, and longevity. We use a diffusion-type continuous-time stochastic process for describing the evolution of physiological states over the life course, and a finitestate continuous-time process for describing changes in health status during this period. We derive equations for the resulting mortality models, and approximate changes in physiological states by a Gaussian process conditional on health status.

These equations will be used in Chap. 16 in the joint analyses of data collected using different observational plans.

Could a demographic mortality model be developed whose parameters can characterize aging-related declines in health status and physiological/biological functioning? To address this question, we specify the conditional mortality rate as a function of health status and physiological/biological state, describe age-related changes in health and physiological variables, and perform averaging with respect to all unobserved characteristics. A traditional (demographic) description of changes in individual health/survival status is performed using a continuous-time random Markov process with a finite number of states, and age-dependent transition intensity functions (transitions rates). Transitions to the absorbing state are associated with death, and the corresponding transition intensity is a mortality rate. Although such a description characterizes connections between health and mortality, it does not allow for studying factors and mechanisms involved in the agingrelated health decline. Numerous epidemiological studies provide compelling evidence that health transition rates are influenced by a number of factors. Some of them are fixed at the time of birth (e.g., genetic background). Others experience stochastic changes over the life course. Examples include variables describing physiological states, behavioral, or socio-economic factors, etc. The presence of such randomly changing influential factors violates the Markov assumption, and makes the description of aging-related changes in health status more complicated.

The age dynamics of influential factors (e.g., physiological variables) in connection with mortality risks has been described using a stochastic process model of human mortality and aging (Woodbury and Manton 1977; Yashin 1985; Yashin and Manton 1997). Recent extensions of this model have been used in analyses of longitudinal data on aging, health, and longevity, collected in the Framingham Heart Study (Akushevich et al. 2005; Arbeev et al. 2009, 2011; Yashin et al. 2008, 2007b). This model and its extensions are described in terms of a Markov stochastic process satisfying a diffusion-type stochastic differential equation. The stochastic process is stopped at random times associated with individuals' deaths. The quadratic hazard assumption about the form of the conditional mortality function, given covariates values and certain regularity conditions, guarantees the Gaussian property of the conditional distribution of the covariates value at any given age. This yielded a description of the aging-related changes in terms of the first two moments of a multidimensional Gaussian distribution. When an individual's health status is taken into account, the coefficients of the stochastic differential equations become dependent on values of the jumping process. This dependence violates the Markov assumption and renders the conditional Gaussian property invalid. So the description of this (continuously changing) component of aging-related changes in the body also becomes more complicated.

Since studying age trajectories of physiological states in connection with changes in health status and mortality would provide more realistic scenarios for analyses of available longitudinal data, it would be a good idea to find an appropriate mathematical description of the joint evolution of these interdependent processes in aging organisms. For this purpose, we propose a comprehensive
model of human aging, health, and mortality in which the Markov assumption is fulfilled by a two-component stochastic process consisting of jumping and continuously changing processes. The jumping component is used to describe relatively fast changes in health status occurring at random times, and the continuous component describes relatively slow stochastic age-related changes of individual physiological states.

### 15.2 Conditional Risk of Death and Demographic Mortality Rate

Let $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$ be the risk of death conditional on the values of the stochastic processes $\theta_{t}$ and $Y_{t}$ and random variables (observed covariates) $Z, G$, and age $t$. Let $T$ be a non-negative random variable describing the life span. In our applications, the processes $\theta_{t}$ and $Y_{t}$ describe health status and physiological state, respectively, and the variables $Z$ and $G$ correspond to static (age independent) covariates and fixed genetic factors, respectively. Let $\overline{\bar{\mu}}(t)$ be the demographic mortality rate in the population cohort whose individuals experience the influences of dynamic $\theta_{t}, Y_{t}$, and static factors $Z, G$, and age $t$. The correspondence between $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$ and $\overline{\bar{\mu}}(t)$ extends the relationship well known in analyses of heterogeneous populations, see Vaupel et al. (1979), Vaupel and Yashin (1985), and Yashin and Manton (1997), among others:

$$
\begin{equation*}
\overline{\bar{\mu}}(t)=E\left(\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right) \mid T>t\right) . \tag{15.1}
\end{equation*}
$$

Here the symbol $E$ denotes the operation of mathematical expectation and $E\left(\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right) \mid T>t\right)$ is the result of this operation applied to $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$ conditional on the event $\{T>t\}$ (life span is larger than $t$ ). Such conditioning means that the average mortality rate at age $t$ in the population cohort is defined for only those individuals who survived to this age. Practical implementation of Eq. (15.1) involves three steps. First, the stochastic processes $\theta_{t}$ and $Y_{t}$, the random variables $Z$ and $G$, and the function $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$ have to be described. At this step, available information about aging, health, and longevity accumulated in the research field and relevant to the research problems of the study can be incorporated into the mortality model. Second, a parametric description of the demographic mortality rate $\overline{\bar{\mu}}(t)$ has to be obtained by performing the conditional averaging in (15.1). This procedure depends on the specification of the components $\theta_{t}$ and $Y_{t}$ of the stochastic process, random variables $Z$ and $G$, as well as the function $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$, and may require the use of approximation techniques. Third, the model parameters are estimated using available data and statistical hypotheses about strength of the specified relationships and the effects of corresponding variables on risks of disease and death are tested. The parameter estimation procedure is performed using
maximization of the likelihood of the observed data. The procedure allows for testing statistical hypotheses about parameter values using likelihood ratio tests.

The product of the first two steps is a representation of the mortality model (15.1) in terms of parameters characterizing the stochastic processes $\theta_{t}$ and $Y_{t}$, the random variables $Z$ and $G$, as well as the dependence of the conditional hazard rate $\mu_{\theta_{t}}$ $\left(Y_{t}, Z, G, t\right)$ on these factors and age $t$. When these processes and variables describe each person's health status, physiological state, and genetic and non-genetic risk factors, then the parameters of the model have a biological interpretation. The possibility of such an interpretation opens a unique opportunity for obtaining new insights into mechanisms connecting health and survival outcomes with agingrelated changes in biomarkers. It also allows for further integration of the research findings obtained in related disciplines. The third step allows one to make conclusions about dynamic aspects of aging-related changes, the contribution of each component of the model to risks of disease and death, and other key issues related to the regulation of aging, health, and longevity from available data.

### 15.3 Description of the Processes $\theta_{t}$ and $Y_{t}$ and Their Connections to $t$

In addition to the demographic mortality rate, interest centers on estimating parameters of mortality rates conditional on observed covariates $Z$ and $G$ :

$$
\begin{equation*}
\overline{\bar{\mu}}(Z, G, t)=E\left(\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right) \mid T>t, Z, G\right) . \tag{15.2}
\end{equation*}
$$

In this case, one has to further specify the processes $\theta_{t}$ (health status) and $Y_{t}$ (physiological states) conditional on $Z$ (fixed covariates) and $G$ (fixed genetic factors). Let $\theta_{t}, t \geq 0$ be the finite-state (jumping) continuous-time stochastic process (i.e., $\theta_{t} \in\{1,2, \ldots, M\}$, where $M$ is the number of states), and let $Y_{t}, t \geq 0$ be a $K-$ dimensional stochastic process with continuous components, where $K$ is the number of physiological states that are monitored. We assume that $Y_{t}$ satisfies a stochastic differential equation with coefficients depending on $\theta_{t}$ :

$$
\begin{equation*}
d Y_{t}=A_{\theta_{t}}\left(Y_{t}, Z, G, t\right) d t+B_{\theta_{t}}(Z, G, t) d W_{t}, \quad Y_{t_{0}} \tag{15.3}
\end{equation*}
$$

Here $A_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$ is a $K$-dimensional vector function, $B_{\theta_{t}}(Z, G, t)$ is a matrix of corresponding dimension, $Y_{t_{0}}$ is a random vector of initial conditions, and $W_{t}$ is a $p$ vector Wiener process with independent components that is independent of the initial value, $Y_{t_{0}}$.

The finite-state continuous-time process $\theta_{t}, t \geq 0$, describing jumping changes in health/well-being status is characterized by a conditional transition intensity matrix (from state $k$ to state $r$ ) with elements:

$$
\begin{align*}
& \lambda_{k r}\left(Y_{t}, \theta_{t}, Z, G, t\right), k, r=1,2, \ldots M ; \text { and } \lambda_{k k}\left(Y_{t}, \theta_{t}, Z, G, t\right)= \\
& \quad-\sum_{r=1, y \neq k}^{M} \lambda_{k r}\left(Y_{t}, \theta_{t}, Z, G, t\right) \tag{15.4}
\end{align*}
$$

with initial probabilities $P\left(\theta_{t_{0}}=j \mid Z, G, T>t_{0}\right), j=1,2, \ldots M$.
Let T be a non-negative random variable describing life span. Its distribution characterizes the variability in life span among individuals in human cohorts observed in longitudinal data. An individual's death at time $T$ means that the trajectories of $\theta_{t}$ and $Y_{t}$ are stopped at time T. The conditional distribution of T given trajectories of $\theta_{u}, Y_{u}, 0 \leq u \leq t$, as well as values of $Z, G$, is completely characterized by the conditional hazard (mortality) rate $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$. The triple $\theta_{t}, Y_{t}, T$ describes the joint evolution of individual health/survival status and physiological variables over age during a person's life course.

The use of stochastic differential equations for random continuously changing covariates has been studied intensively in the analysis of longitudinal data, see Arbeev et al. (2009) and Yashin et al. (2007a, 2008) and references therein. Such a description is convenient since it captures the feedback mechanism typical of biological systems reflecting regular aging-related changes and takes into account the presence of random noise affecting individual trajectories. It also captures the dynamic connections between aging-related changes in health and physiological states, which are important in many applications.

### 15.4 Evolution of the Conditional Distribution of $\boldsymbol{\theta}_{t}$ and $\boldsymbol{Y}_{t}$ Among Those Who Survived to Age $t$

To calculate $\overline{\bar{\mu}}(t)$ in (15.1) one needs $f(y, j \mid t)=\frac{\partial}{\partial y} P\left(Y_{t} \leq y, \theta_{t}=j \mid Z, G, T>t\right)$ which is the joint conditional probability density function (p.d.f.), with respect to $Y_{t}$, and the probability with respect to $\theta_{t}$, given $\{T>t\}, Z, G$ and the functional form of the conditional mortality rate $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$. Using standard Bayesian arguments similar to that used in Yashin et al. $(1985,1995)$, the following partial differential equation for $f(y, j, \mid t)$ can be derived:

$$
\begin{align*}
\frac{d}{d t} f(y, j \mid t)= & \sum_{i=1}^{M} \lambda_{i j}(y, t) f(y, i \mid t)-\frac{\partial}{\partial y}\left(A_{j}(y, t) f(y, j \mid t)\right)+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(B \circ B_{j}(t) f(y, j \mid t)\right) \\
& +f(y, j \mid t)\left(\overline{\bar{\mu}}(t)-\mu_{i}(y, t)\right), \quad f\left(y, j \mid t_{0}\right) \tag{15.5}
\end{align*}
$$

For simplicity, we omit the dependence of coefficients in (15.5) on the variables $Z$, $G$. Here the functions $A_{j}(y, t)$ are defined in (15.1) and $B \circ B_{j}(t)=B_{j}(t) B_{j}(t)^{*}$, where the symbol $*$ denotes transposition, and the transition intensities $\lambda_{k r}(y, t), k, r=$ $1,2, \ldots, M$ are defined by (15.4). Since $f(y, j \mid t)$ multiplies $\overline{\bar{\mu}}(t)$ in (15.5), and $\overline{\bar{\mu}}(t)$ is the result of integration of $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$ with respect to $f(y, j \mid t)$ the relationship (15.5)
is a nonlinear partial integral-differential equation with respect to $f(y, j \mid t)$. Note that the mortality rate $\overline{\bar{\mu}}(t)$ in (15.5) can also be represented as follows:

$$
\begin{equation*}
\overline{\bar{\mu}}(t)=\sum_{j=1}^{M} \bar{\mu}_{j}(t) \pi_{j}(t) \tag{15.6}
\end{equation*}
$$

where $\pi_{j}(t)=P\left(\theta_{t}=j \mid T>t, Z, G\right)$, and

$$
\begin{equation*}
\left.\bar{\mu}_{j}(t)=E\left(\mu_{\theta_{t}}\left(Y_{t}, t\right) \mid \theta_{t}=j, Z, G, T>t\right)\right) \tag{15.7}
\end{equation*}
$$

To calculate (15.6) and (15.7), one needs $\pi_{j}(t)=P\left(\theta_{t}=j \mid Z, G, T>t\right)$ and the conditional p.d.f. $f(y \mid j, t)=\partial P\left(Y_{t} \leq y \mid \theta_{t}=j, Z, G, T>t\right) / \partial y$ for each $t \geq 0$. An equation for $\pi_{j}(t)$ can be derived by integrating $f(y, j \mid t)$ in (15.5) with respect to $y$ :

$$
\begin{equation*}
d \pi_{j}(t) / d t=\sum_{k=1}^{M} \bar{\lambda}_{j g}(t) \pi_{k}(t)+\pi_{j}(t)\left(\overline{\bar{\mu}}(t)-\bar{\mu}_{j}(t)\right), \pi_{j}\left(t_{0}\right) \quad j=1,2, \ldots M \tag{15.8}
\end{equation*}
$$

Here $\overline{\bar{\mu}}(t)$ and $\bar{\mu}_{j}(t)$ are given by (15.6) and (15.7), and $\bar{\lambda}_{i j}(t)$ is defined as follows:

$$
\begin{equation*}
\bar{\lambda}_{i j}(t)=E\left(\lambda_{i j}\left(Y_{t}, t\right) \mid \theta_{t}=i, Z, G, T>t\right)=\int_{R^{K}} \lambda_{i j}(y, t) f(y \mid i, t) d y . \tag{15.9}
\end{equation*}
$$

Integration in (15.7) and (15.9) requires $f(y \mid j, t), j=1,2, \ldots, M$. The equations for this conditional p.d.f. follow from Bayes' rule and Eqs. (15.5) and (15.8):

$$
\begin{align*}
\frac{\partial}{\partial t} f(y \mid j, t)= & \sum_{i=1}^{N}\left(\lambda_{i j}(y, t) f(y \mid i, t)-\bar{\lambda}_{i j}(t), f(y \mid j, t)\right) \frac{\pi_{i}(t)}{\pi_{j}(t)} \\
& -\frac{\partial}{\partial y}\left(A_{j}(y, t) f(y \mid j, t)\right)+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(B_{j}(t) f(y \mid j, t)\right) \\
& +f(y \mid j, t)\left(\bar{\mu}_{j}(t)-\mu_{j}(y, t)\right), \quad f\left(y \mid j, t_{0}\right) \tag{15.10}
\end{align*}
$$

Note that (15.8) and (15.10) constitute a system of nonlinear (partial and ordinary) differential equations that must be solved together. Calculation of $\overline{\bar{\mu}}(Z, G, t)$ and $\bar{\mu}_{j}(Z, G, t)$ in (15.8) and (15.10) will require a parametric description of $\mu_{\theta_{t}}\left(Y_{t}, Z, G, t\right)$. A special form of such a description-the quadratic hazard-is used in a Gaussian approximation as follows.

### 15.5 Gaussian Approximation

To solve Eqs. (15.8) and (15.10), the functional forms for the conditional mortality rate $\mu_{\theta_{t}}\left(Y_{t}, t\right)$ in (15.1) and the elements of the conditional transition intensities matrix $\lambda_{k r}\left(Y_{t}, t\right)$ in (15.9), as well as the coefficients, $A_{\theta_{t}}(y, t)$ and $B_{\theta_{t}}(t)$ in (15.5) and (15.10) have to be specified, and the integrations have to be performed to obtain $\overline{\bar{\mu}}(t), \bar{\mu}_{j}(t)$ and $\bar{\lambda}_{i j}(t)$. It is convenient and epidemiologically justified to describe the conditional hazard functions as quadratic forms of $Y_{t}$ :

$$
\begin{gather*}
\lambda_{k r}\left(Y_{t}, t\right)=\lambda_{0 k r}(t)+\left(Y_{t}-g_{0 k}(t)\right)^{*} \Lambda_{k r}(t)\left(Y_{t}-g_{0 k}(t)\right)  \tag{15.11}\\
\mu_{\theta_{t}}\left(Y_{t}, t\right)=\mu_{0 \theta_{t}}(t)+\left(Y_{t}-f_{0 \theta_{t}}(t)\right)^{*} Q_{\theta_{t}}(t)\left(Y_{t}-f_{0 \theta_{t}}(t)\right) \tag{15.12}
\end{gather*}
$$

Here $\Lambda_{k r}(t)$ and $Q_{j}(t)$ are symmetric non-negative-definite $K \times K$ matrices, $g_{0 k}(t)$ and $f_{0 \theta_{t}}(t)$ are $K$-vector functions, and $\lambda_{0 k r}(t)$ and $\mu_{0 r}(t)$ are parametric functions of $t$ for $k, r, j=1,2, \ldots, M ; t \geq t_{0}$. It is convenient to modify Eq. (15.1) to explicitly describe the mechanism of physiological regulation in the presence of external disturbances. This mechanism can be described in terms of linear stochastic differential equations with feedback loops:

$$
\begin{equation*}
d Y_{t}=a_{\theta_{t}}(t)\left(Y_{t}-f_{1 \theta_{t}}(t)\right) d t+b_{\theta_{t}}(t) d W_{t}, \quad Y_{t_{0}} . \tag{15.13}
\end{equation*}
$$

Here $a_{\theta_{t}}(t)$ and $b_{\theta_{t}}(t)$ are matrices of appropriate dimensions, $Y_{t_{0}}$ is a random vector of initial conditions, and $W_{t}$ is a vector Wiener process with independent components, which is independent of the initial value, $Y_{t_{0}}$. The components of the vector function $f_{1 \theta_{t}}(t)$ characterize the effects of allostatic adaptation on the physiological state (Yashin et al. 2007a, 2012). Equation (15.13) includes negative feedback loops, which reflect basic regularities of an organisms' biological functioning. The strength of feedback regulation depends on the absolute values of the elements of the matrix $a_{\theta_{t}}(t)$. The dependence of these elements on $\theta_{t}$ indicates that strength of the feedback regulation at age $t$ may depend on an individual's health status at this age.

Conditions (15.12) and (15.13) together with the assumptions about normality of the distribution for $Y_{t_{0}}$ and the absence of the jumping process yield a Gaussian conditional probability distribution of the process $Y_{t}$ among survivors to age $t$ (Yashin and Manton 1997; Yashin et al. 1985). The presence of the jumping process, $\theta_{t}$, affecting the coefficients of Eq. (15.13) for $Y_{t}$, and hence its age dynamics, violates the Gaussian property of this distribution. However, the quadratic forms for the conditional transition intensity functions (15.11) and mortality risks (15.12), as well as the linear structure of (15.13), suggest the possibility of a Gaussian approximation of the conditional p.d.f. $f(y \mid j, t)=\partial P\left(Y_{t} \leq y \mid \theta_{t}=j, Z, G, T>t\right) / \partial y$.

The conditional mortality risk and conditional transition intensity functions given $\{T>t\},\left\{\theta_{t}=j\right\}, Z, G$, can be represented as follows:

$$
\begin{align*}
\bar{\mu}_{j}(t)=\mu_{0 j}(t)+ & \left(m_{j}(t)-f_{0 j}(t)\right)^{*} Q_{j}(t)\left(m_{j}(t)-f_{0 j}(t)\right)+\operatorname{Tr}\left(Q_{j}(t) \gamma_{j}(t)\right)  \tag{15.14}\\
\bar{\lambda}_{j k}(t)= & \lambda_{0 j k}(t)+\left(m_{j}(t)-g_{0 j}(t)\right)^{*} \Lambda_{j k}(t)\left(m_{j}(t)-g_{0 j}(t)\right) \\
& +\operatorname{Tr}\left(\Lambda_{j k}(t) \gamma_{j}(t)\right) \tag{15.15}
\end{align*}
$$

where

$$
\left.m_{j}(t)=E\left(Y_{t} \mid \theta_{t}=j, Z, G, T>t\right)\right)
$$

and

$$
\gamma_{j}(t)=E\left(\left(Y_{t}-m_{j}(t)\right)-\left(Y_{t}-m_{j}(t)\right)^{*} \mid \theta_{t}=j, Z, G, T>t\right) .
$$

These conditional moments satisfy the following ordinary differential equations:

$$
\begin{align*}
& \frac{d m_{j}(t)}{d t}= \sum_{i} \frac{\pi_{i}(t)}{\pi_{j}(t)}\left[m_{i j}(t) \bar{\lambda}_{i j}(t)-2 \gamma_{i}(t) \Lambda_{i j}(t) \hat{g}_{0 i}(t)\right]-a_{j}(t)  \tag{15.16}\\
& \times \hat{f}_{1 j}(t)+2 y_{j}(t) Q_{j}(t) \hat{f}_{0 j}(t), \\
& \frac{d \gamma_{j}(t)}{d t}=\sum_{i} \frac{\pi_{i}(t)}{\pi_{j}(t)}\left[\left(\gamma_{i}(t)-\gamma_{j}(t)+m_{i j}(t) \cdot m_{i j}^{*}(t)\right) \bar{\lambda}_{i j}(t)+2\left(\gamma_{i}(t) \Lambda_{i j}(t) \gamma_{i}(t)\right.\right. \\
&\left.\left.-\gamma_{i}(t) \Lambda_{i j}(t) \hat{g}_{0 i}(t) \cdot m_{i j}^{*}(t)-m_{i j}(t) \cdot \hat{g}_{0 i}^{*}(t) \Lambda_{i j}(t) \gamma_{i}(t)\right)\right]+a_{j}(t) \gamma_{i}(t) \\
&+\gamma_{j}(t) a_{j}^{*}(t)+B_{j}(t)-2 \gamma_{j}(t) Q_{i}(t) \gamma_{j}(t) \tag{15.17}
\end{align*}
$$

Here $\bar{\lambda}_{i j}(t)$ is given by (15.16), $m_{i j}(t)=m_{i}(t)-m_{j}(t)$, and the "hat" variables are defined as $\hat{f}_{0 j}(t)=f_{0 j}(t)-m_{j}(t), \hat{f}_{1 j}(t)=f_{1 j}(t)-m_{j}(t), \hat{g}_{i}(t)=g_{i}(t)-m_{i}(t)$.

### 15.6 Conclusion

Researchers in experimental studies of aging often use mortality curves or survival functions for comparing the effects of external exposures or genetic manipulations on the aging process and life span. Although such a practice is efficient for detecting effects of interventions on survival, it does not allow for addressing more sophisticated research questions about biological mechanisms regulating changes in survival distributions in response to such interventions. This is because observing changes in mortality and survival has limited utility for understanding the biological machinery of aging and disease development (Yashin et al. 2002). In this chapter, we showed that, to better understand how people lose health and functional capacities during the aging process and how these changes influence survival
outcomes, integrative mortality models can be developed, the parameters of which have a biological interpretation in terms of aging-related declines in health status and changes in physiological or other indices affecting health and survival outcomes.

These integrative mortality models have more sophisticated mathematical descriptions than those conventionally used in demography, actuarial science, and biostatistics. These descriptions include stochastic differential equations of agingrelated changes in biomarkers, and their effects on health and survival across the life course. Mathematically, such descriptions involve stochastic processes with continuous and jumping sampling paths. A corresponding parametric representation of the all-cause mortality rate involves the operation of conditional mathematical expectation of the mortality risk given the event $\{T>t\}$, where $T$ is the death time and $t$ is current age. Such conditioning indicates that averaging has to be performed among only those individuals who survived to age $t$. The models include partial differential/integral equations for conditional probability distributions of the values of biomarkers and health status at a given age among survivors.

Although integrative mortality models look more complex and cumbersome compared to demographic models, their research potential exceeds that of demographic models. The models derived above open up opportunities for investigating how people age by analyzing changes in biological variables that take place in aging human bodies, how these changes influence health, and how aging and health affect survival outcomes. The proper interpretation of modeling results requires identification of the model's parameters using appropriate longitudinal data.

Many longitudinal datasets are now available to researchers. These datasets are collected by distinct research groups, using different study designs, different (also possibly overlapping) sets of biomarkers, and different time intervals between subsequent examinations. They also may use different health characteristics. In other words, each dataset is collected in accordance with the unique observational plan specific to a given study, and different datasets may have distinct structures because of that. The integrative mortality models developed in this chapter have important features that make them promising tools in analyses of fundamental problems of aging for which large amounts of comprehensive information are required. These models allow for joint analyses of several dataset collected using different observational plans. In the next chapter, we explain how these analyses can be performed. The use of the Gaussian approximation allows for substantial facilitation of numerical calculations involved in maximization of the likelihood function of the data.
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# Chapter 16 <br> Integrative Mortality Models for the Study of Aging, Health, and Longevity: Benefits of Combining Data 

Anatoliy I. Yashin, Igor Akushevich, Konstantin G. Arbeev, Alexander M. Kulminski, and Svetlana V. Ukraintseva

### 16.1 Introduction

In a number of longitudinal studies, individual health and physiological/biological variables are repeatedly measured for a relatively large number of study subjects. These data capture aging-related changes in biomarkers as well as health and survival outcomes that take place during these individuals' life courses. Such data have good potential for investigating properties of dynamic mechanisms involved in the regulation of aging-related changes, as well as in evaluating roles of genetic and non-genetic factors affecting them.

Despite the relatively large sample sizes of each longitudinal dataset, the number of study subjects is often not enough to guarantee either high quality statistical estimates of dynamic characteristics in multidimensional models or of tests of statistical hypotheses related to fundamental research questions on causes and mechanisms of aging and disease development. Partly, these desirable goals depend on the complexity of the model, number of model parameters, prevalence of diseases under study, etc. Often it happens that measurements of some important variables or health outcomes that are omitted in one dataset were measured in another dataset. In such cases, combining data would be a promising alternative for comprehensive analyses of mechanisms of aging-related changes, health decline, and life span. These analyses can be performed within the framework of a comprehensive model of human aging, health, and mortality. In this chapter, we describe a method of statistical modeling for joint analyses of longitudinal data on aging, health, and longevity collected using different observational plans. The method is based on the mathematical model described in Chap. 15. Observational plans corresponding to each dataset play a crucial role in specifying the likelihood functions of observed components of the data. The results of our analyses indicate that parameters of both continuous and jumping components of the model can be identified from the combined data, and jointly estimated using the method of maximum likelihood.

### 16.2 Observational Plans and Combining Data

### 16.2.1 Likelihood Function of Life Span Data

The concept of an observational plan is used to characterize differences in the structures of data in different datasets. The simplest observational plan relevant to the mortality model described in Chap. 15 includes measurements of values of variables $Z, G$, and life spans of study subjects with no observation of components $\theta_{t}$ and $Y_{t}$. Let $T_{1}, T_{2}, \ldots, T_{\mathrm{N}}$, be life span data (possibly censored), $Z_{1}, Z_{2}, \ldots, Z_{N}$ be data on non-genetic covariates, and $G_{1}, G_{2}, \ldots, G_{N}$ be genetic data on $N$ individuals. Let $\overline{\bar{\mu}}(t)$ be a parametrically specified conditional mortality rate given Z and G . Then the likelihood function of the life span data conditional on $Z$ and $G$ is:

$$
\begin{equation*}
L\left(T_{1}, T_{2}, \ldots T_{N}\right)=\prod_{i=1}^{N} \overline{\overline{\mu_{i}}}\left(T_{i}\right)^{\delta_{i}} \exp \left\{-\int_{0}^{T_{i}} \overline{\bar{\mu}}_{i}(u) d u\right\} \tag{16.1}
\end{equation*}
$$

where $\delta_{i}$ is a censoring variable (i.e. an at-risk indicator): $\delta_{i}=1$ if $T_{i}$ is the life span of the $i$-th individual and $\delta_{i}=0$ if the lifespan of the $i$-th individual is censored at age $T_{i}$. The likelihood function (16.1) must be maximized with respect to the parameters describing the mortality risk $\overline{\bar{\mu}}_{i}(t)=\overline{\bar{\mu}}_{i}\left(Z_{i}, G_{i}, t\right)$. As these parameters are involved in the characterization of the process $\theta_{t}, Y_{t}$ and variables $Z, G$, their interpretation has biological and physiological meaning. As in Chap. 15, we omit writing the variables $Z$ and $G$ in coefficients of the corresponding equations for brevity. Note that the difference of $\overline{\bar{\mu}}_{i}(t)=\overline{\bar{\mu}}_{i}\left(Z_{i}, G_{i}, t\right)$, from a parametric demographic mortality model or epidemiologic model of mortality risk is that, in modeling $\overline{\bar{\mu}}_{i}(t)=\overline{\bar{\mu}}_{i}\left(Z_{i}, G_{i}, t\right)$ we assume that it is generated by the processes $\theta_{t}$ and $Y_{t}$ in accordance with Eqs. 15.11, 15.12, and 15.13 in Chap. 15. These processes are not observed in this observational plan. To calculate mortality models $\overline{\bar{\mu}}_{i}(t)$ in (16.1), a conditional averaging procedure given $\{T>t\}, Z, G,((15.2)$, Chap. 15) has to be performed. In most cases, such a procedure cannot be done analytically, and hence $\overline{\bar{\mu}}_{i}(t)$ usually is not represented as an explicit function of the model parameters. Therefore, maximization of the likelihood function (16.1) involves intensive computations that include solving non-linear partial differential or ordinary differential equations at each step of the likelihood maximization procedure. Such calculations can be performed using modern optimization software packages.

An important feature of the integrative mortality models described in Chap. 15 is that the data on life spans alone are usually not enough to identify all model parameters. The problem could be resolved if data from longitudinal studies of aging, health and longevity were used in the analyses. Since many datasets currently used for aging studies in humans were initially designed to address issues related to specific chronic diseases, and were collected by different research groups, they often measure different biological variables, record different health outcomes,
and use different timings for making repeated observations of biomarkers. The likelihood functions of the data, the parameter estimation algorithms, as well as parameter estimates, will reflect these differences in the observational plans. At first, it may not seem possible to combine the data collected according to different observational plans. It turns out, however, that the use of comprehensive mortality models allows such analyses to be performed. Here we describe the likelihood functions of the data corresponding to several different observational plans and show how these data can be jointly analyzed to estimate the model parameters.

### 16.2.2 Longitudinal Data on Physiological Variables: Health Changes Are Not Observed: Observational Plan \#1

In a number of longitudinal studies of aging and longevity, the values of physiological variables are measured repeatedly during the life course. The age trajectories of physiological variables for each individual are described by (15.3) of Chap. 15. The parameters of this equation characterize the dynamics of agingrelated changes in a population or in a group of study participants. Individual variations in age trajectories of these variables are assumed to be generated by differences in the initial conditions and by a random Wiener process. The longitudinal data on physiological states consist of the results of measurements of individual physiological variables in a group of individuals at a series of subsequent time (age) points during the individuals' life courses. These data play a key role in estimating the model parameters using the likelihood maximization procedure. In such a description, the model parameters characterize the population under study.

To form the various likelihood functions, assume that the continuously changing variables are measured at age points $t_{0}, t_{1}, t_{2}, \ldots, t_{n} ; t_{n} \leq T$. Let $\widetilde{Y}_{0}^{t}=Y_{t_{0}}, Y_{t_{1}}, Y_{t_{2}}$, $\ldots, Y_{t_{n}} ; t_{n} \leq T$ be a random vector of observations of the process $Y_{t}$ at these age points. It follows that $\widetilde{Y}_{0}^{t_{k}-}=\widetilde{Y}_{0}^{t_{k-1}}$ and $\widetilde{Y}_{0}^{t}=\widetilde{Y}_{0}^{t_{k}}$, if $t_{k} \leq t<t_{k+1}$. Here $t_{k}-=\lim _{u \uparrow_{k+1}} t_{u}$. Denote by

$$
\begin{equation*}
\tilde{\pi}_{j}(t)=P\left(\theta_{t}=j \mid \widetilde{Y}_{0}^{t}, Z, G, T>t\right) \tag{16.2}
\end{equation*}
$$

the conditional probability of having health/well-being status $j$, given $\tilde{Y}_{0}^{t}, Z, G,\{T>$ $t\}$. Let

$$
\begin{equation*}
\widetilde{f}(y \mid j, t)=\frac{\partial}{\partial y} P\left(Y_{t} \leq y \mid \widetilde{Y}_{0}^{t}, \theta_{t}=j, Z, G, T>t\right) \tag{16.3}
\end{equation*}
$$

be the conditional probability density function of $Y_{t}$. The evolution of $\tilde{\pi}_{j}(t)$ and $\tilde{f}(y \mid j, t) \quad$ starts at age $t_{0}$, and continues at the intervals
$t_{0} \leq t<t_{1} ; t_{1} \leq t<t_{2} ; \ldots ; t_{n-1} \leq t_{n} ; t<T$. At each such interval, these functions satisfy Eqs. (15.8) and (15.10) of Chap. 15, respectively.

An important property of the age trajectories of $\widetilde{\pi}_{j}(t)$ and $\tilde{f}(y \mid j, t)$ is that they both experience jumps at the observation times $t_{1}, t_{2}, \ldots t_{n} ; t_{n} \leq T$. The values of these functions immediately after the jumps follow from standard Bayes' arguments:

$$
\begin{equation*}
\tilde{\pi}_{j}\left(t_{k}\right)=\tilde{\pi}_{j}\left(t_{k}-\right) \frac{\tilde{f}\left(Y_{t_{k}} \mid j, t_{k}-\right)}{\sum_{r=1}^{M} \tilde{\pi}_{r}\left(t_{k}-\right) \widetilde{f}\left(Y_{t_{k}} \mid r, t_{k}-\right)} ; \widetilde{f}\left(y \mid j, t_{k}\right)=\delta\left(y-Y_{t_{k}}\right), \tag{16.4}
\end{equation*}
$$

respectively. Here $\quad \tilde{\pi}_{j}\left(t_{k}-\right)=\lim _{t \uparrow t_{k}} \tilde{\pi}_{j}(t) \quad$ and
$\widetilde{f}\left(Y_{t_{k}} \mid j, t_{k}-\right)=\frac{\partial}{\partial y} P\left(Y_{t} \leq y \mid \widetilde{Y}_{0}^{t-}, \theta_{t}=j, T>t .\right)_{t=t_{k}, y=Y_{t_{k}}}$, and $\delta\left(y-Y_{t_{k}}\right) \quad$ is the delta-function. Thus $\widetilde{\pi}_{j}(t)$ and $\widetilde{f}(y \mid j, t)$ are solutions of Eqs. (15.8) and (15.10) of Chap. 15 at the interval $\left[t_{k-1}, t_{k}\right)$ with $\bar{\lambda}_{k j}(t), \overline{\bar{\mu}}_{i}(t), \bar{\mu}_{i}(t)$ replaced by $\tilde{\bar{\lambda}}_{k j}\left(\widetilde{Y}_{0}^{t}, t\right), \widetilde{\bar{\mu}}_{k j}\left(\widetilde{Y}_{0}^{t}, t\right), \widetilde{\mu}_{j}\left(\widetilde{Y}_{0}^{t}, t\right)$, respectively. Here

$$
\begin{gather*}
\widetilde{\bar{\lambda}}_{k j}\left(\widetilde{Y}_{0}^{t}, t\right)=E\left(\lambda_{k j}\left(Y_{t}, t\right) \mid \widetilde{Y}_{0}^{t}, \theta_{t}=k, Z, G, T>t\right)  \tag{16.5}\\
\widetilde{\bar{\mu}}\left(\widetilde{Y}_{0}^{t}, t\right)=\sum_{j=1}^{M} \widetilde{\mu}_{j}\left(\widetilde{Y}_{0}^{t}, t\right) \widetilde{\pi}_{j}(t) \tag{16.6}
\end{gather*}
$$

and

$$
\begin{equation*}
\widetilde{\mu}_{j}\left(\widetilde{Y}_{0}^{t}, t\right)=E\left(\mu\left(\theta_{t}, Y_{t}, t\right) \mid \widetilde{Y}_{0}^{t}, \theta_{t}=j, Z, G, T>t\right) \tag{16.7}
\end{equation*}
$$

The values (16.4) serve as initial conditions for $\tilde{\pi}_{j}(t)$ and $\widetilde{f}(y \mid j, t)$ satisfying Eqs. (15.8) and (15.10) of Chap. 15 at the intervals $\left[t_{k}, t_{k+1}\right), k=0,1,2, \ldots$..

This notation allows us to form likelihood functions for the data collected in such examinations. They include data on the sequences of discrete-time measurements of continuously changing component (e.g., physiological state) for each study participant, plus survival data. The component of the likelihood function dealing with discrete-time measurements involves the conditional p.d.f.: $\widetilde{\phi}(y \mid t)=\partial P\left(Y_{t} \leq y \mid \widetilde{Y}_{0}^{t}, Z, G, T>t\right) / \partial y, \quad$ which may be represented as $\widetilde{\phi}(y \mid t)=\sum_{r=1}^{M} \widetilde{f}(y \mid r, t) \widetilde{\pi}_{r}(t)$. The second component describes survival data and involves the conditional mortality rate $\widetilde{\mu}_{j}\left(\widetilde{Y}_{0}^{t}, t\right)$. Thus, the component of the likelihood function for the $i$-th individual having measurements $y_{t_{1}^{i}}^{i}, y_{t_{2}^{i}}^{i}, \ldots y_{t_{n(i)}^{i}}^{i}$, $T_{i}$ is:

$$
\begin{align*}
& L_{i}\left(y_{t_{1}^{i}}^{i}, y_{t_{2}^{i}}^{i}, \ldots y_{t_{n(i)}^{i}}^{i}, T_{i}\right)= \\
& \widetilde{\phi}\left(y_{t_{n(i)}^{i}}^{i} \mid t_{t_{n(i)}^{i}}^{i}-\right) \widetilde{\phi}\left(y_{t_{n(i)-1}^{i}}^{i} \mid t_{t_{n(i)-1}^{i}}^{i}-\right) \ldots . \widetilde{\phi}\left(y_{t_{1}^{i}} \mid t_{t_{1}^{i}}^{i}-\right) \widetilde{\bar{\mu}}^{i}\left(T_{i}\right)^{\delta_{i}} \exp \left\{-\int_{0}^{T_{i}} \widetilde{\bar{\mu}}^{i}(u) d u\right\} . \tag{16.8}
\end{align*}
$$

Here $\widetilde{\phi}\left(y_{t_{k}} \mid t_{k}^{i}-\right)=\sum_{r=1}^{M} \widetilde{f}\left(y_{t_{k}^{i}} \mid r, t_{k}^{i}-\right) \pi_{r}\left(t_{k}^{i}-\right)$, and $\delta_{i}$ is the at-risk indicator for the $i-t h$ individual. Maximization of the likelihood function (16.8) requires solving the modified Eqs. (15.8) and (15.10) from Chap. 15 for different values of intermediate parameters at each step of the likelihood maximization procedure. Solving a system of non-linear partial differential equations at each iteration step may be computationally extensive. To reduce the computational load, a Gaussian approximation of the conditional probability density function $\widetilde{f}(y \mid j, t)$ could be used. Such an approximation allows one to replace numerical solutions of the partial differential equations by numerical solutions of the ordinary differential equations for the first two moments of this distribution.

### 16.2.3 Gaussian Approximation of the Model of Physiological Variables

The use of the Gaussian approximation described in Chap. 15 transforms the likelihood function (16.8) into (16.9). In this case, the likelihood becomes a function of parameters determining the dynamic properties of Eqs. (15.8), (15.16), and (15.17) of Chap. 15:

$$
\begin{align*}
& L_{i}\left(y_{t_{0}^{i}}^{i}, y_{t_{1}}^{i}, \ldots, y_{t_{n_{i}}^{i}}^{i}, T_{i}\right)=\widetilde{\bar{\mu}}^{i}\left(y_{0}^{T_{i}-}, T_{i}\right)^{\delta_{i}} \exp \left\{-\int_{0}^{T_{i}} \widetilde{\bar{\mu}}^{i}\left(\widetilde{y}_{0}^{i u}, u\right) d u\right\} \\
& \quad \times \prod_{j=0}^{n_{i}(i)}\left(\sum_{k=1}^{M} \widetilde{\pi}_{k}^{i}\left(t_{j}^{i}-\right)\left(2 \pi\left|\widetilde{\gamma}_{k}^{i}\left(t_{t_{j}^{i}}^{i}-\right)\right|\right)\right)^{-\frac{\kappa}{\Sigma}} \\
& \quad \exp \left\{-\frac{1}{2}\left(y_{t_{j}^{i}}^{i}-\widetilde{m}_{k}^{i}\left(t_{j}^{i}-\right)\right)^{*} \widetilde{\gamma}_{k}^{i}\left(t_{t_{j}^{i}}^{i}\right)^{-1}\left(y_{t_{j}^{i}}^{i}-\widetilde{m}_{k}^{i}\left(t_{j}^{i}-\right)\right)\right\} \tag{16.9}
\end{align*}
$$

where $\widetilde{\mu}\left(\widetilde{Y}_{0}^{t}, t\right)$ is defined by (16.6), and $\widetilde{\mu}_{j}\left(\widetilde{Y}_{0}^{t}, t\right)$ is represented as:

$$
\begin{align*}
\widetilde{\mu}_{j}\left(\widetilde{Y}_{0}^{t}, t\right)= & \mu_{0 j}(t)+\left(\widetilde{m}_{j}(t)-f_{j}(t)\right)^{*} Q_{j}(t)\left(\widetilde{m}_{j}(t)-f_{j}(t)\right) \\
& +\operatorname{Tr}\left(Q_{j}(t) \widetilde{\gamma}_{j}(t)\right) \tag{16.10}
\end{align*}
$$

with

$$
\begin{gather*}
\left.\widetilde{m}_{k}(t)=E\left(Y_{t} \mid \widetilde{Y}_{0}^{t}, \theta_{j}=k, Z, G, T>t\right)\right) \\
\left.\widetilde{\gamma}_{k}(t)=E\left(\left(Y_{t}-\widetilde{m}_{k}(t)\right)^{*}\left(Y_{t}-\widetilde{m}_{k}(t)\right) \mid \widetilde{Y}_{0}^{t}, \theta_{j}=k, Z, G, T>t\right)\right) . \tag{16.11}
\end{gather*}
$$

The transition intensities $\widetilde{\lambda}_{k j}\left(\widetilde{Y}_{0}^{t}, t\right)$ in 15.8 , Chap. 15 for $\widetilde{\pi}_{j}(t)$ are:

$$
\begin{align*}
\tilde{\lambda}_{k j}\left(\widetilde{Y}_{0}^{t}, t\right)= & \lambda_{0 k j}(t)+\left(\widetilde{m}_{k}(t)-g_{k}(t)\right)^{*} \Lambda_{k j}(t)\left(\widetilde{m}_{k}(t)-g_{k}(t)-g_{k}(t)\right) \\
& +\operatorname{Tr}\left(\Lambda_{k j}(t) \widetilde{\gamma}_{k}(t)\right) \tag{16.12}
\end{align*}
$$

Above, $\delta_{i}$ is an at-risk indicator, $K$ is the dimension of the vector $Y_{t}, \widetilde{m}_{k}^{i}(t)$ and $\widetilde{\gamma}_{k}^{i}(t)$ satisfy Eqs. (15.16) and (15.17) of Chap. 15 at the intervals $\left[t_{0}^{i}, t_{0}^{i}\right) ; \quad\left[t_{1}^{i}, t_{2}^{i}\right) ; \ldots ;$ $\left[t_{n_{i}-1}^{i}, t_{n_{i}}^{i}\right) ; \quad\left[t_{n_{i}}^{i}, T_{i}\right)$ with the initial conditions $y_{t_{0}^{i}}^{i}, y_{t_{1}^{i}}^{i}, \ldots, y_{t_{t_{n(i)}}^{i}}^{i}$, for $\widetilde{m}_{k}^{i}\left(t_{j}^{i}\right)=y_{t_{j}}^{i}$, and $\quad \widetilde{\gamma}_{k}^{i}\left(t_{j}^{i}-\right)=y_{t_{j}^{i}}^{i}, \quad$ respectively, $\quad \widetilde{m}_{k}^{i}\left(t_{j}^{i}-\right)=\lim _{t \uparrow t_{j}^{t}} \widetilde{m}_{k}^{i}(t), \quad$ and $\widetilde{\gamma}_{k}^{i}\left(t_{j}^{i}-\right)=\lim _{t \uparrow t_{j}} \widetilde{\gamma}_{k}^{i}(t)$, and $t_{n(i)}^{i}$ is the age of the latest measurement of the physiological index before death at $T_{i}$ for the $i^{t h}$ individual. Note that using the index $i$ in $\widetilde{\pi}_{k}^{i}(t), \widetilde{m}_{k}^{i}(t)$, and $\widetilde{\gamma}_{k}^{i}(t)$ in these equations is necessary because the values of these estimates depend on the individual histories of the process $Y_{t}$ observed in discrete times.

The conditions (16.4) can now be represented in the form:

$$
\begin{equation*}
\widetilde{\pi}_{j}\left(t_{i}\right)=\widetilde{\pi}_{j}\left(t_{i}-\right) \frac{\left(2 \pi\left|\widetilde{\gamma}_{j}\left(t_{i}-\right)\right|\right)^{-\frac{\xi}{2}} \exp \left\{-\frac{1}{2}\left(Y_{t_{i}}-\widetilde{m}_{j}\left(t_{i}-\right)\right)^{*} \widetilde{\gamma}_{j}^{-1}\left(t_{i}-\right)\left(Y_{t_{i}}-\widetilde{m}_{j}\left(t_{i}-\right)\right)\right\}}{\sum_{k=1}^{M} \widetilde{\pi}_{k}\left(t_{i}-\right)\left(2 \pi\left|\widetilde{\gamma}_{k}\left(t_{i}-\right)\right|\right)^{-\frac{k}{2}} \exp \left\{-\frac{1}{2}\left(Y_{t_{i}}-\widetilde{m}_{k}\left(t_{i}-\right)\right)^{*} \widetilde{\gamma}_{k}^{-1}\left(t_{i}-\right)\left(Y_{t_{i}}-\widetilde{m}_{k}\left(t_{i}-\right)\right)\right\},} \tag{16.13}
\end{equation*}
$$

$\widetilde{m}_{j}\left(t_{i}\right)=Y_{t_{i}}$ and $\widetilde{y}_{j}\left(t_{i}\right)=0$.
The dynamics of $\widetilde{\pi}_{j}(t)$ follow Eq. (15.8) of Chap. 15 with $\widetilde{\lambda}_{k j}\left(\widetilde{Y}_{0}^{t}, t\right)$ used instead of $\bar{\lambda}_{k j}(t)$ at the intervals $t_{0} \leq t<t_{1} ; t_{1} \leq t<t_{2} ; \ldots ; t_{n-1} \leq t<t_{n} ; t<T$. The initial values of $\widetilde{\pi}_{j}(t)$ at the beginning of the $i^{\text {th }}$ interval $\left[t_{i} \leq t<t_{i+1}\right)$ are given by the relationship which involves values of $\widetilde{\pi}_{j}\left(t_{i}-\right), \widetilde{m}_{j}\left(t_{i}-\right)$, and $\widetilde{\gamma}_{j}\left(t_{i}-\right)$ which are the
solutions of Eqs. (15.8), 15.16, and (15.17) of Chap. 15 at the end of the interval $\left[t_{i-1 \leq}<t_{i}\right)$.

### 16.2.4 Data on Health Transitions Without Measurements of the Physiological State: Observational Plan \#2

Let $\widehat{f}(y, t)={ }_{\left.\frac{\partial}{\gamma}\right\rangle} P\left(Y_{t} \leq y \mid \theta_{0}^{t}, Z, G, T>t\right)$, with $\tau_{1}, \tau_{2}, \ldots, \tau_{m}$, denoting ages at which changes in an individual's health status took place (i.e. times of jumps of the process $\theta_{t}$ ). Then for the conditional probability density function of $Y_{t}$, given age trajectories of health history $\theta_{0}^{t}$, variables $Z, G$ and $\{T>t\}$, the following equation is operative:

$$
\begin{align*}
& \frac{\partial}{\partial t} \widehat{f}(y, t)=-\frac{\partial}{\partial t}\left(A_{\theta_{t}}(y, t) \overparen{f}(y, t)\right)+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(B_{\theta_{t}}(t) \overparen{f}(y, t)\right)+\overparen{f}(y, t) \\
& \quad \times\left(\sum_{k=1, k \neq \theta_{t-}}^{M} \widehat{\lambda}_{\theta_{t-, k}}(t)-\sum_{k=1, k \neq \theta_{t-}}^{M} \lambda_{\theta_{t-, k}}(y, t)\right)+\overparen{f}(y, t)\left(\widehat{\mu}_{\theta_{t-}}(t)\right. \\
& \left.\quad-\mu_{\theta_{t-}}(y, t)\right) \tag{16.14}
\end{align*}
$$

The presence of two selection terms on the right side of Eq. (16.14) is easy to understand because the probability density function $f(y, t)={ }_{\partial \gamma}^{\partial} P\left(Y_{t} \leq y \mid \theta_{0}^{t}, Z, G, \tau_{1}>t, T>t\right)$ is conditional on the events that neither the first transition of the process $\theta_{t}$, nor death, happened before age $t$. Similarly, the function $\widehat{f}(y, t)=\frac{\partial}{\partial \gamma} P\left(Y_{t} \leq y \mid \theta_{0}^{t}, Z, G, \tau_{k}>t, T>t\right)$ is conditional on neither the $k$ th transition of the process $\theta_{t}$, nor death, happening before age $t$. This equation has to be solved at the intervals $\left[t_{0}, \tau_{1}\right),\left[\tau_{1}, \tau_{2}\right),\left[\tau_{2}, \tau_{3}\right), \ldots,\left[\tau_{m}, T\right)$, i.e., between subsequent jumps of the process $\theta_{t}$. To avoid multiple hierarchical indexing, we will use notation $\theta_{t} \equiv \theta(t)$. The initial conditions at the beginning of each interval $\left[\tau_{0}, \tau_{1}\right)$, $\left[\tau_{1}, \tau_{2}\right),\left[\tau_{2}, \tau_{3}\right), \ldots,\left[\tau_{m}, T\right)$ are

$$
\begin{equation*}
\widehat{f}\left(y, \tau_{p}\right)=\widehat{f}\left(y, \tau_{p}-\right) \frac{\lambda_{\theta\left(\tau_{p}-\right), \theta\left(\tau_{p}\right)}\left(y, \tau_{p}-\right)}{\widehat{\lambda}_{\theta\left(\tau_{p}-\right), \theta\left(\tau_{p}\right)}\left(y, \tau_{p}-\right)} \tag{16.15}
\end{equation*}
$$

Here $\widehat{f}\left(y, \tau_{p}-\right)={ }_{{ }_{\tau}^{\gamma}} P\left(Y_{t_{p}} \leq y \mid \theta_{0}^{\tau_{p-1}}, Z, G, T>\tau_{p}\right)$ is the solution of Eq. (16.14) at the interval $\left[\tau_{p-1}, \tau_{p}\right)$ at the time just before the $p$-th jump of the process $\theta_{t}$ at time $\tau_{p}$ :

$$
\begin{gather*}
\widehat{\lambda}_{\theta\left(\tau_{p}-\right), \theta\left(\tau_{p}\right)}\left(\tau_{p}\right)=\left.E\left(\lambda_{\theta\left(\tau_{p}-\right), x}\left(Y_{\tau_{p}}, \tau_{p}\right) \mid \theta_{0}^{\tau_{p}-}, Z, G, T>\tau_{p}\right)\right|_{x=\theta\left(\tau_{p}\right)}  \tag{16.16}\\
\widehat{\mu}_{\theta(t)}(t)=E\left(\mu_{\theta(t)}\left(Y_{t}, t\right) \mid \theta_{0}^{t}, Z, G, T>t\right) \tag{16.17}
\end{gather*}
$$

### 16.2.5 The Likelihood of the Data on Health Transitions

The component of the likelihood corresponding to the data on ages (times) of change in the health status (age at onset of diseases) for the $i$-th individual with $m$ (i) changes in health status occurring at the time points $\tau_{1}^{i}, \tau_{2}^{i}, \ldots, \tau_{m(i)}^{i}$ and death (censoring) at age $T_{i}$ is:

$$
\begin{align*}
& \widehat{L}_{i}\left(\theta^{i}\left(\tau_{1}^{i}\right), \theta^{i}\left(\tau_{2}^{i}\right), \ldots \theta^{i}\left(\tau_{m(i)}^{i}\right), Y_{i}\right)=p\left(\theta^{i}\left(t_{0}\right)\right) \\
& \quad \times \prod_{p=1}^{m(i)} \widehat{\lambda}_{\theta^{i}\left(\tau_{p}^{i}-\right), \theta^{i}\left(\tau_{p}^{i}\right)}\left(t_{p}^{i}\right) \exp \left\{-\int_{t_{p-1}^{i}}^{t_{p}^{i}}\left(\sum_{k=1, k \neq \theta^{i}(t-)}^{M} \widehat{\lambda}_{\theta^{i}(t-), k}(t)++\widehat{\mu}_{\theta^{i}(t-)}(t)\right) d t\right\} \\
& \quad \times \widehat{\mu}_{\theta^{i}\left(\tau_{m(i)}^{i}\right)}\left(T_{i}\right)^{\delta_{i}} \exp \left\{-\int_{\tau_{m(i)}^{i}}^{T_{i}}\left(\sum_{k=1, k \neq \theta^{i}(t-)}^{M} \widehat{\lambda}_{\theta^{i}(t-), k}(t)+\widehat{\mu}_{\theta^{i}(t-)}(t)\right) d t\right\} \tag{16.18}
\end{align*}
$$

Here $p\left(\theta^{i}\left(t_{0}\right)\right)$ is the initial distribution of health status, and $\theta\left(\tau_{1}^{i}-\right)=\theta\left(t_{0}\right)$ by definition.

### 16.2.6 Gaussian Approximation of the Model with Health Transitions

Since health transitions are observed, the equations for the first two moments are:

$$
\begin{equation*}
\frac{d \widehat{m}_{j}(t)}{d t}=-a(t) \hat{f}_{1 j}(t)+\sum_{k \neq j} 2 \widehat{\gamma}_{j}(t) \Lambda_{j k}(t) \hat{g}_{j}(t)+2 \gamma_{j}(t) \hat{f}_{j}(t) \tag{16.19}
\end{equation*}
$$

$$
\begin{align*}
\frac{d \gamma_{j}(t)}{d t}= & a_{j}(t) \widehat{\gamma}_{j}(t)+\widehat{\gamma}_{j}(t) a_{j}^{*}(t)+B_{j}(t) \\
& -\sum_{k \neq j} 2 \widehat{\gamma}_{j}(t) \Lambda_{j k}(t) \widehat{\gamma}_{j}(t)-2 \widehat{\gamma}_{j}(t) Q_{j}(t) \widehat{\gamma}_{j}(t) \tag{16.20}
\end{align*}
$$

Here we use the index $j$ to indicate dependence of these moments on the process $\theta_{t}$, when $\theta_{t-}=j$. Strictly speaking, these moments depend on the entire trajectory of $\theta_{t}$ at the interval $\left[t_{0}, t\right)$. These equations have to be solved at the intervals $\left[\tau_{1}, \tau_{2}\right)$, $\left[\tau_{2}, \tau_{3}\right), \ldots,\left[\tau_{m}, T\right)$, i.e., between subsequent jumps of the process $\theta_{t .}$ When $\theta\left(\tau_{p}-\right)$ $=k$ and $\theta^{i}\left(\tau_{p}-\right)=j$, and $\lambda_{k j}\left(Y_{t}, Z, G, t\right)$ is as described by Eq. (15.15) of Chap. 15, we have for the initial values $\widehat{m}_{j}\left(\tau_{p}\right)$ and $\widehat{\gamma}_{j}\left(\tau_{p}\right)$ :

$$
\begin{align*}
& \widehat{m}_{j}\left(\tau_{p}\right)=\widehat{m}_{k}\left(\tau_{p}-\right)-\frac{2 \widehat{\gamma}_{k}\left(\tau_{p}-\right) \Lambda_{k j}\left(\tau_{p}\right) \hat{g}_{0 k}\left(\tau_{p}-\right)}{\widehat{\lambda}_{k j}\left(\tau_{p}-\right)}  \tag{16.21}\\
& \widehat{\gamma}_{j}\left(\tau_{p}\right)=\widehat{\gamma}_{k}\left(\tau_{p}-\right)-\frac{2 \widehat{\gamma}_{k}\left(\tau_{p}-\right) \Lambda_{k j}\left(\tau_{p}\right) \widehat{\gamma}_{k}\left(\tau_{p}-\right)}{\widehat{\lambda}_{k j}\left(\tau_{p}-\right)} \tag{16.22}
\end{align*}
$$

with

$$
\begin{equation*}
\widehat{g}_{0 k}\left(\tau_{p}-\right)=g_{0 k}\left(\tau_{p}\right)-\widehat{m}_{k}\left(\tau_{p}-\right) \tag{16.23}
\end{equation*}
$$

and

$$
\begin{align*}
\widehat{\lambda}_{k j}(t)= & \lambda_{0 k j}(t)+\left(\widehat{m}_{k}(t)-g_{0 k}(t)\right)^{*} \Lambda_{k j}(t)\left(\widehat{m}_{k}(t)-g_{0 k}(t)\right) \\
& +\operatorname{Tr}\left(\Lambda_{k j}(t) \widehat{\gamma}_{k}(t)\right) \tag{16.24}
\end{align*}
$$

### 16.2.7 Discrete Time Observations of the Physiological State and Health Transitions: Observational Plan \#3

Let us assume that the physiological state is repeatedly measured at a sequence of discrete times, and all health transitions are also observed. In this case, the changes in information about the $i$-th individual take place at times of discrete observation of the process $Y_{t}: y_{t_{1}^{i}}^{i}, y_{t_{2}^{i}}^{i}, \ldots, y_{t_{n(i)}^{i}}^{i}$ or the values of the jumping process $\theta_{t}$ right after the jumps: $\theta^{i}\left(\tau_{1}^{i}\right), \theta^{i}\left(\tau_{2}^{i}\right), \ldots, \theta^{i}\left(\tau_{m(i)}^{i}\right)$. Here $\tau_{m(i)}^{i}$ is the last observation of the health transition, and $t_{n(i)}^{i}$ is the last measurement of the physiological state for individual
$i, \tau_{m(i)}^{i}<T_{i .}$ and $t_{n(i)}^{i}<T_{i .}$. Each individual is characterized by the ordered sequence of ages at which different measurements took place. For example, the sequence $\left(t_{1}\right.$, $\left.t_{2}, \tau_{1}, t_{3}, \tau_{2}, \tau_{3}, t_{4}, \ldots, \tau_{m}\right)$ indicates that the first health transition happened between the second and third measurements of the physiological state, the second and third health transitions occurred between the third and fourth physiological measurements, etc. Such sequences could be different for different study participants. Note that in our model $P\left(\tau_{k}=t_{r}\right)=0$ for any $k$ and $r$.

Let $\widehat{\widehat{f}}(y, t)=\frac{\partial}{\partial y} P\left(Y_{t} \leq y \mid \widetilde{Y}_{0}^{t}, \theta_{0}^{t}, T>t\right)$ be the conditional probability density function of $Y_{t}$ given observations $\tilde{Y}_{0}^{t}, \theta_{0}^{t}$ and $\{T>t\}$. This function satisfies Eq. (15.10) of Chap. 15 with $\widehat{\lambda}_{\theta_{t}, k}(t)$ and $\widehat{\mu}_{\theta_{t}-}(t)$ replaced by $\widehat{\lambda}_{\theta_{t}, k}(t)$ and $\frac{\widetilde{\mu}}{}$ $\theta_{t-}(t)$ where

$$
\begin{equation*}
\widehat{\bar{\lambda}}_{\theta_{t-}, k}(t)=E\left(\lambda_{\theta_{t-}, k}\left(Y_{t}, t\right) \mid \widetilde{Y}_{0}^{t}, \theta_{0}^{t-}, T>t\right) \tag{16.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\tilde{\mu}}_{\theta_{t-}}(t)=E\left(\mu_{\theta_{t-}}\left(Y_{t}, t\right) \mid \widetilde{Y}_{0}^{t}, \theta_{0}^{t-}, T>t\right) \tag{16.26}
\end{equation*}
$$

at each interval resulting from combining and ordering $t_{1}, t_{2}, \ldots, t_{n}$ and $\tau_{1}, \tau_{2}, \ldots$, $\tau_{m}$. If an interval starts with $t_{k}$, then modified forms of Eq. (15.10, Chap. 15) for ᄃ $\widehat{f}(y, t)$ have to be used with the initial condition:

$$
\widehat{\widehat{f}}\left(y_{t_{k}}, t_{k}\right)=\delta\left(y-y_{t_{k}}\right)
$$

If an interval starts with $\tau_{p}$, then these equations have to be used with initial conditions:

$$
\begin{equation*}
\widehat{f}\left(y, \tau_{p}\right)=\widehat{\widehat{f}}\left(y, \tau_{p}-\right) \frac{\lambda_{\theta\left(\tau_{p}-\right), \theta\left(\tau_{p}\right)}\left(y, \tau_{p}\right)}{\widehat{\lambda}_{\theta\left(\tau_{p}-\right), \theta\left(\tau_{p}\right)}}\left(\tau_{p}\right) \tag{16.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\lambda}_{\theta\left(\tau_{p}-\right), \theta\left(\tau_{p}\right)}\left(\tau_{p}\right)=\left.E\left(\lambda_{\theta\left(\tau_{p}-\right), x}\left(Y_{\tau_{p}}, \tau_{p}\right) \mid \widetilde{Y}_{0}^{\tau_{p}}, \theta_{0}^{\tau_{p}-}, T>\tau_{p}\right)\right|_{x=\theta\left(\tau_{p}\right)} \tag{16.28}
\end{equation*}
$$

An example of the likelihood function for the $i$-th individual with observations occurring at the sequence of times $t_{1}^{i}, t_{2}^{i}, \tau_{1}^{i}, t_{3}^{i}, \tau_{2}^{i}, \tau_{3}^{i}, \ldots, \tau_{m(i)}^{i}, t_{n(i)}^{i}, T^{i}$ is:

$$
\begin{align*}
& \widehat{L}_{i}\left(y_{t_{1},}^{i}, y_{t_{2}}^{i}, \ldots, y_{t_{n(i)}^{i}}^{i}, \theta^{i}\left(\tau_{1}^{i}\right), \theta^{i}\left(\tau_{2}^{i}\right), \ldots, \theta^{i}\left(\tau_{m(i)}^{i}\right), T_{i}\right) \\
& =\widehat{\widehat{f}}\left(y_{t_{1}^{i}}, t_{1}^{i}-\right) \widehat{\widehat{f}}\left(y_{t_{2}}, t_{2}^{i}-\right) \widehat{\widehat{f}}\left(y_{\tau_{1}^{i}}, \tau_{1}^{i}-\right) \widehat{\widehat{f}}\left(y_{t_{3}^{i}}, t_{3}^{i}-\right) \widehat{\widehat{f}}\left(y_{\tau_{2}^{i}}, \tau_{2}^{i}-\right) \\
& \widehat{\widehat{f}}\left(y_{\tau_{3}^{i}}, \tau_{3}^{i}-\right) \ldots \widehat{\widehat{f}}\left(y_{s^{i}}, s^{i}-\right) \times p\left(\theta^{i}\left(t_{0}^{i}\right)\right) \prod_{p=1}^{m(i)} \widehat{\lambda}_{\theta^{i}\left(\tau_{p}^{i}-\right), \theta^{i}\left(\tau_{p}^{i}\right)}\left(\tau_{p}^{i}\right) \widehat{\widehat{\mu}}_{\theta^{i}\left(T_{i}\right)}\left(T_{i}\right)^{\delta_{i}} \\
& \exp \left\{-\int_{t_{0}^{i}}^{T_{i}}\left(\sum_{k=1, k \neq \theta^{i}(t-)}^{M} \widehat{\lambda}_{\theta^{i}(t-), k}(t)+\widehat{\widetilde{\mu}}_{\theta^{i}(t-)}(t)\right) d t\right\} . \tag{16.29}
\end{align*}
$$

Here $s^{i}=\max \left\{t_{n(i)}^{i}, \tau_{m(i)}^{i}\right\}, \cdot \widehat{\widehat{f}}\left(y, t_{k}^{i}-\right)=\frac{\partial}{\partial\rangle} P\left(Y_{t_{k}^{i}} \leq y \mid Y_{0}^{t_{k}^{i}-} \theta_{0}^{t_{k}^{i}-}, T>t_{k}^{i}\right)$ is the solution of the modified forms of equations Eq. (15.10, Chap. 15) either at the interval $\left[\tau_{p}, t_{k}^{i}\right.$ ), or at the interval $\left[t_{k-1}^{i}, t_{k}^{i}\right)$, assuming that these intervals do not contain other observations; and $\widehat{f}\left(y, \tau_{k}^{i}-\right)={ }_{\partial \gamma}^{\partial} P\left(Y_{t_{k}^{i}} \leq y \mid Y_{0}^{t_{k}^{i}-} \theta_{0}^{t_{k}^{i}-}, T>t_{k}^{i}\right)$ is the solution of the modified forms of equations Eq. (15.10, Chap. 15) either at the interval $\left[\tau_{k-1}, \tau_{k}\right)$, or at the interval $\left[t_{k-1}^{i}, t_{k}^{i}\right)$, also assuming that these intervals do not contain other observations.

### 16.2.8 Gaussian Approximation of the Model of Longitudinal Data on Physiological Variables and Health Transitions

The Gaussian approximation facilitates analyses of combined data. Let $\widehat{\widetilde{m}}(t)=E$ $\left(Y_{t} \mid \widetilde{Y}_{0}^{t}, \theta_{0}^{t}, T>t\right)$ and $\widehat{\widehat{\gamma}}(t)=E\left(\left(Y_{t}-\widehat{\widetilde{m}}(t)\right)\left(Y_{t}-\widehat{\widehat{m}}(t)\right)^{*} \mid \widetilde{Y}_{0}^{t}, \theta_{0}^{t}, T>T\right)$ be the first two moments of the conditional probability density function $\widehat{f}(y, t)={ }_{\frac{\partial}{d y}} P$ $\left(Y_{t} \leq y \mid \widetilde{Y}_{0}^{t} \theta_{0}^{t}, T>t\right)$. These moments satisfy Eqs. (15.16) and (15.17) of Chap. 15 at each interval resulting from combining and ordering the observation times $t_{1}$, $t_{2}, \ldots t_{n}$ and times of health transitions $\tau_{1}, \tau_{2}, \ldots, \tau_{m}$.

If an interval starts with $t_{k}$, then equations Eq. (15.16, Chap. 15) for $\widehat{\widetilde{m}}(t)$ starts with the initial condition $\widehat{\widetilde{m}}\left(t_{k}\right)=y_{t_{k}}$ and, for $\overparen{\widehat{\gamma}}(t)$, with the condition $\widehat{\widetilde{\gamma}}\left(t_{k}\right)=0$. If an interval starts with $\tau_{p}$, then equations Eq. (15.16, Chap. 15) starts with the initial condition (16.21) with $\widehat{m}\left(\tau_{p}-\right)$ and $\widehat{\gamma}\left(\tau_{p}-\right)$ replaced by $\widehat{\widehat{m}}\left(\tau_{p}-\right)$ and $\widehat{\widehat{\gamma}}\left(\tau_{p}-\right)$.

The likelihood function of the data for the $i-t h$ individual when both physiological variables and health transitions are measured is:

$$
\begin{align*}
& \widehat{L}_{i}^{G}\left(y_{t_{1}^{i}}^{i}, y_{t_{2}^{\prime}}^{i}, \ldots y_{t_{n(i)}^{i}}^{i}, \theta^{i}\left(\tau_{1}^{i}\right), \theta^{i}\left(\tau_{2}^{i}\right), \ldots, \theta^{i}\left(\tau_{(m) i}^{i}\right), T_{i}\right)=\prod_{j=1}^{n(i)+m(i)}\left(\left(2 \pi\left|\widehat{\widehat{\gamma}}^{i}\left(u_{t_{j}^{i}}^{i}-\right)\right|\right)^{-\frac{K}{2}}\right. \\
& \exp \left\{-\frac{1}{2}\left(y_{u_{j}^{i}}^{i}-\widehat{\bar{m}}^{i}\left(u_{j}^{i}\right)\right)^{*} \widehat{\gamma}_{k}^{i}\left(u_{t_{j}^{i}}^{i}-\right)^{-1}\left(y_{t_{j}^{i}}^{i}-\widehat{\bar{m}}^{i}\left(u_{j}^{i}-\right)\right)\right) \\
& \times p\left(\theta^{i}\left(t^{i}\right)\right) \prod_{p=1}^{m(i)} \widehat{\lambda}_{\theta^{i}\left(\tau_{p}^{i}-\right), \theta^{i}\left(\tau_{p}^{i}\right)}\left(\tau_{p}^{i}\right) \widehat{\widehat{\mu}}_{\theta^{i}\left(T^{i}\right)}\left(T_{i}\right)^{\delta_{i}} \\
& \exp \left\{-\int_{t_{0}^{i}}^{T_{i}}\left(\sum_{k=1, k \neq \theta^{i}(t-)}^{M} \widehat{\hat{\lambda}}_{\theta^{i}(t-), k}(t)+\widehat{\widehat{\mu}}_{\theta^{i}(t-)}(t)\right) d t\right\} . \tag{16.30}
\end{align*}
$$

Here $u_{k}^{i}, k=1,2, \ldots n(i)+m(i)$ is the element of an ordered sequence combined from $t_{1}^{i}, t_{2}^{i}, \ldots, t_{n(i)}^{i}$ and $\tau_{1}^{i}, \tau_{2}^{i}, \ldots, \tau_{m(i)}^{i}$. If an interval starts with $t_{k}^{i}$, then Eqs. (15.16) and (15.17) of Chap. 15 start with the initial conditions $m_{t_{k}^{i}}=y_{t_{k}^{i}}, \gamma_{t_{k}^{i}}$ $=0$. If an interval starts with $\tau_{p}^{i}$, then Eqs. (15.16) and (15.17) of Chap. 15 start with the initial conditions (16.21) and (16.22):

$$
\begin{equation*}
\widehat{\widehat{\mu}}(t)=\mu_{0}(t)+\left(\widehat{\widehat{m}}(t)-f_{j}(t)\right)^{*} Q_{j}(t)\left(\widehat{\widehat{m}}(t)-f_{j}(t)\right)+\operatorname{Tr}\left(Q_{j}(t) \widehat{\widehat{\gamma}}(t)\right) \tag{16.31}
\end{equation*}
$$

The transition intensities $\widehat{\overparen{\lambda}}_{k j}(t)$ are:

$$
\begin{align*}
\widehat{\lambda}_{k j}(t)= & \lambda_{0 k j}(t)+\left(\widehat{\widehat{m}}(t)-g_{k}(t)\right)^{*} \Lambda_{k j}(t)\left(\widehat{\widehat{m}}(t)-g_{k}(t)\right) \\
& +\operatorname{Tr}\left(\Lambda_{k j}(t) \widehat{\widehat{\gamma}}(t)\right) \tag{16.32}
\end{align*}
$$

The likelihood function (16.30) can be used for combining data, as shown below.

### 16.3 A Simulation Study

When the mortality model is specified in terms of the processes $\theta_{t}$ and $Y_{t}$ and random variables G and Z , its parameters can be identified from the data only if the observational plan is detailed enough. For example, using one of Observational Plans \#1 or \#2 alone is not enough to identify the model parameters. However, when the parameters of the health transition process $\theta_{t}$ are known (say, from some other study), the use of longitudinal data provided by the Observational Plan \#1 allows one to evaluate the parameters of the biomarker process $Y_{t}$. Similarly, when the parameters associated with the biomarker process $Y_{t}$ are known (from some other study), the use of longitudinal data provided by the Observational Plan \#2 allows one to evaluate the parameters of the health transition process $\theta_{t}$. This situation suggests that if one has two datasets for the two groups of individuals, one collected using Observational Plan \#1 and another collected using Observational Plan \#2, then combining these two datasets and performing their analyses jointly may result in identifying the parameters of a comprehensive model. To confirm the feasibility of such identification, we performed the following simulation/estimation experiment.

### 16.3.1 The Model with Repeated Measurements of a Physiological Variable and Changes in Health State: Observational Plan \#3

First, we estimated parameters of a model in which each individual could be characterized by a continuously changing physiological index $Y_{t}$, whose dynamics are described by the stochastic differential equations Eq. (15.13, Chap. 15), and possible transitions from healthy (" $H$ "), to unhealthy (diseased " $D$ ") states. In this model, the process $Y_{t}$ represented diastolic blood pressure will hypertension used as the unhealthy state. We assumed: (i) time independence of parameters describing the age dynamics of physiological variables in each of two states, i.e., $a_{H}, a_{D}, b_{H}, b_{D} f_{1 H}$ and $f_{1 D}$, (ii) a Gompertz type function for $\mu_{0 i}(t)=\mu_{0 i} \exp \left(\alpha_{i} t\right), i$ $=H, D$, and for $\lambda_{0 H D}(t)=\lambda_{0 H D} \exp \left(\alpha_{H D} t\right)$, and (iii) time independence of other parameters describing transition probabilities, i.e., $Q_{H}, Q_{D}, f_{H}, f_{D}, \Lambda_{H D}$ and $g_{H D}$.

The mortality rates from healthy and unhealthy states and transition intensity functions (Eqs. (15.12) and (15.13), Chap. 15) are specified as:

$$
\begin{gather*}
\bar{\mu}_{H}(t)=\mu_{0 H}(t)+\left(m_{H}(t)-f_{H}(t)\right)^{2} Q_{H}(t)+Q_{H}(t) \gamma_{H}(t),  \tag{16.33}\\
\bar{\mu}_{D}(t)=\mu_{0 D}(t)+\left(m_{D}(t)-f_{D}(t)\right)^{2} Q_{D}(t)+Q_{D}(t) \gamma_{D}(t), \\
\bar{\lambda}_{H D}(t)=\lambda_{0 H D}(t)+\left(m_{H}(t)-g_{H}(t)\right)^{2} \Lambda_{H D}(t)+\Lambda_{H D}(t) \gamma_{H}(t) . \tag{16.34}
\end{gather*}
$$

The differential equations for the conditional moments become:

$$
\begin{gather*}
\frac{d m_{H}}{d t}=2 \gamma_{H} \Lambda_{H D} \hat{g}_{H}-a_{H} \hat{f}_{1 H}+2 \gamma_{H} Q_{H} \hat{f}_{H}  \tag{16.35}\\
\frac{d m_{D}}{d t}=\frac{\pi_{H}}{\pi}\left[m_{H D} \bar{\lambda}_{H D}-2 \gamma_{H} \Lambda_{H D} \hat{g}_{H}\right]-a_{D} \hat{f}_{1 D}+2 \gamma_{D} Q_{D} \hat{f}_{D},  \tag{16.36}\\
\frac{d \gamma_{H}}{d t}=-2 \gamma_{H}^{2} \Lambda_{H D}+2 a_{H} \gamma_{H}+b_{H}^{2}-2 \gamma_{H}^{2} Q_{H} .  \tag{16.37}\\
\frac{d \gamma_{D}}{d t}=\frac{\pi_{H}}{\pi_{D}}\left[\left(\gamma_{H}-\gamma_{D}+m_{H D}^{2}\right) \bar{\lambda}_{H D}+2\left(\gamma_{H}^{2} \Lambda_{H D}-2 \gamma_{H} \Lambda_{H D} \hat{g}_{H} \cdot m_{H D}\right)\right]  \tag{16.38}\\
+2 a_{D} \gamma_{D}+b_{D}^{2}-2 \gamma_{D}^{2} Q_{D} .
\end{gather*}
$$

Finally, the equations for the conditional probabilities of being in the healthy and unhealthy states are:

$$
\begin{align*}
& \frac{d \pi_{H}}{d t}=-\pi_{H} \bar{\lambda}_{H D}+\pi_{H}\left(\pi_{H} \bar{\mu}_{H}+\pi_{D} \bar{\mu}_{D}-\bar{\mu}_{H}\right), \\
& \frac{d \pi_{D}}{d t}=\pi_{H} \bar{\lambda}_{H D}+\pi_{D}\left(\pi_{H} \bar{\mu}_{H}+\pi_{D} \bar{\mu}_{D}-\bar{\mu}_{D}\right) \tag{16.39}
\end{align*}
$$

For simplicity, we omitted the dependence on $t$ in the variables in the right hand side of these equations. The initial values for $\widehat{\widetilde{m}}\left(\tau_{p}\right)$ and $\widehat{\gamma}\left(\tau_{p}\right)$ for the case of a time interval starting by a jump are

$$
\begin{equation*}
\frac{\widehat{\widehat{m}}\left(\tau_{p}\right)=\widehat{\widehat{m}}\left(\tau_{p}-\right)-22 \widehat{\widehat{\gamma}}\left(\tau_{p}-\right) \Lambda_{H D} \hat{g}_{j}\left(\tau_{p}-\right)}{\frac{\widehat{\hat{\lambda}}_{H D}\left(\tau_{p}-\right) \text { and } \widehat{\hat{\gamma}}\left(\tau_{p}\right)=\widehat{\hat{\gamma}}\left(\tau_{p}-\right)+2 \widehat{\gamma}^{2}\left(\tau_{p}-\right) \Lambda_{H D}}{\hat{\lambda}_{H D}\left(\tau_{p}-\right) .}} \tag{16.40}
\end{equation*}
$$

The purpose of these analyses is to get a set of realistic model parameters appropriate for use in data simulation. Several parameters estimates were rounded to simplify the description. The following set of parameters was finally used: $a_{H}=$ $-0.05, a_{D}=-0.03, b_{H}^{2}=10, b_{D}^{2}=15, f_{1 H}=80, f_{1 D}=90, \mu_{0 H}=0.00002, \alpha_{H}=$ $0.08, \mu_{0 D}=0.002, \alpha_{D}=0.045, Q_{H}=0.00001, Q_{H}=0.00007, \Lambda_{H D}=0.00005$, $\lambda_{0 H D}=0.00005, \alpha_{H D}=0.065, f_{0 H}=80, f_{0 D}=80$, and $g_{H}=72$. Here $f_{1 H}$, $f_{1 D} f_{0 H} f_{0 D, g_{H},} b_{H}$, and $b_{D}$ are measured in the units of the selected covariate (e.g., mmHg for blood pressure), $a_{H}$ and $a_{D}$ are dimensionless, $\mu_{0 H}, \alpha_{H}, \mu_{0 D}, \alpha_{D}, \lambda_{0 H D}$, and $\alpha_{H D}$ are in units of year ${ }^{-1}$, and, finally, $Q_{H} Q_{D}$ and $\Lambda_{H D}$ are in units of year ${ }^{-1}$ multiplied by the reciprocal of the covariate unit squared.

To test the quality of the simulation procedure, we simulated data on ten cohorts using these parameters. The starting age for individuals in these cohorts was

50 years with $25 \%$ of the individuals initially unhealthy. The starting values for the covariate (diastolic blood pressure) were 80 mmHg for healthy and 85 mmHg for unhealthy individuals. Mortality and transitions to the unhealthy state were simulated for each month. Information about the vital status, the health state, and the covariate value was recorded annually. Then reconstructed characteristics of the simulated cohorts were compared with the theoretical two-stage model, which can be specified for these two stages as described below.

Figure 16.1 illustrates the quality of the data simulation. It compares the theoretical curves, corresponding to the equations derived above and calculated with the parameters used in the data simulation procedure, and the age patterns of the respective characteristics in the simulated cohorts empirically averaged over 5000 individuals.

It can be seen from this figure that the simulated data are in good correspondence with the theoretical model. The results of the simulation studies are similar to those presented in Yashin et al. (2011) where $f_{1 D}=85$ was used for simulation. The plots are qualitatively similar, which shows the stability of the model predictions.

Next, we use the simulated data and the estimation scheme based on maximization of the likelihood (16.30) (Observational Plan \#3) to estimate the model parameters again. The likelihood function for the case of two discrete states can be represented as a product of terms whose functional form depends on the types of observational events forming the respective age intervals. These events are associated with: (i) measurements of physiological state, (ii) changes in health status, and (iii) transitions to death/censoring. There are five types of such interval-specific contributions shown in Table 16.1 below.

| Measurement $\rightarrow$ measurement | $\overparen{\overparen{f}}_{c}\left(y_{t_{k}}, t_{k-1},-\right) S_{c}\left(t_{k-1}, t_{k}\right)$ for $c=H, D$ |
| :--- | :--- |
| Measurement $\rightarrow$ jumping (HD) | $\overparen{\overparen{\lambda}}_{H D}(\tau) S_{H}\left(t_{k}, \tau\right)$ |
| Measurement $\rightarrow$ death/censoring | $\overparen{\overparen{\mu}}_{k}(T)^{\delta_{i}} S_{k}\left(t_{k}, T\right)$ for $k=H, D$ |
| Jumping $\rightarrow$ measurement | $\overparen{\overparen{f}}_{D}\left(y_{t_{k}}, \tau, t_{k}-\right) S_{D}\left(\tau, t_{k}\right)$ |
| Jumping $\rightarrow$ death | $\overparen{\overparen{\mu}}_{D}(T)^{\delta_{i}} S_{D}(\tau, T)$ |

where ${\widehat{f_{G}}}_{G}\left(y_{t_{k}}, u, t_{k}-\right)=\left(2 \pi\left|\widehat{\widehat{\gamma}}\left(t_{k}-\right)\right|\right)^{-\frac{1}{2}} \exp \left\{-\frac{1}{2}\left(y_{t_{k}}-\overparen{\widehat{m}}\left(t_{k}-\right)\right)^{*} \widehat{\widehat{\gamma}}\left(t_{k}-\right)^{-1}\right.$ $\left(y_{t_{k}}-\overparen{\overparen{m}}\left(t_{k}-\right)\right)$, where $\widehat{\overparen{m}}(t)$ and $\widehat{\widehat{\gamma}}(t)$, obtained as solutions of (16.35 and 16.36) and (16.37 and 16.38) with initial condition (16.40) if $u=\tau$, and initial condition (16.13) if $u=t_{k}$; where


Fig. 16.1 Age patterns of dynamic characteristics in the simulation analysis. Solid lines represent the "true" age trajectories constructed by solving the differential equations with model parameters used in the data simulation. The dots with error bars represent the age trajectories of the mean values of these characteristics evaluated from empirical analyses of longitudinal data on aging, health, and mortality from 10 simulated cohorts with 5000 individuals each. The following characteristics are presented: (1) Top left panel: First moments of the hypothetical variable describing the physiological state of the simulated cohort of healthy and unhealthy individuals, $m_{H}(t)$ and $m_{D}(t)$. (2) Top right panel: Age trajectories of second central moments of the probability distributions of the hypothetical variable describing the physiological state for the simulated cohort of healthy and unhealthy individuals, $\gamma_{H}(t)$ and $\gamma_{D}(t)$. (3) Bottom left panel: Age patterns of the survival function and prevalence of unhealthy individuals in the simulated cohort. (4) Bottom right panel. Age patterns of mortality rates for the healthy and unhealthy states and the transition rate from the healthy to unhealthy states

Table 16.1 Results of the simulation experiment for Observational Plan \#3 with ten datasets

|  |  | True | Mean | SD | SE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{H}$ |  | -0.05 | -0.051 | 0.002 | 0.001 |
| $a_{D}$ |  | -0.03 | -0.03 | 0.002 | 0.001 |
| $b_{H}$ | [C] | 10 | 9.97 | 0.06 | 0.02 |
| $b_{D}$ | [C] | 15 | 15 | 0.07 | 0.02 |
| $f_{1 H}$ | [C] | 80 | 80.1 | 0.25 | 0.08 |
| $f_{1 D}$ | [C] | 85 | 84.8 | 0.55 | 0.18 |
| $\mu_{0 H} \times 10^{5}$ | Year ${ }^{-1}$ | 2 | 1.96 | 0.33 | 0.1 |
| $\mu_{0 D} \times 10^{5}$ | Year ${ }^{-1}$ | 200 | 201.3 | 24.3 | 7.7 |
| $\alpha_{H}$ | Year ${ }^{-1}$ | 0.08 | 0.082 | 0.002 | 0.001 |
| $\alpha_{D}$ | Year ${ }^{-1}$ | 0.045 | 0.045 | 0 | 0 |
| $Q_{H} \times 10^{5}$ | Year $^{-1}[\mathrm{C}]^{-2}$ | 1 | 1.23 | 0.21 | 0.07 |
| $Q_{D} \times 10^{5}$ | Year $^{-1}[\mathrm{C}]^{-2}$ | 7 | 7.14 | 0.5 | 0.16 |
| $\lambda_{0 H D} \times 10^{5}$ | Year ${ }^{-1}$ | 20 | 23.5 | 4.77 | 1.51 |
| $\alpha_{H D}$ | Year ${ }^{-1}$ | 0.065 | 0.063 | 0.002 | 0.001 |
| $\Lambda_{H D} \times 10^{5}$ | Year $^{-1}[\mathrm{C}]^{-2}$ | 5 | 4.66 | 0.62 | 0.2 |
| $f_{H}$ | [C] | 80 | 79.3 | 1.3 | 0.4 |
| $f_{D}$ | [C] | 80 | 80 | 0.96 | 0.3 |
| $g_{H}$ | [C] | 72 | 71.7 | 1.01 | 0.32 |

[C] denotes dimensionality of a covariate

$$
\begin{aligned}
S_{H}\left(t_{1}, t_{2}\right) & =\exp \left\{-\int_{t_{1}}^{t_{2}}\left(\widehat{\bar{\lambda}}_{H D}(t)+\widehat{\widehat{\mu}}_{H}(t)\right) d t\right\} \text { and } S_{D}\left(t_{1}, t_{2}\right) \\
& =\exp \left\{-\int_{t_{1}}^{t_{2}}\left(\widehat{\widehat{\mu}}_{D}(t)\right) d t\right\} .
\end{aligned}
$$

Figure 16.2 presents the characteristics of the simulated cohorts calculated using the estimated parameter values and compares them with the trajectories obtained using the original data.

Some bias in the empirical and reconstructed parameters is likely to be due to "doublings" of the subsequent events (healthy $\rightarrow$ unhealthy transition and death) occurring at the same time interval that are interpreted in Observational Plan \#3 as death from the healthy state.

### 16.3.2 Combining Data with Observational Plans \#1 and \#2

To confirm the benefits from such analyses, we considered two subsets of simulated datasets. One subset deals with data collected according to Observational Plan \#1, i.e., these data represent a cohort of individuals for whom the measurements of physiological variables have been performed during each individual's life course.


Fig. 16.2 Age patterns of physiological and life history characteristics calculated from the theoretical model (solid lines), and using parameter estimates obtained by maximization of the likelihood for observational plan \#3 for ten simulated cohorts with 5000 individuals each (dashed lines). The same characteristics as in Fig. 16.1 are presented in the four panels

Another dataset consists of records of health transitions for another group of individuals who do not have records of measurements of physiological indices. We used the estimation scheme based on the likelihood (16.30) in which each component of the likelihood represents the corresponding dataset. Note that the use of data collected in Observational Plan \#1 alone does not allow for evaluating all parameters characterizing health transitions and physiological age trajectories. Similarly, having data collected in Observational Plan \#2 alone does not allow for evaluating all parameters characterizing changes in physiological age trajectories. However, maximization of the joint likelihood function for the two sub-cohorts of individuals allows for reliable estimation of model parameters for both components of the model.

Table 16.2 The results of the five simulation experiments of the 18-parameter model for joint analyses of data with Observational Plans \#1 and \#2 (1000 persons for Plan 1 and 10,000 persons for Plan 2)

|  |  | True | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $a_{H}$ |  | $-\mathbf{0 . 0 5}$ | -0.056 | -0.050 | -0.053 | -0.051 | -0.044 |
| $a_{D}$ |  | $-\mathbf{0 . 0 3}$ | -0.026 | -0.049 | -0.034 | -0.034 | -0.055 |
| $b_{H}$ | $[\mathrm{C}]$ | $\mathbf{1 0}$ | 10.0 | 10.1 | 10.0 | 10.2 | 9.8 |
| $b_{D}$ | $[\mathrm{C}]$ | $\mathbf{1 5}$ | 14.9 | 14.9 | 14.6 | 15.0 | 15.7 |
| $f_{1 H}$ | $[\mathrm{C}]$ | $\mathbf{8 0}$ | 81.9 | 81.3 | 82.4 | 78.5 | 79.4 |
| $f_{1 D}$ | $[\mathrm{C}]$ | $\mathbf{8 5}$ | 76.1 | 86.3 | 82.6 | 83.5 | 86.2 |
| $\mu_{1 H} \times 10^{5}$ | $\mathrm{Year}^{-1}$ | $\mathbf{2}$ | 3.2 | 0.7 | 2.8 | 4.2 | 2.1 |
| $\alpha_{H}$ | $\mathrm{Year}^{-1}$ | $\mathbf{0 . 0 8}$ | 0.076 | 0.091 | 0.076 | 0.071 | 0.078 |
| $Q_{H} \times 10^{5}$ | $\mathrm{Year}^{-1}[\mathrm{C}]^{-2}$ | $\mathbf{1}$ | $<0.1$ | 3.1 | 0.4 | $<0.1$ | 1.4 |
| $\mu_{0 D} \times 10^{5}$ | $\mathrm{Year}^{-1}$ | $\mathbf{2 0 0}$ | 188.9 | 213.0 | 156.5 | 205.4 | 185.7 |
| $\alpha_{D}$ | $\mathrm{Yer}^{-1}$ | $\mathbf{0 . 0 4 5}$ | 0.045 | 0.044 | 0.047 | 0.045 | 0.047 |
| $Q_{D} \times 10^{5}$ | $\mathrm{Year}^{-1}[\mathrm{C}]^{-2}$ | $\mathbf{7}$ | 8.0 | 10.1 | 10.6 | 9.5 | 5.0 |
| $\lambda_{0 H D} \times 10^{5}$ | $\mathrm{Year}^{-1}$ | $\mathbf{2 0}$ | 11.1 | 15.9 | 8.1 | 28.5 | 19.9 |
| $\alpha_{H D}$ | $\mathrm{Year}^{-1}$ | $\mathbf{0 . 0 6 5}$ | 0.071 | 0.067 | 0.074 | 0.061 | 0.065 |
| $\Lambda_{H D} \times 10^{5}$ | $\mathrm{Year}^{-1}[\mathrm{C}]^{-2}$ | $\mathbf{5}$ | 6.2 | 4.5 | 6.6 | 2.9 | 5.2 |
| $f_{H}$ | $[\mathrm{C}]$ | $\mathbf{8 0}$ | 78.6 | 78.8 | 75.2 | 80.0 | 79.9 |
| $f_{D}$ | $[\mathrm{C}]$ | $\mathbf{8 0}$ | 78.9 | 83.5 | 79.7 | 82.9 | 80.0 |
| $g_{H}$ | $[\mathrm{C}]$ | $\mathbf{7 2}$ | 72.3 | 70.2 | 71.7 | 69.9 | 71.8 |

[C] denotes dimensionality of a covariate

The approach described above opens remarkable opportunities for joint analyses of incompatible data collected using different observational plans. In this section, we implement this idea in the joint analysis of data corresponding to Observational Plans 1 and 2. An important property of the model is that it can be used for constructing likelihood functions of the data for each of the plans (see Eqs. (16.9) and (16.18). These functions depend on the same parameters and represent different data on independent individuals; therefore, the likelihood of combined data is the product of these two likelihood functions. Table 16.2 presents results of such parameter estimates for five simulation experiments.

The parameter estimation procedure based on maximization of this likelihood improves the accuracy of estimates for parameters which could be estimated from one of the two datasets. However, the main advantage of such joint analyses of several datasets is the possibility of estimating new parameters which could not be estimated by analyzing the two datasets separately. This means that combining incompatible data in joint analyses allows for addressing new research questions and obtaining new findings, which will contribute to a better understanding of the nature of the processes under study.

### 16.4 Discussion and Conclusion

The results of recent studies of aging and longevity in laboratory animals motivate studying the possibility of postponing or slowing down aging processes in humans. The beneficial consequences of such postponement for health and survival have been widely discussed in the literature (Blagosklonny 2012; Butler et al. 2004; Cevenini et al. 2013; Hefti and Bales 2006; Kirkland and Peterson 2009; Kristjuhan 2012; Le Bourg 2009; Olshansky et al. 2007; Rattan 2008; Vijg and Wei 1995; Yang et al. 2012; Yashin 2009). To study the connections between human aging and chronic conditions, data collected in longitudinal studies of aging, health, and longevity can be used. A good example of such a longitudinal dataset is the Framingham Heart Study. The data on the original cohort of this study contain the results of biennial examinations of physiological states, biological indicators, and ages at onset of a number of chronic conditions, such as cardiovascular disease, cancer, and diabetes, performed during more than 60 years of follow-up.

Progress in understanding aging processes depends to a large extent on the possibility of evaluating properties of complicated mechanisms that link aging and development of chronic diseases. The quality of such an evaluation, as well the possibility of addressing fundamental research questions about aging, health, and longevity, depend on the amount of information that can be used in the analyses. For these reasons, the joint analyses of large amount of data describing various aspects of aging-related changes and disease development looks promising. Such analyses require appropriate mathematical description of aging mechanisms and their connections to available data, as well as efficient statistical methods for estimating parameters of the corresponding processes from the data. The results of this chapter indicate that comprehensive analyses of available longitudinal data on human aging, health, and longevity can be successfully performed.

The use of a diffusion-type continuous-time stochastic process for describing the evolution of physiological states over the life course allows us to take recent findings in the area of aging into account, and incorporate them into the model of aging-related changes in physiological states. The use of a finite-state continuoustime stochastic process with transition rates depending on current values of physiological variables for describing changes in health status during this period captures important connections between aging-related changes, morbidity, and mortality risks. We derived equations for integrative mortality models, and approximate changes in physiological state in terms of the first two moments of a conditional Gaussian process, given the health state. The simulations showed that the model parameters can be successfully estimated from the data.

Different longitudinal studies of aging, health, and longevity have different designs, use different systems of measurements (observational plans), and measure different biological variables and health outcomes. In this chapter, we showed (Table 16.2) that data with different observational plans describing the same basic phenomena (aging-related changes) can be jointly analyzed successfully. Although such analyses are computationally extensive, the reward is clear: more
sophisticated research questions can be addressed in joint analyses of combined data. This is because separate analyses of each dataset are not able to estimate all links among aging-related changes and health and survival outcomes. This means that separate analyses can be performed only with simplified models of aging, health, and longevity which have lower scientific value.

In sum, this chapter has illustrated how the study of aging, health, and longevity using comprehensive mortality models may require the use several longitudinal datasets to estimate important features of the aging mechanisms. The parameters of such models can be interpreted in terms of aging-related declines in physiological functions and deterioration in health/well-being status. The parameter estimation procedures become computationally more extensive, compared to those used in traditional analyses of survival or demographic data. The analyses, however, can be successfully performed using currently available computational equipment and software. The parameters of the proposed model can also be identified in the joint analyses of two or more incomplete datasets. The reward for these efforts is a better understanding of how changes, developing in the aging human body, affect the risks of diseases and survival. The approach described above can be extended to evaluate properties of individualized dynamic mechanisms involved in the regulation of aging-related changes in each study participant. These types of analyses will contribute to scientific knowledge promoting the development of personalized preventive and treatment strategies.
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# Chapter 17 <br> Analysis of the Natural History of Dementia Using Longitudinal Grade of Membership Models 

Eric Stallard and Frank A. Sloan

### 17.1 Introduction

Continuing increases in longevity have long been expected to produce dramatic increases in the incidence and prevalence of mental disorders and associated chronic diseases and disabilities (Kramer 1980). This expectation is now a reality for Alzheimer's disease and related dementias (Alzheimer's Association 2016); the resulting challenge for biodemographers is to extend their analytic repertoire to adequately describe the complex multidimensional long-term progressive array of cognitive, functional, behavioral, and clinical characteristics of dementia cases to facilitate the analysis of longitudinal panel data on these subpopulations.

This chapter presents a promising solution to this challenge based on a longitudinal form of the Grade of Membership (GoM) model (Woodbury et al. 1993; Kinosian et al. 2000; Stallard 2007; Stallard et al. 2010; Razlighi et al. 2014). The presentation of the model is self-contained-providing sufficient mathematical details that the reader can fully understand the concepts and methodology-and the application is realistic-addressing the complexities of the dementia process and the difficulties in such analysis. The specific formulation of the dementia model presented in this chapter has been independently validated for Alzheimer's disease (a subset the dementia syndrome) in Stallard et al. (2010) and Razlighi et al. (2014).

Dementia is the primary cause of cognitive impairment and subsequent deterioration in functioning among older persons, leading to long-term care (LTC), nursing home admission, and death. The disease is progressive, generally fatal, and characterized by substantial heterogeneity in etiology, symptomatology at diagnosis, and rates of progression post-diagnosis. The absence of well-defined biomarkers complicates the diagnosis and contributes further to the apparent heterogeneity of cases due to differences in the manifestations of the disease at the time of diagnosis (Grossberg and Desai 2003).

Much of the literature on the progression of dementia is based on samples of patients selected through contacts with medical providers or recruited into clinical
trials after meeting specified protocols (Kinosian et al. 2000). Alzheimer's disease (AD), the primary component of dementia, has been described as exhibiting three stages-mild, moderate, and severe-with each stage lasting $2-3$ years and the overall process lasting 5-8 years, on average, but with substantial individual variation in overall duration ranging from 2 to 20 years (Grossberg and Desai 2003).

Stern et al. (1996) used a growth curve model to show that declines in cognitive and physical functioning due to AD were nonlinear and multidimensional with an estimated overall average duration of 15-18 years, with initial losses in cognition preceding losses of independence in instrumental activities-of-daily-living (IADLs) and basic activities-of-daily-living (ADLs), on average, by 5 and 7 years, respectively. The process was nonlinear because the rates of loss for each of the three types of functioning (cognition, IADL, and ADL) differed over time. The process was multidimensional because the three types of functioning exhibited different patterns of time-dependent rates of loss. The following patterns were found:

- Loss of cognitive functioning was slow for the first 5 years, then rapid for years $5-15$, beyond which it was slow again.
- IADL loss started at 5 years, was initially rapid, and was effectively finished at 12 years.
- ADL loss started later, at 7 years, increased more slowly and for a longer time, and was effectively finished at 17 years.

The above results indicated that improved descriptions of the onset and progression of dementia from the first manifestation of cognitive impairment to death would require (1) multiple indicators of cognitive and functional impairment in longitudinally followed cohorts with at least 15 years of follow-up and (2) multivariate models of changes in those indicators capable of representing health state transitions that underlie the losses in the various types of functioning.

When analyzing survey data with large numbers of questionnaire items, researchers are increasingly relying on the Grade of Membership (GoM) modela flexible nonparametric model designed to analyze large numbers of categorical variables with a minimum number of assumptions (e.g., Berkman et al. 1989; Wachter 1999; Portrait et al. 2001; Seplaki et al. 2006; Wieland et al. 2013). The GoM model readily deals with substantial amounts of "missing data", a common and pervasive problem in longitudinal data due to death or early withdrawal from the study, to the use of different questionnaires for different types of respondents (e.g., one questionnaire for community residents, another for institutional residents), and to the presence of different "skip patterns" depending on the answers to specific questions. This can be done without strong distributional assumptions such as joint multivariate normality of observed and unobserved variables. The GoM model is a latent state model that produces, as a direct outcome of its estimation algorithm, vectors of "intensity" or "severity" scores for each individual person (i.e., study subject) that can be interpreted as parsimonious multivariate summaries of each individual's array of measurements. With longitudinal data on general population samples, these intensity scores (which are more generally
referred to as "GoM scores") can be tracked over time and used to describe the natural history of the targeted disease process.

The GoM model has been applied to the analysis of longitudinal data with repeated time-varying measures by treating each observation of the same person as if it were that of a new person, i.e., as a statistically independent observation (Manton et al. 1991, 1992). Under this approach, the resulting estimated GoM scores are used to form a new longitudinal dataset which can be analyzed separately in an independent longitudinal model. A limitation of this approach is that the estimation of the GoM scores neither explicitly recognizes nor exploits the information contained in the assumed form of GoM-score changes represented in the independent longitudinal model. This limitation produces a loss of efficiency in estimation.

We present an optimized longitudinal form of the GoM model for the analysis of initial and subsequent patterns of cognitive and functional impairment in longitudinal cohort data in which each follow-up observation of the same person is linked to all prior observations through a set of transition matrices that use the initial GoM scores for that person to generate all subsequent values of those scores. Durationspecific rates of transition from more to less healthy states within the GoM model are consistent with reports of the rates of progression of dementia described in the literature (e.g., Stern et al. 1996; Stallard et al. 2010). The linkage of each follow-up vector of GoM scores to the immediately prior vector of GoM scores through the corresponding transition matrix generalizes the growth curve model used by Stern et al. (1996) in which the change in each test score over a follow-up interval is assumed to be a function of the test score at the start of that interval. Our generalization allows more complex forms of transition from one observation to the next and allows the transitions to change with the time since onset of the disease.

Earlier versions of this model were employed in analyzing the natural history of AD (Kinosian et al. 2000, 2004) and in analyzing the age-dependence of disability and mortality in the general population (Stallard 2007). The current version tests the assumption that dementia is a complex irreversible multidimensional process governed by a latent three-dimensional bounded state-space process with uppertriangular transition matrices. Maximum likelihood parameter estimation is based on a modified Newton-Raphson algorithm that meets the Kuhn-Tucker conditions (Kuhn and Tucker 1951).

The model was estimated using longitudinal panel data from the National Long Term Care Survey (NLTCS) of 1984, 1989, 1994, and 1999. All respondents included in the model were determined to have been cognitively intact prior to the interview at which dementia was first detected. Longitudinal follow-up extended up to 15 years for those with onset detected in 1984, with shorter follow-up for those with onset detected in 1989 and 1994, and no follow-up for those with onset detected in 1999. All cases meeting the criteria for recent onset of dementia had at least one interview; $33 \%$ had at least two interviews; $7 \%$ had three or four interviews; and $1 \%$ had four interviews. Data from all completed interviews were used in model estimation.

Cognitive measures included individual items in the Short Portable Mental Status Questionnaire (SPMSQ; Pfeiffer 1975) and the Mini-Mental State Exam (MMSE; Folstein et al. 1975); and self-reported and physician-reported diagnostic codes for AD and related dementias.

Functional performance measures included individual items from standard scales of basic activities of daily living (ADLs; Katz and Akpom 1976), instrumental activities of daily living (IADLs; Lawton and Brody 1969), and physical performance (Nagi 1976).

The remainder of the chapter contains four sections:

- Section 17.2 (Methods) describes the longitudinal GoM model and the constrained Newton-Raphson estimation procedures.
- Section 17.3 (Data) describes the NLTCS and related administrative files from Medicare used to select cases with recent onset of dementia.
- Section 17.4 (Results) presents and interprets the parameter estimates.
- Section 17.5 (Discussion) considers the implications of the analyses and potential future applications of the model.

The chapter describes the specification and estimation of the longitudinal GoM model and provides a substantively meaningful application to the natural history of dementia from the time of initial clinical symptoms to death. The methodology and the application are mutually reinforcing and both are necessary to motivate the model for the study of individual level processes based on generalizations of standard biodemographic methods. The substantive results indicated that the natural history of dementia was highly variable over individuals with respect to their cognitive and physical functioning at onset and the subsequent rates of loss of such functioning. Estimates of life expectancy ranged from 2 to 12 years, depending on cognitive and physical functioning at onset. This range is so large that the use of population averages may be highly misleading when used as prognosticators for subgroups of dementia cases with similar characteristics at onset. The results showed that the dementia population was continuously distributed on the derived GoM-score dimensions indicating that there was no evidence for the existence of clusters of homogeneous subgroups that could be modeled using more traditional demographic procedures-consistent with the findings in Stallard et al. (2010), based on similar analyses of AD in the Predictors Study (Stern et al. 1996).

### 17.2 Methods

### 17.2.1 Model

The basic form of the GoM model as a fuzzy-set representation of disease states based on discrete clinical variables (i.e., categorical data) was introduced in Woodbury and Clive (1974). Modifications to the basic model that facilitated estimation
were presented in Woodbury et al. (1978). Manton et al. (1994) presented a comprehensive review of statistical properties and applications of the GoM model. Wachter (1999) provided an alternative derivation of the GoM model based on concepts of dimensionality reduction similar to those used in Principal Component Analysis (PCA).

Applications of the GoM model to longitudinal data were introduced in (1) Manton et al. (1991)-using an approach in which the transition matrices were estimated separately from the basic GoM model-and (2) Woodbury et al. (1993) and Kinosian et al. (2000)—using an approach in which the transition matrices were estimated simultaneously with the basic GoM model using either maximum likelihood procedures based on the fixed-point iteration algorithm or approximations to such maximum likelihood procedures based on the faster Newton-Raphson iteration algorithm. Limitations of the separate estimation approach were discussed in Stallard (2007) and will not be considered further herein. For the simultaneous estimation approach, the primary limitation was that the Newton-Raphson iteration algorithms could be applied to the approximating likelihood function, but not to the exact likelihood function. This chapter introduces new estimation procedures for the exact likelihood function based on three linked sets of Newton-Raphson iteration algorithms that satisfy the Kuhn-Tucker conditions for convergence and that, depending on the specific estimation problem, are one to three orders of magnitude faster than existing procedures based on fixedpoint iteration algorithms.

The basic GoM model is specified in terms of a $K$-element vector of "GoMscores," $\mathbf{g}_{i}$, defined for each individual $i$ in a study population of size $N$, where $i=1$, $\ldots, N$. Each GoM-vector (of GoM-scores) must satisfy "convexity constraints" such that all $K$ elements are nonnegative and their sum is exactly equal to 1 . The convexity constraints combine a "summation constraint", i.e., $\sum_{k} g_{i k}=1$, with $K$ "boundary constraints", i.e., $g_{i k} \geq 0, k=1, \ldots, K$. Given the summation constraint, it follows that the GoM-vectors generate a $(K-1)$-dimensional space with all points falling within or on the boundaries of a regular $(K-1)$-simplex with $K$ vertices. Geometrically, these objects are a point for $K=1$, a line for $K=2$, an equilateral triangle for $K=3$, a regular tetrahedron for $K=4$, etc.

The longitudinal GoM model is specified by adding a time subscript $t$ to the basic GoM vector $\mathbf{g}_{i}$, yielding $\mathbf{g}_{i t}$, with initial values $\mathbf{g}_{i} \equiv \mathbf{g}_{i 0}$, by convention, which are updated using a sequence of transition matrices, $\mathbf{U}_{t}, t=0, \ldots, T-1$, governing the changes in $\mathbf{g}_{i t}$ from time 0 to time $T$. It follows that:

$$
\begin{equation*}
\mathbf{g}_{i t}^{\prime}=\mathbf{g}_{i 0}^{\prime}\left\{\prod_{r=0}^{t-1} \mathbf{U}_{r}\right\}=\mathbf{g}_{i}^{\prime} \mathbf{V}_{0, t} \tag{17.1}
\end{equation*}
$$

where $\mathbf{g}_{i t}^{\prime}$ is the transpose of $\mathbf{g}_{i t}$ and, in general,

$$
\begin{equation*}
\mathbf{V}_{s, t}=\prod_{r=s}^{t-1} \mathbf{U}_{r} \tag{17.2}
\end{equation*}
$$

$\mathbf{V}_{0, t}$ is the cumulative transition matrix from time 0 to time $t$. To preserve the convexity constraints on the GoM-vectors over time, each row of each $\mathbf{U}$-matrix must satisfy convexity constraints such that all $K$ elements are nonnegative (a boundary constraint) and their sum is exactly equal to 1 (a summation constraint).

We refer to the GoM vector $\mathbf{g}_{i t}$ as the vector of "adjusted" GoM-scores to distinguish it from the basic "unadjusted" GoM vector $\mathbf{g}_{i}$. This distinction becomes important when considering the impact of the $\mathbf{V}$-matrices on the GoM-score distribution at time $t>0$ (e.g., see Figs. 17.2a, 17.2b, 17.2c, and 17.2d below).

The GoM-scores are unobserved latent state-space variables hypothesized to explain the associations among observed measurements (Woodbury and Clive 1974; Wachter 1999; Stallard et al. 2010). Precise connections between GoM-scores and observed measurements are as follows.

Let $\mathbf{x}_{i t}$ denote the $J$-element vector of responses to $J$ categorical variables obtained for individual $i$ at time $t$. The elements of $\mathbf{x}_{i t}$ are indexed by $j, j=1, \ldots$, $J$, and are denoted $x_{i j t}$. Because the variables are categorical, it is convenient to index the response outcomes by $l, l=1, \ldots, R_{j}$, where $R_{j}$ is the number of response outcomes for variable $j$. The responses are further characterized by defining a vector of auxiliary variables, $\mathbf{y}_{i t}$, where the elements of $\mathbf{y}_{i t}$ are binary coded using the following convention:

$$
y_{i j l t}= \begin{cases}1, & \text { if } x_{i j t}=l  \tag{17.3}\\ 0, & \text { if } x_{i j t} \neq l\end{cases}
$$

The second condition includes the case where $x_{i j t}$ is missing at random or missing because of planned survey skip patterns including the case where a person is lost to follow-up due to withdrawal or mortality. Informative missing data can be represented by coding appropriate supplementary indicator variables.

The fundamental equation of the longitudinal GoM model is a bilinear form that describes the probability of each observed outcome $m, m=1, \ldots, M$, in terms of a $K$-element vector of probabilities, denoted $\lambda_{m}$, in which each element is associated with one of $K$ latent states or pure types:

$$
\begin{equation*}
\operatorname{Prob}\left(y_{i j l t}=1\right) \equiv p_{i j l t}=\mathbf{g}_{i}^{\prime}\left\{\prod_{r=0}^{t-1} \mathbf{U}_{r}\right\} \lambda_{m_{j l}}=\mathbf{g}_{i}^{\prime} \mathbf{V}_{0, t} \lambda_{m_{j l}} \tag{17.4}
\end{equation*}
$$

where the subscript $t$ indexes time and the subscript $m$ is a known function of the combination $(j, l)$ of variable and outcome indexes, which implies that $M=\sum_{j} R_{j}$. For each variable $j$, there are $R_{j} \lambda$-vectors which can be arranged to form the columns of a $K \times R_{j}$ matrix $\boldsymbol{\Lambda}_{j}$; to conform to the convexity constraints on the GoM-vectors, each row of $\boldsymbol{\Lambda}_{j}$ must satisfy convexity constraints such that all $R_{j}$
elements are nonnegative (a boundary constraint) and their sum is exactly equal to 1 (a summation constraint).

The characterization of GoM as a fuzzy-set model is based on the bilinear form of the probability of each observed outcome as a weighted average of the pure-type probabilities for that outcome, using the same set of GoM scores as weights for all outcomes for a given individual. To the extent that the pure types can be described as discrete classes in a Latent Class Analysis (LCA; Lanza et al. 2007), the "fuzziness" introduced by GoM represents the capacity of the model to describe individuals who are not exactly like any of the pure types, or equivalently, who do not unambiguously fall into any of the standard categories used to classify the progression of the disease (Eisdorfer et al. 1992).

Fuzziness is an important aspect of GoM. It allows one to generalize a discrete latent class process to a fuzzy-set latent membership process with intermediate state-space locations that are specified as abstractions from a more complex multidimensional process. If the fuzzy-set generalization is in fact unnecessary, then the model will revert to the standard form of a discrete latent class process. For the analysis in this chapter, where $17 \%$ of the cases were exactly like one of the four pure types, and $83 \%$ were not (see Figs. 17.1a, 17.1b, 17.1c, and 17.1d), the fuzzy-set generalization was essential to the specification of an adequate model.

The fuzziness in GoM induces the close connections with PCA noted by Wachter (1999). One remaining difference between PCA and GoM is that the PCA scores are unrestricted whereas the GoM scores are restricted by the convexity constraints. This difference is less restrictive than commonly recognized: the PCA


Fig. 17.1a Distribution of GoM scores for pure type I, by sex


Fig. 17.1b Distribution of GoM scores for pure type II, by sex


Fig. 17.1c Distribution of GoM scores for pure type III, by sex


Fig. 17.1d Distribution of GoM scores for pure type IV, by sex
scores can be transformed to meet the convexity constraints using a suitably defined homeomorphic mapping from the Euclidian space $\mathbf{R}^{(K-1)}$ used in PCA onto the interior of the ( $K-1$ )-simplex $\mathbf{S}^{(K-1)}$ used in GoM. The mapping will be homeomorphic if it is bijective (i.e., one-to-one and onto), continuous, and open.

Such a mapping from PCA to GoM will yield GoM scores that are interior to the ( $K-1$ )-simplex, with extreme PCA scores mapping to locations arbitrarily close to the simplex boundaries. For maximum likelihood estimation of the GoM model, the directly estimated GoM scores for these extreme cases are allowed to fall on the boundaries, even though the "true" GoM scores are near, but not precisely on, the boundaries. As noted by Birch (1964), the possibility that some maximum likelihood estimates may lie on the boundaries presents no special problems for the asymptotic theory as long as the true values are in the interior of the parameter space. The large sample properties of longitudinal GoM are considered in Sect. 17.2.9.

### 17.2.2 Likelihood

The likelihood is the product over $i, j, l$, and $t$ of the set $\left\{\operatorname{Prob}\left(y_{i j l t}=1\right)\right\}$ :

$$
\begin{equation*}
L=\prod_{i} \prod_{j} \prod_{l} \prod_{t}\left(\mathbf{g}_{i}^{\prime}\left\{\prod_{r=0}^{t-1} \mathbf{U}_{r}\right\} \lambda_{m_{j l}}\right)^{y_{i j l t}} . \tag{17.5}
\end{equation*}
$$

The product form of the likelihood expresses the assumption of statistical independence of the $i=1, \ldots, N$ sample persons over the $t=0, \ldots, T$ observation times and the $j=1, \ldots, J$ variables. The product over the $l=1, \ldots, R_{j}$ response levels reflects the binary coding of $\mathbf{y}_{i t}$, not an independence assumption.

The assumption that different individuals are statistically independent is standard in biodemographic analysis. The assumption that different variables are statistically independent is the defining assumption of the GoM model. That is, the GoM-score vectors are precisely the vectors of latent variables required to generate conditional distributions of the observed variables that are statistically independent. By treating the GoM-scores as unknown parameters, we can ensure that the fitted model best matches this conditional independence assumption (Wachter 1999).

The assumption that repeated observations of the same individuals are statistically independent over time was implicit in prior applications of the GoM model to longitudinal data analysis (Manton et al. 1991, 1994; Woodbury et al. 1993). We assume that the $\mathbf{U}$-matrices are precisely the set of transition matrices required to transform the GoM-score vectors so that the resulting conditional distributions of the observed variables are statistically independent over time. By treating both the GoM-score vectors and the U-matrices as unknown parameter sets, we can ensure that the fitted model best matches the independence assumption over variables and time.

The product form of the likelihood over the set of $J$ variables readily accommodates the coding of survey skip patterns and missing responses. Skip patterns occur when the interrogatories for given questions depend on specific responses to prior questions. For example, the SPMSQ and MMSE questions were asked only to selfrespondents in the NLTCS. If the relevant screening variable was coded to indicate a proxy interview, then all SPMSQ and MMSE questions would be coded as missing (i.e., by setting $y_{i j l t}=0$, for all values of $l$ associated with the relevant indexes $j$ and $t$ ). Similarly, because all NLTCS surveys used either the SPMSQ or MMSE, but not both, the complementary questions were coded as missing. More fundamentally, if the person was not alive at a given survey or if the $T$-year followup survey had not yet been conducted, all of the survey responses would be coded as missing. Occasionally, a respondent's record failed to provide an answer to a question that should have been provided. These cases were coded as missing in the current analysis.

The effect of coding variable responses as missing (by setting $y_{i j l t}=0$ ) is to replace the corresponding terms in the likelihood with the value 1 . This is equivalent to integrating over the conditional distributions of missing responses, given the vectors of GoM scores, $\mathbf{g}_{i t}$, assuming that the missing responses are missing at random (MAR; see Rubin 1976). This is fully consistent with Orchard and Woodbury's (1971, p. 699) missing information principle under which "the missing data tells you nothing."

### 17.2.3 Log-Likelihood

Parameter estimation is facilitated by maximizing the natural logarithm of the likelihood function, rather than the likelihood function itself. The log-likelihood is:

$$
\begin{equation*}
\ln L=\sum_{i} \sum_{j} \sum_{l} \sum_{t} y_{i j l t} \ln p_{i j l t}, \tag{17.6}
\end{equation*}
$$

where $p_{i j l t}$ is the predicted probability that $y_{i j l t}=1$.
To establish notation for the derivative expressions, we introduce three equivalent factorizations of $p_{i j l t}$ to isolate the $g$-parameters and the $\lambda$-parameters as follows:

$$
\begin{gather*}
p_{i j l t}=\left(\mathbf{g}_{i}^{\prime} \mathbf{V}_{0, t}\right) \lambda_{m_{j l}}=\mathbf{g}_{i t}^{\prime} \lambda_{m_{j l}}  \tag{17.7}\\
p_{i j l t}=\mathbf{g}_{i}^{\prime}\left(\mathbf{V}_{0, t} \lambda_{m_{j l}}\right)=\mathbf{g}_{i}^{\prime} \lambda_{m_{j l} t}  \tag{17.8}\\
p_{i j l t}=\left(\mathbf{g}_{i}^{\prime} \mathbf{V}_{0, s}\right)\left(\mathbf{V}_{s+1, t} \lambda_{m_{j l}}\right)=\mathbf{g}_{i s}^{\prime} \lambda_{m_{j l}(s+1) t} \tag{17.9}
\end{gather*}
$$

where

$$
\begin{gather*}
\lambda_{m_{j l} t}=\mathbf{V}_{0, t} \lambda_{m_{j l}}  \tag{17.10}\\
\lambda_{m_{j l}(s+1) t}=\mathbf{V}_{s+1, t} \lambda_{m_{j l}} . \tag{17.11}
\end{gather*}
$$

Thus, time indexes can be attached to the $\lambda$-vectors as well as to the $\mathbf{g}$-vectors. The subscript $m_{j l}$ will be reserved for use with $K$-element $\lambda$-vectors, which may have 0,1 , or 2 time indexes as indicated above.

We refer to the $\lambda$-vector $\lambda_{m_{j j} t}$ as the vector of "adjusted" $\lambda$-parameters to distinguish it from the basic "unadjusted" $\lambda$-vector $\lambda_{m_{j l}}$ This distinction becomes important when considering the impact of the $\mathbf{V}$-matrices on the $\boldsymbol{\lambda}$-vectors at time $t>0$ (e.g., see Figs. 17.3a, 17.3b, 17.3c, and 17.3d below).

### 17.2.4 Derivatives of Log-Likelihood

We need the following first- and second-order derivatives of the log-likelihood function:

$$
\begin{equation*}
\frac{\partial \ln L}{\partial g_{i k}}=\sum_{j} \sum_{l} \sum_{t} y_{i j l t} \lambda_{k j l t} / p_{i j l t} \tag{17.12}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial \ln L}{\partial \lambda_{k j l}}=\sum_{i} \sum_{t} y_{i j l t} g_{i k t} / p_{i j l t}  \tag{17.13}\\
\frac{\partial \ln L}{\partial u_{k c t}}=\sum_{i} \sum_{j} \sum_{l} \sum_{s=t+1} y_{i j l s} g_{i k t} \lambda_{c j l(t+1) s} / p_{i j l s}  \tag{17.14}\\
\frac{\partial^{2} \ln L}{\partial g_{i k} \partial g_{i k^{\prime}}}=-\sum_{j} \sum_{l} \sum_{t} y_{i j l t} \lambda_{k j l t} \lambda_{k^{\prime} j l t} / p_{i j l t}^{2}  \tag{17.15}\\
\frac{\partial^{2} \ln L}{\partial \lambda_{k j l} \partial \lambda_{k^{\prime} j^{\prime}}}=\left\{\begin{array}{l}
-\sum_{i} \sum_{t} y_{i j l t} g_{i k t} g_{i k^{\prime} t} / p_{i j l t}^{2} \quad \text { if } \quad l=l^{\prime} \\
0 \\
\frac{\partial^{2} \ln L}{\partial u_{k c t} \partial u_{k^{\prime} c^{\prime} t}}=-\sum_{i} \sum_{j} \sum_{l} \sum_{s=t+1} y_{i j l s} g_{i k t} g_{i k^{\prime} t} \lambda_{c j l(t+1) s} \lambda_{c^{\prime} j l(t+1) s} / p_{i j l s}^{2}
\end{array}\right. \tag{17.16}
\end{gather*}
$$

### 17.2.5 Constrained Log-Likelihood

Under Lagrange's method, the summation constraints on the $g-, \lambda$-, and $u$-parameters can be represented by adding an appropriately defined set of "side conditions" (additive terms) to the log-likelihood function. The specification of the side conditions must be such that the additional terms sum to zero when the summation constraints are satisfied. Such a constrained log-likelihood can be defined as follows:

$$
\begin{align*}
\ln L^{*}= & \ln L+\sum_{i} \rho_{i}\left(1-\sum_{k} g_{i k}\right)+\sum_{k} \sum_{j} \theta_{k j}\left(1-\sum_{l} \lambda_{k j l}\right) \\
& +\sum_{k} \sum_{t} \varphi_{k t}\left(1-\sum_{c} u_{k c t}\right) \tag{17.18}
\end{align*}
$$

where $\rho_{i}, \theta_{k j}$, and $\varphi_{k t}$ are "Lagrange multipliers" (i.e., unknown constants). To avoid confusion, we refer to $\ln L$ as the unconstrained log-likelihood in the following.

### 17.2.6 Kuhn-Tucker Conditions

Kuhn and Tucker (1951: Lemmas 1 and 2) provided necessary and sufficient conditions for maximum likelihood estimation under the convexity constraints of the GoM model:

1. Each parameter must be zero or positive (a boundary constraint).
2. The derivative of the constrained log-likelihood with respect to each Lagrange multiplier must be zero (equivalent to the summation constraint).
3. The derivative of the constrained log-likelihood with respect to each parameter must be zero or negative.
4. The product of each parameter and the derivative of the constrained log-likelihood with respect to that parameter must be zero (ensuring that only parameters on the boundary can have negative derivatives).
5. The log-likelihood function must be concave.

Conditions $1-4$ are necessary; Conditions $1-5$ are sufficient. Conditions 1 and 2 restate the convexity constraints. Conditions 2-4 require consideration of the firstorder derivatives. Condition 5 requires consideration of the second-order derivatives.

If Conditions $1-5$ are met for all parameters, then the entire set of estimates may constitute a global maximum likelihood solution. If Conditions 1-4 are met and Condition 5 is met for the subset of all parameters with 0 -valued derivatives (i.e., excluding one or more parameters with negative derivatives), then the entire set of estimates constitutes a local maximum likelihood solution. The global maximum likelihood solution can be found by solving for all local maxima and selecting the one with the largest value of the log-likelihood function.

### 17.2.7 Derivatives of Constrained Log-Likelihood

The first-order derivatives of the constrained and unconstrained log-likelihood functions are related as follows:

$$
\begin{align*}
\frac{\partial \ln L^{*}}{\partial g_{i k}} & =\frac{\partial \ln L}{\partial g_{i k}}-\rho_{i}  \tag{17.19}\\
\frac{\partial \ln L^{*}}{\partial \lambda_{k j l}} & =\frac{\partial \ln L}{\partial \lambda_{k j l}}-\theta_{k j}  \tag{17.20}\\
\frac{\partial \ln L^{*}}{\partial u_{k c t}} & =\frac{\partial \ln L}{\partial u_{k c t}}-\varphi_{k t} \tag{17.21}
\end{align*}
$$

The second-order derivatives of the constrained and unconstrained log-likelihood functions with respect to the $g-, \lambda$-, and $u$-parameters, respectively, are identical. It follows from Kuhn-Tucker Conditions 2 and 4 that the Lagrange multipliers are weighted averages of the derivatives of the unconstrained log-likelihood function with weights equal to the associated parameter values:

$$
\begin{equation*}
\rho_{i}=\sum_{k} g_{i k} \frac{\partial \ln L}{\partial g_{i k}}=\sum_{j} \sum_{l} \sum_{t} y_{i j l t} \tag{17.22}
\end{equation*}
$$

$$
\begin{align*}
\theta_{k j} & =\sum_{l} \lambda_{k j l} \frac{\partial \ln L}{\partial \lambda_{k j l}}  \tag{17.23}\\
\varphi_{k t} & =\sum_{c} u_{k c t} \frac{\partial \ln L}{\partial u_{k c t}} \tag{17.24}
\end{align*}
$$

It follows from Kuhn-Tucker Condition 3 that the derivatives of the unconstrained log-likelihood in each weighted average corresponding to 0 -valued derivatives of the constrained log-likelihood are equal.

Kuhn-Tucker Condition 4 requires that:

$$
\begin{equation*}
g_{i k} \frac{\partial \ln L^{*}}{\partial g_{i k}}=g_{i k} \frac{\partial \ln L}{\partial g_{i k}}-g_{i k} \rho_{i}=0 \tag{17.25}
\end{equation*}
$$

with similar expressions for the $\lambda$ - and $u$-parameters. Although this equation does not allow one to solve for the value of each $g$-parameter, it does allow one to express each $g$-parameter as a function of itself and the $\lambda$ - and $u$-parameters:

$$
\begin{equation*}
g_{i k}=g_{i k} \times \frac{\sum_{j} \sum_{l} \sum_{t} y_{i j l t} \lambda_{k j t t} / p_{i j l t}}{\sum_{j} \sum_{l} \sum_{t} y_{i j l t}} . \tag{17.26}
\end{equation*}
$$

Except for the addition of the time dimension, this expression matches Eq. (3.11) in Woodbury and Clive (1974). The numerator and denominator of the factor to the right of the " $\times$ " are the first and second terms, respectively, of the derivative of the constrained log-likelihood with respect to $g_{i k}$ in Eq. (17.19). The second term in Eq. (17.19) is preceded by a minus sign: hence, when the derivative is zero the factor is 1 ; when the derivative is positive the factor is greater than 1 , and, when negative, less than 1 . Moreover, $g_{i k}$ is functionally independent of $g_{i^{\prime} k^{\prime}}$, when $i^{\prime} \neq i$.

Similarly, one obtains

$$
\begin{equation*}
\lambda_{k j l}=\lambda_{k j l} \times \frac{\sum_{i} \sum_{t} y_{i j l t} g_{i k t} / p_{i j l t}}{\sum_{l^{\prime}} \sum_{i} \sum_{t} y_{i j l^{\prime} t t_{i k t}} \lambda_{k j l^{\prime} t} / p_{i j l^{\prime} t}}, \tag{17.27}
\end{equation*}
$$

which corrects and adds a time dimension to Eq. (4.6) in Woodbury and Clive (1974; see Eq. (1.22) in Erosheva 2002); and

$$
\begin{equation*}
u_{k c t}=u_{k c t} \times \frac{\sum_{i} \sum_{j} \sum_{l} \sum_{s=t+1} y_{i j l s} g_{i k t} \lambda_{c j l(t+1) s} / p_{i j l s}}{\sum_{c^{\prime}} \sum_{i} \sum_{j} \sum_{l} \sum_{s=t+1} y_{i j l s} g_{i k t} u_{k c^{\prime} t} \lambda_{c^{\prime} j l(t+1) s} / p_{i j l s}} \tag{17.28}
\end{equation*}
$$

$\lambda_{k j l}$ is functionally independent of $\lambda_{k^{\prime} j^{\prime} l^{\prime}}$, when $j^{\prime} \neq j$ or $k^{\prime} \neq k$, and $u_{k c t}$ is functionally independent of $u_{k^{\prime} c^{\prime} t}$ when $k^{\prime} \neq k$.

Woodbury and Clive (1974) used their Eqs. (3.11) and (4.6) as the basis of a fixed-point iteration procedure operating independently and sequentially on each set of $g$ - and $\lambda$-parameters. Each set was conditionally optimized given the current values of the other parameters. Once a given set was optimized, the focus shifted to the other set which was then conditionally optimized given the latest values of the given set. This process was repeated as long as the parameters continued to change.

At each iteration, the fixed-point update equations yield parameter estimates that satisfy the convexity constraints, and hence Kuhn-Tucker Conditions 1 and 2. Infinitesimally small positive values are treated as true zeroes at convergence which allows the solution to satisfy Kuhn-Tucker Condition 4. At convergence, the fixedpoint factors are less than or equal to 1 , which satisfies Kuhn-Tucker Condition 3. Kuhn-Tucker Condition 5, however, is not explicitly considered.

The most significant limitation of the fixed-point iteration procedure is that it has great difficulty moving infinitesimally small positive values away from 0 when the fixed-point factors are close to 1 (Stallard 2007). This can lead to problems where Kuhn-Tucker Conditions 3 and 4 are not satisfied but the iterations are unable to improve the log-likelihood to reach even a local maximum. Use of a NewtonRaphson procedure bypasses these problems by using additive rather than multiplicative updates. ${ }^{1}$ An added benefit is the relatively much faster convergence of the Newton-Raphson procedure in cases where both procedures lead to the same solution.

### 17.2.8 Constrained Newton-Raphson Procedures

Maximum likelihood estimation can be conducted via three linked sets of NewtonRaphson procedures operating independently and sequentially on $\mathbf{g}$-vectors, $\boldsymbol{\Lambda}$ matrices, and U-matrices. Each vector or matrix of parameters is conditionally optimized given the current values of the other parameters. Once a given set of

[^1]parameters is optimized, the focus shifts to the next vector or matrix which is then conditionally optimized given the latest values of the other parameters. This process is repeated until Kuhn-Tucker Conditions $1-4$ are met and Condition 5 is met for the subset of all parameters with 0 -valued derivatives. We guard against local maximum likelihood solutions by (1) re-estimating each model with multiple sets of "start values" for the parameter estimates and (2) using multiple sets of perturbations on the tentatively accepted global solutions to confirm that each perturbation returns to the same solution.

We implemented three linked sets of Newton-Raphson procedures where each vector of $K g$-parameters was estimated separately over person $i, i=1, \ldots, N$; each matrix of $K \times R_{j} \lambda$-parameters was estimated separately over variable $j, j=1, \ldots, J$; and each matrix of $K \times K u$-parameters was estimated separately over time $t, t=0$, $\ldots, T-1$. The procedures are essentially identical across the different parameter sets. Thus, we present the general form of the algorithm, indicating special conditions as needed.

Let $\mathbf{b}$ denote a $Q$-element vector of parameters with $Q=K, K \times R_{j}, K \times K$, or fewer elements depending on whether the iterations involve the $g-, \lambda$-, or $u$ parameters, and whether one or more of these parameters are excluded from the current iteration due to the boundary constraints; let $\mathbf{d}$ denote the corresponding $Q$ element vector of first-order derivatives of the constrained log-likelihood function and $\mathbf{H}$ the corresponding $Q \times Q$ (Hessian) matrix of second-order derivatives multiplied by -1 . Kuhn-Tucker Condition 5 requires that $\mathbf{H}$ be positive definite; this can be verified during the computation of $\mathbf{H}^{-1}$.

The standard form of the Newton-Raphson update is:

$$
\begin{equation*}
\mathbf{b} \leftarrow \mathbf{b}+\alpha \mathbf{H}^{-\mathbf{1}} \mathbf{d} \tag{17.29}
\end{equation*}
$$

where $\alpha \leq 1$ is an iteration control parameter that is typically set to 1 when the $\log$-likelihood function is quadratic. One may set $\alpha<1$ if the log-likelihood is not quadratic or if the parameters are bounded, such as in the GoM model. One can maintain the boundary constraints in the GoM model by setting $\alpha=\min \left(1, \alpha_{1}, \ldots, \alpha_{Q}\right)$, where

$$
\alpha_{n}= \begin{cases}\frac{1-b_{n}}{\Delta b_{n}} & \text { if } \quad \Delta b_{n}>0  \tag{17.30}\\ \frac{-b_{n}}{\Delta b_{n}} & \text { if } \quad \Delta b_{n}<0\end{cases}
$$

and $\Delta b_{n}$ is the $n$th element of the Newton-Raphson change vector, $\Delta \mathbf{b}$, where

$$
\begin{equation*}
\Delta \mathbf{b}=\mathbf{H}^{-1} \mathbf{d} \tag{17.31}
\end{equation*}
$$

In this case, a boundary has been reached for parameter $b_{n}$ if $\alpha_{n}=\alpha<1$ and $b_{n}=0$ or 1 after the Newton-Raphson update. The corresponding derivative, $d_{n}$, is
evaluated in each subsequent iteration to determine if the log-likelihood will increase if the parameter moves away from the boundary. If so, the parameter is included in the subsequent update equation; if not, the parameter is held fixed at its boundary value and excluded from the calculation of the subsequent update. If the parameter is excluded, the number of parameters in the subsequent iteration decreases from $Q$ to $Q-1$. To simplify notation, we let $Q$ be the number of parameters included in the current iteration, recognizing that $Q$ might change from one iteration to the next.

In contrast to the fixed-point update equations which always satisfy the summation constraints, the Newton-Raphson update equations generally do not satisfy them, nor is it intuitively obvious how one might impose such constraints on them.

To solve this problem, we first consider the case where the initial estimates of the parameters satisfy the convexity constraints. Hence the summation constraints will be satisfied on each subsequent iteration if the Newton-Raphson change vectors are constrained to sum to zero. To motivate our treatment of these constraints, we observe that the Lagrange multipliers appear as offsets in the derivatives of the constrained log-likelihood in Eqs. (17.19), (17.20), and (17.21), and hence in the Newton-Raphson change vectors in Eqs. (17.29) and (17.31). Given that these offsets are generally unknown, we further constrain the Newton-Raphson change vectors by introducing appropriately specified additional offsets, as follows:

$$
\begin{equation*}
\Delta \mathbf{b}^{*}=\mathbf{H}^{-\mathbf{1}}(\mathbf{d}-\mathbf{W} \boldsymbol{\delta}) \tag{17.32}
\end{equation*}
$$

where $\mathbf{W}$ is a $Q \times C$ design matrix with as many rows as there are parameters within the current set of $g$-, $\lambda$-, or $u$-parameters and as many columns as there are summation constraints; and $\boldsymbol{\delta}$ is a $C$-element vector containing "correction" terms (defined below) for the current estimates of the Lagrange multipliers. For the $g$ parameters, $C=1$; for the $\lambda$ - and $u$-parameters, $C=K$.

The elements of $\mathbf{W}$ indicate whether $\left(w_{n c}=1\right)$ or not $\left(w_{n c}=0\right)$ parameter $b_{n}$ is part of constraint $c$. Thus, the columns of $\mathbf{W}$ are in a one-to-one correspondence with the Lagrange multipliers in the constrained log-likelihood. For the $g$-parameters with $C=1, \boldsymbol{\delta}$ is a scalar. Kuhn-Tucker Condition 3 implies that $\boldsymbol{\delta}$ will converge to zero as convergence of the parameters is achieved, which explains why $\boldsymbol{\delta}$ is described as a "correction" vector.

It follows from the convexity of the current set of parameter estimates that $\mathbf{W}^{\prime} \mathbf{b}=\mathbf{1}$, a $C$-element vector of 1 's. To maintain the summation constraint at the next iteration, we require that $\mathbf{W}^{\prime} \boldsymbol{\Delta} \mathbf{b}^{*}=\mathbf{0}$, a $C$-element vector of 0 's. This condition is satisfied by defining $\boldsymbol{\delta}$ as:

$$
\begin{equation*}
\boldsymbol{\delta}=\left(\mathbf{W}^{\prime} \mathbf{H}^{-1} \mathbf{W}\right)^{-\mathbf{1}} \mathbf{W}^{\prime} \mathbf{H}^{-1} \mathbf{d} \tag{17.33}
\end{equation*}
$$

Moreover, it follows immediately that $\boldsymbol{\delta} \rightarrow \mathbf{0}$ as $\mathbf{d} \rightarrow \mathbf{0}$, as required. Thus, the modified Newton-Raphson change vectors satisfy the summation constraints, and hence Kuhn-Tucker Condition 2, at each iteration.

To better understand the mathematical properties of the modification in Eq. (17.32), consider a $Q \times Q$ orthogonal projection matrix $\mathbf{P}$ which projects any $Q$-element vector onto the subspace spanned by the columns of $\mathbf{W}$, where

$$
\begin{equation*}
\mathbf{P}=\mathbf{W}\left(\mathbf{W}^{\prime} \mathbf{H}^{-1} \mathbf{W}\right)^{-1} \mathbf{W}^{\prime} \mathbf{H}^{-1} \tag{17.34}
\end{equation*}
$$

with properties $\mathbf{P}^{2}=\mathbf{P}, \mathbf{H}^{-1} \mathbf{P}=\mathbf{P}^{\prime} \mathbf{H}^{-1}$ and $\mathbf{W}^{\prime}\left(\mathbf{I}-\mathbf{P}^{\prime}\right)=\mathbf{0}$, a $C \times Q$ matrix of 0 's. Using these properties, we can rewrite Eq. (17.32) as follows:

$$
\begin{align*}
\boldsymbol{\Delta} \mathbf{b}^{*} & =\mathbf{H}^{-\mathbf{1}}(\mathbf{d}-\mathbf{W} \boldsymbol{\delta}) \\
& =\mathbf{H}^{-1}\left(\mathbf{I}-\mathbf{W}\left[\mathbf{W}^{\prime} \mathbf{H}^{-\mathbf{1}} \mathbf{W}\right]^{-\mathbf{1}} \mathbf{W}^{\prime} \mathbf{H}^{-1}\right) \mathbf{d} \\
& =\mathbf{H}^{-1}(\mathbf{I}-\mathbf{P}) \mathbf{d}  \tag{17.35}\\
& =\left(\mathbf{I}-\mathbf{P}^{\prime}\right) \mathbf{H}^{-1} \mathbf{d} \\
& =\left(\mathbf{I}-\mathbf{P}^{\prime}\right) \mathbf{\Delta} \mathbf{b},
\end{align*}
$$

from which we immediately obtain $\mathbf{W}^{\prime} \mathbf{\Delta} \mathbf{b}^{*}=\mathbf{0}$, as required. This latter condition implies that the modified change vector $\left(\mathbf{\Delta} \mathbf{b}^{*}\right)$ is an orthogonal projection of the standard change vector $(\mathbf{\Delta} \mathbf{b})$ onto the nullspace of $\mathbf{W}^{\prime}$, a subspace of dimension $Q$ $C$. It follows that the modified change vector is the unique vector within the nullspace of $\mathbf{W}^{\prime}$ that is closest to (i.e. has the highest correlation with) the standard change vector.

The boundary constraints in Kuhn-Tucker Condition 1 can be imposed via the $\alpha$ multipliers defined in Eq. (17.30), yielding the final constrained update equation:

$$
\begin{equation*}
\mathbf{b} \leftarrow \mathbf{b}+\alpha\left(\mathbf{I}-\mathbf{P}^{\prime}\right) \mathbf{H}^{-\mathbf{1}} \mathbf{d} \tag{17.36}
\end{equation*}
$$

Zero-valued parameters are held fixed at their boundary values in a given iteration if they have negative derivatives; they are excluded from the current update equation. Parameters with values of 1 are necessarily associated with a set of $K-1$ or $R_{j}-$ 1 other 0 -valued parameters; they are excluded only when all of the 0 -valued parameters are excluded.

Thus, the modified Newton-Raphson procedure satisfies the convexity constraints without resort to ad-hoc adjustments. This allows the overall search to switch between sets of parameters prior to convergence, which is attained only when Kuhn-Tucker Conditions $1-4$ are met and Condition 5 is met for the subset of all parameters with 0 -valued derivatives.

### 17.2.9 Consistency and Asymptotic Normality

Bradley and Gart (1962, Theorem 2) provided general conditions for the consistency and asymptotic normality of maximum likelihood estimators that are
applicable to the longitudinal GoM model in Eq. (17.5) if two additional assumptions are met: ${ }^{2}$

1. The GoM transition matrices ( $\mathbf{U}$-matrices) can be represented by a finite number of parameters; and
2. The true values of the $g_{-}, \lambda$-, and $u$-parameters lie in the interior of the respective parameter spaces.

Asymptotic theory considers the behavior of a model as the number of measurements is increased to infinity. Bradley and Gart's (1962) conditions allow the infinite increase in the number of measurements to occur along the temporal dimension of the longitudinal GoM model. The frequency of measurement is increased without limit by scheduling the longitudinal observations closer and closer together.

Assumption 1 ensures that the total number of parameters is finite for fixed $N$ and $J$. The restriction to a finite number of $u$-parameters is implemented by assuming that the transition matrices for measurement intervals below some threshold length are fractional powers of the transition matrices for the threshold interval, i.e., the transition intensity matrices are assumed to be piecewise constant. This is reasonable for the proposed biodemographic applications.

Assumption 2 is required to avoid technical difficulties that arise when the true values of one or more parameters fall on the boundaries of the parameter space. Given that the admissible parameter values can be arbitrarily close to the boundaries of that space, this does not represent a serious restriction. The parameter estimates can fall on the boundaries of the parameter space; when this happens, however, up to half of each approximating normal distribution will be replaced by a point mass. Assumption 2 ensures that such occurrences will become increasingly rare as the number of longitudinal observations increases.

Our applications to date have been for problems in which the ratio of number of data points per parameter was in the range 20-80, with the lower end of the range typical of NLTCS applications (Stallard 2007 and this chapter) and the upper end typical for Predictors 1 and 2 applications (Stallard et al. 2010). Asymptotic theory indicates that higher values of this ratio are preferable. Further investigation is needed to determine for practical applications how large (or small) these ratios need to be for the large sample approximations to be reasonably accurate.

Comment 1 Our appeal to Bradley and Gart (1962, Theorem 2) in combination with Assumptions 1 and 2 effectively responds to Haberman's (1995) comment that

[^2]existing asymptotic theory does not apply to GoM because the number of $g$ parameters becomes increasingly large as $N$ becomes large. In the case of longitudinal GoM, $N$ is fixed so the number of $g$-parameters is likewise fixed. $N$ may become arbitrarily large and this will accelerate the asymptotic convergence of the estimators of the $\lambda$ - and $u$-parameters. Nonetheless, we do not assume that $N$ will become infinite. Instead, the required infinite increase in the number of data points occurs along the temporal dimension of the model. Assumption 1 is employed to avoid having an infinite number of $u$-parameters. With this assumption, the model becomes a finite parameter model and this allows Bradley and Gart (1962, Theorem 2) to resolve the critical issue that the observations in Eq. (17.5) are not identically distributed, or even approximately so. Indeed, identification of the differences in these distributions over individuals and times of measurement is the focus of the longitudinal GoM model; the ability to deal with population and process heterogeneity is what makes the model attractive for biodemographic analysis.

Comment 2 The standard proof of consistency of the general (i.e., cross-sectional) GoM model was provided by Tolley and Manton (1992) for fixed $J$ and increasing $N$ using a marginal likelihood formulation in which, using an assumed mixing distribution for the GoM scores, the $g$-parameters were integrated out of the final expression, which yielded a consistent estimator of the $\lambda$-parameters. While this formulation yielded the desired consistency result for the marginal GoM likelihood, it did not prove that the conditional GoM likelihood (i.e., the expression inside the integral obtained by removing the time index from Eq. (17.5)) was likewise consistent-as noted by Haberman (1995).

We comment on this limitation in the Appendix, where: (1) we present a new synthesis indicating that the large sample behavior of the conditional GoM model is not consistent except, possibly, for the special case that $N$ and $J$ both go to infinity; (2) we describe a generalization of conditional GoM in which the empirical GoM-score mixing distribution is used to create an empirical marginal likelihood with the same set of $\lambda$ - and $g$-parameters; (3) we conjecture that the empirical marginal GoM estimator is optimal in the sense of minimizing the Kullback-Leibler divergence (i.e., relative entropy; a distance measure) between the estimated and the true model (Kullback and Leibler 1951); and (4) we observe that the conditional GoM likelihood is approximately proportional to the empirical marginal GoM likelihood and that the accuracy of the approximation increases with increasing $J$; hence it is also conjectured to be optimal in the sense of minimizing (approximately) the Kullback-Leibler divergence. Further investigation is needed: (1) to prove/disprove our conjecture; and (2) to determine for practical applications how large (or small) $J$ needs to be for the conditional GoM approximation to be acceptable for given sizes of $N$ and configurations of the empirical GoM-score mixing distribution.

We note that the concepts of relative entropy and Kullback-Leibler divergence were fundamental to Akaike's $(1973,1974)$ development of the AIC information criterion which is widely used for model selection in practical applications (e.g., see below).

### 17.2.10 Model Testing

Model testing is based on likelihood ratio chi-squared statistics using the conventional chi-squared approximation (Wilks 1938) for the difference in the logarithms of the likelihood functions for testing pairs of nested models. The log-likelihood for the longitudinal GoM model with $K \geq 1$ is:

$$
\begin{equation*}
\ln L=\sum_{i} \sum_{j} \sum_{l} \sum_{t} y_{i j l t} \ln p_{i j l t} \tag{17.37}
\end{equation*}
$$

where $p_{i j l t}$ is the predicted probability that $y_{i j l t}=1$. This model contains the baseline or null model (Model 0) with $K=1$ as a special case in which the likelihood simplifies to the standard multinomial form for $J$ independent variables, with $\log$ likelihood:

$$
\begin{equation*}
\ln L^{(0)}=\sum_{i} \sum_{j} \sum_{l} \sum_{t} y_{i j l t} \ln \mu_{j l} \tag{17.38}
\end{equation*}
$$

which is maximized by setting the $\mu$-parameters equal to the observed proportions for each response $l$ within each variable $j$. With these specifications, the Wilks chi-squared statistic is

$$
\begin{equation*}
\chi^{2}(L)=-2 \times\left[\ln L^{(0)}-\ln L\right] \tag{17.39}
\end{equation*}
$$

The number of degrees of freedom (d.f.) in each model is equal to the number of parameters minus the number of constraints. The d.f. for the Wilks chi-squared statistic is equal to the difference in d.f. for the two models being compared.

More generally, longitudinal GoM models with different $K$-values may be compared using Akaike's (1973, 1974) information criterion (AIC), defined for each likelihood function $L$ as

$$
\begin{equation*}
\mathrm{AIC}_{L}=-2 \times \ln L+2 \times \text { d.f. }(L) \tag{17.40}
\end{equation*}
$$

where d.f. $(L)$ denotes the total number of unconstrained parameters in the corresponding model, with the "best" model among a set of alternatives being the one having the smallest value of $\mathrm{AIC}_{L}$. The difference in values of $\mathrm{AIC}_{L}$ for the null model and the model with $K$ pure types can be written as

$$
\begin{align*}
\Delta \mathrm{AIC} & =\mathrm{AIC}_{L^{(0)}}-\mathrm{AIC}_{L} \\
& =\chi^{2}(L)-2 \times\left[\text { d.f. }(L)-\text { d.f. }\left(L^{(0)}\right)\right]  \tag{17.41}\\
& =\chi^{2}(L)-2 \times \text { d.f. }\left(\chi^{2}(L)\right),
\end{align*}
$$

showing that $\Delta \mathrm{AIC}$ is a chi-squared statistic reduced by twice its d.f. If $\Delta \mathrm{AIC}$ is positive, the null model is rejected. For d.f. $>7$, the AIC test is more conservative than the Wilks test.

An even more conservative alternative is provided by the Bayesian information criterion (BIC; Schwarz 1978), defined for each likelihood function $L$ as

$$
\begin{equation*}
\mathrm{BIC}_{L}=-2 \times \ln L+\text { d.f. }(L) \times \ln N^{*} \tag{17.42}
\end{equation*}
$$

where $\ln N^{*}$ is the weighted arithmetic mean of $\ln N_{r}, r$ is an index that distinguishes each subset of $g_{-}, \lambda$-, or $u$-parameters in Eqs. (17.12), (17.13), and (17.14), $N_{r}$ is the number of responses for the $r$ th parameter subset, and each such subset comprises only those $g-, \lambda$-, or $u$-parameters that share the same summation constraint. The weights are the number of unconstrained parameters within each subset of $g-, \lambda-$, and $u$-parameters (Stallard et al. 2010). ${ }^{3} N^{*}$ is interpreted as the effective sample size for the given model (Raftery 1995). The "best" model among a specified set of alternatives is the one having the smallest value of $\mathrm{BIC}_{L}$. The difference in values of $\mathrm{BIC}_{L}$ for the null model and the model with $K$ pure types can be written as

$$
\begin{align*}
\Delta \mathrm{BIC} & =\mathrm{BIC}_{L^{(0)}}-\mathrm{BIC}_{L} \\
& =\chi^{2}(L)-\left[\text { d.f. }(L)-\text { d.f. }\left(L^{(0)}\right)\right] \times \ln N^{*}  \tag{17.43}\\
& =\chi^{2}(L)-\text { d.f. }\left(\chi^{2}(L)\right) \times \ln N^{*},
\end{align*}
$$

showing that $\Delta \mathrm{BIC}$ is a chi-squared statistic reduced by its d.f. times the logarithm of $N^{*}$. If $\Delta \mathrm{BIC}$ is positive, the null model is rejected. For $N^{*} \geq 8$, the BIC test is more conservative than the AIC test, which will almost always be the case.

When a model with $K>1$ pure types is accepted over the null model, one then needs to consider the significance of the different variables. The Bayesian information criterion approach also provides a suitable metric for rank ordering the variables according to their significance in the model.
$\mathrm{BIC}_{j}$ is defined for variable $j$ as

$$
\begin{align*}
\mathrm{BIC}_{j}= & -2 \times \sum_{l} \sum_{i} \sum_{t} y_{i j l t} \ln p_{i j l t}+K\left(R_{j}-1\right) \\
& \times \ln \left(\sum_{l} \sum_{i} \sum_{t} y_{i j l t}\right) \tag{17.44}
\end{align*}
$$

where the second term is the product of the d.f.( $L$ ) (for the $\lambda$-parameters) and the logarithm of the (actual) sample size. The difference in $\mathrm{BIC}_{j}$ 's for the null model and the model with $K$ pure types is

[^3]\[

$$
\begin{align*}
\Delta \mathrm{BIC}_{j}= & 2 \times \sum_{l} \sum_{i} \sum_{t} y_{i j l t} \ln \left(p_{i j l t} / \mu_{j l}\right)-(K-1)\left(R_{j}-1\right) \\
& \times \ln \left(\sum_{l} \sum_{i} \sum_{t} y_{i j l t}\right) . \tag{17.45}
\end{align*}
$$
\]

The first term is the component of the Wilks chi-squared approximation associated with variable $j$. The second term "adjusts" the chi-squared statistic for the d.f. and sample size, conditional on the $g$ - and $u$-parameters which are now assumed to be held fixed. The sample-size adjustment provided by BIC was judged important for our application because the sample sizes for variables introduced at the later waves of the NLTCS were substantially smaller than for variables measured at all waves.

When $\Delta \mathrm{BIC}_{j}>0$, the model with $K$ sets of $\lambda_{j}$-parameters is "more probable" than the null model with one set (i.e., for $K=1$, the marginal probabilities). $\Delta \mathrm{BIC}_{j}$ values in the ranges $0-2,2-6,6-10$, and $10-14$, and $14+$ are considered "weak," "positive," "strong," "very strong," and "conclusive" evidence, respectively, in favor of the model with $K$ sets of $\lambda_{j}$-parameters (Kass and Raftery 1995; Raftery 1995). Moreover, it follows from the Bayesian decision rule (Schwarz 1978) that the $\Delta \mathrm{BIC}_{j}$ 's can be rank-ordered across the $J$ variables such that the largest $\Delta \mathrm{BIC}_{j}$ identifies the variable $j$ for which the non-null model is the most probable. This is the most significant or most informative variable. Similar interpretations apply to the other rank-ordered variables. Thus, $\Delta \mathrm{BIC}_{j}$ provides a metric that controls for differences in d.f. and sample size, assuming that the addition or deletion of variable $j$ would not impact the estimates of the $g$ - and $u$-parameters for the remaining $J-1$ variables, a reasonable assumption with $J=94$ variables in our application.

### 17.3 Data

### 17.3.1 National Long Term Care Survey

The primary data source was the National Long Term Care Survey (NLTCS; 1982, 1984, 1989, 1994, and 1999) which contains both longitudinal and cross-sectional data on a nationally representative sample of 41,947 U.S. elderly persons aged 65 years or older at some point during 1982-1999, with 17,286-22,139 age-eligible survivors at each of the five waves of whom 3112-5552 were classified as disabled with 1036-1946 in institutional residence. A sixth round of the survey, fielded in late 2004 with mortality follow-up through 2009, will be used in future work in this area.

The initial 1982 sampling frame for the NLTCS was a list of aged persons enrolled in Medicare on April 1, 1982. This sampling frame was extended in subsequent years to include about 5000 new Medicare enrollees reaching age

65 between surveys to replace deaths occurring since the prior survey and to ensure that each survey sample was cross-sectionally representative of the entire elderly population aged $65+$. The response rates were excellent for all five waves of the survey (approximately $95 \%$ : Manton et al. 1997; Manton and Gu 2001).

The sampling frame covered both institutionalized and non-institutionalized persons. Institutionalized persons received face-to-face institutional interviews except in 1982. A telephone screener interview targeted non-institutionalized disabled persons for further study using face-to-face community interviews. The screener interview was designed to minimize the risk of false negative assessments of ADL and IADL impairments.

A person "screened-in" as disabled if he or she had a problem performing at least one of seven ADLs or one of eight IADLs without the help of another person or special equipment, where the expected duration of the problem was 3 months or longer; except for outdoor mobility, the IADL problems were counted only if they were due to a disability or health problem. A person also screened-in as disabled if he or she was institutionalized in a long-term care facility at the time of the survey.

Once a person screened-in for any round of the NLTCS, that person was designated for automatic follow-up in all subsequent rounds of the NLTCS, receiving the detailed face-to-face community or institutional interviews, as appropriate.

The NLTCS established special procedures to sample nondisabled persons. Altogether, a total of 4207 distinct persons received the detailed community interview who were classified as nondisabled at least one time during the 1984, 1989, 1994, and 1999 surveys.

The NLTCS detailed interviews provided data on age, sex, race, residence type (community vs. institutional, 1982-1999; and assisted living, 1999), cognitive status (SPMSQ 1982-1994, MMSE 1999; see Lee et al. 1998), and seven ADLs. The community-resident questionnaire provided additional data on 9 IADLs, 30 major medical conditions, 7 physical performance items (Nagi 1976), subjective health status, aberrant behaviors, number and relationship (to respondent) of caregivers, and caregiver hours/days and type of activity for which help was provided. Height, weight, alcohol and cigarette use, and exercise questions were added to the community-resident questionnaire in 1994 and 1999. The institutional-resident questionnaire provided limited additional data on one IADL and, in 1999, three major medical conditions.

Four characteristics of the NLTCS made it well-suited for use in the current analysis.

First, all respondent records were linked to Medicare vital statistics and beneficiary claims data for calendar years 1982 and later, with ongoing periodic updating to allow tracking of mortality, Medicare claims, and enrollment/disenrollment in a managed care plan (e.g., a health maintenance organization [HMO] or similar arrangement with fixed monthly costs). The Medicare claims data records contained information on dates and costs of service, types of providers, and ICD-9-CM diagnosis and procedure codes.

Second, the sampling frame provided large sample sizes at ages 85 and older-a population for which it is often difficult to sample effectively because of its small relative size. The NLTCS included at least 2400 people aged $85+$ and at least 825 people aged 90+ in each survey; the 1994 and 1999 surveys included additional oversampling of the population aged 95+ (537 respondents in 1994; 598 in 1999).
Third, the same core set of disability and medical condition questions was asked in each round of the NLTCS using essentially the same field procedures executed by the same survey organization (U.S. Census Bureau). The stability of the methods and procedures minimized bias in disability trend estimates and other parameters (Freedman et al. 2002). This stability also made these data suitable for longitudinal analysis using models such as longitudinal GoM that required repeated measurements of the same variables on the same persons.
Fourth, the inclusion of 4207 functionally nondisabled persons in the detailed interviews allowed these data to be used to analyze both cognitive and functional impairments. Although the two types of impairment are correlated, our analytic subsample of 3290 cases was not restricted to persons with functional impairment; it also included 433 persons ( $13 \%$ ) with no impairment in ADLs or IADLs at onset of dementia.

### 17.3.2 Sample Selection

Identification of respondents with recent onset of dementia within the NLTCS was accomplished using modifications of the two-stage procedure for identifying AD cases developed in Kinosian et al. (2000, 2004), as shown in Table 17.1:
I. Two sets of "inclusion criteria" were used to establish a sample of respondents with any form of dementia, either (A) in the NLTCS interviews or (B) in the linked Medicare diagnostic files; and
II. Five sets of "exclusion criteria" were used to reject respondents meeting the inclusion criteria because the cases were not clearly dementia (A-C) or not clearly of recent onset (D, E).

The inclusion criteria employed a broad set of indicators of dementia (Taylor et al. 2002; Kinosian et al. 2004).

The exclusion criteria retained cases that had forms of dementia other than AD. Exclusion criteria A and B excluded respondents with mental retardation and Parkinson's disease at any time during the NLTCS follow-up, but did not exclude respondents with arteriosclerosis, atherosclerosis, stroke, other cerebrovascular disease, or certain ICD-9-CM non-AD dementia codes (290.4, 291.2, 294.0, and 294.1). Exclusion criterion $C$ was designed to ensure that respondents with a documented lack of deterioration would be excluded from the sample. Exclusion criteria D and E rejected dementia cases whose onset was not clearly determined to be recent.

Table 17.1 Inclusion and exclusion criteria used to identify older persons with recent onset of dementia

## I. Inclusion criteria

A. National Long Term Care Survey

1. Cognitive impairment as assessed by the Short Portable Mental Status Questionnaire (SPMSQ) or the Mini-Mental State Exam (MMSE):
SPMSQ criteria are 3+ mistakes for individuals without a high school education or 2+ mistakes for those with a high school education
MMSE criteria are 9+ mistakes for individuals without a high school education or 7+ mistakes for those with a high school education
2. Alzheimer's disease by caregiver report
3. Senility by caregiver report
B. Medicare Part A and B claims (at least two claims with any of the following ICD-9-CM codes; timing is based on the first such code)
4. Alzheimer's disease (331.0)
5. Uncomplicated senile dementia (290.0)
6. Presenile dementia (290.1)
7. Senile dementia with delusional or depressive features (290.2)
8. Senile dementia with delirium (290.3)
9. Unspecified senile psychotic condition (290.9)
10. Other chronic organic brain syndromes (chronic) (294.8)
11. Pick's disease (331.1)
12. Senile degeneration of brain (331.2)
13. Cerebral degeneration in diseases classified elsewhere (331.7)
14. Senility without mention of psychosis (797)

## II. Exclusion criteria

A. National Long Term Care Survey

1. Mental retardation
2. Parkinson's disease
B. Medicare part A and B claims (at least two claims with any of the following ICD-9-CM codes)
3. Mental retardation (317-319)
4. Parkinson's disease (332)
C. Cognitively intact

Reject case if at the time of first inclusion any concurrent or future application of SPMSQ or MMSE indicates no cognitive impairment using the NLTCS inclusion criteria listed in item I.A. 1
D. Unsure if case is new inclusion

Reject case if the included person does not have a prior NLTCS survey in which he or she did not meet the inclusion criteria
E. Institutional resident at time of first inclusion

Reject case if institutionalized during the NLTCS survey given at the time of first inclusion (or at the next NLTCS survey if the inclusion is based on Medicare diagnoses provided between NLTCS surveys)

Kinosian et al. $(2000,2004)$ attempted to minimize false positive AD-selections by use of their exclusion criteria. The narrower set of exclusion criteria in Table 17.1 identified 1526 additional cases of non-AD dementia, all of whom met the inclusion criteria, increasing our sample size by $87 \%$ (from 1764 to 3290 cases).

Table 17.2 displays the results of the case sampling using the criteria in Table 17.1. The number of retained cases ranged from 756 to 887 per year, with a total of 3290 cases over the four surveys, representing a weighted population count of 4.7 million incident cases. The sources of the inclusions were as follows: $58 \%$ were selected based on information in the NLTCS alone; $14 \%$ were selected based on information in the Medicare files alone; and $28 \%$ were selected based on information that was corroborated in both files. Among the latter group, however, $74 \%$ met the NLTCS criteria prior to or in the same year as meeting the Medicare criteria (labeled "NLTCS+Medicare"), suggesting that the NLTCS criteria may detect milder forms of dementia than the Medicare criteria. Consistent with these results, Pressley et al. (2003) recommended use of multiple data sources for case identification because each source uniquely identified substantial numbers of cases that could not be identified from the other sources while no single data source identified all cases.

Prior to 1991, Medicare diagnostic codes were reported on Part A (Hospital Insurance) but not on Part B (Supplementary Medical Insurance) claim records. Taylor et al. (2004) reported marked increases in AD prevalence during 1991-1999 using linked NLTCS-Medicare data. These two observations may explain the increase in Medicare inclusions between 1984 and 1994. Table 17.2 shows that the number of inclusions based on Medicare alone, but not the total number of Medicare inclusions (i.e., using both NLTCS and Medicare data), increased from 1994 to 1999.

The case counts in Table 17.2 reflect recent onset of dementia. These cases were a subset of all cases of onset of dementia occurring within each 5-year period. The

Table 17.2 Distribution of dementia by year of onset and source of information meeting inclusion criteria

|  | Onset year | Sources and order of information |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NLTCS alone | Medicare alone | NLTCS <br> +Medicare | Medicare <br> +NLTCS |  |
| Unweighted count | 1984 | 659 | - | 141 | - | 805 |
|  | 1989 | 475 | 27 | 231 | 23 | 756 |
|  | 1994 | 394 | 145 | 238 | 110 | 887 |
|  | 1999 | 385 | 289 | 66 | 102 | 842 |
| Total unweighted count |  | 1913 | - | 676 | - | 3290 |
| Weighted Count | 1984 | 768,860 | - | 175,623 | - | 950,734 |
|  | 1989 | 640,906 | 42,462 | 316,412 | 31,764 | 1,031,544 |
|  | 1994 | 588,550 | 220,365 | 349,034 | 168,171 | 1,326,120 |
|  | 1999 | 634,883 | 468,959 | 108,344 | 157,726 | 1,369,911 |
| Total weighted count |  | 2,633,199 | - | 949,413 | - | 4,678,310 |

[^4]difference was substantial. Among those who met all criteria in Table 17.1, 2.2 million weighted cases (1384 unweighted cases) were alive in 1999; if exclusion criteria D and E (recent onset) were deleted from Table 17.1, then we would have estimated that 3.3 million weighted cases ( 2260 unweighted cases) were alive in 1999. Thus, about one-third of dementia cases were dropped from our analysis due to exclusion criteria D and E .

### 17.4 Results

### 17.4.1 Model Selection

Longitudinal GoM models were independently estimated for 1033 males and 2257 females with recent onset of dementia using the criteria in Table 17.1 to identify such cases in the NLTCS. Ninety-four covariates were included in the analysis; however, each case provided a maximum of 84 covariates per wave, not 94 , because the SPMSQ was replaced with the MMSE in 1999. The total over all waves for all respondents was 81,774 data items for males (averaging 79.2 per case) and 194,758 data items for females (averaging 86.3 per case). Survival status was assessed for 5 -year periods following each wave, ending with the survival assessment in 2004, during which 892 male deaths and 1832 female deaths were recorded (representing $86 \%$ and $81 \%$, respectively, of the total sample of 1033 males and 2257 females).

The 94 covariates included 7 ADLs, 9 IADLs, 7 physical performance measures, vision, 28 medical conditions (after dropping mental retardation and Parkinson's disease), institutionalization (after initial wave), subjective health status, cognitive functioning ( 10 SPMSQ items or 11 MMSE items supplemented with two memory tests, proxy interview, and four behaviors), alcohol use, cigarette use, race, height, three exercise measures, three measures of body mass index ( $\mathrm{BMI}=$ ratio of weight [in kilograms] to height-squared [in meters ${ }^{2}$ ]; at interview, age 50, and 1 year prior to interview), and two variables encoding 5-year survival (one based on GoM scores at the start of the interval, the other based on GoM scores at the end of the interval). Survey skip patterns and modest amounts of missing data were coded as described in Sect. 17.2.2.

Three models were estimated separately by sex as shown in Table 17.3; the designations M0, M1, M2, F0, F1, and F2 identify combinations of sex (M and F) and model number. Model 0 , the null model, assumed that each sex was homogeneous with no differences between cases or over time. These assumptions implied that $K=1$ and $p_{i j l t}=\mu_{j l}$, the marginal probability for response $l$ to variable $j$, for every pair of indexes $i$ and $t$.

Model 1, the primary model, assumed that each sex was described by a longitudinal GoM model with $K=4$ pure types corresponding to the extreme states of a
Table 17.3 Test statistics for null model and two alternatives

| Sex and model | K | -L | $N$ | $J$ | M | df |  |  | Total df | Chi- <br> squared | $\begin{aligned} & \text { df } \\ & \text { (chi-sq) } \end{aligned}$ | Ratio | AIC | BIC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | GoM scores | U | Lambda |  |  |  |  |  |  |
| Males |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| M0 | 1 | 50,797.46 | 1033 | 94 | 277 | 0 | 0 | 183 | 183 | -- | -- | -- | 101,960.92 | 102,757.60 |
| M1 | 4 | 39,750.25 | 1033 | 94 | 277 | 3099 | 18 | 732 | 3849 | 22,094.41 | 3666 | 6.03 | 87,198.51 | 97,462.18 |
| M2 | 4 | 39,744.66 | 1033 | 94 | 277 | 3099 | 36 | 732 | 3867 | 11.18 | 18 | 0.62 | 87,223.33 | 97,590.32 |
| $N^{*}$ |  |  |  |  |  | 70.1 | 2298.9 | 574.5 | 106.3 |  |  |  |  |  |
| $\ln \left(N^{*}\right)$ |  |  |  |  |  | 4.25 | 7.74 | 6.35 | 4.67 |  |  |  |  |  |
| Females |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| F0 | 1 | 122,639.28 | 2257 | 94 | 277 | 0 | 0 | 183 | 183 | -- | -- | -- | 245,644.57 | 246,603.11 |
| F1 | 4 | 96,709.91 | 2257 | 94 | 277 | 6771 | 18 | 732 | 7521 | 51,858.75 | 7338 | 7.07 | 208,461.82 | 228,015.08 |
| F2 | 4 | 96,709.91 | 2257 | 94 | 277 | 6771 | 36 | 732 | 7539 | 0.00 | 18 | 0.00 | 208,497.82 | 228,177.64 |
| $N^{*}$ |  |  |  |  |  | 73.9 | 8357.4 | 1391.2 | 99.5 |  |  |  |  |  |
| $\ln \left(N^{*}\right)$ |  |  |  |  |  | 4.30 | 9.03 | 7.24 | 4.60 |  |  |  |  |  |
| Combined sexes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| M0 \& F0 | 1 | 173,436.74 | 3290 | 188 | 554 | 0 | 0 | 366 | 366 | -- | -- | -- | 347,605.49 | 349,360.71 |
| M1 \& F1 | 4 | 136,460.16 | 3290 | 188 | 554 | 9870 | 36 | 1464 | 11,370 | 73,953 | 11,004 | 6.72 | 295,660.33 | 325,477.26 |
| M2 \& F2 | 4 | 136,454.57 | 3290 | 188 | 554 | 9870 | 72 | 1464 | 11,406 | 11.18 | 36 | 0.31 | 295,721.14 | 325,767.96 |
| Between sexes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { M1 }<- \\ & \text { F1 } \end{aligned}$ | 4 | 42,260.69 | 1033 | 94 | 277 | 3099 | 0 | 0 | 3099 | 5020.88 | 750 | 6.69 | 90,719.39 | 97,693.02 |
| $\begin{aligned} & \text { F1 }<- \\ & \text { M1 } \end{aligned}$ | 4 | 102,007.20 | 2257 | 94 | 277 | 6771 | 0 | 0 | 6771 | 10,594.57 | 750 | 14.13 | 217,556.39 | 233,148.93 |

Note: Boldface fonts denote the best (i.e., minimum) values of AIC or BIC. For both sexes, the best AIC and BIC values are for Model 1 . The $N^{*}$ values shown by parameter type are constant over the three models. The $N^{*}$ values under the header Total $d f$ are for Model 1 ; the corresponding values for Model 2 are 107.9 and 100.5 , respectively, for males and females
latent irreversible three-dimensional process that was sufficiently rich to represent individual differences in measures of ADL, IADL, and cognitive functioning, both at onset and during the subsequent progression of the disease.

These assumptions, implying that the $4 \times 4 \mathbf{U}$-matrices are upper-triangular in form, were based on prior research showing that the clinical course of AD has at least three irreversible stages-mild, moderate, and severe-with substantial individual variability in the durations of each stage (Eisdorfer et al. 1992; Stern et al. 1996; Grossberg and Desai 2003) and on prior GoM analyses showing that $K=4$ was the best value for the sex-specific AD models (Fillenbaum and Woodbury 1998; Kinosian et al. 2004; Stallard et al. 2010). Stallard et al. (2010) tested sex-specific models for AD cases in the Predictors Study data with $K=1,2,3$ and rejected them in favor of $K=4$ using AIC, BIC, and related measures. Kinosian et al. (2004) tested sex-specific models for the AD subset of the NLTCS data with $K=4$ vs. $K=5$; the models with $K=4$ were rejected by the Wilks chi-squared test but were favored by the AIC and BIC measures. Fillenbaum and Woodbury (1998) tested combined-sex GoM models with $K=1, \ldots, 7$ for AD cases using clinical measures obtained at entry to the CERAD study (i.e., with one observation per case). Based on comparisons of models with $K$ vs. $K+1$, the Wilks test indicated that $K=6$ was the smallest acceptable $K$-value. Examination of the $\lambda$-parameters showed that two of the six pure types were predominantly male and four were predominantly female.

Thus, given the close connection between AD and other dementias, these prior analyses supported our selection of $K=4$ as the best value for the sex-specific dementia models. This selection maximizes the comparability of the current dementia analysis with prior and ongoing AD analyses. A more comprehensive investigation into the use of alternative $K$-values will be a topic for future research.

Model 2 differed from Model 1 in that the irreversibility assumption was relaxed, allowing the $\mathbf{U}$-matrices to have an unrestricted form. Model 2 was included primarily to confirm our assumption that dementia, as defined in Table 17.1, was irreversible.

For both sexes, the Wilks chi-squared test statistics were highly statistically significant for Model 1 vs. Model 0 and statistically non-significant for Model 2 vs. Model 1, indicating that Model 1 was the best. For both sexes, Model 1 had the smallest value of the three AIC measures, indicating that Model 1 was also best under Akaike's (1974) decision rule, with identical conclusions reached using the BIC measures.

Differences between the sexes were tested by interchanging the $u$ - and $\lambda$ parameters with the $g$-parameters re-estimated to match the new sets of $u$ - and $\lambda$ parameters. The Wilks chi-squared statistics (each with 750 d.f.) were highly statistically significant, indicating that the $u$ - and $\lambda$-parameters were significantly different between the sexes. The results were confirmed by the AIC and BIC measures.

### 17.4.2 Model Description

In describing Model 1 , we present the $\lambda$-parameters first, followed by the $u$ - and $g$ parameters, an ordering that corresponds to describing the characteristics of the pure types, their changes over time, and the distribution of the population across the pure types. Nonetheless, the parameters were jointly estimated and must be interpreted as a linked set.

Because the number of $\lambda$-parameters in Model 1 was large (i.e., $4 \times 277=1108$ for each sex), we used the Bayesian information criterion ( $\Delta \mathrm{BIC}_{j}$ ) to rank the variables according to their significance in the model (Schwarz 1978) and we grouped the variables into 19 sets (11 of which contained 2 or more logically related variable). The results are displayed in Table 17.4 separately by sex using the average values of $\Delta \mathrm{BIC}_{j}$ per variable as representative values for each group.

The top six and bottom five groups were the same for males and females, but there were several differences in the order as well as in the number of groups with $\Delta \mathrm{BIC}_{j}>0$ indicating support for differential effects across the four pure types for 14 groups for males and 15 groups for females. Among these $14 \Delta \mathrm{BIC}_{j}$ 's for males, BMI's $\Delta \mathrm{BIC}_{j}$ provided positive evidence, race's $\Delta \mathrm{BIC}_{j}$, strong evidence, SPMSQ's $\Delta \mathrm{BIC}_{j}$, very strong evidence, and the 11 top ranked $\Delta \mathrm{BIC}_{j}$ 's conclusive evidence of differential effects. For females, all $15 \Delta \mathrm{BIC}_{j}$ provided conclusive evidence of differential effects.

For both sexes, ADLs were the first group and IADLs the second. The 5-year survival variable was third for males and fifth for females. The proxy interview variable was fourth and the physical performance variables were fifth, for males. For females the same groups were one rank higher. Subjective health status was sixth for both sexes. LTC institutionalization was eighth for females and ninth for males. Race was 7th for females and 13th for males.

Because race was fixed, however, its impact on the longitudinal GoM model was more difficult to interpret than for the remaining variables which clearly change over time. One resolution would stratify the model by race and sex, rather than just by sex. An alternative would modify the likelihood function to use only the initial observation of race (and other fixed variables). We are assessing these options in our ongoing work.

Perhaps the most surprising finding in Table 17.4 was the relatively low ranking of the cognitive variables SPMSQ, MMSE, and memory. However, these items were asked only of self-respondents, not proxy respondents. Proxy respondents were asked if the sample person currently had senility or AD. Among the medical conditions, senility's $\Delta \mathrm{BIC}_{j}$ (not shown) was 890.90 for females and 329.34 for males, which would be ranked sixth for both sexes in Table 17.4; and AD's $\Delta \mathrm{BIC}_{j}$ (not shown) was 373.75 for females and 116.60 for males, which would be ranked eighth for females and seventh for males in Table 17.4. Moreover, the proxy interview variable was ranked third for females and fourth for males in Table 17.4. The proxy interview variable and the senility and AD variables were more significant and informative than the SPMSQ, MMSE, and memory variables.
Table 17.4 Rank-ordering of variables by BIC values

| Sex and rank | Variable or variable group | Variables <br> (J) | Response outcomes ( $L$ ) | Responses $(N)$ | Chi- <br> squared | df | $\begin{aligned} & \mathrm{df}^{*} \ln \\ & \left(N^{*}\right) \end{aligned}$ | $\Delta \mathrm{BIC}$ | $\Delta \mathrm{BIC} / J$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Males |  |  |  |  |  |  |  |  |  |
| 1 | ADL | 7 | 40 | 8981 | 5846.08 | 99 | 708.54 | 5137.54 | 733.93 |
| 2 | IADL | 9 | 18 | 10,954 | 6587.67 | 27 | 191.81 | 6395.85 | 710.65 |
| 3 | 5-Year survival status | 2 | 4 | 2698 | 1269.20 | 6 | 43.24 | 1225.96 | 612.98 |
| 4 | Respondent is proxy | 1 | 2 | 1143 | 548.60 | 3 | 21.12 | 527.47 | 527.47 |
| 5 | Physical performance | 7 | 28 | 7341 | 3709.55 | 63 | 438.16 | 3271.39 | 467.34 |
| 6 | Subjective health status | 1 | 4 | 953 | 298.86 | 9 | 61.74 | 237.13 | 237.13 |
| 7 | See well enough to read newspaper | 1 | 2 | 1056 | 90.22 | 3 | 20.89 | 69.33 | 69.33 |
| 8 | Exercise | 3 | 15 | 1502 | 431.47 | 36 | 223.77 | 207.70 | 69.23 |
| 9 | Residence type: institutional vs. non-institutional | 1 | 2 | 260 | 80.09 | 3 | 16.68 | 63.40 | 63.40 |
| 10 | Medical conditions | 28 | 56 | 29,686 | 1933.41 | 84 | 585.08 | 1348.34 | 48.15 |
| 11 | Behavior | 4 | 9 | 4218 | 230.78 | 15 | 104.41 | 126.37 | 31.59 |
| 12 | SPMSQ | 10 | 20 | 6236 | 327.26 | 30 | 192.96 | 134.30 | 13.43 |
| 13 | Race | 1 | 3 | 2382 | 56.54 | 6 | 46.65 | 9.88 | 9.88 |
| 14 | Body mass index | 3 | 12 | 1399 | 174.23 | 27 | 165.87 | 8.36 | 2.79 |
| 15 | Alcohol use | 1 | 3 | 522 | 36.81 | 6 | 37.55 | -0.74 | -0.74 |
| 16 | MMSE | 11 | 41 | 1342 | 412.40 | 90 | 432.36 | -19.96 | -1.81 |
| 17 | Cigarette use | 1 | 3 | 526 | 17.18 | 6 | 37.59 | -20.41 | -20.41 |
| 18 | Memory | 2 | 10 | 69 | 21.52 | 24 | 84.89 | -63.37 | -31.69 |
| 19 | Height | 1 | 5 | 506 | 22.54 | 12 | 74.72 | -52.18 | -52.18 |
|  | Total | 94 | 277 | 81,774 | 22,094.41 | 549 | 3488.04 | 18,606.38 | 197.94 |
| Females |  |  |  |  |  |  |  |  |  |
| 1 | ADL | 7 | 39 | 21,644 | 15,350.09 | 96 | 771.51 | 14,578.58 | 2082.65 |
| 2 | IADL | 9 | 18 | 25,156 | 13,592.04 | 27 | 214.26 | 13,377.78 | 1486.42 |


| 3 | Respondent is proxy | 1 | 2 | 2822 | 1430.19 | 3 | 23.84 | 1406.35 | 1406.35 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | Physical performance | 7 | 28 | 17,128 | 8430.59 | 63 | 491.53 | 7939.06 | 1134.15 |
| 5 | 5-year survival status | 2 | 4 | 6610 | 2051.15 | 6 | 48.62 | 2002.53 | 1001.27 |
| 6 | Subjective health status | 1 | 4 | 2273 | 624.92 | 9 | 69.56 | 555.36 | 555.36 |
| 7 | Race | 1 | 3 | 5562 | 486.62 | 6 | 51.74 | 434.88 | 434.88 |
| 8 | Residence type: institutional vs. non-institutional | 1 | 2 | 862 | 354.33 | 3 | 20.28 | 334.06 | 334.06 |
| 9 | Exercise | 3 | 15 | 3715 | 971.76 | 36 | 256.37 | 715.39 | 238.46 |
| 10 | See well enough to read newspaper | 1 | 2 | 2487 | 254.06 | 3 | 23.46 | 230.61 | 230.61 |
| 11 | Medical conditions | 28 | 56 | 69,591 | 4917.84 | 84 | 656.67 | 4261.17 | 152.18 |
| 12 | SPMSQ | 10 | 20 | 15,863 | 1289.18 | 30 | 220.94 | 1068.24 | 106.82 |
| 13 | Body mass index | 3 | 12 | 3286 | 499.29 | 27 | 188.91 | 310.39 | 103.46 |
| 14 | Behavior | 4 | 9 | 9931 | 457.05 | 15 | 117.26 | 339.79 | 84.95 |
| 15 | MMSE | 11 | 41 | 3839 | 1010.70 | 90 | 526.96 | 483.75 | 43.98 |
| 16 | Alcohol use | 1 | 3 | 1290 | 58.48 | 6 | 42.97 | 15.51 | 15.51 |
| 17 | Cigarette use | 1 | 3 | 1293 | 17.75 | 6 | 42.99 | -25.24 | -25.24 |
| 18 | Memory | 2 | 11 | 174 | 39.09 | 27 | 120.37 | -81.28 | -40.64 |
| 19 | Height | 1 | 5 | 1232 | 23.60 | 12 | 85.40 | -61.79 | -61.79 |
|  | Total | 94 | 277 | 194,758 | 51,858.75 | 549 | 3973.63 | 47,885.12 | 509.42 |

Note: $d f$ is the sum of the degrees of freedom over the indicated group of variables; $\ln \left(N^{*}\right)$ is the corresponding $d f$-weighted arithmetic mean of $\ln (N)$ over the same group of variables

Table 17.5 displays the sex-specific $\lambda$-parameters and summary measures for the 19 groups of variables in the same order as shown in Table 17.4.

Berkman et al. (1989) noted that the patterns of sex-specific $\lambda$-parameters can be used to characterize each pure type based on the relative sizes of ratios of individual $\lambda$-parameters to the corresponding marginal probabilities. The $\lambda$-parameters and summary measures in Table 17.5 were coded such that large values generally reflected "less healthy" responses; boldface fonts indicate values that are greater than the corresponding marginal values.

Type IV exceeded the marginal values on 11 of the top 12 ranked variables/ variable-groups, the exception being for race for females. This was consistent with the expectation that Type IV would represent severe cognitive impairment with significant impact on ADLs, IADLs, physical performance, health status, institutionalization, and survival. At the other extreme, Type I exceeded the marginal values only for variables ranked 13th or lower, which were the least significant in the model.

Based on Stallard et al. (2010), Types II and III were expected to provide a more diverse set of outcomes for mild and moderate manifestations of dementia than would be possible by restricting these manifestations to be intermediate between Types I and IV. This was confirmed in Table 17.5 where Type II exceeded the marginal values on 6-7 (M-F) of the top 12 ranked variables/variable-groups, with Type III below the marginal values on 11 of the top 12, the exception being the 5 -year death rate for females ( $75 \%$ ). For males, the 5 -year death rate was high $(50 \%)$, but not above the marginal death rate ( $66 \%$ ). The 5-year death rates for Type II were $54 \%$ and $46 \%$, respectively, for males and females. Thus, Type III appears "healthier" than Type II for both sexes; for females, however, Type III had a higher death rate. In addition, Type III had more rapid progression to Type IV (see below).

Type II had higher than average BMI levels, with the probability of exceeding $28 \mathrm{~kg} / \mathrm{m}^{2}$ being $70 \%$ for males and $65 \%$ for females. The probability of exceeding $32 \mathrm{~kg} / \mathrm{m}^{2}$ was $26 \%$ for males and $30 \%$ for females. At age 50, the corresponding probability was $24 \%$ for males and $48 \%$ for females. The Type II probability of self-reported obesity (or being medically overweight; one of the 28 medical con-ditions-not shown) was $37 \%$ for males and $54 \%$ for females, which more closely corresponded to the age-50 BMI values than to the BMI values at the time of the survey.

Table 17.6 displays the 5-year transition and cumulative transition matrices $\mathbf{U}_{t}$ and $\mathbf{V}_{0, t}$. All of the matrices are upper triangular. The $u$-transitions from Type I were predominantly to Type III, an exception being for males transitioning to Type II at $5-10$ years after onset of dementia. The $u$-transitions from Type II were predominantly to Type IV. The diagonals of the V-matrices show that the persistency rates in Type I were $37 \%$ for males and $7 \%$ for females 15 years after onset of dementia. The corresponding persistency rates in Type II were $20 \%$ and $85 \%$, respectively, and $0 \%$ (both sexes) in Type III. Thus, the healthier set of initial symptoms for Type III deteriorated rapidly; all had progressed to Type IV within 5 years.
Table $17.5 \lambda$-parameters and summary measures for rank-ordered variables, by sex

| Sex and rank | Variable or variable group | Responses ( $N$ ) | Pure type |  |  |  | Observed | Predicted | Difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | I | II | III | IV |  |  |  |
| Males |  |  |  |  |  |  |  |  |  |
| 1 | ADL: 0-7 with standby/active personal help | 8981 | 0.00 | 0.89 | 0.00 | 6.20 | 1.68 | 1.74 | -0.06 |
| 1 | ADL: \% of maximum | 8981 | 0.00 | 12.78 | 0.00 | 88.61 | 23.98 | 24.84 | -0.86 |
| 2 | IADL: 0-9 impairments | 10,954 | 0.00 | 5.30 | 0.18 | 9.00 | 3.35 | 3.13 | 0.22 |
| 2 | IADL: \% of maximum | 10,954 | 0.02 | 58.89 | 2.01 | 100.00 | 37.20 | 34.79 | 2.41 |
| 3 | 5-Year survival status: \% dead | 1349 | 0.00 | 53.96 | 50.00 | 100.00 | 66.12 | 69.12 | -3.00 |
| 4 | Proxy - \% proxy interview | 1143 | 11.74 | 0.00 | 0.18 | 100.00 | 34.30 | 30.78 | 3.52 |
| 5 | Physical performance: 0-7 very difficult/can't do | 7341 | 0.00 | 3.26 | 0.08 | 4.49 | 1.82 | 1.84 | -0.02 |
| 5 | Physical performance: \% of maximum | 7341 | 0.00 | 46.64 | 1.12 | 64.10 | 26.00 | 26.28 | -0.28 |
| 6 | Subjective health status: \% fair/poor | 953 | 20.61 | 100.00 | 27.58 | 77.12 | 53.31 | 53.61 | -0.30 |
| 7 | Vision: \% can't read newspaper | 1056 | 12.21 | 48.62 | 13.40 | 54.23 | 31.06 | 31.12 | -0.06 |
| 8 | Exercise: \% none | 496 | 7.62 | 51.81 | 9.54 | 71.73 | 34.07 | 34.09 | -0.02 |
| 9 | LTC institution: \% resident in NH | 260 | 0.00 | 0.00 | 0.00 | 66.47 | 26.15 | 27.17 | -1.01 |
| 10 | Medical conditions: 0-28 | 29,686 | 2.37 | 9.53 | 1.49 | 5.77 | 4.50 | 4.48 | 0.02 |
| 10 | Medical conditions: \% of maximum | 29,686 | 8.48 | 34.05 | 5.32 | 20.59 | 16.06 | 15.99 | 0.07 |
| 11 | Behavior: 0-4 problems | 4218 | 0.31 | 0.48 | 0.16 | 1.16 | 0.52 | 0.52 | 0.00 |
| 11 | Behavior: \% of maximum | 4218 | 7.82 | 12.05 | 3.98 | 29.08 | 13.09 | 12.99 | 0.10 |
| 12 | SPMSQ: 0-10 errors | 6236 | 3.29 | 1.95 | 3.61 | 7.36 | 3.68 | 3.68 | -0.01 |
| 12 | SPMSQ: \% of maximum | 6236 | 32.93 | 19.54 | 36.14 | 73.58 | 36.77 | 36.82 | -0.05 |
| 13 | Race: \% non-white | 2382 | 28.49 | 22.29 | 0.69 | 12.45 | 14.23 | 14.09 | 0.14 |
| 13 | Race: \% black | 2382 | 27.88 | 21.32 | 0.00 | 9.94 | 12.72 | 12.57 | 0.15 |
| 14 | Body mass index: \% currently $\geq 28 \mathrm{~kg} / \mathrm{m}^{2}$ | 498 | 12.11 | 69.66 | 0.00 | 4.36 | 16.87 | 16.81 | 0.05 |
| 14 | Body mass index: $\%$ currently $\geq 32 \mathrm{~kg} / \mathrm{m}^{2}$ | 498 | 0.00 | 25.92 | 0.00 | 0.00 | 4.82 | 4.77 | 0.05 |

Table 17.5 (continued)

| Sex and rank | Variable or variable group | Responses ( $N$ ) | Pure type |  |  |  | Observed | Predicted | Difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | I | II | III | IV |  |  |  |
| 14 | Body mass index: $\% \geq 32 \mathrm{~kg} / \mathrm{m}^{2}$ at age 50 | 432 | 0.00 | 23.75 | 3.15 | 5.78 | 7.18 | 7.10 | 0.08 |
| 15 | Alcohol use: \% current users | 522 | 39.32 | 1.26 | 18.69 | 5.39 | 16.67 | 16.45 | 0.22 |
| 16 | MMSE: 0-30 errors | 1342 | 11.14 | 7.53 | 5.36 | 19.27 | 9.21 | 9.42 | -0.21 |
| 16 | MMSE: \% of maximum | 1342 | 37.13 | 25.11 | 17.86 | 64.22 | 30.69 | 31.39 | -0.69 |
| 17 | Cigarette use: \% current users | 526 | 1.56 | 19.05 | 15.20 | 4.21 | 9.70 | 9.76 | -0.07 |
| 18 | Memory: 0-12 DWR errors | 34 | 9.99 | 11.35 | 10.92 | 12.00 | 10.91 | 10.90 | 0.01 |
| 19 | Height: $\%<68 \mathrm{in}$. | 506 | 22.81 | 51.88 | 33.70 | 36.03 | 35.18 | 35.16 | 0.02 |
| Females |  |  |  |  |  |  |  |  |  |
| 1 | ADL: 0-7 with standby/active personal help | 21,644 | 0.00 | 0.73 | 0.03 | 6.39 | 1.97 | 1.97 | 0.00 |
| 1 | ADL: \% of maximum | 21,644 | 0.00 | 10.38 | 0.46 | 91.27 | 28.19 | 28.14 | 0.05 |
| 2 | IADL: 0-9 impairments | 25,156 | 0.00 | 3.97 | 0.90 | 8.80 | 3.46 | 3.24 | 0.22 |
| 2 | IADL: \% of maximum | 25,156 | 0.00 | 44.16 | 10.01 | 97.81 | 38.42 | 35.97 | 2.45 |
| 3 | Proxy - \% proxy interview | 2822 | 0.00 | 0.00 | 0.00 | 96.95 | 30.72 | 29.90 | 0.83 |
| 4 | Physical performance: 0-7 very difficult/can't do | 17,128 | 0.06 | 3.75 | 0.37 | 4.88 | 2.27 | 2.26 | 0.01 |
| 4 | Physical performance: \% of maximum | 17,128 | 0.90 | 53.57 | 5.23 | 69.78 | 32.46 | 32.30 | 0.16 |
| 5 | 5-year survival status: \% dead | 3305 | 0.00 | 45.87 | 75.16 | 87.74 | 55.43 | 56.91 | $-1.48$ |
| 6 | Subjective health status: \% fair/poor | 2273 | 23.21 | 99.98 | 16.54 | 68.88 | 50.46 | 50.89 | $-0.43$ |
| 7 | Race: \% non-white | 5562 | 0.16 | 52.39 | 0.98 | 1.12 | 12.12 | 11.62 | 0.49 |
| 7 | Race: \% black | 5562 | 0.00 | 52.39 | 0.00 | 0.00 | 11.42 | 10.92 | 0.50 |
| 8 | LTC institution: \% resident in NH | 862 | 0.00 | 0.00 | 0.00 | 78.94 | 35.96 | 36.91 | -0.95 |
| 9 | Exercise: \% none | 1212 | 23.62 | 48.29 | 0.00 | 91.38 | 39.85 | 40.93 | -1.08 |
| 10 | Vision: \% can't read newspaper | 2487 | 8.41 | 41.27 | 10.79 | 57.07 | 29.55 | 29.67 | -0.11 |
| 11 | Medical conditions: 0-28 | 69,591 | 1.90 | 9.88 | 1.38 | 5.12 | 4.55 | 4.55 | 0.00 |
| 11 | Medical conditions: \% of maximum | 69,591 | 6.79 | 35.30 | 4.94 | 18.29 | 16.26 | 16.26 | 0.01 |


| 12 | SPMSQ: 0-10 errors | 15,863 | 3.04 | 2.30 | 3.88 | $\mathbf{7 . 7 3}$ | 3.88 | 3.90 |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 12 | SPMSQ: \% of maximum | 15,863 | 30.40 | 22.99 | 38.81 | $\mathbf{7 7 . 2 7}$ | 38.85 | 38.98 |
| 13 | Body mass index: \% currently $\geq 28 \mathrm{~kg} / \mathrm{m}^{2}$ | 1179 | 16.14 | $\mathbf{6 4 . 9 3}$ | 6.06 | 4.08 | 20.95 | 20.72 |
| 13 | Body mass index: $\%$ currently $\geq 32 \mathrm{~kg} / \mathrm{m}^{2}$ | 1179 | 5.52 | $\mathbf{3 0 . 4 8}$ | 0.00 | 0.00 | 8.06 | 7.93 |
| 13 | Body mass index: $\% \geq 32 \mathrm{~kg} / \mathrm{m}^{2}$ at age 50 | 1000 | 0.75 | $\mathbf{4 7 . 7 8}$ | 0.00 | 4.53 | 12.40 | 11.92 |
| 14 | Behavior: $0-4$ problems | 9931 | 0.15 | $\mathbf{0 . 4 4}$ | 0.15 | $\mathbf{0 . 9 6}$ | 0.43 | 0.43 |
| 14 | Behavior: $\%$ of maximum | 9931 | 3.75 | $\mathbf{1 0 . 9 4}$ | 3.72 | $\mathbf{2 4 . 0 7}$ | 10.77 | 10.74 |
| 15 | MMSE: 0-30 errors | 3839 | $\mathbf{1 1 . 0 0}$ | 4.30 | 7.67 | $\mathbf{1 6 . 6 4}$ | 9.28 | 9.37 |
| 15 | MMSE: \% of maximum | 3839 | $\mathbf{3 6 . 6 8}$ | 14.33 | 25.57 | $\mathbf{5 5 . 4 7}$ | 30.95 | 31.23 |
| 16 | Alcohol use: $\%$ current users | 1290 | $\mathbf{1 9 . 9 4}$ | 0.00 | $\mathbf{1 7 . 1 8}$ | 4.26 | 10.47 | 10.55 |
| 17 | Cigarette use: $\%$ current users | 1293 | $\mathbf{6 . 6 2}$ | 1.39 | $\mathbf{1 0 . 9 9}$ | 3.04 | 5.72 | 5.72 |
| 18 | Memory: $0-12$ DWR errors | 85 | 10.34 | 10.27 | $\mathbf{1 1 . 5 6}$ | 9.66 | 10.78 | 10.78 |
| 19 | Height: $\%<64$ in. | 1232 | 53.30 | 52.50 | $\mathbf{6 9 . 9 6}$ | $\mathbf{6 7 . 6 1}$ | 61.69 | 61.69 |

Note: Boldface fonts denote values greater than the observed marginal value
Table 17.6 V and U matrices, by sex

| Sex and time since onset | V-matrices |  |  |  |  | Time interval \& sample size ( $N$ ) | U-matrices |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Pure type |  |  |  |  |  | Pure type |  |  |  |  |
|  |  | I | II | III | IV |  |  | I | II | III | IV |
| Males |  |  |  |  |  |  |  |  |  |  |  |
| 0 | I | 1.0000 | 0.0000 | 0.0000 | 0.0000 | $0-5(N=1349)$ | I | 0.5274 | 0.0000 | 0.4726 | 0.0000 |
|  | II | 0.0000 | 1.0000 | 0.0000 | 0.0000 |  | II | 0.0000 | 0.8763 | 0.0000 | 0.1237 |
|  | III | 0.0000 | 0.0000 | 1.0000 | 0.0000 |  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
| 5 | I | 0.5274 | 0.0000 | 0.4726 | 0.0000 | $5-10(N=316)$ | I | 0.7022 | 0.2978 | 0.0000 | 0.0000 |
|  | II | 0.0000 | 0.8763 | 0.0000 | 0.1237 |  | II | 0.0000 | 0.2308 | 0.0000 | 0.7692 |
|  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | III | 0.0000 | 0.0000 | 0.6944 | 0.3056 |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
| 10 | I | 0.3704 | 0.1571 | 0.3281 | 0.1444 | $10-15(N=48)$ | I | 1.0000 | 0.0000 | 0.0000 | 0.0000 |
|  | II | 0.0000 | 0.2022 | 0.0000 | 0.7978 |  | II | 0.0000 | 1.0000 | 0.0000 | 0.0000 |
|  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | III | 0.0000 | 0.0000 | 0.7810 | 0.2190 |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
| 15 | I | 0.3704 | 0.1571 | 0.2563 | 0.2163 |  |  |  |  |  |  |
|  | II | 0.0000 | 0.2022 | 0.0000 | 0.7978 |  |  |  |  |  |  |
|  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  |  |  |  |  |  |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  |  |  |  |  |  |
| Females |  |  |  |  |  |  |  |  |  |  |  |
| 0 | I | 1.0000 | 0.0000 | 0.0000 | 0.0000 | $0-5(N=3305)$ | I | 0.5054 | 0.0000 | 0.4946 | 0.0000 |
|  | II | 0.0000 | 1.0000 | 0.0000 | 0.0000 |  | II | 0.0000 | 0.9745 | 0.0085 | 0.0170 |
|  | III | 0.0000 | 0.0000 | 1.0000 | 0.0000 |  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |


| 5 | I | 0.5054 | 0.0000 | 0.4946 | 0.0000 | 5-10 ( $N=1048$ ) | I | 0.5772 | 0.0000 | 0.4228 | 0.0000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | II | 0.0000 | 0.9745 | 0.0085 | 0.0170 |  | II | 0.0000 | 0.8740 | 0.0000 | 0.1260 |
|  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | III | 0.0000 | 0.0000 | 0.3364 | 0.6636 |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
| 10 | I | 0.2917 | 0.0000 | 0.3801 | 0.3282 | $10-15(N=216)$ | I | 0.2386 | 0.0756 | 0.6859 | 0.0000 |
|  | II | 0.0000 | 0.8516 | 0.0029 | 0.1455 |  | II | 0.0000 | 1.0000 | 0.0000 | 0.0000 |
|  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | III | 0.0000 | 0.0000 | 0.6923 | 0.3077 |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |
| 15 | I | 0.0696 | 0.0220 | 0.4632 | 0.4452 |  |  |  |  |  |  |
|  | II | 0.0000 | 0.8516 | 0.0020 | 0.1464 |  |  |  |  |  |  |
|  | III | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  |  |  |  |  |  |
|  | IV | 0.0000 | 0.0000 | 0.0000 | 1.0000 |  |  |  |  |  |  |

Figures 17.1a, 17.1b, 17.1c, and 17.1d display the univariate GoM-score distributions for the four pure types for both sexes separately at the time of onset of dementia. Other than the spikes at 0 , the distributions for Types I and III were relatively uniform. In contrast, the frequencies for Type II declined with increasing GoM scores, dropping below $1 \%$ above GoM-score values of $80 \%$; the frequencies for Type IV declined with increasing GoM scores up to $40 \%$, after which they were relatively uniform. For each of the four pure types, the GoM scores were distributed such that only $0-9 \%$ of cases had GoM scores of $100 \%$, with the $0 \%$-frequencies occurring for Type II. Considering all pure types together, we found that $19 \%$ of males and $16 \%$ of females had some GoM score equal to $100 \%$. Thus, $81 \%$ of males and $84 \%$ of females had partial membership in at least two pure types.

Figures 17.2a, 17.2b, 17.2c, and 17.2d display the mean GoM scores for the four pure types for both sexes separately, for survivors at each of four durations (i.e., $0,5,10$, and 15 years) after onset of dementia, in a $100 \%$-stacked-line format with and without adjustments for the changes over time since onset of dementia. The means of the unadjusted GoM scores exhibited the following patterns:

- Type I means increased from $22 \%$ initially to $74 \%$ of the total mean GoM score $(100 \%)$ for males at 15 years duration. The corresponding increases for females were from $23 \%$ to $55 \%$.
- Type II means were relatively stable for males in the range $17-19 \%$ at all durations and increased for females from $21 \%$ to $29 \%$ at 15 years duration.
- Type III means declined for both sexes over 15 years, from $38 \%$ to $1 \%$ for males and from $35 \%$ to $10 \%$ for females.


Fig. 17.2a Unadjusted GoM score distribution, male survivors


Fig. 17.2b Adjusted GoM score distribution, male survivors


Fig. 17.2c Unadjusted GoM score distribution, female survivors


Fig. 17.2d Adjusted GoM score distribution, female survivors

- Type IV means declined a similar amount for both sexes over 15 years, from $21 \%$ to $6 \%$.

Because the unadjusted GoM scores were fixed for individuals, the temporal increases in the Type I means and decreases in the Type III and IV means were solely due to mortality selection on a heterogeneous population sample (see Vaupel et al. 1979; Stallard 2007).

The time-varying (adjusted) GoM scores were generated by applying the $\mathbf{V}$ matrices to the basic GoM scores, i.e., $\mathbf{g}_{i t}^{\prime}=\mathbf{g}_{i}^{\prime} \mathbf{V}_{0, t}$. The means of the adjusted GoM scores for the four pure types exhibited the following patterns:

- Type I means increased from $22 \%$ to $28 \%$ for males and decreased from $23 \%$ to $4 \%$ for females over 15 years. The corresponding unadjusted means at 15 years duration were $74 \%$ and $55 \%$, respectively.
- Type II means decreased from $19 \%$ to $15 \%$ for males and increased from $21 \%$ to $26 \%$ for females over 15 years. The corresponding unadjusted means at 15 years duration were $18 \%$ and $29 \%$, respectively.
- Type III means decreased for both sexes, from $38 \%$ to $19 \%$ for males and from $35 \%$ to $25 \%$ for females over 15 years. The corresponding unadjusted means at 15 years duration were $1 \%$ and $10 \%$, respectively.
- Type IV means increased for both sexes, from $21 \%$ to $38 \%$ for males and from $21 \%$ to $45 \%$ for females over 15 years. The corresponding unadjusted means at 15 years duration were $6 \%$ for both sexes.

The application of the $\mathbf{V}$-matrices increased the combined means of Types IIIIV at 15 years duration from $7 \%$ to $57 \%$ for males and from $16 \%$ to $70 \%$ for females. Over 15 years, this produced relatively stable combined means of Types III-IV in the range 57-62 \% for males and increasing combined means in the range $56-70 \%$ for females.

### 17.4.3 Ancillary Analysis: Mortality

With the basic and time-varying GoM scores in hand, one can conduct a range of ancillary analyses using the GoM scores as the independent variables. To explore this type of application, we used the Medicare vital statistics data linked to the NLTCS to refine our analysis of the 5-year survival rates used in the main analysis.

The mortality data were recorded using 1-year intervals beginning with the date of onset of dementia and continuing to the corresponding anniversary date in 2004, yielding a maximum of 20 years of follow-up data for any one person. Linear interpolation was used to generate estimates of the time-varying GoM scores at the start of each 1-year follow-up interval. Conditional maximum likelihood procedures, with the $g$ - and $u$-parameters fixed, were used to obtain 20 sets of $\lambda$-parameter estimates for the conditional survival probability of being alive after 1 year for a person alive at the start of each 1-year interval (i.e., equivalent to $p_{x}$ in standard life table notation). The 20 sets of estimated conditional survival probabilities were chain-multiplied to produce estimates of the marginal survival function at each anniversary of onset of dementia from 1 to 20 years (i.e., equivalent to $l_{x}$ in standard life table notation).

The results for $0-15$ years since onset of dementia are displayed in Figs. 17.3a, $17.3 \mathrm{~b}, 17.3 \mathrm{c}$, and 17.3 d separately by sex and by pure type, with and without adjustments for the impact of the $\mathbf{V}$-matrices over time. The observed and predicted marginal survival functions, which are virtually identical, are displayed for comparison. For both sexes, Type I had the highest survival and Type IV the lowest. Types II and III initially declined at rates close to the marginal survival function. The adjusted survival functions for Types II and III continued their decline after 3 years while the unadjusted survival functions declined more slowly.

The survival functions for the time-varying (adjusted) pure types were obtained by application of the $\mathbf{V}$-matrices to the 20 sets of basic $\lambda$-vectors for the conditional survival probabilities. In this case, the basic $\lambda$-vectors required an additional time index to indicate that a distinct vector, denoted as $\lambda_{m_{j l}}(t)$, was estimated for each time $t$. The $\mathbf{V}$-matrix adjustments were accomplished using $\lambda_{m_{j l} t}(t)=\mathbf{V}_{0, t} \lambda_{m_{j l}}(t)$, where the time subscript on $\lambda_{m_{j j} t}(t)$ indicates adjustment by $\mathbf{V}_{0, t}$. For times $0<t<15$ (except $t=5$ or 10 years), $\mathbf{V}_{0, t}$ was generated by linear interpolation from the two adjacent $\mathbf{V}$-matrix estimates; for $t>15, \mathbf{V}_{0,15}$ was used.

The 20 sets of adjusted conditional survival probabilities were chain-multiplied to produce estimates of the adjusted marginal survival function at each anniversary


Fig. 17.3a Unadjusted survival functions, males


Fig. 17.3b Adjusted survival functions, males


Fig. 17.3c Unadjusted survival functions, females


Fig. 17.3d Adjusted survival functions, females

Table 17.7 Life expectancy (in years) following onset of dementia, by sex and adjustment

| Source and sex | Pure type |  |  |  | Observed | Predicted | Difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I | II | III | IV |  |  |  |
| Unadjusted lambdas |  |  |  |  |  |  |  |
| Males | 11.33 | 8.46 | 10.27 | 1.90 | 4.54 | 4.49 | 0.06 |
| Females | 13.95 | 8.40 | 10.52 | 2.66 | 5.85 | 5.84 | 0.01 |
| Adjusted lambdas |  |  |  |  |  |  |  |
| Males | 11.50 | 6.10 | 3.08 | 1.90 | 4.54 | 4.49 | 0.06 |
| Females | 11.77 | 7.99 | 4.30 | 2.66 | 5.85 | 5.84 | 0.01 |

Note: Boldface fonts denote values greater than the observed marginal value
of onset of dementia from 1 to 20 years. The plots for Type IV and the observed and predicted marginal survival functions were unchanged. The greatest changes were for Type III, followed by Type II, and then Type I. For both sexes, the adjusted survival functions for Type III dropped below the observed and predicted marginal survival functions.

One can integrate the survival functions to compute the marginal and pure-typespecific life expectancies, assuming that the maximum survival time is 20 years; see Table 17.7. The marginal life expectancy was 4.54 years for males and 5.85 years for females. The range of life expectancies based on the adjusted lambdas was $1.90-11.50$ years for males and $2.66-11.77$ years for females, where the lowest values correspond to initial GoM assignment to Type IV and the highest to Type I. The ranges of life expectancies for Types II-III were substantially narrower: $3.08-6.10$ years for males and 4.30-7.99 years for females. These restricted ranges are relevant to the $58 \%$ of the sample whose GoM score on Type I was less than 0.1 (see Figs. 17.1a, 17.1b, 17.1c, and 17.1d).

The life expectancies based on the unadjusted lambdas are counterfactual because they do not account for the transitions during the 20-year follow-up interval. Alternatively, they may be interpreted as estimates of the life expectancies that would result from interventions designed to halt the progression of the dementia process. The largest benefits would accrue to persons initially like Type III, where the increase in life expectancy would be 7.2 years for males and 6.2 years for females. No benefit would accrue to persons initially like Type IV because Type IV is the endpoint of the process.

### 17.4.4 Ancillary Analysis: Acute and Long-Term Care

Conditional maximum likelihood procedures, with the $g$ - and $u$-parameters fixed, were used to estimate $\lambda$-parameters for additional sets of covariates which were coded to reflect the use and costs of various types of acute care and LTC services, conditional on status as an institutional or community resident, on enrollment in the Medicare fee-for-service program, and on using various types of acute care or LTC
services. Covariate coding for such conditional estimation was implemented by ensuring that all observations not meeting the indicated criteria were coded as "missing;" in some cases, this conditional estimation procedure required validly measured covariates for persons not meeting the indicated criteria to be recoded to "missing."

Tables 17.8 and 17.9 summarize the utilization rates and costs for males and females, respectively, for services based on data collected in the NLTCS instruments and in the linked Medicare billing records. Statistical tests of costs were performed using the Wilks chi-squared test of the non-parametric distributions of costs, using variable-sized categories covering the range of costs with cutpoints based on multiples of 10 and $\$ 2, \$ 5$, and $\$ 10$, with the null hypothesis being no difference in category-probabilities ( $\lambda$-parameters) over the four pure types. Average costs were computed as $\lambda$-weighted averages of the means of the individual cost-categories. The differences between the observed and predicted mean costs indicated that the errors induced by this procedure were relatively small (i.e., generally $1 \%$ or less). All costs were converted to 2004 dollars using the CPI-U.

Tables 17.8 and 17.9 show that the institutionalization rates (also reported in Tables 17.4 and 17.5) for 5-15 years duration were significantly elevated for both sexes for Type IV, whereas the rates for Types I-III were zero. Exclusion criterion E in Table 17.1 ensured that all cases of dementia in our sample were non-institutionalized at the time of onset. Hence, institutionalization was only assessed at 5,10 , and 15 years after onset of dementia.

The zero rates for Types I-III in Tables 17.8 and 17.9 do not mean that an individual with non-zero GoM scores on Types I-III had a zero probability of being institutionalized. Instead, they imply that the institutionalization probability was proportional to the individual's GoM score on Type IV. For example, Figs. 17.1a, 17.1b, 17.1c, and 17.1 d show that $43 \%$ of the male sample had Type IV GoM scores of 0.1 or higher, implying institutionalization probabilities of $7 \%$ or higher, based on the $66.5 \%$ value for Type IV in Table 17.8.

The estimated annual costs per institutional resident were available in the NLTCS only for 1994 and 1999 and were coded as 12 times the current monthly rates for institutional respondents. The costs did not differ significantly for either sex over the four pure types.

LTC services among community residents were modeled by estimating individual-specific probabilities that each one was currently being assisted by one or more personal helpers, and among those with such assistance, by individualspecific conditional probabilities that the personal helpers were paid. For those using one or more personal helpers, and separately for the subset using paid helpers, the intensity of care was modeled by estimating individual-specific values of the average annual hours of help per user, estimated as 52.18 times the corresponding estimate of the number of hours of help in the week prior to the NLTCS community interview (available for 1989 and later). For those using paid helpers, a second representation of the intensity of care was the individual-specific estimate of the annual cost of such care, estimated as 12 times the corresponding estimate of the
Table 17.8 Use and costs ${ }^{\mathrm{a}}$ of acute and long-term care, males

| Item | Responses$(N)$ | Pure type |  |  |  | Observed | Predicted | Difference | Chisquared | d.f. | Significance | Chi- <br> Squared Loss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III | IV |  |  |  |  |  |  |  |
| Panel 1: Institutional residents |  |  |  |  |  |  |  |  |  |  |  |  |
| Institutionalized at 5,10 , or 15 years | 260 | 0.0\% | 0.0 \% | 0.0\% | 66.5 \% | 26.2\% | 27.2\% | -1.0\% | 80.09 | 3 |  |  |
| Estimated annual costs per institutional Resident | 26 | \$18,944 | \$29,732 | \$17,384 | \$36,351 | \$32,249 | \$31,873 | \$376 | 6.99 | 12 | n.s |  |
| Panel 2: Community residents |  |  |  |  |  |  |  |  |  |  |  |  |
| Community residents with one or more helpers | 1215 | 20.0 \% | 100.0 \% | 43.0 \% | 99.4 \% | 65.1 \% | 61.4\% | 3.67 \% | 485.24 | 3 |  |  |
| Average annual hours of help per user | 530 | 1151 | 1564 | 894 | 3967 | 2242 | 2223 | 19 | 184.58 | 21 |  |  |
| Community users with paid helpers | 791 | 11.6\% | 24.8 \% | 19.6\% | 40.2 \% | 26.5\% | 26.6\% | -0.07\% | 21.75 | 3 |  |  |
| Average annual hours of paid help per user | 150 | 519 | 476 | 391 | 1202 | 773 | 780 | $-7$ | 19.41 | 21 | n.s. |  |
| Average annual cost of paid help per user | 96 | \$9880 | \$3591 | \$2864 | \$10,131 | \$7092 | \$7128 | -\$36 | 28.89 | 24 | n.s. |  |


| Panel 3: Medicare utilization by type of service |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Acute care | 1173 | 85.2\% | 87.7\% | 91.1\% | 92.4\% | 89.5\% | 89.5\% | 0.0\% | 3.80 | 3 | n.s. |  |
| Home health care | 1173 | 4.0\% | 26.6\% | 15.1\% | 40.2 \% | 21.1\% | 21.2\% | -0.1\% | 79.03 | 3 |  |  |
| Hospice care | 1173 | 0.0\% | 0.0\% | 2.6 \% | 3.5 \% | 1.8\% | 1.8\% | 0.0\% | 10.18 | 3 |  |  |
| Skilled nursing facility | 1173 | 2.6\% | 8.3\% | 6.5 \% | 15.1 \% | 8.2\% | 8.2 \% | $0.0 \%$ | 19.08 | 3 |  |  |
| Total Medicare ${ }^{\text {b }}$ | 1173 | 85.1\% | 88.3\% | 90.9 \% | 94.6\% | 90.1\% | 90.1\% | 0.0\% | 6.64 | 3 | n.s. |  |
| Panel 3a: Average annual costs per user of Medicare services |  |  |  |  |  |  |  |  |  |  |  |  |
| Acute care | 1050 | \$4863 | \$8750 | \$8753 | \$10,883 | \$8478 | \$8486 | -\$8 | 82.52 | 48 |  |  |
| Home health care | 248 | \$1727 | \$3059 | \$3510 | \$7139 | \$4640 | \$4638 | \$3 | 70.43 | 42 |  |  |
| Hospice care | 21 | \$4343 | \$5447 | \$8849 | \$7275 | \$7389 | \$7455 | -\$66 | 22.35 | 27 | n.s. |  |
| Skilled nursing facility | 96 | \$8912 | \$10,122 | \$10,473 | \$6311 | \$8715 | \$8641 | \$74 | 42.52 | 36 | n.s. |  |
| Total Medicare ${ }^{\text {b }}$ | 1057 | \$5227 | \$9303 | \$10,287 | \$16,051 | \$10,549 | \$10,553 | -\$4 | 106.21 | 48 |  |  |
| Panel 4: Average annual costs per enrollee for Medicare services - maximum likelihood estimates |  |  |  |  |  |  |  |  |  |  |  |  |
| Acute care | 1173 | \$4148 | \$7631 | \$7933 | \$10,038 | \$7589 | \$7601 | -\$12 | 85.97 | 51 |  | 0.35 |
| Home health care | 1173 | \$67 | \$706 | \$554 | \$2553 | \$981 | \$988 | -\$7 | 147.29 | 45 |  | 2.17 |
| Hospice care | 1173 | \$0 | \$48 | \$215 | \$194 | \$132 | \$132 | \$0 | 29.28 | 30 | n.s. | 3.26 |
| Skilled nursing facility | 1173 | \$341 | \$991 | \$618 | \$1315 | \$803 | \$805 | -\$2 | 56.57 | 39 | n.s. | 5.03 |
| Total Medicare ${ }^{\text {b }}$ | 1173 | \$4456 | \$8094 | \$9307 | \$15,095 | \$9505 | \$9519 | -\$13 | 112.63 | 51 |  | 0.23 |

Table 17.8 (continued)

| Item | Responses ( $N$ ) | Pure type |  |  |  | Observed | Predicted | Difference | Chisquared | d.f. | Significance | Chi- <br> Squared Loss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III | IV |  |  |  |  |  |  |  |
| Panel 5: Average annual costs per enrollee for Medicare services - based on utilization probabilities and costs per user in Panels 3 and 3a |  |  |  |  |  |  |  |  |  |  |  |  |
| Acute care | 1173 | \$4145 | \$7670 | \$7971 | \$10,055 | \$7589 | \$7625 | -\$36 | 85.92 | 51 |  | 0.05 |
| Home health care | 1173 | \$68 | \$814 | \$532 | \$2867 | \$981 | \$1081 | -\$100 | 136.45 | 45 |  | 10.85 |
| Hospice care ${ }^{\text {c }}$ | 1173 | \$0 | \$0 | \$229 | \$256 | \$132 | \$144 | -\$12 | - | - | - | - |
| Skilled nursing facility | 1173 | \$292 | \$843 | \$683 | \$1273 | \$803 | \$779 | \$24 | 50.99 | 39 | n.s. | 5.58 |
| Total Medicare ${ }^{\text {c }}$ | 1173 | \$4447 | \$8212 | \$9355 | \$15,182 | \$9505 | \$9577 | -\$72 | 112.53 | 51 |  | 0.09 |
| Note: Boldface fon ${ }^{\text {a }}$ All costs were co ${ }^{\mathrm{b}}$ Total Medicare c"_" indicates that | ts denote val verted to 200 sts may not the 4 pure-ty | es great 4 dollars atch the model | than the ing the $m$ of the not fit | served m I-U to in ur comp well as | ginal valu te the cost ent costs marginal | for 1984, ue to indep model; all s | $989,1994,$ <br> ndent estim <br> atistics wer | and 1999 ation of the suppressed | omponent | costs |  |  |

Table 17.9 Use and costs ${ }^{\mathrm{a}}$ of acute and long-term care, females

| Item | Responses ( $N$ ) | Pure type |  |  |  | Observed | Predicted | Difference | Chi- <br> squared | d. <br> f. | Significance | Chisquared loss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III | IV |  |  |  |  |  |  |  |
| Panel 1: Institutional residents |  |  |  |  |  |  |  |  |  |  |  |  |
| Institutionalized at 5,10 , or 15 years | 862 | 0.0\% | 0.0 \% | 0.0\% | 78.9 \% | 36.0 \% | 36.9 \% | $-1.0 \%$ | 354.33 | 3 |  |  |
| Estimated annual costs per institutional resident | 158 | \$26,278 | \$33,777 | \$35,693 | \$44,038 | \$40,721 | \$40,720 | \$1 | 14.24 | 18 | n.s. |  |
| Panel 2: Community residents |  |  |  |  |  |  |  |  |  |  |  |  |
| Community residents with one or more helpers | 2782 | 11.6 \% | 100.0 \% | 52.9 \% | 99.4 \% | 68.4 \% | 65.0 \% | 3.5 \% | 1110.36 | 3 |  |  |
| Average annual hours of help per user | 1319 | 386 | 1103 | 595 | 4370 | 2124 | 2069 | 55 | 606.44 | 21 |  |  |
| Community users with paid helpers | 1904 | 10.2 \% | 44.7 \% | 27.1 \% | 55.2 \% | 38.8 \% | 38.8 \% | -0.07 \% | 86.28 | 3 |  |  |
| Average annual hours of paid help per user | 528 | 267 | 543 | 397 | 3314 | 1663 | 1676 | -13 | 165.10 | 21 |  |  |
| Average annual cost of paid help per user | 337 | \$3168 | \$6611 | \$4653 | \$29,153 | \$16,355 | \$16,472 | -\$117 | 107.70 | 36 |  |  |

Table 17.9 (continued)

| Item | Responses <br> ( $N$ ) | Pure type |  |  |  | Observed | Predicted | Difference | Chi- <br> squared | $\begin{aligned} & \mathrm{d} . \\ & \mathrm{f} . \end{aligned}$ | Significance | Chisquared loss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III | IV |  |  |  |  |  |  |  |
| Panel 3: Medicare utilization by type of service |  |  |  |  |  |  |  |  |  |  |  |  |
| Acute care | 2835 | 89.8 \% | 93.1 \% | 89.5 \% | 94.8 \% | 91.8 \% | 91.8\% | 0.0 \% | 10.40 | 3 |  |  |
| Home health care | 2835 | 9.0 \% | 33.5 \% | 18.6 \% | 32.1 \% | 23.6 \% | 23.7 \% | 0.0 \% | 84.68 | 3 |  |  |
| Hospice care | 2835 | 0.0 \% | 0.0 \% | 1.8 \% | 3.9 \% | 1.6 \% | 1.6 \% | 0.0 \% | 29.32 | 3 |  |  |
| Skilled nursing facility | 2835 | 2.4 \% | 3.6 \% | 13.1 \% | 16.5 \% | 9.8 \% | 9.8 \% | 0.0 \% | 54.24 | 3 |  |  |
| Total Medicare ${ }^{\text {b }}$ | 2835 | 89.7 \% | $\mathbf{9 3 . 3}$ \% | 89.6 \% | 95.4 \% | 92.0\% | 92.0\% | 0.0 \% | 13.16 | 3 |  |  |
| Panel 3a: Average annual costs per user of Medicare services |  |  |  |  |  |  |  |  |  |  |  |  |
| Acute care | 2603 | \$3182 | \$9814 | \$7863 | \$6845 | \$7026 | \$7043 | -\$17 | 138.76 | 48 |  |  |
| Home health care | 670 | \$2438 | \$6080 | \$2746 | \$7285 | \$5138 | \$5137 | \$1 | 64.60 | 39 |  |  |
| Hospice care | 46 | \$4371 | \$7867 | \$4163 | \$7887 | \$6573 | \$6594 | -\$21 | 24.40 | 33 | n.s. |  |
| Skilled nursing facility | 278 | \$6568 | \$9029 | \$7489 | \$8076 | \$7883 | \$7892 | -\$9 | 28.59 | 33 | n.s. |  |
| Total Medicare ${ }^{\text {b }}$ | 2609 | \$3419 | \$12,123 | \$9759 | \$10,900 | \$9285 | \$9316 | -\$31 | 168.12 | 48 |  |  |
| Panel 4: Average annual costs per enrollee for Medicare services - maximum likelihood estimates |  |  |  |  |  |  |  |  |  |  |  |  |
| Acute care | 2835 | \$2862 | \$9064 | \$7047 | \$6494 | \$6451 | \$6468 | -\$17 | 148.72 | 51 |  | 0.43 |
| Home health care | 2835 | \$231 | \$1776 | \$449 | \$2304 | \$1214 | \$1217 | -\$3 | 147.75 | 42 |  | 1.53 |
| Hospice care | 2835 | \$0 | \$20 | \$67 | \$292 | \$107 | \$107 | \$0 | 45.64 | 36 | n.s. | 8.08 |
| Skilled nursing facility | 2835 | \$145 | \$466 | \$956 | \$1275 | \$773 | \$773 | \$0 | 76.51 | 36 |  | 6.31 |
| Total Medicare ${ }^{\text {b }}$ | 2835 | \$3077 | \$11,185 | \$8745 | \$10,396 | \$8545 | \$8576 | -\$31 | 180.66 | 51 |  | 0.63 |


| Panel 5: Average | U | en | Me | servi | ed | utiliza | robabil | and | er in | nels | 3 and |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Acute care | 2835 | \$2856 | \$9133 | \$7037 | \$6487 | \$6451 | \$6477 | -\$26 | 148.66 | 51 |  | 0.07 |
| Home health care | 2835 | \$220 | \$2036 | \$510 | \$2340 | \$1214 | \$1299 | -\$85 | 141.86 | 42 |  | 5.89 |
| Hospice care | 2835 | \$0 | \$0 | \$74 | \$306 | \$107 | \$108 | -\$2 | 13.25 | 36 | n.s. | 32.39 |
| Skilled nursing facility | 2835 | \$157 | \$325 | \$979 | \$1336 | \$773 | \$769 | \$4 | 68.99 | 36 |  | 7.52 |
| Total Medicare ${ }^{\text {b }}$ | 2835 | \$3066 | \$11,307 | \$8740 | \$10,395 | \$8545 | \$8598 | -\$53 | 180.54 | 51 |  | 0.11 |

Note: Boldface fonts denote values greater than the observed marginal value
${ }^{\text {a }}$ All costs were converted to 2004 dollars using the CPI-U to inflate the costs for 1984, 1989, 1994, and 1999
${ }^{\mathrm{b}}$ Total Medicare costs may not match the sum of the four component costs due to independent estimation of the component costs
monthly payment rate in the month prior to the NLTCS community interview (available for 1994 and 1999).

The $\lambda$-parameters, or $\lambda$-weighted averages of the means of the individual hour- or cost-categories, are shown in the second panel of Tables 17.8 and 17.9, with the row labels indicating increasing levels of conditioning relative to preceding rows. The Wilks chi-squared tests indicated that the pure-type differences were statistically significant for females for all measures and for males for all measures except the hours and costs of care for paid helpers. Types II and IV had helpers in 99-100 \% of the cases for both sexes; in contrast, Types I and III had helpers in $20 \%$ and $43 \%$, respectively, of the cases for males and $12 \%$ and $53 \%$, respectively, for females. Among those who had helpers, the average annual hours of help for Type IV was about two FTE's (i.e., 3967 h for males and 4370 h for females). For Type II, males had 1564 h and females had 1103 h , on average. The averages for Type I were larger for males ( 1151 h vs. 386 h ).

Pure-type differences in the fractions who had paid helpers, among those with one or more helpers, were statistically significant for both sexes. Type IV had the highest fractions: $40 \%$ for males and $55 \%$ for females. Pure-type differences in hours and costs of paid care were statistically significant for females, but not males. Moreover, the observed hours and costs of paid care for females were more than double those for males. The average number of paid hours for Type IV was 3314 h for females- 2.8 times the 1202 h for males; and the average cost for Type IV was $\$ 29,153$ for females-2.9 times the $\$ 10,131$ cost for males.

For both sexes, the cost of paid LTC among community residents was substantially less than the cost of institutional care, even in the case of Type IV which had significantly elevated community costs for females.

Annual Medicare costs were based on tabulations of reported Medicare payments to health care providers for service periods with ending dates occurring within the month of the NLTCS interview or within one of the following 11 months. Persons enrolled in HMOs during any of these 12 months were coded as "missing" on the associated Medicare utilization and cost variables. Medicare billing records were grouped into four mutually exclusive service categories: home health care, hospice care, skilled nursing care, and a residual "acute care" category for all other medical care.

The first three categories represent services that are generally provided in non-hospital settings, which may overlap with LTC services reported by NLTCS respondents in the categories of institutional and home/community care. The acute care category includes both inpatient and outpatient services that are generally provided by medical doctors, physician assistants, and allied health professionals, with no overlap with LTC services reported by NLTCS respondents.

The Medicare utilization measures refer to fee-for-service (FFS; i.e., non-HMO) cases with billed services. Tables 17.8 and 17.9 (third panel) show that the observed average fraction of FFS cases utilizing billed services ranged from $1.6 \%$ (female hospice) to $92 \%$ (female acute care). Pure-type differences in the Medicare utilization rates were statistically significant for females for all five measures and for
males for the three LTC categories (home health, hospice, and skilled nursing care) but not for acute care or total Medicare.

Pure-type differences in the costs per user of Medicare services were significant for both sexes for acute care, home health care, and total Medicare, but not for hospice and skilled nursing care. For male users, the highest total Medicare costs were for Type IV $(\$ 16,051)$ and the lowest for Type I $(\$ 5227)$; for female users, the highest total Medicare costs were for Type II $(\$ 12,123)$ and the lowest for Type I (\$3419). For both sexes, the Type III costs for acute care were substantially higher than for Type I: for males, the Type III costs were comparable to the Type II costs; for females, the Type III costs were lower than the Type II costs but were still above the Type IV costs. The high costs for acute care for Type III were consistent with the high mortality rates for Type III; they help to distinguish Type III from Type I.

Pure-type differences in the costs per Medicare enrollee (Tables 17.8 and 17.9, fourth panel) were significant for females for all services except hospice care and for males for all services except hospice and skilled nursing care. The costs per Medicare enrollee were based on a marginal cost model in which a $\$ 0$-category was appended to the variable-sized categories in the conditional cost model based on multiples of 10 and $\$ 2, \$ 5$, and $\$ 10$. For male enrollees, the highest total Medicare costs were for Type IV $(\$ 15,095)$ and the lowest for Type I $(\$ 4456)$; for female enrollees, the highest total Medicare costs were for Type II $(\$ 11,185)$ and the lowest for Type I (\$3077).

The fifth panel (Tables 17.8 and 17.9) presents an alternative set of estimates of the costs per Medicare enrollee, based on pairwise multiplication of the utilization probabilities and costs per user shown in the third panel. The entries under the heading "chi-squared loss" in the fourth panel show that the chi-squared statistics in the fourth panel were from 0.23 to 8.08 less than the sum of the chi-squared statistics from the corresponding utilization and conditional cost variables in the third panel. Similarly, the entries under the heading "chi-squared loss" in the fifth panel show that the chi-squared statistics from the fifth panel (except hospice care) were from 0.05 to 10.85 lower than those in the fourth panel Together these results indicate that the models in the fourth and fifth panels were effectively equivalent.

### 17.5 Discussion

This chapter had two goals, one methodological and the other substantive.
Methodologically, our goal was to present a longitudinal form of the GoM model and associated Newton-Raphson iteration procedures. The resulting model describes the natural history of dementia as a complex irreversible multidimensional process occurring within a three-dimensional state space bounded by a regular tetrahedron. Individuals can be located at any point in the state space at the time of onset of dementia. The dementia process can move them to other points in the state space over time. Longitudinal changes are governed by upper-triangular transition matrices which ensure that all changes are irreversible.

The results indicated that the description of the natural history of dementia as a multistage process with three discrete stages (Grossberg and Desai 2003), equivalent to a three-class LCA model (Lanza et al. 2007) with an ordered progression from Class I to Class II to Class III, was an oversimplification that could be resolved using the fuzzy-set conceptualization provided by GoM. The estimated GoM model identified four distinct pure types that bounded the range of variation between mild, moderate, and severe forms of dementia, and did so using a three-dimensional state space that provided a more diverse set of initial and intermediate outcomes for mild and moderate manifestations of dementia than would be otherwise possible. Moreover, the primary transitions from Types I to III, Types II to IV, and Types III to IV, were consistent with the hypothesized fuzzy-set latent membership process.

The need to generalize the discrete three-stage or three-class LCA process to the three-dimensional fuzzy-set latent membership process was supported by the finding that the optimal estimates of the GoM scores had only $17 \%$ of cases exactly described by one pure type; $83 \%$ of cases were best described by weighted combinations of two or more pure types, implying that the four pure types cannot be interpreted or treated as discrete stages or classes in the dementia process.

The fuzzy-set latent membership process is consistent with the use of multiple sets of rating scales for the staging of the dementia (e.g., Hughes et al. 1982; Reisberg et al. 1982; Dooneief et al. 1996), supporting the conclusions of Eisdorfer et al. (1992) and Stern et al. (1996) that simplified descriptions of dementia as having mild, moderate, and severe stages with ordered progression from one stage to the next may be highly misleading. It follows that mathematical models of this process may be seriously flawed if they assume that the stages are discrete when in fact they are abstractions from a more complex and heterogeneous continuous-state process (Green 2007; Green et al. 2011).

Substantively, our goal was to model the natural history of the loss of cognition and functioning following the onset of dementia using data from the NLTCS. The NLTCS and the linked Medicare files jointly covered a broad range of acute and long-term care services that were expected to differ according to the progression of the decline in cognitive and functional status. We expected that the natural history of dementia would be highly variable both within and between sexes with respect to cognitive and physical functioning at onset and the subsequent rates of loss of such functioning.

The results confirmed these expectations and provided numerical estimates of the different rates of decline in cognitive and functional status conditional on the initial profile of GoM scores, and of the utilization and costs of the associated acute and long-term care services. Substantial and statistically significant sex differences were found in the $\lambda$-probabilities describing the distributions of responses to the variables used in calibration of the model and in the $u$-parameters governing the rates of change of the GoM scores over time.

Significant sex differences involved the higher persistency of Type II for females, the association of Type II with high BMI among females, the pattern of increasing combined prevalence of Types III-IV with increasing disease duration,
the dependence of acute care and paid community care on the pure types for females, and the substantially greater use of paid community care among females.

Patterns of use and costs of acute care and LTC services were as follows. For females, but not males, the use of acute care services varied by pure type. For both sexes, the costs of acute care services varied by pure type. For both sexes, the use of LTC services varied by pure type. Once nursing home and hospice services were received, however, their costs were independent of pure type. Among community residents using paid helpers for LTC services, the costs for females, but not males, varied by pure type. For both sexes, the cost of paid LTC services among community residents was substantially less than the cost of institutional care.

Estimates of life expectancy ranged from 1.9 to 11.8 years, and depended strongly on cognitive and physical functioning at onset, as summarized by the GoM scores on the four pure types.

The relatively short life expectancy of Type III was noteworthy (males, 3.1 years; females, 4.3 years), given that their initial healthy presentation at the time of onset was similar to Type I (with life expectancies of 11.5 and 11.8 years, respectively), and that they were, on average, only 3 years older at the time of onset. The primary characteristic distinguishing Type III from Type I was their relatively high acute care costs in the 12 -month period following the onset interview.

Based on the Cox proportional hazard analyses (Cox 1972) of the Predictors Study in Stern et al. (1994, 1997), we expect that extrapyramidal (motor) signs and psychotic symptoms (delusions and hallucinations) could be important additional characteristics for distinguishing Type III from Type I at the onset interview. While these characteristics were not assessed in the NLTCS, they were found to be important in the Predictors Study GoM models (Stallard et al. 2010; Razlighi et al. 2014). The choice of the GoM model for the more recent and extensive analyses of the Predictors Study was motivated, in part, by the fact that the Cox model provides no mechanism for determining or describing how the time-varying covariate values change over time.

Thus, the longitudinal GoM model permits one to analyze cohort data with large numbers of time-varying covariates measured at multiple waves of follow-up. Applications of the model could be developed using data from other longitudinal studies of the general population, including persons with dementia, or from clinical data specifically focusing on dementia patients. This was done using data for AD from the Predictors Study in Stallard et al. (2010), with further data collection and development of that model now ongoing. The model could be used to better characterize the natural histories of other complex chronic diseases (e.g., cardiovascular disease or diabetes) where there are substantial differences between individuals in manifest disease symptoms, intensity, and rates of progression. Preliminary analyses based on application of this approach are being conducted at Duke University. Alternatively, the model could be used to better characterize the aging process in the general population using chronological age as the time dimension rather than time since onset of specific diseases or time since meeting specific diagnostic criteria, extending the model initially presented in Stallard (2007). Such data are becoming increasingly accessible to the research community
and the longitudinal GoM model provides a potentially powerful tool for their analysis.
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## Appendix

## Synthesis of Known Results Regarding the Consistency of the General (Cross-Sectional) Empirical GoM Model

Haberman's (1995) challenge was to identify conditions under which the conditional GoM likelihood estimator is or is not consistent; he cautioned that this would be "very difficult" to do (Haberman 1995, p. 1132). Wachter (1999) responded to this challenge by recasting the conditional GoM model in a framework based on concepts of dimensionality reduction; he commented that the theorems needed to respond directly to Haberman's consistency challenge were not "readily available" so that a direct response would take one "quickly into uncharted territory" (Wachter 1999, p. 441).

We agree with Haberman about the challenge being very difficult but we disagree with Wachter that the territory is almost completely uncharted. Indeed, our review of the statistical literature indicates that the existing theorems are highly informative. They allow unambiguous determination of consistency/inconsistency for most forms of GoM and they provide substantial insight into the issues to be resolved in such determinations. We emphasize that, for cases where the maximum likelihood estimator is inconsistent, the existing theorems (e.g., Huber 1967, Theorem 1) indicate that the resulting maximum likelihood estimates are likely to be optimal (or approximately so) in the sense that they are the closest possible to the true parameter values using the Kullback-Leibler information criterion (i.e., relative entropy, or divergence) as the distance measure (Kullback and Leibler 1951). As explained below, we conjecture that a generalization of Huber's (1967) Theorem 1 could apply to a form of GoM in which the empirical GoM-score mixing distribution is used to create an empirical marginal likelihood with the same set of $\lambda$ - and $g$-parameters as in conditional GoM. If proven true, this would move the empirical cross-sectional GoM model into the mainstream statistical literature, thereby extending the range of applications far beyond the dimensionalityreduction applications considered by Wachter (1999).

We summarize the relevant literature, existing theorems, and implications for consistency in the form of 15 observations. Our goal is to document the findings in one accessible location and to stimulate further work on proving our conjecture:

1. Wald (1948, Theorem 2.1) provided necessary and sufficient conditions for the existence of a uniformly consistent estimator of a parameter (like $\lambda$; but scalar in Wald's case) in the presence of a set of vectors of incidental parameters (like the $g$-parameters). Tolley and Manton's (1992) proof of consistency for the marginal GoM likelihood for fixed $J$ implies that conditional GoM meets Wald's existence conditions. Thus, marginal GoM was shown to be consistent; the consistency of conditional GoM was not addressed.
2. Tolley and Manton's (1992) marginal GoM likelihood is difficult to use in practice because it requires one to specify the form of the mixing distribution and this is generally unknown. Indeed, one major reason for performing a GoM analysis is to discover the form of this mixing distribution.
3. Kovtun et al. (2007) commented that an empirical estimator of the mixing distribution of the $g$-parameters can be formed directly from the estimates of the GoM scores with each individual providing a unit contribution to the histogram of the mixing distribution; in this case, they claimed that the empirical distribution converges to the true mixing distribution as $J$, along with $N$, goes to infinity. However, they did not provide a proof of convergence for this case. We refer to the marginal GoM likelihood using the empirical estimator in place of the true mixing distribution as the empirical marginal GoM likelihood.
4. Mak (1982, Theorem 2.1) implies that conditional and empirical marginal GoM likelihoods with fixed $J$ and increasing $N$ will yield estimators that converge to points in the $\lambda$-parameter space that generally differ from the true $\lambda$-parameter values; hence the associated estimators are not consistent.
5. Mak (1982, Theorem 2.1) also implies that conditional and empirical marginal GoM likelihoods with increasing $J$ but fixed $N$ will yield estimators that converge to points in the $g$-parameter space that generally differ from the true $g$-parameter values. Thus, the associated estimators are also not consistent for this case.
6. It follows that $N$ and $J$ must both go to infinity for consistency to be established for the conditional and empirical marginal GoM estimators; in this case, if the empirical mixing distribution converges to the true mixing distribution, then the empirical marginal GoM likelihood estimator will yield consistent estimates of the $\lambda$ - and $g$-parameters, without prior specification of the form of the mixing distribution.
7. Substantial insight into the empirical marginal GoM model can be gained by letting $J$ go to infinity first, and then considering the behavior of the model as $N$ goes to infinity. Letting $J$ go to infinity means that each observed data vector, $\mathbf{x}_{i}$, follows a multinomial distribution with an uncountably infinite number of cells representing all combinations of response outcomes for a countably infinite number of variables (see Feller 1971, p. 123, Theorem 1). Hence, under the general GoM model, each cell, $c$, will have a probability $\pi_{i c}=\lim _{J \rightarrow \infty}$ $\prod_{j=1}^{J} \sum_{k=1}^{K} g_{i k} \lambda_{k j j_{j}}$ for each individual $i$ and a marginal probability $\pi_{c}^{0}=E\left(\pi_{i c}\right)$ in the population, where the expectation is taken with respect to the GoM-score
distribution. Thus, as $J$ goes to infinity the set $\left\{\pi_{c}^{0}\right\}$ defines a multinomial distribution with a countably infinite number of $\lambda$ - and $g$-parameters and an uncountably infinite number of cells (i.e., "points"). The presence of an uncountably infinite number of cells introduces several technical problems in defining countably additive probability measures for this distribution, but standard solutions are well-known (e.g., see Billingsley 1986). Three properties of this distribution are relevant: (1) the observed frequency distribution provides a consistent unrestricted (i.e., nonparametric) maximum likelihood estimator of $\left\{\pi_{c}^{0}\right\}$ (by a generalization of the Glivenko-Cantelli Theorem; Wellner (1981, Theorem 1)—see Gaenssler and Wellner (1981) for discussion); (2) the entropy of $\left\{\pi_{c}^{0}\right\}$ becomes infinite (because variable-specific entropies are additive over $j$, and $J$ becomes infinite) (Cover and Thomas 1991, Theorem 2.6.6); and (3) the distribution $\left\{\pi_{c}^{0}\right\}$ becomes continuous (because, at the limit, no cell $c$ carries positive probability mass; see Feller 1971, p. 137-138).
8. The conditional GoM likelihood is an "empirical estimator" in the sense that the GoM scores are directly represented via the $g$-parameters without consideration of a mixing distribution, and more importantly, without prior specification of the form of the mixing distribution. It can be shown that the empirical marginal GoM likelihood for fixed $N$ and increasing $J$ converges to a form proportional to the conditional GoM likelihood. Hence, the estimates under the conditional GoM likelihood will converge to a limit point as $J$ goes to infinity that is the same as that of the estimates under the empirical marginal GoM likelihood: if the empirical marginal GoM likelihood estimator is consistent for infinite $J$, then the conditional GoM likelihood estimator will be likewise consistent. This convergence property implies that the conditional GoM likelihood estimator will provide a good approximation to the empirical marginal GoM likelihood estimator for large $J$.
9. Rao (1958, Assumption $\mathrm{A}_{1}$ ) provided a sufficient condition for the uniform consistency of the restricted (i.e., parametric) maximum likelihood estimator for the infinite multinomial distribution as $N$ goes to infinity: the entropy of the distribution $\left\{\pi_{c}^{0}\right\}$ must be finite. Rao (1958) emphasized that while this condition is not necessary for consistency, it is sufficient. Unfortunately, as noted in Observation 7, this condition does not hold for GoM. Nonetheless, given that the unrestricted maximum likelihood estimator is known to be consistent for the infinite multinomial distribution as $N$ goes to infinity, it at least seems plausible that the restricted maximum likelihood estimator may also be consistent.
10. To complete our synthesis, we refer again to Mak (1982, Theorem 2.1), from which it follows that the restricted maximum likelihood estimator for GoM will converge to some point in the $\lambda$-, $g$-parameter space. What point is that? Mak's (1982) Theorem 2.1 does not provide an answer, but it is highly likely that Huber's (1967) Theorem 1 does, and if it does, then: it will converge to the unique point in the $\lambda$-, $g$-parameter space that minimizes the relative entropy
(i.e., Kullback-Leibler divergence) between the restricted and unrestricted models.
11. See McCulloch (1988) and Freedman (2006) for non-technical discussion of this result. Note that the use of relative entropies resolves the "problem" in Observations 7 and 9 that the entropy of $\left\{\pi_{c}^{0}\right\}$ becomes infinite for both the restricted and unrestricted models. If the restricted GoM model is true (i.e., is the correct model), then the proof of a generalized form of Huber's (1967) Theorem 1 will need to identify the conditions under which the parameter estimates for the restricted model converge to the true values as $N$ and $J$ go to infinity.
12. These must be the same values as obtained for the unrestricted model.
13. As written, Huber's (1967) assumptions for his Theorem 1 require that a sequence of maximum likelihood estimators can be formed for each $N$ as $N$ goes to infinity: any sequence will do. No consideration, however, was given to forming a second asymptotic sequence for $J$ as $J$ goes to infinity. Such consideration would clearly require some generalization of Huber's assumptions, which is what is needed to prove our conjecture. This would only work if, in fact, such sequences exist. Thus, we need to consider how at least one sequence of maximum likelihood estimators could be formed for combinations of $N$ and $J$ such that both $N$ and $J$ could go to infinity.
14. Before doing so, we first need to note that Wald (1948, Theorem 3.1) provided an additional condition for consistency which implies that the total amount of Fisher information in the empirical marginal GoM model must go to infinity as $N$ and $J$ go to infinity. Second, Kovtun et al. (2014, Theorem 5.4) provided additional conditions that restrict the set of admissible variables to those that yield identifiable mixture distributions with a property that they term " $\infty$-stability." Intuitively, this restricts the set of admissible variables to some well-defined measurement domain, which should not be a serious restriction for most substantive applications. We assume that these conditions can be met, in theory, by selecting cases and variables such that the associated Hessian matrices (i.e., the "observed" Fisher information matrices) converge to block diagonal form with unbounded positive-definite diagonal blocks as $N$ and $J$ go to infinity. Hence, we assume that a sequence of maximum likelihood estimators that satisfy the requirements of Observation 13 can be formed using the algorithm in Sect. 17.2.8, which is justified by the convergence property in Observation 8 , by letting $N$ and $J$ increase in fixed ratios with variables selected so that the diagonal terms of the Hessian matrices are unbounded. Convergence to block diagonal form as $N$ and $J$ increase follows from the structure of Eqs. (17.12) and (17.13): the only nonzero terms outside the diagonal blocks correspond to the cross-derivatives of the $\lambda$ - and $g$-parameters and these contain only one additive term, independent of $N$ and $J$. Hence, the relative sizes of these cross-derivatives will tend to zero as $N$ and $J$ go to infinity. Convergence to positive-definite diagonal blocks will satisfy Kuhn-Tucker Condition 5; the inverse Hessian matrices will be used in eqn. (17.36). Akaike (1973,
p. 269-270) showed the close connections between the Hessian matrix, the Fisher information matrix, and the relative entropy measures used to develop the AIC and Kullback-Leibler statistics.
15. The method described in Observation 14 allows one to construct a sequence of joint $\lambda$ - and $g$-estimators for $N$ and $J$ that permit the conditions of Huber's (1967) Theorem 1 to be extended from one to two sequences. If needed, one can ensure by setting $N=J$ that the terms of the paired sequences use just a single index, say $N$, which would most closely match the existing form of Huber's assumptions. It remains to provide a precise specification of conditions for the asymptotic convergence of these joint sequences and to rigorously determine the changes needed in each step of Huber's proof. Given that the unrestricted maximum likelihood estimator is known to be consistent (Wellner 1981), we expect that it will be possible to specify such conditions; this expectation forms the basis of our conjecture. An essential part of Huber's proof is the assumption that the restricted maximum likelihood estimates are unique; Mak (1982, Theorem 2.1) provides conditions that justify this assumption for the GoM model and these could be incorporated into the generalized Huber theorem. Then, if the GoM model is true, the uniqueness of the limit point would ensure that the restricted and unrestricted maximum likelihood estimators would both tend to the same limit as $N$ and $J$ go to infinity, in which case consistency would be proven. The Kullback-Leibler divergence would converge to zero under these same conditions. For the case where the GoM model is true but one of $N$ or $J$ is not infinite, it would follow from the original Huber argument that the Kullback-Leibler divergence would be minimized, confirming our conjecture in its entirety.

The above synthesis clarifies Manton et al.'s (1994, p. 24) statement that the parameters obtained using the conditional GoM likelihood estimator "asymptotically maximize" the marginal GoM likelihood. Further work is needed to generalize Huber's (1967) Theorem 1 to a form directly applicable to the empirical marginal GoM estimator and to determine for practical applications how large (or small) $J$ needs to be for the approximation in Observation 8 to apply to conditional GoM for given sizes of $N$ and configurations of the empirical mixing distribution. Chapter 18 (Sect. 18.4.3) discusses alternative approaches based on linear latent structure (LLS) analysis to establishing conditions for consistent and asymptotically normal estimators of the $\lambda$ - and $g$-parameters for the conditional GoM likelihood-suggesting that the consistency issue can best be completely resolved by several modes of attack. Kovtun et al. (2007) showed that $J$-values in the range 250-1000 were sufficient to obtain good estimates of the empirical mixing distributions for the generalized GoM scores used in the LLS model for $N=10,000$. This suggests that $J$-values substantially below this range may have acceptable performance characteristics when considered in the context of the associated Kullback-Leibler divergences.
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# Chapter 18 <br> Linear Latent Structure Analysis: Modeling High-Dimensional Survey Data 

Igor Akushevich, Mikhail Kovtun, Julia Kravchenko, and Anatoliy I. Yashin

### 18.1 Introduction

Survey data typically are in the form of sample-based collections of measurements made with discrete outcomes for individuals. Common properties of such datasets are high dimensionality and highly correlated measured variables. A class of methods for dealing with such properties is known as latent structure analysis. The typical assumption in such methods is that the observed structure of multiple categorical variables is generated by a small number of latent (i.e., unobserved) variables. The task of latent structure analysis is to find these latent variables, estimate parameters of their distribution, and describe their properties using a sample of high-dimensional categorical variables. Generally speaking, it is necessary to find the properties of a population associated with the latent variables and properties of the sampled individuals, based on those multiple categorical measurements. It appears that both goals may be achieved simultaneously. To increase the precision of population and individual estimates, one has to increase both the sample size (i.e., the number of individuals) and the number of measurements (i.e., questions asked for each individual).

One of the best known of methods of latent structure analysis is the latent class model (LCM), which can be characterized as a statistical method for finding discrete subtypes of related cases (latent classes) from multivariate categorical data. Other models of this type (known as latent variable models), such as item response theory and Rasch models, differ with respect to the assumptions made about the latent variable(s) (reviewed by Clogg (1995) and Collins and Lanza (2010)). One method for identifying the latent structure in large categorical data sets with a simultaneous evaluation of individual scores in a state space is Grade of Membership (GoM) analysis, initially developed by Woodbury and Clive (1974). Manton et al. (1994) provided a detailed exposition of different versions of this approach and reviewed its properties. Additional characterization of a longitudinal form of the model was provided in Chap. 17 (Stallard and Sloan 2016).

Recently Linear Latent Structure (LLS) analysis has been developed to model high-dimensional categorical data (Kovtun et al. 2006, 2007; Akushevich et al. 2009). The LLS model assumption is that the support (i.e., the set of possible values or, formally, the smallest closed set that has probability 1) for the latent variable occupies a polyhedron of low dimensionality. The LLS model was formulated using mixing distribution theory. The specification that the latent variable occupies a polyhedron is another way of saying that the support is linear, which differs from the specifications of other latent structure models, e.g., the LCM is characterized by a mixing distribution concentrated at several isolated support points. Similar to other latent structure analyses, the goal of LLS analysis is to derive simultaneously the properties of a population and individuals, using discrete measurements. The estimation of the LLS model, however, does not use maximization of the likelihood for parameter estimation. Instead, it uses an estimator in which the LLS parameter estimates are solutions of a quasilinear system of equations.

### 18.2 Linear Latent Structure Analysis

### 18.2.1 Structure of Datasets and Population Characteristics

The typical dataset analyzed by methods of latent structure analysis can be represented by the $I \times J$ matrix constituted by categorical outcomes $X_{j}^{i}$ of $J$ measurements on $I$ individuals, where $i=1, \ldots, I$ and $j=1, \ldots, J$ index the individuals and measurements, respectively. Each row in the matrix corresponds to an individual and contains an individual response pattern, i.e., a sequence of $J$ numbers with the $j$ th number ranging from 1 to the number of responses $L_{j}$ for that variable. In most cases $L_{j}$ ranges from 2 to 5-10, and rarely exceeds several dozen. Thus, the results of a survey are represented by $I$ measurements of random variables $X_{1}, \ldots$, $X_{J}$, with the set of outcomes of the $j$ th measurement being $\left\{1, \ldots, L_{j}\right\}$. The joint distribution of random variables $X_{1}, \ldots, X_{J}$ can be described by the elementary probabilities,

$$
\begin{equation*}
p_{\ell}=\operatorname{Pr}\left(X_{1}=\ell_{1} \text { and } \cdots \text { and } X_{J}=\ell_{J}\right) \tag{18.1}
\end{equation*}
$$

where $\ell=\left(\ell_{1}, \ldots, \ell_{J}\right)$ is an individual response pattern and $\ell_{j} \in\left\{1, \ldots, L_{j}\right\}$. To represent marginal probabilities, we allow some components of $\ell$ to be 0 's. For example, for three binary variables,

$$
p_{(2,0,1)}=\operatorname{Pr}\left(X_{1}=2 \text { and } X_{3}=1\right)=p_{(2,1,1)}+p_{(2,2,1)} .
$$

Values of these probabilities $p_{\ell}$ (and only these) are directly estimable from the observations. If $I_{\ell}$ is the number of individuals with pattern $\ell$, consistent estimates for $p_{\ell}$ are given by the frequency $f_{\ell}=I_{\ell} / I$.

### 18.2.2 LLS Task: Statistical, Geometrical, and Mixing Distribution Points of View

The analytical problem in LLS analysis is to evaluate the dimension of a hidden space, identify its location in a space of larger dimension, and to evaluate individuals' hidden characteristics (coordinates in the latent subspace) from the data. The LLS analysis is based on two assumptions. The first is the assumption of "local independence", which is common for all methods of latent structure analysis. The second is specific for LLS analysis. It assumes the existence of a low-dimensional linear subspace associated with the latent structure. We present LLS in terms of the theory of mixing distributions, and then discuss its specific assumptions from statistical and geometrical points of view.

Population characteristics are completely described by the joint distribution of random variables $X_{1}, \ldots, X_{J}$ represented by probabilities (18.1). Among all possible joint distributions, one can distinguish independent distributions, i.e. distributions satisfying

$$
\begin{equation*}
p_{\ell}=\operatorname{Pr}\left(X_{1}=\ell_{1} \text { and } \cdots \text { and } X_{J}=\ell_{J}\right)=\prod_{j} \operatorname{Pr}\left(X_{j}=\ell_{j}\right) . \tag{18.2}
\end{equation*}
$$

The description of an independent distribution law requires only knowing $\operatorname{Pr}\left(X_{j}=l\right)$ which is denoted below as $\beta_{j l}$. Vectors of probabilities $\beta=\left(\beta_{11}, \ldots, \beta_{J L_{J}}\right)$ belong to a vector space $R^{\mid \mathrm{LI}}$, where $|L|=\sum_{j} L_{j}$. Indexes of the vector components run over all possible pairs of $j l$, i.e., corresponding to probabilities of the first outcome to the first variable, of the second outcome to the first variable, and so on. Requirements for $\beta_{j l}$ to be probabilities restricts their domain in the vector space by

$$
\begin{equation*}
\sum_{l=1}^{L_{j}} \beta_{j l}=1 \quad \text { and } \quad \beta_{j l} \geq 0 \tag{18.3}
\end{equation*}
$$

This domain represents the direct product of $J$ unit simplexes, each of dimensions $L_{j}$.
Since variables $X_{1}, \ldots, X_{J}$ are not independent in general, the observed distribution $\left\{p_{\ell}\right\}$ cannot be described by the product of independent distributions, but it can be exactly described as a mixture of independent distributions. This means that each set of independent probabilities contributes to the observed distribution with a weight function. This weight function is called a mixing distribution. It is defined in the space of independent distributions, i.e., for each vector of probabilities $\beta$ satisfying (18.3). Let $F(\beta)$ be the cumulative distribution function of the mixing distribution. The probabilities $p_{\ell}$ can be represented as:

$$
\begin{equation*}
p_{\ell}=\int d F(\beta) \prod_{j=1}^{J} \beta_{j \ell_{j}} \tag{18.4}
\end{equation*}
$$

Thus, latent structure analysis searches for a representation of the observed distribution as a mixture of independent distributions.

Any distribution $\left\{p_{\ell}\right\}$ can be represented as a mixture, so the representation (18.4) does not restrict the family of distributions and further specifications are required. They are formulated as restrictions on the support of the mixing distribution or, equivalently, on a set of mixed independent distributions. The LLS specific assumption is that this set is restricted to be a $K$-dimensional linear subspace of the space of independent distributions, i.e., the mixing distribution is supported by the linear subspace spanned by $K$ basis vectors $\lambda^{1}, \ldots, \lambda^{K}$. Below, this LLS assumption is considered from the point of view of pure statistical analysis and the geometry of the task.

Individual characteristics are described by individual probabilities $\beta_{j l}^{i}=\operatorname{Pr}\left(X_{j}^{i}=l\right)$ of specific outcomes ( $i=1, \ldots, I$ runs over individuals).

The LLS assumption of the existence of a low-dimensional linear subspace supporting the mixing distribution is essentially equivalent to the assumption that there exists a $K$-dimensional random vector $G$ such that for every $j$ a regression of $Y_{j l}$ (random variable $Y_{j l}$ equaling 1 if $X_{j}=l$ and 0 otherwise) on $G$ is linear. The regression equation relates the expectation of $Y_{j l}$, which is $\beta_{j l}$, to the random vector $G$. If a specific value of $G$ is associated with individual $i$ (the so-called LLS scores, $g_{i k}$ ), then the regression takes the form,

$$
\begin{equation*}
\beta_{j l}^{i}=\sum_{k=1}^{K} g_{i k} \lambda_{j l}^{k} \tag{18.5}
\end{equation*}
$$

The sense of the regression coefficients $\lambda_{j l}^{k}$ and model restrictions is clarified by analyzing the geometry of the LLS task.

Vectors of individual probabilities $\beta^{i}=\left\{\beta_{j l}^{i}\right\}$, of individual responses $Y^{i}=$ $\left\{Y_{j l}^{i}\right\}$ and the regression coefficients $\lambda^{k}=\left\{\lambda_{j l}^{k}\right\}$ lie in the permitted domain (18.3) of the space of independent distributions. From a geometric point of view, LLS searches a $K$-dimensional subspace (represented by $\lambda_{j l}^{k}$ ) in this space, which is the "closest" to the set of $I$ points representing individual outcomes $Y_{j l}^{i}$. This linear subspace is defined by its basis $\lambda^{1}, \ldots, \lambda^{K}$, so to find the $K$-dimensional subspace means finding a basis, $\lambda_{j l}^{k},(k=1, \ldots, K)$. Every basis $\lambda^{1}, \ldots, \lambda^{K}$ defines a family of regression coefficients and vice versa. The complete set of restrictions in the LLS (which allows us to consider $\beta_{j l}^{i}$ and $\lambda_{j l}^{k}$ to be probabilities), is

$$
\begin{equation*}
\sum_{l=1}^{L_{J}} \lambda_{j l}^{k}=1, \quad \lambda_{j l}^{k} \geq 0, \quad \sum_{k=1}^{K} g_{i k}=1 \quad \text { and } \quad \sum_{k} g_{i k} \lambda_{j l}^{k} \geq 0 \tag{18.6}
\end{equation*}
$$

The LLS scores, or $g_{i k}{ }^{\prime} \mathrm{s}$, characterizing an individual $i$ are then estimated as the expectation of vector $G$, conditional on the respondent's answers. Basis vectors of the subspace can be interpreted as probabilities and can define "pure types" (Manton et al. 1994). In this sense, the model decomposition (18.5) has the interpretation of a decomposition over pure types or over "ideal persons" whose individual probabilities are basis vectors of the subspace. Note that (18.6) does not contain the restriction $g_{i k} \geq 0, k=1, \ldots, K$, which is a fundamental restriction of the GoM model; hence, LLS is a generalization of GoM.

Summarizing, one can say that the LLS model approximates the observed distribution of $X_{1}, \ldots, X_{J}$ by a mixture of independent distributions with a mixing distribution supported by a $K$-dimensional subspace of the space of independent distributions. To specify such a model distribution, it is sufficient to define the following LLS parameters:

1. A basis $\lambda^{1}, \ldots, \lambda^{K}$ of the space that supports the mixing distribution.
2. Conditional moments $\mathbf{E}(G \mid X=\ell)$.

This set of model parameters is not the only set possible. We chose it because of a number of useful properties listed below.

Property 1 The mixing distribution can be estimated in the style of an empirical distribution, i.e., when the estimator is a distribution concentrated at points $\mathbf{E}(G)$ $X=\ell$ ) with weights $f_{\ell}$.
Property 2 The conditional expectations $\mathbf{E}(G \mid X=\ell)$ provide knowledge about individuals. These conditional expectations can be considered as coordinates in a phase space, to which all individuals belong. The ability to discover the phase space and determine individual positions in it is a valuable feature of LLS analysis.
Property 3 When the number of measurement, $J$, tends to infinity, the individual conditional expectations $g_{i}=\mathbf{E}\left(G \mid X=\ell^{(i)}\right)$, where $\ell^{(i)}$ is the vector of responses of individual $i$, converge to the true value of the latent variable for this individual, and estimates of the mixing distribution converge to the true one, provided some regularity conditions are satisfied (Kovtun et al. 2011).

### 18.2.3 Moment Matrix and the Main System of Equations

Parameter estimation is based on two properties (Kovtun et al. 2006, 2007) formulated in terms of the conditional and unconditional moments of the mixing
distribution. The first is that columns of the moment matrix belong exactly to the desired linear space. The second is that they obey the main system of equations.

### 18.2.3.1 Unconditional Moments and the Moment Matrix

The first set of values in which we are interested consists of the unconditional moments of the mixing distribution $F(\beta)$ :

$$
\begin{equation*}
M_{\ell}=\int d F(\beta) \prod_{j: \ell_{j} \neq 0} \beta_{j \ell_{j}}=p_{\ell} \tag{18.7}
\end{equation*}
$$

Note an important fact regarding the above equation. The value on the left-handside, $M_{\ell}$, is a moment of a mixing distribution, while the value on the right-handside, $p_{\ell}$, comes from the joint distribution of $X_{1}, \ldots, X_{J}$; the equality of these values is a direct corollary of the definition of a mixture. The existence of this connection between two distinct distributions is crucial for LLS analysis.

The first corollary of Eq. (18.7) is that some moments are directly estimable from data and, therefore, the frequencies $f_{\ell}$ of response patterns $\ell$ observed in a sample are consistent and efficient estimators for the moments $M_{\ell}$.

Recall that we allow some components of response pattern $\ell$ to be 0 . In this case, the $p_{\ell}$ are marginal probabilities. In the definition of the $M_{\ell}$, the multipliers, corresponding to 0 components of $\ell$, are excluded from the product. Thus, the order of moment $M_{\ell}$ is equal to the number of non-zero components in $\ell$.

All moments defined in (18.7) are estimable by frequencies; however, this definition does not cover all moments of a certain order. For example, moments of the second order with $\beta_{j 11}$ and $\beta_{j l 2}$ (i.e., with the same $j$ ) are not estimable. This arises because the data do not include double answers to the same question. It follows that (i) all moments of first order are estimable, (ii) the proportion of estimable moments decreases with the increase of order, and (iii) no moments of order $J+1$ and higher are estimable.

The moment matrix is constructed from moments of order up to $J$ using the following formal rules:

1. Rows of the moment matrix are indexed by response patterns containing exactly one non-zero component or, equivalently, by pair indexes $j l$. Thus, the moment matrix contains $|L|$ rows, and their columns can be considered as vectors in $R^{|L|}$.
2. Columns of the moment matrix are indexed by all possible response patterns, including a response pattern containing all 0 's. The first column is indexed by the response pattern $(0, \ldots, 0)$; the next $|L|$ columns are indexed by response patterns containing one non-zero component, and so on.
3. The element at the intersection of row $\ell^{\prime}$ and column $\ell^{\prime \prime}$ is $M_{\ell^{\prime}+\ell^{\prime \prime}}$, if $\ell^{\prime \prime}$ has 0 at the position of the only non-zero component of $\ell^{\prime}$ (in this case, $\ell^{\prime}+\ell^{\prime \prime}$ is a meaningful response pattern; otherwise, a question mark is placed on the position of the
intersection of row $\ell^{\prime}$ and column $\left.\ell^{\prime \prime}\right)$. For example, the element of the moment matrix in row $(1,0,0)$ and column $(0,2,2)$ is $M_{1,2,2}$, and the element in row $(1,0,0)$ and column $(1,0,2)$ is inestimable and denoted by a question mark.

Equation 18.8 gives an example of a portion of the moment matrix for the case of $J=3$ dichotomous variables, i.e., $L_{1}=L_{2}=L_{3}=2$.

$$
\left(\begin{array}{lllllllll}
M_{(100)} & ? & ? & M_{(110)} & M_{(120)} & M_{(101)} & M_{(102)} & ? & \cdots  \tag{18.8}\\
M_{(200)} & ? & ? & M_{(210)} & M_{(220)} & M_{(201)} & M_{(202)} & ? & \ldots \\
M_{(010)} & M_{(110)} & M_{(210)} & ? & ? & M_{(011)} & M_{(012)} & ? & \ldots \\
M_{(020)} & M_{(120)} & M_{(220)} & ? & ? & M_{(021)} & M_{(022)} & ? & \ldots \\
M_{(001)} & M_{(101)} & M_{(201)} & M_{(011)} & M_{(021)} & ? & ? & M_{(111)} & \cdots \\
M_{(002)} & M_{(102)} & M_{(202)} & M_{(012)} & M_{(022)} & ? & ? & M_{(112)} & \cdots
\end{array}\right)
$$

In this example, places for inestimable moments are filled by question marks. The first column of the moment matrix contains moments of the first order, when only one specific outcome of one specific variable is taken into account. There are no inestimable moments in the first column. Elements of this column can be denoted as components of vectors in $R^{|L|}$, i.e., as $M_{j l}$. The next six ( $|L|$ in general) columns correspond to second-order moments. Blocks of diagonal elements are not estimable. Second-order moments can be also denoted via the pair $j l$ of indexes as $M_{j l ; j^{\prime} l^{\prime}}$. The last column shown corresponds to third order moments. The notations $M_{j l}$ and $M_{j l, j^{\prime} l^{\prime}}$ are used below for specific columns of the moment matrix.

The part of the moment matrix consisting of second-order moments (which is an $|L| \times|L|$ square matrix) together with the column of first-order moments is of special interest. A well-known fact is that if a distribution in an $n$-dimensional Euclidean space is carried by a $k$-dimensional linear manifold, then the rank of the covariance matrix is equal to $k$, and the position of the manifold can be derived from the covariance matrix. This fact is the cornerstone of Principal Component Analysis (PCA). Our method is based on similar ideas, adapted to having an incomplete set of second-order moments. For a small $J$ (as in the example), there is a relatively large fraction of non-estimable components in the second-order part of the moment matrix. For increasing $J$, this fraction rapidly decreases.

For a moment matrix $M$, let its completion $\bar{M}$ be a matrix obtained from $M$ by replacing question marks with arbitrary numbers. The main fact with respect to the moment matrix is that the moment matrix always has a completion in which all columns belong to the supporting plane $\Lambda$. Thus, if the estimable part of the moment matrix has sufficient rank (which is the case in non-degenerate situations), a basis in $\Lambda$ may be obtained from this matrix. As we have a consistent estimator of the moment matrix in the form of a frequency matrix, the supporting plane may be consistently estimated.

### 18.2.3.2 Unconditional Moments and Main System of Equations

Another set of values of interest are the conditional moments $\mathbf{E}\left(G_{k} \mid X=\ell\right)$, which express knowledge of the state of individuals based on measurements. They are not directly estimable from observations. The goal of LLS analysis is to obtain estimates for these conditional moments. Explicit expressions for those of the lowest order are obtained using Bayes theorem (Kovtun et al. 2007):

$$
\begin{equation*}
\mathbf{E}\left(G_{n} \mid X=\ell\right)=\int d F(g) g_{n} \frac{\prod_{j: \ell_{j} \neq 0} \sum_{k} g_{k} \lambda_{j l}^{k}}{M_{\ell}\left(\mu_{\beta}\right)} . \tag{18.9}
\end{equation*}
$$

Analogously, higher-order conditional moments, including products of components of $G$, can be constructed. As can be seen explicitly from (18.9), the relation of conditional and unconditional moments in LLS analysis can be described as

$$
\begin{equation*}
\sum_{k} \lambda_{j l}^{k} \mathbf{E}\left(G_{k} \mid X=\ell\right)=\frac{M_{\ell+l_{j}}}{M_{\ell}} \tag{18.10}
\end{equation*}
$$

where the vector $\ell$ contains 0 in position $j$, and $\ell+l_{j}$ contains $l$ in this position. Similar equations can be written for conditional moments of higher orders. We refer to the system of equations relating conditional and unconditional moments as the main system equations. Kovtun et al. (2007) proved the following properties of solutions of the main system of equations: (i) any basis $\lambda_{j l}^{k}$ of $\Lambda$ together with the conditional moments $\mathbf{E}\left(G_{k} \mid X=\ell\right)$ calculated on this basis yields a solution of the main system of equations; and (ii) under regularity conditions, every solution of the main system of equations gives a basis of $\Lambda$ and the conditional moments calculated on this basis. Note, that Eq. (18.10) is linear with respect to the conditional moments.

The properties of the moment matrix and solutions of the main system of equations suggest an efficient algorithm for calculating LLS estimates. First, a basis of the supporting plane can be obtained from the moment matrix, and second, the conditional moments can be found by solving a linear system of equations.

### 18.2.3.3 Two Illustrative Examples

Before going into the details of the algorithm and addressing the practical tasks of data analysis, we consider two simple illustrative examples. For both of them, assume $K=2$, three dichotomous variables $(J=3)$, and the basis vectors are $\lambda^{1}=(1,0 ; 1,0 ; 1,0)$ and $\lambda^{2}=(1 / 2,1 / 2 ; 0,1 ; 0,1)$. Then the independent distributions being mixed are defined by the vectors:

$$
\begin{equation*}
\beta=g_{1} \lambda^{1}+g_{2} \lambda^{2}=g_{1} \lambda^{1}+\left(1-g_{1}\right) \lambda^{2}, \quad 0 \leq g_{1} \leq 1 . \tag{18.11}
\end{equation*}
$$

Thus, a mixing distribution can be represented by a one dimensional p.d.f. $\rho\left(g_{1}\right)$. For the first task, we assume that the mixing distribution is uniform $\left(\rho\left(g_{1}\right)=\boldsymbol{\theta}\left(g_{1}\right) \theta\left(1-g_{1}\right)\right)$. In the second case, we assume the mixing distribution is concentrated at two points with $g_{1}=0.1$ and $g_{1}=0.4$ $\left(\rho\left(g_{1}\right)=1 / 2\left(\delta\left(g_{1}-1 / 10\right)+\delta\left(g_{1}-2 / 5\right)\right)\right)$. Unconditional moments are calculated using (18.7). Moment matrices for both cases are:
$\left(\begin{array}{lllllll}\frac{3}{4} & \frac{7}{12} & \frac{1}{6} & \frac{1}{2} & \frac{1}{4} & \frac{5}{12} & \frac{1}{3} \\ \frac{1}{4} & \frac{1}{6} & \frac{1}{12} & \frac{1}{8} & \frac{1}{8} & \frac{1}{12} & \frac{1}{6} \\ \frac{5}{8} & \frac{1}{2} & \frac{1}{8} & \frac{7}{16} & \frac{3}{16} & \frac{3}{8} & \frac{1}{4} \\ \frac{3}{8} & \frac{1}{4} & \frac{1}{8} & \frac{3}{16} & \frac{3}{16} & \frac{1}{8} & \frac{1}{4} \\ \frac{1}{2} & \frac{5}{12} & \frac{1}{12} & \frac{3}{8} & \frac{1}{8} & \frac{1}{3} & \frac{1}{6} \\ \frac{1}{2} & \frac{1}{3} & \frac{1}{6} & \frac{1}{4} & \frac{1}{4} & \frac{1}{6} & \frac{1}{3}\end{array}\right)$
and

$$
\left(\begin{array}{lllllll}
\frac{5}{8} & \frac{317}{800} & \frac{183}{800} & \frac{451}{1600} & \frac{549}{1600} & \frac{67}{400} & \frac{183}{800}  \tag{18.12}\\
\frac{3}{8} & \frac{183}{800} & \underline{117} & \frac{249}{160} & \frac{351}{1600} & \frac{33}{400} & \frac{117}{400} \\
\frac{7}{16} & \frac{451}{1600} & \frac{249}{160} & \frac{653}{3200} & \frac{747}{3200} & \frac{101}{800} & \frac{249}{800} \\
\frac{9}{16} & \frac{549}{1600} & \frac{351}{1600} & \frac{747}{3200} & \frac{1053}{3200} & \frac{99}{800} & \frac{351}{800} \\
\frac{1}{4} & \frac{67}{400} & \frac{33}{400} & \frac{101}{800} & \frac{99}{800} & \frac{17}{200} & \frac{33}{200} \\
\frac{3}{4} & \frac{183}{400} & \underline{117} & \frac{249}{400} & \frac{351}{800} & \frac{33}{800} & \frac{117}{200} \\
\frac{117}{200}
\end{array}\right)
$$

Since these matrices were constructed from mixing distributions known a priori, diagonal blocks in the sub-matrix of the second order are calculable (marked by the italic font in (18.12)). As can be seen, the rank of both matrices is 2 . Conditional moments are calculated for an outcome pattern. Choose $\ell=(001)$ and $\ell+l_{1}(101)$. Using (18.9), we have

$$
\begin{equation*}
\mathbf{E}\left(G_{1} \mid X=(001)\right)=23 \text { and } \mathbf{E}\left(G_{2} \mid X=(001)\right)=13 \tag{18.13}
\end{equation*}
$$

for the first example, and

$$
\begin{equation*}
\mathbf{E}\left(G_{1} \mid X=(001)\right)=1750 \text { and } \mathbf{E}\left(G_{2} \mid X=(001)\right)=3350 \tag{18.14}
\end{equation*}
$$

for the second. Using corresponding elements of $M_{\ell}$ in (18.12), we can see that the l.h.s. and r.h.s of Eq. (18.10) are equal to $5 / 6$ for first example and $67 / 100$ for the second:

$$
\begin{equation*}
1 \cdot \frac{2}{3}+\frac{1}{2} \cdot \frac{1}{3}=\frac{5 / 12}{1 / 2} \quad \text { and } \quad 1 \cdot \frac{17}{50}+\frac{1}{2} \cdot \frac{33}{50}=\frac{67 / 400}{1 / 4} \tag{18.15}
\end{equation*}
$$

External indexes in this example are $j=1$ and $l=1$.

### 18.3 Computational Algorithm for Estimating LLS Model

Parameter estimates in LLS models are based on the properties of the moment matrix and the main system of equations. These properties allow us to reduce the problem of estimating the model parameters to a sequence of linear algebra problems. The algorithm based on linear algebra methods assures a low computational complexity.

Data to be analyzed are represented by a set of measurements $X_{j}^{i}$ (See Sect. 18.2.1).

We need to find the linear space and the individual LLS scores. Estimation of the model requires four steps: (i) estimating the rank of the frequency matrix, (ii) finding the supporting plane, (iii) choosing a basis in the plane that was found, and (iv) calculating the individual conditional expectations and estimating mixing distribution. The second and fourth steps are the essence of the LLS parameter estimation problem. The first step is separable, because sometimes the desired dimensionality of the LLS model may be provided by a researcher, and this step may be skipped. The third step requires using prior information about the processes studied, so it is also examined separately.

### 18.3.1 Moment Matrix Calculation

An important initial step that deserves special attention is calculation of the moment matrix. The elements of the moment matrix given by $M_{\ell}$ are approximated by observable frequencies defined as $f_{\ell}=I_{\ell} / I$, where $I_{\ell}$ is the number of individuals with outcome pattern $\ell$, and $I$ is the total number of individuals having certain (not missing) outcomes for nonzero elements in $\ell$. Columns of a different order have different normalizations, e.g., the sum of first-order moments corresponding to variable $j$ is one (e.g., $M_{(010)}+M_{(020)}=1$ ), while sums of columns for this $j$ of the second-order sub-matrix are equal to the corresponding first-order moments
(e.g., $M_{(110)}+M_{(120)}=M_{(100)}$ ). General conditions of summations of the second order moments written in terms of the notation defined after Eq. (18.8) are:

$$
\begin{equation*}
\sum_{l^{\prime}=1}^{L_{j}^{\prime}} M_{j l: j^{\prime} l^{\prime}}=M_{j l} . \tag{18.16}
\end{equation*}
$$

Because of missing data, the property of normalization can be violated. This property, with or without the renormalization setting the sums equal to one, is required for the analysis. The renormalization could provide the property in the presence of missing data; this approximation can be true, however, only if the missing data are random.

In addition, a matrix containing standard errors (or confidence intervals) of estimates of frequencies is calculated for each element of the frequency matrix. Standard errors for a binomial distribution, i.e., $\sigma_{\ell}=\sqrt{f_{\ell}\left(1-f_{\ell}\right) / I_{\ell}}$, require a generalization for patterns with small $I_{\ell}$ as discussed in Brown et al. (2001).

### 18.3.2 Computational Rank of the Frequency Matrix

The frequency matrix can be represented as a sum of the moment matrix with rank $K$ and a matrix with a stochastic component. To define the dimensionality of the LLS problem, we have to estimate the rank of the frequency matrix eliminating the stochastic component. Specifically, we take the greatest minor of the frequency matrix that does not contain question marks. Then we calculate the singular value decomposition (SVD) and take $K$ equal to the number of singular values that are greater than a maximum of the total standard deviation estimated as the quadratic sum of standard errors of frequencies involved in the minor.

The choice of a minor does not essentially influence the computational rank of the frequency matrix. Indeed, the geometrically specific choice of a minor (e.g. an $n$-dimensional minor of maximal size in the lower left corner of the moment matrix) corresponds to the projection of part of the vectors onto an $n$-dimensional linear subspace. If the real rank of the moment matrix is much less than $n$, it is clear that the rank of the projection will not change.

### 18.3.3 Finding the Supporting Plane

All columns of the moment matrix belong to the supporting plane, and as the frequency matrix is an approximation of the moment matrix, a natural way to search for the supporting plane is to search for a plane that minimizes the sum of distances from it to the columns of the frequency matrix. In our case, however, this approach is complicated by three obstacles: (a) the frequency matrix is incomplete; (b) the statistical inaccuracy of the approximation of moments $M_{\ell}$ by frequencies $f_{\ell}$
varies considerably over elements of the frequency matrix; and (c) the basis we seek should exactly satisfy the conditions $\sum_{l=1}^{L_{J}} \lambda_{j l}^{k}=1$ for every $k$ and $j$. These obstacles are overcome by heuristic methods: (a) An iterative procedure for completion of the frequency matrix is used: after a basis of the supporting plane is obtained, it is used to recalculate the completion of the frequency matrix. A new frequency matrix is used for adjusting the basis calculation, etc. (b) Only the first- and second-order moments are examined, so statistical errors of different columns in this matrix are compatible. (c) Rotation of each simplex (corresponding to each variable) to the hyperplane to eliminate one degree of freedom. Rotation, but not a simple projection, is required to provide the same distances between points in a simplex. Items (a) and (c) require explicit consideration.

### 18.3.3.1 Completion of the Moment Matrix

We consider the second-order moment matrix where, for every $\bar{j}$, there are undefined elements corresponding to repeated responses to the same variable. The intent of the completion procedure is to approximate these elements, assuming that the supporting subspace $\Lambda$ is found. Since only the completed frequency matrix is used for finding the subspace $\Lambda$, and since the completion procedure uses a basis in the subspace $\Lambda$, it can be done by an iteration algorithm. For one iteration step, we need to find a symmetric matrix $B_{\bar{j}}$ of $L_{\bar{j}} \times L_{\bar{j}}^{-}$-dimension with positive elements such that the sum of elements in each column (or row) equals the corresponding moment of the first order, i.e., $\sum_{l} B_{\bar{j}, l l^{\prime}}=M_{\bar{j} l^{\prime}}$. Since we know the first- and secondorder frequencies $\left(f_{j l}\right.$ and $f_{j l, j^{\prime} l^{\prime}} ; j \neq j^{\prime}$ ), which only approximate exact moments $\left(M_{j l}\right.$ and $\left.M_{j l, j^{\prime} l^{\prime}}\right)$, special efforts are required to satisfy the properties of $B_{\bar{j}}$. Columns of the second-order sub-matrix corresponding to variable $\bar{j}$ are presented using the known frequencies $f_{j l, \bar{j}} ; j \neq \bar{j}$ and the inestimable elements $B_{\bar{j}, \bar{l} \bar{l}}$,

$$
\left(\begin{array}{lll}
f_{11 ; \overline{j 1}} & \ldots & f_{11 ; \bar{j} L_{\bar{j}}}  \tag{18.17}\\
\ldots & \ldots & \ldots \\
f_{1 L_{1} ; \bar{j} 1} & \ldots & f_{1 L_{1} ; \bar{j} L_{\bar{j}}} \\
\ldots & \ldots & \ldots \\
B_{\bar{j}, 11} & \ldots & B_{\bar{j}, 1 L_{\bar{j}}} \\
\ldots & \ldots & \ldots \\
B_{\bar{j}, L_{j} 1} & \ldots & B_{\bar{j} \cdot L_{j} L_{\bar{j}}} \\
\ldots & \ldots & \ldots \\
f_{11 ; \bar{j} 1} & \ldots & f_{J 1 ; \bar{j} L_{\bar{j}}} \\
\ldots & \ldots & \ldots \\
f_{J L_{j} ; \bar{j} 1} & \ldots & f_{J L_{j} ; \bar{j} L_{\bar{j}}}
\end{array}\right) .
$$

The completion procedure is based on the fact that the rank of the moment matrix is $K$, which is much smaller than the dimension of the moment matrix, $|L|$. Therefore, only $K$ columns are linearly independent. Each column of the moment matrix, being a vector in a $K$-dimensional vector space, can be expanded over the basis vectors $\lambda^{1}, \ldots, \lambda^{K}$ available after finding the subspace $\Lambda$. The known elements $f_{j l: \bar{j} l} \bar{l}=1, \ldots, L_{\bar{j}}$ and $\left.j \neq \bar{j}\right)$ of the columns of the moment matrix corresponding to variable $\bar{j}$ are expanded:

$$
\begin{equation*}
f_{j l: \overline{j l}}=\sum_{k} C_{k}^{\bar{j}} \lambda_{j l}^{k} \quad(j \neq \bar{j}) . \tag{18.18}
\end{equation*}
$$

If the coefficients $C_{k}^{\bar{j}}$ are found, the matrix $B_{\bar{j}}$ can be constructed as $B_{\bar{j}, \bar{l}^{\prime} \bar{l}}=\sum_{k} C_{k}^{\bar{j} l} \lambda_{\overline{j l}}^{k}$. The number of known components of the vector $f_{j l: \bar{j} l}$ is greater than the number of basis vectors, so the coefficients $C_{k}^{\bar{j}}$ can be calculated by ordinary least squares with restrictions: $C_{k}^{\bar{j} l} \geq 0, \quad \sum_{k} C_{k}^{\overline{j l}}=1$, and $\sum_{k}\left(C_{k}^{\bar{j}} \lambda_{\overline{j l}}^{k}-C_{k}^{\bar{j} l} \lambda_{j l}^{k}\right)=0$. The functional to be minimized is:

$$
\begin{equation*}
\sum_{j l: j \neq \bar{j}}\left(f_{j l: \bar{j} l}-\sum_{k} C_{k}^{\bar{j}} \lambda_{j l}^{k}\right)^{2} \tag{18.19}
\end{equation*}
$$

### 18.3.3.2 Removing Restrictions

The restrictions $\sum_{l=1}^{L_{J}} \lambda_{j l}^{k}=1$ are removed by reducing the number of rows by $J$ (one for every group of indexes $j 1, \ldots, j L_{j}$ ). Specifically, we use a linear map from $R^{L L \mid}$ to $R^{L L-J}$ represented by a block-diagonal matrix $A$ with $J$ blocks of size $L_{j} \times\left(L_{j}-1\right)$ :

$$
A_{j}=\left(\begin{array}{ccccc}
-\frac{\sqrt{L_{j}}-1}{L_{j}-1} & 1 & 0 & \ldots & 0  \tag{18.20}\\
\ldots \ldots \ldots \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . . . . . ~ & \\
-\frac{\sqrt{L_{j}}-1}{L_{j}-1} & 0 & 0 & \ldots & 1
\end{array}\right)
$$

Geometrically, such a map provides an isometric rotation $\left(\bar{\lambda}^{k}=A \lambda^{k}\right)$ to the hyperplane with zero first coordinate, i.e., every block $A_{j}$ defines a rotation of a unit simplex in an $L_{j}$-dimensional space around a hypersurface opposite to the first
vertex; the angle of this rotation is such that the first vertex moves to the point where the first coordinate equals 0 . Explicitly, this rotation is $\bar{\lambda}_{j l-1}^{k}=A_{j} \lambda_{j l}^{k}$ in matrix form or $\bar{\lambda}_{j l-1}^{k}=\lambda_{j l}^{k}-\frac{\sqrt{L_{j}}-1}{L_{j}-1} \lambda_{j 1}^{k}$ for $l=2, \ldots, L_{j}$. New vectors $\bar{\lambda}^{k}$ do not possess any ties. It is easy to verify that such a transformation conserves distances between points in a simplex. The reverse transformation is:

$$
\begin{equation*}
\lambda_{j 1}^{k}=\frac{1-\sum_{l=2}^{L_{j}} \bar{\lambda}_{j l-1}^{k}}{\sqrt{L_{j}}}, \lambda_{j l}^{k}=\bar{\lambda}_{j l-1}^{k}+\frac{\sqrt{L_{j}}-1}{L_{j}-1} \lambda_{j l}^{k} \tag{18.21}
\end{equation*}
$$

### 18.3.3.3 Algorithm for Identifying the Subspace

The initial completion of the moment matrix is constructed in an arbitrary way, e.g., by the unitary diagonal matrix or by completing frequencies as $f_{i j}=f_{i} f_{j}$. The next step is the rotation of each simplex (corresponding to each variable as described above) to the hyperplane to eliminate one degree of freedom. This produces $n$ points $c^{1}, \ldots, c^{n}$ (images of the columns of the frequency matrix) in $m=(|L|-J)$-dimensional space. The problem is to find an affine plane that minimally deviates from these points in the space of individual probabilities. First, we find the center of gravity of this system

$$
\begin{equation*}
c^{0}=\frac{1}{n} \sum_{i} c^{i} \tag{18.22}
\end{equation*}
$$

and then consider a new set of points $\bar{c}^{i}=c^{i}-c^{0}$ that corresponds to shifting the point of origin. Then we need to find a $K$-dimensional linear subspace in $R^{m}$ that minimally deviates from this set of points. The solution of this problem is wellknown: one has to consider an $m \times m$ matrix $X$ with components $X_{r s}=\sum_{i} \bar{c}_{r} \bar{c}_{s}^{i}$; this matrix is symmetric and positive definite and thus its normalized eigenvectors are composed of an orthonormal basis in $R^{m}$. Let $\gamma_{1} \geq \gamma_{2} \geq \cdots \geq \gamma_{\mathrm{m}}>0$ be the eigenvalues of the matrix $X$, and let $Z^{1}, \ldots, Z^{m}$ be the corresponding eigenvectors. The plane of dimensionality $K$ that minimizes the sum of squared distances from points $\bar{c}^{1}, \ldots, \bar{c}^{n}$ is spanned by $z^{1}, \ldots, z^{m}$, and the sum of squared distances is $\operatorname{tr} X-\sum_{k=1}^{k} \gamma_{k}$. Vectors $c^{0}, c^{0}+z^{1}, \ldots, c^{0}+z^{k-1}$ give us an affine basis of the required affine plane. Finally, we apply inverses of the transformation (18.21) to $c^{0}, c^{0}+z^{1}, \ldots, c^{0}+z^{k-1}$ to obtain the basis $\lambda^{1}, \ldots, \lambda^{k}$ of the subspace $\Lambda$.

### 18.3.4 Choice of a Basis

The basis cannot be defined uniquely, and any convex combination of basis vectors satisfying the LLS restrictions can be considered as an alternative. A choice may be made using prior information about the process of interest. The appeal of prior information at this stage is reasonable, because of the evident fact that the same dataset can be used for analyzing different (say, disability or CVD) substantive issues.

How this information is used and how the specific choice of the basis is defined is up to the researcher. Here we describe two possible schemes used in our analyses.

A researcher specifies the characteristics of "ideal" individuals based on his/her experience in the research domain. Then he/she can construct vectors of probabilities $\beta_{j l_{j}}$ for such ideal individuals or take these individuals from the sample under consideration. The vectors of probabilities for these individuals are taken as the basis vectors. If the probability vectors are constructed by hand, they could extend beyond the polyhedron $P_{g}$, so they should be projected to $P_{g}$. The individual coordinates in this basis would represent the "proximity" of the individual to the "ideal" ones.

In another scheme, the basis is obtained using assignment of LLS scores (calculated on some arbitrary basis) to $K$ clusters, and then the basis vectors $\lambda^{1}, \ldots, \lambda^{k}$ are calculated as the means of the probabilities $\beta_{j l}^{i}$ over each cluster.

A researcher can develop his/her own scheme of basis selection. For example, he/she can simply use vectors already known from previous studies or construct a basis purely mathematically, e.g., from the condition of maximal linear independence of the vectors, or choose it from the set of supportive polyhedron vertexes.

### 18.3.5 Calculation of Individual Conditional Expectations

When a basis of the supporting plane is found, the conditional expectations can be calculated from the main system of Eq. (18.10), which is a linear system after substituting the basis. The system, however, relates conditional expectations E $\left(G_{k} \mid X=\ell\right)$ for a pattern $\ell$ with at least one 0th outcome. Thus, the exact system of Eq. (18.10) can be written for all patterns $\ell$ except patterns where all outcomes are known. For complete patterns, we can calculate $J$ conditional expectations, subsequently excluding one of the $J$ variables (i.e., obtaining patterns $\ell^{[j]}$, where $\ell^{[j]}$ denotes the vector $\ell$ with the $j$ th coordinate set equal to 0 ), solving the exact system of equations for the selected patterns, and defining the LLS score for the complete pattern as a mean over $J$ solutions for the conditional expectations for the $\ell^{[j]}$ patterns. This approach can be formalized by considering a system of $J$ equations:

$$
\begin{equation*}
\sum_{k} \lambda_{j l}^{k} \cdot g_{\ell k} \approx \frac{f_{\ell}}{f_{\ell^{[j]}}} . \tag{18.23}
\end{equation*}
$$

This is a sparse overdetermined system that is solved by minimizing the functional

$$
\begin{equation*}
\sum_{j}\left(\sum_{k} \lambda_{j l}^{k} \cdot g_{l k}-\frac{f_{\ell}}{f_{\ell}^{[j]}}\right)^{2} \tag{18.24}
\end{equation*}
$$

using least squares with the restrictions $\sum_{k} g_{\ell k}=1$ and $\sum_{k} \lambda_{j l}^{k} \cdot g_{\ell k} \geq 0$. The estimation procedure is implemented using SAS Proc NLP (SAS, Cary NC).

### 18.3.6 Mixing Distribution

The mixing distribution for a given set of data is approximated by an empirical distribution, where an individual provides a unit contribution to the histogram of the distribution. The support of this distribution is a set of $I$ points. The probabilities of the joint distribution (18.4) are estimated as the sum over sample individuals or as the sum over possible outcome patterns:

$$
\begin{equation*}
p_{\ell}^{*}=\sum_{i} \prod_{j: \ell_{j} \neq 0} \beta_{j \ell_{j}}^{i}=\sum_{\ell^{\prime}} f_{\ell^{\prime}} \prod_{j: \ell_{j} \neq 0} \sum_{k} g_{\ell^{\prime} k} \lambda_{j_{j}}^{k} . \tag{18.25}
\end{equation*}
$$

### 18.3.7 Properties of LLS Estimator

Kovtun et al. (2007) proved identifiability and consistency of the LLS model. The LLS model is identifiable if and only if the moment matrix has a completion with the rank equal to the maximal rank of its completed minors. This property holds for almost all (with respect to Lebesgue measure) mixing distributions; thus, LLS models are identifiable almost surely. The parameters of the LLS model are the exact solutions of the main system of equations, whose coefficients are true moments of the mixing distribution. The solutions of this system depend continuously on its coefficients; thus, consistency of the LLS estimates obtained by the above algorithm is a direct corollary of the known statistical fact that the frequencies are consistent and efficient estimators of the true moments.

Stronger results were obtained for infinite families of random variables in Kovtun et al. (2014) who described a class of mixtures with an identifiable mixing measure. This class is interesting from a practical point of view as well, as its structure clarifies the principles of selecting a "good" finite family of random variables to be used in applied research.

One domain of application of LLS analysis is the analysis of surveys, where individuals from a sample are asked multiple questions in order to obtain a
description of a relatively simple (but directly unobservable) underlying phenomenon. In this context, the mixing distribution can be thought of as a description of a latent variable that characterizes the underlying phenomenon. The dimensionality of the mixing distribution corresponds to the "complexity" of the underlying phenomenon.

Another useful notion is the stability of a questionnaire. The questionnaire is stable (or, $k$-stable) if the dimensionality of the problem does not change after removing any $k$ variables. Stability is a characteristic of how well a questionnaire is "balanced." A small (in comparison to the number of questions in a survey) level of stability means that a questionnaire is poorly balanced: many questions are devoted to discover one "side" of the underlying phenomenon, while only a few of them are devoted to discover another "side." From this perspective, the stability of the LLS model can be considered as a mathematical measure of the "quality" of a questionnaire. On the other hand, application of LLS analysis (as of any statistical method) is an attempt to infer something from a number of imprecise bits of data. One has to avoid inferences that are supported by a single bit of (or very few bits of) data. Thus, stability characterizes the reliability of an inference. The above arguments suggest that it is very natural to restrict consideration to stable cases.

The notion of $k$-stability was formally introduced in Kovtun et al. (2014) and its properties were rigorously studied. We say that a distribution of rank $K$ is $k$-stable if, after removing an arbitrary $k$ random variables from consideration, its visible rank is still $K$. Similarly, a supporting subspace is $k$-stable if its dimensionality does not decrease after removing an arbitrary $k$ random variables. In the other words, $k$ stability essentially means that any dimension of a supporting subspace is confirmed by most random variables-not just one variable or a few of them. The point that we want to stress is the importance of $k$-stability for the reliability of LLS inferences. To give the reader a sense of numbers, let us assume that we have an observed distribution $P$ of 100 binary random variables, which is stable, the rank of the mixing distribution is $K=5$, and the system of variables is 90 -stable (i.e., $k=90$ ). In this situation (Theorem 4.12 of Kovtun et al. (2014)), there exists a five-dimensional model for $P$. But one may ask the question: Granted that a fivedimensional model exists does there exist a six-dimensional model that is muchmuch better than the five-dimensional model in a sense that was not taken into account so far? Theorem 4.18 in Kovtun et al. (2014) gives quite a strong answer to this question: There are no stable mixing measures of rank $6,7, \ldots, 90$. One may find a mixing measure of rank 91. However, it is hard to believe that a 91-dimensional model would be better, in any sense, than a five-dimensional one.

### 18.3.8 Clustering

Clustering LLS scores is not necessary for finding the subspace or calculation of LLS scores; however, it is helpful in selecting a basis and cross-checking in simulation studies. Two types of clustering procedures are implemented in the
algorithm. The first is the $k$-means algorithm for the situation where the number of clusters is fixed a priori. The second is a hierarchical procedure that sequentially joins clusters with minimal distance between them. Several distance definitions are possible: distance between centers of mass in clusters or between closest and the most outlying cluster members. Numerical comparisons show that the most reliable results are obtained for the center-of-mass scheme.

### 18.3.9 Missing Data

Missing data often create difficulties in statistical analyses. Missing data are generated by the absence of responses of an individual to specific questions. The properties of the LLS model make this type of missing data relatively easy to handle. Two main sources of missing data (e.g., responses in sample survey data) could be considered: first, when the failure to answer the question is random; and second, when the failure to answer the question correlates with answers to other questions. In the first case (missing data are random), a solution can be based on the fact that the input to the LLS algorithm consists of frequencies of partial response patterns (like the frequency of giving response $C$ to the second question and response A to the fifth question). With missing data, such frequencies can be calculated by relating the number of individuals with a particular response pattern to the number of individuals who gave answers to the questions covered by the response pattern (rather than to the total number of individuals). The only drawback of this method is the decreased precision of the frequency estimators. As LLS scores are expectations of latent variables conditional on the arbitrary part of the response pattern for an individual, the available part of the response pattern can be used to estimate the value of the latent variable. In the second case (missing data are not random), the absence of an answer can be considered an additional alternative answer to a multi-choice question; in this case, the standard LLS analysis can be applied.

### 18.4 Applications

### 18.4.1 Simulation Studies

Three types of simulation experiments were performed to test the predictive power of the LLS model and its ability to detect and to quantitatively reconstruct a hidden latent structure. Specifically, the simulations focused on analyzing the quality of reconstruction of: (i) the linear subspace; (ii) the LLS mixing distribution; and (iii) the clustering properties. The results demonstrated an acceptable quality of
reconstruction. Details of the design of these studies and results were described in Akushevich et al. (2009).

### 18.4.2 LLS and Latent Class Models

The geometric approach, which considers independent distributions as points in a finite-dimensional linear space and mixing distributions as measures in this space, allows us to clarify the relationships among various branches of latent structure analysis. Here we consider the relation between the LLS model and latent class models (LCM).

In geometric language, latent classes are points in the space of independent distributions. If an LCM with classes $c_{1}, \ldots, c_{m}$ exists for a particular dataset, then an LLS model also exists, and its supporting subspace is the linear subspace spanned by the vectors $c_{1}, \ldots, c_{m}$. Thus, the dimensionality of the LLS model never exceeds the number of classes in LCM. These numbers are equal if and only if the LCM classes are points in a general position ( $n$ points are said to be in a general position, if they do not belong to any linear manifold of dimensionality smaller than $n-1$ ).

If the LCM classes are not in a general position, however, the dimensionality of the LLS model may be significantly smaller. For example, it is possible to construct a mixing distribution such that (a) it is supported by a line (i.e., the dimensionality of the LLS model is 2 ); (b) there exists an LCM with $J$ (number of variables) classes; and (c) there is no LCM with a smaller number of classes. If, however, the mixing distribution is supported by an infinite set (as in example 1 above), a latent class model does not exist at all, while an LLS model performs well. On the other hand, LLS can be used to evaluate the applicability of the LCM: if the mixing distribution in the LLS model has pronounced modality, then a LCM is more likely to exist (with the number of classes equal to number of modes). When both LCM and LLS models are applicable, the LLS model may still be the model of choice, due to its lower computational complexity.

### 18.4.3 LLS and Grade of Membership (GoM) Models

The parameters of the GoM model are conventionally estimated by maximizing the conditional likelihood function:

$$
\begin{equation*}
\prod_{\ell}\left(\prod_{j} \sum_{k} g_{\ell k} \lambda_{j \ell_{j}}^{k}\right)^{f_{\ell}} \tag{18.26}
\end{equation*}
$$

Proof of the consistency of the maximum likelihood estimator (MLE) has not been done for this form of the GoM model. Tolley and Manton (1992) presented a proof
of consistency, but only for the marginal likelihood obtained by integrating (18.26) over the distribution of the $g_{\ell k}$ 's, subject to the additional constraint that $g_{\ell k} \geq 0$, $k=1, \ldots, K$. Nevertheless, there are arguments in favor of the position that a solution of the conditional GoM likelihood should provide consistent estimates. Roughly speaking, the maximum of (18.26) converges to the true values when both the size of the sample, $N$, and the number of measurements, $J$, tend to infinity. The idea of the proof is to show that when both $N$ and $J$ tend to infinity, then at the point where the maximum of (18.26) is achieved: (i) the $\lambda^{1}, \ldots, \lambda^{K}$ converge to a basis $\tilde{\Lambda}=\left\{\tilde{\lambda}^{k}\right\}$ of the support of the measure $\mu_{\beta}$, and (ii) the $g_{\ell}$ converge to conditional expectations $\mathrm{E}(G \mid X=\ell)$, calculated with respect to the basis $\tilde{\Lambda}$.

The most important question is how to define the properties that an infinite system of measurements should satisfy. The following useful property follows from Mak (1982, Theorem 2.1), for fixed $N$ : "For sufficiently large $J$, at the point of the maximum of (18.26), $g_{\ell^{\prime}}$ is very close to $g_{\ell^{\prime \prime}}$ for every choice of $\ell^{\prime}, \ell^{\prime \prime}$ that differ only in one component." The property was rigorously specified for LLS using the notion of stability defined in Kovtun et al. (2014). Now rewrite (18.26) as

$$
\begin{equation*}
\prod_{\ell}\left(\sum_{k} g_{\ell k} \lambda_{1 \ell_{1}}^{k}\right)^{f_{\ell}} \cdot \ldots \cdot \prod_{\ell}\left(\sum_{k} g_{\ell k} \lambda_{J \ell_{J}}^{k}\right)^{f_{\ell}} \tag{18.27}
\end{equation*}
$$

Then take the $j^{\text {th }}$ factor of (18.27) and rewrite it as

$$
\begin{equation*}
\prod_{\ell^{\prime} \in L^{[j]}}\left(( \sum _ { k } g _ { \ell ^ { \prime } + 1 _ { j } , k ^ { \prime } } \lambda _ { j 1 } ^ { k } ) ^ { f _ { \ell ^ { \prime } + 1 _ { j } } } \cdot \ldots \cdot \left(\sum_{k} g_{\left.\left.\ell^{\prime}+\left(L_{j}\right)_{j^{\prime}} k \lambda_{j L_{j}}^{k}\right)^{f_{\ell^{\prime}+\left(L_{j}\right)_{j}}}\right) . . . . . . . .}\right.\right. \tag{18.28}
\end{equation*}
$$

Recall that the vector $\ell$ contains 0 in position $j$, and $\ell+l_{j}$ contains $l$ in this position. Due to the above property, we can use the equality $g_{l^{\prime}+l_{j}^{\prime}, k}=g_{l^{\prime}+l_{j}^{\prime \prime}, k}$ valid for every $l_{j}^{\prime}, l_{j}^{\prime \prime} \in\left[1, \ldots, L_{j}\right]$ for $J \rightarrow \infty$. From this, we obtain the identity:

$$
\begin{equation*}
\sum_{l=1}^{L_{j}} \sum_{k} g_{\ell^{\prime}+l_{j}, k} \lambda_{j l}^{k}=\sum_{k} g_{\ell^{\prime}, k} \sum_{l} \lambda_{j l}^{k}=\sum_{k} g_{\ell^{\prime}, k} \cdot 1=1 \tag{18.29}
\end{equation*}
$$

Thus, in (18.28) we have a product of positive factors whose sum tends to a constant for sufficiently large $J$. Such a product reaches a maximum when its factors are proportional to their powers, yielding the following system of equations:

$$
\begin{equation*}
\left\{\sum_{k} g_{\ell^{\prime}+l_{j}, k} \lambda_{j l}^{k}=\frac{f_{\ell^{\prime}+l_{j}}}{f_{\ell^{\prime}}}, l_{j} \in\left[1, \ldots, L_{j}\right]\right. \tag{18.30}
\end{equation*}
$$

It follows that the sets of $g_{\ell k}$ and $\lambda_{j l}^{k}$ that produce the maximum of (18.26) also satisfy the system of Eq. (18.10) and consequently, by Theorem 5.1 of Kovtun et al. (2007) that, when the size of the sample, $N$, and the number of measurements, $J$, tend to infinity, the conditional MLEs of the $g$ - and $\lambda$-parameters are consistent.

### 18.4.4 Application to the NLTCS Data

The National Long Term Care Survey is a longitudinal survey designed to study the changes over time in the health and functional status of older Americans (aged $65+$ ). The analytic dataset used for the present application is described in Akushevich et al. (2013c).

The first 10 singular values of the frequency matrix of the analytic dataset ( $\sigma_{E}=0.292$ ) are:

| $\sigma_{1}$ | $\sigma_{2}$ | $\sigma_{3}$ | $\sigma_{4}$ | $\sigma_{5}$ | $\sigma_{6}$ | $\sigma_{7}$ | $\sigma_{8}$ | $\sigma_{9}$ | $\sigma_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 39.112 | 3.217 | 1.464 | 0.652 | 0.363 | 0.310 | 0.243 | 0.220 | 0.198 | 0.148 |

When the dimensionality of the LLS-problem is fixed, we can complete the moment matrix using the algorithm described in Sect. 3.3. The sub-matrix corresponding to the first four dichotomous variables is:

$$
\left(\begin{array}{ccccccccc}
0.094 & 0.513 & 0.051 & 0.0328 & 0.011 & 0.258 & 0.012 & 0.518 & 0.014 \\
0.906 & 0.487 & 0.949 & 0.672 & 0.989 & 0.742 & 0.988 & 0.482 & 0.986 \\
0.264 & 0.918 & 0.196 & 0.633 & 0.128 & 0.688 & 0.051 & 0.846 & 0.153 \\
0.736 & 0.082 & 0.804 & 0.367 & 0.872 & 0.312 & 0.949 & 0.154 & 0.847 \\
0.335 & 0.916 & 0.275 & 0.872 & 0.142 & 0.664 & 0.164 & 0.888 & 0.230 \\
0.665 & 0.084 & 0.725 & 0.128 & 0.858 & 0.336 & 0.836 & 0.112 & 0.770 \\
0.160 & 0.879 & 0.085 & 0.514 & 0.034 & 0.424 & 0.027 & 0.640 & 0.069 \\
0.840 & 0.121 & 0.915 & 0.486 & 0.966 & 0.576 & 0.973 & 0.360 & 0.931
\end{array}\right)
$$

On the basis of cluster analysis, we chose $K=3$ clusters corresponding to (i) individuals with minor chronic diseases without disability ( $k=1$, ii) individuals with medium to severe chronic diseases, severely disabled ( $k=2$ ), and (iii) individuals with medium chronic diseases and minor to medium disability $(k=3)$. For the $K=4$ case, an additional cluster $k=4$ intermediate between $(k=1)$ and $(k=3)$ was added. An extended set of variables $(J=230)$ allowed us to identify two additional groups out of group i with similar sets and severity of chronic diseases: (a) physically and socially very active individuals without disabilities, psychologically healthy, and (b) moderately physically and socially active individuals with minor disabilities and minor to moderaSte psychological disorders.

Fig. 18.1 Polyhedrons defined by LLS constraints for $K=3$ and their filling by LLS scores for NLTCS individuals


Polyhedrons defined by the LLS constraints for $K=3$ (a) and $K=4$ (c,e) and their filling by the LLS scores of NLTCS individuals can be illustrated (see Fig. 18.1 for $K=3$ ). The plot on the left shows the 2D-polyhedron for $K=3$. The case of $K=4$ was considered by Akushevich et al. (2009). The polyhedron was defined by the LLS restrictions. In this case, the LLS scores were restricted by 130 inequalities $\left(\sum_{k} g_{i k} \lambda_{j l}^{k} \geq 0\right)$ and one equality $\left(\sum_{k} g_{i k}=1\right)$. Basis vectors produced unit simplexes labeled by numbers. Plots on the right demonstrate how the polyhedrons were filled by the population. For the filling, we assigned all individuals to 1,000 clusters. Each point in a plot represents one cluster. The area of each point is proportional to the number of individuals assigned to the corresponding cluster. An exception is the point marked by open circles with a closed point inside. About half of the total population was assigned to this cluster.

An extended set of variables $(J=230)$ allowed us to identify two additional groups of individuals: (i) individuals with high physical and social activities without disabilities and psychologically healthy, and (ii) individuals with moderate physical and social activities with minor disabilities, and minor to moderate psychological disorders.

Mortality was modeled via Cox regression with vectors of predictors chosen as $g_{2}, g_{3}$ for $K=3$, and $g_{2}, g_{3}, g_{4}$ for $K=4$, i.e., $\mu_{(3)}=\mu_{0(3)} \exp \left(b_{2} g_{2}+b_{3} g_{3}\right)$ and $\mu_{(4)}=\mu_{0(4)} \exp \left(b_{2} g_{2}+b_{3} g_{3}+b_{4} g_{4}\right)$. For both models the healthy component $\left(g_{1}\right)$ was not used as a mortality predictor. This allowed us to ignore the restriction $\left(\sum_{k} g_{k}=1\right)$ and to consider the remaining components as predictors. The estimates are $b_{2}=0.36 \pm 0.06, b_{3}=1.71 \pm 0.06$ for $K=3$, and $b_{2}=0.28 \pm 0.07$, $b_{3}=1.26 \pm 0.07$, and $b_{4}=0.01 \pm 0.03$ for $K=4$. All estimates for $b_{2}$ and $b_{3}$ were statistically significant with $p$-values less than 0.0001 . Estimate for $b_{4}$ did not show a statistically significant effect. This is the expected result because of the original meaning of the fourth group of individuals as a group with intermediate state in health and disability status and because the existence of fourth component was less motivated by the above dimensionality analysis.

### 18.5 Discussion

LLS is a model describing high-dimensional categorical data assuming the existence of a latent structure represented by $K$-dimensional random vectors $g_{i}$. These vectors are interpreted as explanatory variables which can shed light on mutual correlations observed in measured categorical variables. The vectors play the role of a random variable mixing independent distributions such that the observed joint distribution is maximally close to the data. Mathematically, LLS analysis considers the observed joint distribution of categorical variables as a mixture of individual joint distributions, which are assumed to be independent. This is the standard "local independence" assumption of latent structure analysis. The specific LLS assumption is that the mixing distribution is supported by a $K$-dimensional subspace $\Lambda$ of the space of all independent distributions or, equivalently, of the space of individual probabilities. The mixing distribution can be considered as a distribution of random vectors $G$, which take values in $\Lambda$. The vectors of $g_{i}$ (LLS scores) are the hidden states of the individuals in which we are interested. They can be estimated as conditional expectations of $G, \mathbf{E}\left(G \mid X_{1}=\ell_{1}, \ldots, X_{J}=\ell_{J}\right)$, where $\ell=\left(\ell_{1}, \ldots, \ell_{J}\right)$ is a response pattern. The support of this random vector is a $K$-dimensional space, the dimension of which is defined by the dataset. A distinctive feature of LLS is the linearity of the support as compared to that of other latent structure models. For example, LCM is characterized by a mixing distribution concentrated at several isolated points. Note that the specification of the space of mixed distributions as a linear space leads to fruitful developments, resulting in a new method as well as in a better understanding of existing methods.

An important distinction is the existence of an algorithm capable of estimating an LLS model for large numbers of variables and individuals. When the basis $\lambda_{1}, \ldots, \lambda_{K}$ of the linear subspace supporting the mixing distribution is known, conditional expectations $g_{\ell}$ can be calculated by solving a linear system of equations. A basis $\lambda^{1}, \ldots, \lambda^{K}$, in turn, can be identified by applying Principal Component Analysis to the moment matrix. As the choice of a basis is not unique, one has to apply substantive knowledge derived from the applied domain to make the most appropriate choice. This algorithm, being a sequence of linear algebra methods, does not use maximum likelihood methods. This is an advantage of the method, because individual information is represented via nuisance parameters, which creates difficulties in the marginal maximum likelihood approach. The LLS algorithm for parameter estimation is based on two theorems which are due to the assumption of linearity of the support of the mixing distribution. The first theorem identifies properties of the moment matrix. The second theorem presents the main system of equations. Just the existence of the system of equations that describes parameters of the model is a significant advantage of the LLS method, as it allows us to avoid using maximum likelihood estimators, which may not be consistent in the presence of nuisance parameters (see Sect. 4.3 of this chapter and Sect. 2.9 of Chap. 17 for further discussion).

As compared to other methods of latent structure analysis, LLS reduces the problem of estimating the LLS model parameters to a sequence of linear algebra problems. This assures a low computational complexity and an ability to handle large scale data that involve thousands of variables. The overall computational scheme and its components were discussed in detail in this chapter, and simulation experiments demonstrating the excellent performance of the algorithm in reconstructing model parameters were described. The technique is useful for the analysis of high-dimensional categorical data (e.g., demographic surveys or gene expression data) where the detection, evaluation, and interpretation of an underlying latent structure are required.

The estimators of the parameters may be used for construction of second-level models (for example, when the application domain justifies an assumption about the parametric structure of the mixing distribution). For such estimators, it is possible to prove consistency, to formulate conditions for identifiability, and to formulate a high-performance algorithm for the analysis of datasets involving thousands of categorical variables.

LLS can be used to analyze data where a high-dimensional measurement vector represents a hidden structure affecting the results of measurements. The most natural area for applying LLS analysis is (high-dimensional) survey data that represent sample-based collections of measurements made with discrete outcomes for individuals. Moreover, such data recently have appeared in numerous genetic studies of biological systems, where the expression of thousands of genes in cells taken from different organs and tissues of humans or laboratory animals is measured. Such measurements are performed to find appropriate regularities in biological functioning of organs and tissues of respective organisms and to detect changes in hidden biological structure due to disease, exposure to external factors, agingrelated changes, etc. These analyses will help us to better understand mechanisms of genetic regulation, by identifying genes playing key roles in organizing response to changes in internal or external milieu.

In summary, Linear Latent Structure (LLS) analysis assumes that the mutual correlations observed in survey variables reflect a hidden property of subjects that can be described by a low-dimensional random vector. The statistical properties of the LLS model, the algorithm for parameter estimation and its implementation, simulation studies, and application of the LLS model to the National Long Term Care Survey (NLTCS) data were described in this chapter. The simulation studies demonstrated the high quality of reconstruction of the major model components and demonstrated its potential to analyze survey datasets with 1,000 or more questions. Step-by-step analysis of a demographic survey was presented as an empirical example: applying the LLS model to the 1994 and 1999 NLTCS datasets ( $5,000+$ individuals) with responses to over 200 questions on behavioral factors, functional status, and comorbidities resulted in an identified population structure with a basis representing pure-type individuals, e.g., healthy, highly disabled, having chronic diseases, etc. The components of the vectors of the individual LLS scores were used to make predictions of individual lifespans.
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# Chapter 19 <br> Conclusions Regarding Statistical Modeling of Aging, Health, and Longevity 

Alexander M. Kulminski, Igor Akushevich, Kenneth C. Land, and Anatoliy I. Yashin

The analyses conducted in Part I did not exhaust all factors affecting age patterns of age-related changes in health and mortality. They actually provided a strong rationale for conducting more detailed analyses which require advanced methods of mathematical and statistical modeling. Development and implementation of such state-of-the-art methods is driven by two major factors. The first reflects systemic effects of various behavioral, physiological, and environmental processes on human aging and the related phenotypes. The second is that not all such processes can be readily measured and quantified in studies of human health, aging, and lifespan. In this regard, longitudinal data play a pivotal role in discovering different aspects of knowledge related to aging, health, and lifespan. A variety of statistical methods can be used to analyze longitudinal data.

Chapter 11 summarizes and discusses approaches to statistical analyses of longitudinal data on aging which are relevant to the major topic of this book, Biodemography of Aging, and relates this discussion to the subsequent chapters. This chapter also discusses the most essential concepts in biodemography and how they are related to longitudinal and cross-sectional data on health, aging, and lifespan.

The current situation in the study of aging, health, and lifespan is characterized by rapid accumulation of data in the relevant research areas. A better understanding of processes and mechanisms linking human aging with changes in health and survival requires integrative methods capable of taking into account relevant knowledge accumulated in the field when extracting useful information from the new data. Chapter 12 describes an approach to statistical analyses of longitudinal data based on the use of stochastic process models of human aging, health, and longevity. An important advantage of this approach compared to standard statistical methods of analyzing longitudinal data is the possibility of incorporating state-of-the-art advances in aging research into the model structure for use in statistical estimation procedures. To describe changes due to aging, the model incorporates several specific concepts characterizing resistance to stresses, adaptive capacity, and "optimal" (normal) physiological states. These concepts are incorporated in the
model structure through the model coefficients. To capture the effects of exposure to persistent external stresses, variables in the model describing the effects of allostatic adaptation and allostatic load were also introduced. These variables facilitate the description of linkages between age-related changes in endophenotypes and morbidity or mortality risks. The model was tested in simulation experiments and applied to the analyses of the FHS data. The results of these analyses indicate that the proposed approach allows for addressing research questions important for a better understanding of the mechanisms of age-related changes that could not be addressed before. The approach provides researchers with a convenient conceptual framework for studying dynamic aspects of aging, and with an appropriate tool for analyses and systematization of information about aging and its connection with health and longevity.

The specific concepts in aging research discussed in Chap. 12 may not necessarily characterize all aspects of age-related changes in the human body. What can be done with other, unobserved information that may not yet be in the research agenda of today's science? Such information can still be included in the analyses by taking greater advantage of the power of mathematical modeling. Further insights can be gained because processes affecting age-related changes may result in population changes such as, for example, hidden or unobserved heterogeneity. Unobserved heterogeneity can arise because there may be some relevant risk factors affecting the outcomes of interest that are either unknown now or just not measured in the data. Frailty models introduce the concept of unobserved heterogeneity in survival analysis for time-to-event data. It should be noted again that the concept of demographic frailty is, in general, not the same as frailty syndrome discussed in geriatric or gerontological settings and in Chap. 7 of this book.

Chapter 13 focuses on latent class stochastic process models dealing with unobserved heterogeneity in time-to-event and longitudinal data. This discussion excludes methods focusing on analyses of longitudinal data alone where events are generally treated as a biasing factor to be adjusted for and approaches that do not include time-to-event information (e.g., onset of a disease) but include, for example, binary indicators such as prevalence of a disease. Special attention is paid to a specific class of such models that accommodates hidden heterogeneity in the population due to the presence of latent subpopulations with distinct longitudinal patterns with different relations to the risk of an event. The chapter also described the latent class stochastic process model which takes into account such hidden heterogeneity and also allows for indirect estimation of hidden components of aging that are manifested in individual age trajectories of endophenotypes measured in participants of a longitudinal study. Such hidden components of aging and their impact on the risk of events can be evaluated for latent subpopulations. This can help to unravel hidden effects from data with such a latent population structure that otherwise can remain masked if the original form of the stochastic process model which ignores this structure is applied to the data.

Despite the challenges of practical implementation of the latent class stochastic process model, it is a useful tool for researchers. This approach is also helpful for sensitivity analyses in applications of the original stochastic process model. We
recommend starting the analyses with the original stochastic process model and estimating the parameters ignoring the possible hidden heterogeneity in the population. Then the latent class stochastic process model can be applied to test the hypothesis regarding the presence of hidden heterogeneity in the data, with appropriate adjustment to the conclusions if such latent structure is detected. Such an approach can be implemented not only with the original model described in Chap. 11 but also with its extensions, for example, with the genetic stochastic process model described in Chap. 14.

The field of biodemography integrates biological knowledge and methods with traditional demographic approaches. Recent revolutionary advances in genotyping of the human genome open an opportunity to greatly accelerate the progress in understanding the biology of various human health traits and lifespan. However, those phenotypes that are of primary interest from the viewpoint of improving human healthspan occur in late life. No single human study has the ability to follow large cohorts of humans from their birth to death. This implies that any study, including those of genetic origin, will face challenges including those of demographic origin as discussed in Chap. 9. Integration of genetics and demography leads to "genetic biodemography" which will continue to grow in the coming years because many studies that collected data on endophenotypes will also include genetic information.

To appreciate the rich potential of such data, special attention should be paid to the analytic approaches available to work with this diverse information. Chapter 14 discusses how genetic biodemography can advance the analyses of genetic effects on age-related phenotypes given data on health, aging, and lifespan collected in longitudinal human studies. The chapter specifically presents a longitudinal genetic-demographic model which provides a method for enhancing genetic analyses of time-to-event outcomes from longitudinal data combining several sources of information including: (i) follow-up data on the outcomes of interest (e.g., mortality) for genotyped individuals, (ii) information on the age structure of the population at the time of biospecimens collection, and (iii) follow-up data on respective events for non-genotyped participants. Such joint analysis of genotyped and non-genotyped individuals can result in substantial improvements in the power and accuracy of estimates compared to analyses of the genotyped subsample alone if the proportion of non-genotyped participants is large.

Chapter 14 also presents a genetic stochastic process model which adds a new dimension to genetic biodemographic analyses combining information on longitudinal measurements of endophenotypes with follow-up data and genetic information. Such joint analyses of different sources of information collected in both genotyped and non-genotyped individuals allow for more efficient use of the research potential of longitudinal data which otherwise would remain underused if only genotyped individuals or only subsets of available information (e.g., only follow-up data on genotyped individuals) were involved in the analyses.

In both of these models, the benefits of combining data on genotyped and non-genotyped individuals derive from the presence of common parameters
describing the characteristics of the model for genotyped and non-genotyped subsamples of the data. Further generalizations of these methods were also considered.

Mortality rates are important characteristics of lifespan distributions because they integrate the influences of many external and internal factors affecting individuals in the population during their life course. The life-course accompanying processes may be manifested through several broad classes of phenotypes characterizing the ontogenetic program, individual aging processes or senescence, responses on exogenous and endogenous exposures, changes in health status, as well as effects of compensatory adaptation to damages and changes induced by all these factors. Various parametric models of human mortality rates are used in the analyses of survival data in demographic and epidemiological applications and in experimental studies of aging and longevity using laboratory animals as discussed in Chap. 11.

There is a long tradition of using patterns (shapes or parameters) of mortality rates resulting from the effects of exposures to different conditions or other interventions to characterizing aging-related processes in humans. In Chap. 15, the authors argue that this tradition has to be used with great care. This is because such characteristics are difficult to interpret in terms of properties of external and internal processes affecting the chances of death. An important question then is what kind of mortality model has to be developed to make their parameters biologically interpretable? Chapter 15 describes an approach to mortality modeling, which allows for representing mortality rates in terms of parameters of physiological changes and declining health status developing in aging human organisms. In contrast to traditional demographic and actuarial models dealing with mortality data, this model is appropriate for the analysis of longitudinal data on aging, health, and lifespan. The chapter uses a diffusion-type continuous-time stochastic process to describe the evolution of physiological states over the life course, and a finitestate continuous-time process to describe changes in health status during this period. The equations for the corresponding mortality models, and approximate changes in the physiological state by a conditional Gaussian process, given health state, were presented and discussed.

Chapter 16 describes a method of statistical modeling for joint analyses of longitudinal data on aging, health, and longevity collected using different observational plans. The method is based on the mathematical model of Chap. 15. The need for joint analyses of several longitudinal data sets arises when the number of study subjects in each dataset is not large enough to guarantee either high quality statistical estimates of dynamic characteristics in multidimensional models or of tests of statistical hypotheses related to fundamental research questions on causes and mechanisms of aging and disease development. In such cases, combining data represents a promising alternative for comprehensive analyses of mechanisms of aging-related changes, health decline, and life span. It often happens that the sets of longitudinal data available for analyses are collected using different observational plans, e.g., measurements of some important variables or health outcomes that were omitted in one dataset were measured in another dataset. It turns out that these analyses can be performed within the framework of a single comprehensive model
of human aging, health, and mortality, as described in Chap. 15. Observational plans corresponding to each dataset play a crucial role in specifying the likelihood functions of the observed components of the data. The results of these analyses indicate that parameters of both continuous and jumping components of the model can be identified and estimated from the data.

Patterns of endophenotypes and risks of diseases and survival provide valuable information on integrated characteristics of human health, aging, and lifespan. Nevertheless, as discussed in Chap. 7, they do not exhaust all information collected in longitudinal studies of health and aging. An important methodology aimed to help in extracting information on age-related processes in humans was presented in Chap. 17. This chapter describes a new longitudinal form of the Grade of Membership (GoM) model which can model the dynamics of multiple time-varying factors. This chapter had two goals, one methodological and the other substantive. Methodologically, the goal was to present a longitudinal form of the GoM model and associated Newton-Raphson iteration procedures in a self-contained exposition of its estimation. The resulting model describes the natural history of dementia as a complex irreversible multidimensional process occurring within a threedimensional bounded state space. Individuals can be located at any point in this bounded state space at the time of onset of dementia. The dementia process can move them to other points in the state space over time.

Substantively, Chap. 17 presented the results of modeling the natural history of the loss of cognition and functioning following the onset of dementia using data from the NLTCS. The NLTCS and the linked Medicare files jointly covered a broad range of acute and long-term care services that were expected to differ according to the progression of the decline in cognitive and functional status. The natural history of dementia was found to be highly variable both within and between sexes with respect to cognitive and physical functioning at onset and the subsequent rates of loss of such functioning.

The chapter shows that the GoM model permits one to analyze longitudinal cohort data with large numbers of time-varying covariates measured at multiple waves of follow-up. Applications of the model could be developed using data from other longitudinal studies of the general population, including persons with dementia, or from clinical data specifically focusing on dementia patients. The model could be used to better characterize the natural histories of other complex chronic diseases (e.g., cardiovascular disease or diabetes) where there are substantial differences between individuals in manifest disease symptoms, intensity, and rates of progression. Alternatively, the model could be used to better characterize the aging process in the general population using chronological age as the time dimension rather than time since onset of specific diseases or time since meeting specific diagnostic criteria.

Chapter 18 describes another model that is specifically designed to work with the large classes of data frequently collected in various surveys. Such surveys typically collect data representing a sample-based set of measurements made with discrete outcomes for individuals. A common property of such datasets is their high dimensionality with highly correlated measured variables. Methods dealing with
such problems are known as latent structure analysis. The typical assumption in the latent structure analysis method is that the observed structure of various categorical variables is generated by a small number of unobserved factors. The goal of latent structure analyses is to find these latent factors, estimate parameters of their distribution, and describe their properties using a sample of high dimensional categorical variables. Generally speaking, it is necessary to find the properties of a population associated with the latent factors and the properties of individuals, based on those multiple categorical measurements. It was shown that both goals may be achieved simultaneously.

Within this context, Chap. 18 discusses existing latent structure models and describes the recently developed Linear Latent Structure (LLS) model for the analysis of high dimensional categorical data. The LLS specific assumption is that the support for the latent factors occupies a polyhedron of lower dimensionality. The LLS model was formulated using mixing distribution theory. Similar to other latent structure analyses, the goal of LLS analysis is to derive simultaneously the properties of a population and individuals, using discrete measurements. The LLS, however, does not use maximization of a likelihood for parameter estimation. Instead, it uses an estimator in which the parameter estimates are solutions of a quasilinear system of equations.

The LLS analysis assumes that the mutual correlations observed in survey variables reflect a hidden property of subjects that can be described by a low-dimensional random vector. The statistical properties of LLS analysis, the algorithm for parameter estimation and its implementation, simulation studies, and application of LLS model to the NLTCS data were discussed in the chapter. The results of the analyses were compared analytically to predictions of the Latent Class and GoM analyses. Simulation studies demonstrated the high quality of the reconstruction of the major model components and the potential of LLS to analyze survey datasets with 1000 or more variables. Step-by-step analysis of a demographic survey was presented as an example: applying the LLS model to the 1994 and 1999 NLTCS datasets (5000+ individuals) with responses to over 200 questions on behavioral factors, functional status, and comorbidities resulted in an identified population structure with a basis represented by either three or four sets of puretype individuals, e.g., healthy, highly disabled, having chronic diseases, etc. The components of the vectors of individual LLS scores were used to make predictions of individual lifespans.

## Part III <br> Conclusions

# Chapter 20 <br> Continuing the Search for Determinants of Healthy Life Span and Longevity 

Alexander M. Kulminski, Anatoliy I. Yashin, Konstantin G. Arbeev, Svetlana V. Ukraintseva, Igor Akushevich, Kenneth C. Land, and Eric Stallard

Life expectancy in humans worldwide has been experiencing dramatic increases for the past two centuries (Oeppen and Vaupel 2002). In most countries, the extension of lifespan is associated with a transition from a long historical period of high fertility and high mortality (particularly infant mortality (Singh and Yu 1995)) to low fertility and low mortality. This demographic trend leads to rapidly growing populations of the elderly (e.g., the United Nations projects a nearly twofold increase in the proportion of the 60+ population from about $10-21 \%$ over the next five decades (UN. 2007)) which raises serious concerns about a possible accompanying expansion of morbidity and disability, especially in developed countries (Olshansky et al. 2007; Robine 2003; Sierra et al. 2009). Because morbidity is in a causative pathway to disability (Verbrugge and Jette 1994), reducing the burden of morbidity could lead to compression of years of unhealthy life.

Analyses of various geriatric traits show that they tend to cluster in families (Cournil and Kirkwood 2001; Sebastiani et al. 2009) implying that they are heritable (Brown et al. 2003; Herskind et al. 1996; Iachine et al. 1998; Matteini et al. 2010) and, thus, that they can have genetic origins (Finch and Tanzi 1997; Martin et al. 2007; Vijg and Suh 2005). Studies of health in people with long life indicate that it is possible to avoid major diseases for long periods of human life (Barzilai et al. 2003; Evert et al. 2003; Kulminski et al. 2008b; Perls 2006; Willcox et al. 2008a, b). It is, therefore, possible that a basis for major breakthroughs in addressing the problem of extending the years of healthy life could be to pinpoint the role of genes in regulating health at older ages leading to longer lifespans. Understanding the genetic origins of healthspan would meet urgent health care needs in the U.S. and other developed countries. This would address the key research goals proposed in Strategic Directions for Research in Aging by the National Institute of Aging (Aging 2010), namely, to ". . .define the link between genes and lifespan, . . improve our understanding of healthy aging and disease and disability among older adults, and ... develop our understanding of how cardiovascular disease, cancer, and diabetes interface with the basic processes of aging
which may soon . . .open doors for personalized approaches to preempt, prevent, or treat these diseases across the lifespan."

Technological breakthroughs and cost-effective solutions in genome-wide genotyping of large samples of humans have raised hopes for major progress in discovering new genes associated with better health at older ages and longer lifespans. Given these technological advances, recent genome-wide association studies (GWAS) have been conducted that shed light on genes and molecular pathways that could be involved in regulation of different traits.

The optimism is tempered, however, because studies using genome-wide resources face serious difficulties related to important limitations in currently prevailing GWAS strategies (Eichler et al. 2010; Gibson 2011; MacRae and Vasan 2011). A fundamental source of difficulties in the genetics of complex health traits in modern societies is the elusive role of evolution in these traits. Specifically, from the evolutionary viewpoint, complex geriatric diseases are a new phenomenon; they also occur mostly in late, i.e., post reproductive, life when the force of natural selection is not as strong as in the reproductive period.

This problem is strengthened by recent findings that genetic variants predisposing to geriatric traits discovered by GWAS may not be involved in the regulation of longevity (Beekman et al. 2010; Deelen et al. 2011). These findings question whether GWAS can help to effectively address the problem of extending healthspan (Bloss et al. 2011). On the other hand, various non-genetic studies show that long-living individuals typically experience better health compared to individuals having shorter lifespans (Barzilai et al. 2003; Evert et al. 2003; Kulminski et al. 2008b; Willcox et al. 2008a, b). Furthermore, candidate-gene studies document that the same genes can affect diseases and lifespan (Koropatnick et al. 2008; Kulminski et al. 2011). These studies underscore the need for gaining insights into the mechanisms of genetic influence on complex traits. An important property of these mechanisms should be their plasticity because they should accommodate the dynamic nature of the connections of genes with complex traits over age and time in varying environments (Kulminski 2013).

Currently, there is no broad consensus on directions for further progress in the field (Eichler et al. 2010; Visscher et al. 2012). One view is that further breakthroughs can be achieved by refocusing from GWAS to other genetic strategies (e.g., rare variants, epigenetics, copy number variants, microRNA), or to -omics (e.g., proteomics, metabolomics), or to other sources of genetic variation (e.g., stochasticity (Kirkwood et al. 2011)).

All such views on further progress for discovering the genetic origins of complex traits in late life should be in line with major empirical findings on health deterioration with aging accumulated in diverse disciplines. In this monograph, we summarized a diverse array of findings on the complex behavior of physiological markers and risks of health events and mortality over individuals' life courses. These findings suggest that biodemography may not only suggest strategies for genetic analyses and improve the quality of genetic estimates (Arbeev et al. 2011; Yashin et al. 2007c, 2013b, 2014) but may also guide genetic analyses of healthspan and lifespan. Indeed, biodemography tells us that neither the levels of physiological
markers nor the risks of health/mortality events are constant over individuals' life courses. Accordingly, biodemographic processes are key factors that can modulate genetic predisposition to health, aging, and longevity phenotypes. For example, these processes imply that genetic factors have to be linked with phenotypes (e.g., physiological variables and other biomarkers) that experience age-related changes. Information about such changes and their connections with health and survival outcomes is available from longitudinal studies of individuals for whom genetic information is also collected. The use of genetic versions of dynamic stochastic process models of human aging, health, and longevity could facilitate analyses of such data (Arbeev et al. 2009).

Although the role of biodemographic processes in the expression of genetic effects is generally recognized (Gibson 2011; Kulminski 2013; MacRae and Vasan 2011), large-scale GWAS rarely address these problems (Graff et al. 2013). The importance of biodemographic processes is, however, appreciated in candidate gene studies (Atzmon et al. 2006; Kulminski et al. 2013b; Yashin et al. 1999).

The conventional GWAS research design assumes that part of the phenotypic variance of complex traits can be explained by pure genetic determinants. This assumption often is supported by estimates of narrow-sense heritability, wherein a trait is considered as an additive superposition of pure genetic factors and pure environmental factors. However, this approximation was developed for the specific circumstances of reproduction-related phenotypes used in breeding experiments with plants in a controlled environment (Lewontin 1974). These conditions generally are not met for complex traits in humans. Accordingly, the classical model which specifies an additive contribution of genes and environment to complex traits appears to be problematic (Rose 2006). This implies that the expectation of an unconditional (deterministic) set of fixed connections of genes with complex traits also appears to be problematic (Corella and Ordovas 2014; Gibson 2011; Kulminski 2013). As a result, the roles of other factors, such as those of biodemographic origin, in phenotypes of health, aging, and longevity become much more important than previously believed (Yashin et al. 2013a).

Conventional GWAS research strategies also are based on the premise that large samples are needed to robustly detect genetic associations with complex phenotypes (Locke et al. 2015; Willer et al. 2013). This makes sense in some situations if, for example, one hypothesizes unconditional connections of genes with such phenotypes. This hypothesis, however, has a limited theoretical and experimental basis (Gibson 2011; Kulminski 2013; MacRae and Vasan 2011). Assuming rather that the connections of genes with complex phenotypes are conditional, the traditional sample-size-centered GWAS strategy becomes inherently problematic. To improve it, the specific biodemographic characteristics of the studied populations should be addressed. Traditionally, GWAS addresses ancestry-related demographic structures, whereas those of biodemographic origin are typically not addressed. Thus, developing methods of uncovering heterogeneity in genetic susceptibility to complex traits could contribute to increases in the efficiency of genetic analyses.

When the assumption of the unconditional role of genes in part of the phenotypic variance is found to be problematic, the possibility that genes confer risks of these
phenotypes in a complex manner through different mechanisms should be considered. One fundamental mechanism, which is the most studied to date, is associated with the biochemical genetic basis of a specific trait (Martin et al. 2007). Another mechanism, which is substantially less studied, is associated with the systemic decline in the functioning of an organism with age (Franco et al. 2009; Martin et al. 2007). A substantial evidentiary basis for this systemic mechanism comes from observations of changes in the expressions of various phenotypes, regardless of their specific details, with age, e.g., levels of physiological markers (Hershcopf et al. 1982; Scheen 2005; Yashin et al. 2006), bone mineral density (Sheu et al. 2011), or risks of aging-related diseases (Akushevich et al. 2012). Accordingly, this systemic mechanism can be associated with aging and, thus, explain genetic susceptibility to not just one, but perhaps to a major portion of health, aging, and longevity phenotypes (Franco et al. 2009; Martin et al. 2007; Yashin et al. 2007a, b). The discovery of genetic susceptibility to this systemic mechanism could lead to major breakthroughs in the extension of healthspan and lifespan (Finch and Tanzi 1997; Jazwinski 2002; Sierra et al. 2009).

Key properties of the systemic, aging-related biogenetic mechanism of healthspan and lifespan are its broad, inherently pleiotropic nature (Ukraintseva et al. 2004; Ukraintseva and Yashin 2003; Goh et al. 2007; Sivakumaran et al. 2011) and its sensitivity to age. Pleiotropy in genetic susceptibility to complex phenotypes is becoming increasingly recognized (Sivakumaran et al. 2011; Yashin et al. 2013c). Studies also provide examples of its complex forms, such as genetic trade-offs (Barnes et al. 2001; Crespi 2010; Frazer et al. 2009; Kulminski et al. 2008a, 2010b, 2011c; Wang et al. 2010; Yashin et al. 2009) and antagonistic pleiotropy (Williams 1957; Alexander et al. 2007; Kulminski et al. 2011; Martin 2007; Schnebel and Grossfield 1988; Summers and Crespi 2010; Williams and Day 2003). The concept of genetic trade-offs is a broader concept than antagonistic pleiotropy, because it refers to antagonistic effects of the same allele on different phenotypes, which may not necessarily include fitness traits. Studies also provide evidence of age-sensitive genetic effects, i.e., that the same alleles could confer different risks of the same traits at different ages (Bergman et al. 2007; De Benedictis et al. 1998; Ilveskoski et al. 1999; Jarvik et al. 1997; Kulminski et al. 2013a; Lasky-Su et al. 2008; Martin 2007; Yashin et al. 1999, 2001).

All of the above suggests a huge potential for biodemography (and related disciplines, e.g., gerontology, sociology) to advance the study of life course genetics, with the explicit goal of uncovering the mechanistisms of genetic susceptibility to phenotypes of health, aging, and longevity over individuals' life courses.
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[^0]:    ${ }^{1}$ By "cancer risk" in this chapter, we refer to the risk for all cancers combined, if not stated otherwise. In this regard, one needs first to explain why we believe that it is appropriate to discuss common risk factors for overall cancer, considering that "cancer" is the generic term for more than 100 diseases, each characterized by specific etiology, pathogenesis, and tissue localization. The development of cancer has multiple causes, including genetic predisposition, infectious agents, and exposure to chemical or physical carcinogens. If so, then how could we discuss the risk factors for overall cancer? As far as cancer is concerned, this is justified because most cancers share common key features or hallmarks. They include uncontrolled abnormal growth of cells, their potential immortality due to evasion of apoptosis, de-differentiation, and capacity for invasion and metastasis (Ukraintseva and Yashin 2003b; Hanahan and Weinberg 2000, 2011). These common features suggest that there may exist common risk factors for the different cancers. For example, chronic inflammation might be one such factor, because it facilitates almost all cancer features described above (Coussens and Werb 2002; Coussens et al. 2013). In this chapter, we mainly discuss common risk factors for cancer, especially those linked to economic prosperity and the Western lifestyle and those that may influence both individual vulnerability to cancer and aging/ longevity in humans.

[^1]:    ${ }^{1}$ Woodbury et al. (1978) implemented a set of Newton-Raphson procedures for the cross-sectional GoM model but found it necessary to change the equation for $p_{i j l}$ (without a time index) to the form:

    $$
    p_{i j l}=\mathbf{g}_{i}^{\prime} \lambda_{m_{j}} / \sum_{l} \mathbf{g}_{i}^{\prime} \lambda_{m_{j l}}
    $$

    which allowed the $g$ - and $\lambda$-parameters to be estimated without Lagrange side conditions by removing the summation constraints on the $\lambda$-parameters.

    Although this modification facilitated the estimation of $g$ - and $\lambda$-parameters, it constituted a fundamental change in the parametric specification of the model in which the $\lambda$-parameters were no longer interpretable as probabilities. An alternative approach is to modify the Newton-Raphson procedure to be consistent with all of the convexity constraints.

[^2]:    ${ }^{2}$ Bradley and Gart's (1962) proof of uniqueness of the consistent estimator in their Theorem 2 (iii) follows that of Chanda's (1954) Theorem 2 and, hence, suffers from the deficiency noted by Tarone and Gruenhage (1975) who provided a corrected proof in their Theorem $2^{\prime}$. This means that Bradley and Gart's (1962) result on uniqueness can be proven following Tarone and Gruenhage's (1975) Theorem 2', but not Chanda's (1954) Theorem 2. Our appeal to Bradley and Gart's (1962) Theorem 2 assumes that Tarone and Gruenhage's (1975) correction has been made, even though Bradley and Gart did not actually do it.

[^3]:    ${ }^{3} N^{*}$ was denoted as $N^{* *}$ and the corresponding BIC measure as BIC2 in Stallard et al. (2010).

[^4]:    Note: "-" denotes cells suppressed due to Medicare data-suppression rules for small sample sizes

