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## Preface

This volume is a textbook on Integration Theory, supplemented by 160 exercises provided with detailed answers. There are already many excellent texts on this topic and it is legitimate to ask whether it is worth while to add a new entry in an already long list of books on Measure Theory.

Nevertheless, the author's teaching experience has shown that many of these books were too difficult for a student exposed for the first time to integration theory. We have tried here to keep a rather elementary level, at least in the way of exposing our arguments and proofs, which are hopefully complete, detailed, sometimes at the cost of a lack of concision. Moreover, we hope that the many exercises (with answers) included at the end of each chapter will represent an asset for the present book.

A trend present in the contemporary textbook literature on integration theory is simply to omit the not-so-easy construction of Lebesgue measure. We are strongly opposed to this tendency, and we have made all efforts in our redaction to provide a complete construction of the mathematical objects used in the book, first and foremost for the construction of Lebesgue measure. Our point of view here is not exclusive of some compromises in the reading order which can be used by the reader trying to learn this material: the chapters of this book are of course ordered logically (chapter $n+1$ is using chapters $1, \ldots, n$ and never chapter $n+2, \ldots$ ), but some "construction" chapters, such as Chapter 2, parts of Chapters 4, 5, could be bypassed at first reading. We expect that a mathematically curious reader will feel the need of a construction after experiencing some of the most efficient (or more computational) parts of the theory and then will go back to these construction chapters.

Last but not least, we hope that this book could serve as a reasonable "entrance gate" to Integration Theory for scientists and mathematicians who are non-experts in measure theory. Another fact of mathematical life, say in the last thirty years, is that it is more and more difficult to learn some mathematics not directly connected with your professional area. Where is it possible for an Analyst to learn the algebraic properties of Theta functions? Where to find a text on Fourier Analysis accessible to an Algebraic Geometer? Although both questions above have (many) answers, it remains difficult to find a way to enter a domain with which you are not a priori conversant. It is the author's opinion that accessi-
bility is now a rare commodity in the mathematical literature, and we hope that the present book will provide its share of that good.

## Integration Theories

The initial goal of integration theory, founded more than two millennia ago ${ }^{1}$ is to compute areas and volumes of various objects. A somewhat simplified mathematical version of this question is to consider a function $f:[0,1] \longrightarrow \mathbb{R}_{+}$and try to evaluate the area $A$ between the $x$-axis and the curve $y=f(x)$. The standard notation is

$$
A=\int_{0}^{1} f(x) d x
$$

Of course some assumptions should be made on the function $f$ for this area to make sense.

## Riemann's integral

Greek mathematicians of the third century B.C. were aware of volumes of spheres, cones, polyhedra, and of many classical geometric objects. Later, in the early eighteenth century, Gottfried Wilhelm Leibniz (1646-1716) introduced the Infinitesimal Calculus, whereas Isaac Newton (1642-1727) defined the Calculus of Fluxions, both inventions (close to each other) closely linked with a notion of integral calculus. However the first systematic attempt to define the integral of a function is due to the German mathematician Bernhard Riemann (1826-1866): cutting the source space (here $[0,1]$ ) into tiny pieces,

$$
\left[0=x_{0}, x_{1}\right], \ldots\left[x_{k}, x_{k+1}\right], \ldots,\left[x_{N-1}, x_{N}=1\right], \quad x_{j} \uparrow,
$$

you expect $A$ to be close to

$$
S_{N}=\sum_{0 \leq k<N}\left(x_{k+1}-x_{k}\right) f\left(m_{k}\right), \quad \text { where } m_{k} \in\left[x_{k}, x_{k+1}\right],
$$

since the area $A$ should resemble the sum of the areas of the vertical rectangles with base $\left(x_{k}, x_{k+1}\right)$ and height $f\left(m_{k}\right)$. In fact, assuming for instance $f$ to be a uniform limit of step functions (a step function is a finite linear combination of characteristic functions of intervals), you obtain that $S_{N}$ has a limit when

$$
\sup _{0 \leq k<N}\left(x_{k+1}-x_{k}\right) \text { goes to zero, }
$$

and you define that limit as $\int_{0}^{1} f(x) d x$. It is indeed a simple matter to show directly that this procedure works for a continuous function on $[0,1]$. That theory is quite elementary but has several downsides. The very first one is a terrible instability

[^1]with respect to small perturbations: in particular, if you modify the function $f$ (say $f$ continuous) on a rather small set such as the rational numbers $\mathbb{Q}$, you may ruin the integrability in the above sense. The rational numbers should be considered as "small" since it is a countable set $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ and thus, for any $\epsilon>0$,
$$
\mathbb{Q} \subset \cup_{n \in \mathbb{N}}\left(x_{n}-\frac{\epsilon}{2^{n+2}}, x_{n}+\frac{\epsilon}{2^{n+2}}\right)
$$
and thus the "length" $\ell$ of $\mathbb{Q}$ is such that for any $\epsilon>0$,
$$
\ell \leq \epsilon \sum_{n \in \mathbb{N}} 2^{-n-1}=\epsilon \Longrightarrow \ell=0
$$

In particular, it is easy to show that the integral of $\mathbf{1}_{\mathbb{Q} \cap[0,1]}$ (a small perturbation of 0 ) cannot be defined by the procedure sketched above. Although the latter function may appear to be quite pathological, the effects of this instability are disturbing. Other difficulties occur with the Riemann integral, with complications in integrating unbounded functions and also in developing a comprehensive theory of multidimensional integrals.

## The Lebesgue perspective

A key point in Lebesgue theory of integration (see, e.g., [8]) is that to calculate the integral of $f: X \longrightarrow \mathbb{R}$, one should not cut into small pieces the source space $X$ (for instance in small subintervals if $X$ is an interval of $\mathbb{R}$ ) but the target space should be cut into pieces depending on the function $f$ itself. It is easy to illustrate this in the (very) simple case where

$$
f: X=\left\{x_{1}, \ldots, x_{m}\right\} \longrightarrow\left\{y_{1}, \ldots, y_{n}\right\}=Y \subset \mathbb{R}
$$

We can evaluate $\sum_{x_{j} \in X} f\left(x_{j}\right)$ by sorting out the values taken by $f$ :

$$
\sum_{x_{j} \in X} f\left(x_{j}\right)=\sum_{y_{k} \in Y} y_{k} \operatorname{card}\left(\left\{x \in X, f(x)=y_{k}\right\}\right)
$$

Also, playing around freely with the notation, say for $f$ non-negative on $\mathbb{R}$, $H=\mathbf{1}_{\mathbb{R}_{+}}$,

$$
\begin{aligned}
\int_{\mathbb{R}} f(x) d x & =\iint H(f(x)-y) H(y) d y d x=\int\left(\int H(f(x)-y) d x\right) H(y) d y \\
& =\int H(y) \text { measure }(\{x \in \mathbb{R}, f(x)>y\}) d y
\end{aligned}
$$

If we can "measure" the sets $\{x \in \mathbb{R}, f(x)>y\}$, it is thus quite natural to take as a definition for the integral of $f$ the last expression. Note that this expression is very simple if $f$ is taking a finite number of values $y_{1}, \ldots, y_{N}$ : we have in that case

$$
\int f(x) d x=\sum_{1 \leq k \leq N} y_{k} \text { measure }\left(\left\{x \in \mathbb{R}, f(x)=y_{k}\right\}\right)
$$

The set $\left\{x \in \mathbb{R}, f(x)=y_{k}\right\}$ could be quite complicated and we shall see that many functions could be well approximated by simple functions, i.e., finite linear combinations of characteristic functions. To overcome the difficulties linked to the integration of unbounded functions, we may consider $f(x)=\frac{1}{2} x^{-1 / 2} \mathbf{1}_{(0,1)}(x)$ (integral 1); we get according to the previous computation,

$$
\begin{aligned}
\int_{0}^{1} \frac{1}{2 \sqrt{x}} d x & =\int_{0}^{+\infty} \operatorname{measure}\left(\left\{x \in(0,1), \frac{1}{2 \sqrt{x}}>y\right\}\right) d y \\
& =\int_{0}^{+\infty} \min \left(1, \frac{1}{4 y^{2}}\right) d y=\int_{0}^{1 / 2} d y+\int_{1 / 2}^{+\infty} \frac{1}{4 y^{2}} d y=\frac{1}{2}+\frac{1}{4 \frac{1}{2}}=1
\end{aligned}
$$

and many other examples involving unbounded functions can be dealt with. If we go back to our stability problem, we may consider the function $q=\mathbf{1}_{\mathbb{Q}}, f: \mathbb{R} \rightarrow \mathbb{R}_{+}$, then the integral of $f$ is equal to the integral of $f+q$ :

$$
\begin{aligned}
\int_{\mathbb{R}}(f+q)(x) d x & =\int_{0}^{+\infty} \text { measure }(\{x \in \mathbb{R}, f(x)+q(x)>y\}) d y \\
& =\int_{0}^{+\infty} \text { measure }(\{x \in \mathbb{R}, f(x)>y\}) d y=\int f(x) d x
\end{aligned}
$$

since the function $q$ vanishes except on a set with measure 0 . Since the reader may feel skeptical about the perturbation by this function $q$, let us give a finite version of it, illustrating the instability occurring with the Riemann approach, an instability which is not present with Lebesgue's simple method outlined above. We consider the interval $[0,1]$ and for some large integer $N$ the function

$$
f(x)=\sum_{0 \leq k<N} \mathbf{1}_{\left[\frac{k}{N}, \frac{k+2-N}{N}\right]}(x) .
$$

Applying Riemann's method, using the sequence $x_{k}=k / N, 0 \leq k<N$, we deal with

$$
S=\sum_{0 \leq k<N}\left(\frac{k+1}{N}-\frac{k}{N}\right) f\left(m_{k}\right), \quad m_{k} \in\left[\frac{k}{N}, \frac{k+1}{N}\right] .
$$

We may for instance choose $m_{k}=x_{k}=k / N$, so that $f\left(m_{k}\right)=1$ and $S=1$. On the other hand, Lebesgue's method uses the fact that the function $f$ is taking two values 0,1 , and the evaluation of the integral by this method gives

$$
I=\text { measure }\{x \in[0,1], f(x)=1\}=\sum_{0 \leq k<N} 2^{-N} / N=2^{-N}
$$

Nonetheless this value turns out to be the exact value of the integral, but also it goes to 0 when $N$ goes to infinity whereas $S$ is stuck at 1 , very far from the true value $I$. It is of course a scaling problem, since choosing the sequence $\left(x_{k}\right)$ such that $\sup _{k}\left|x_{k+1}-x_{k}\right| \leq 2^{-N}$ will provide a more accurate value for $S$. Nevertheless
this scaling phenomenon is a good illustration of the fact that a perturbation $f$ with a small integral but with a large sup norm could trigger huge variations of $S$, although the Lebesgue calculation remains stable.

There is much more to say in favour of Lebesgue's point of view and in particular the fact that we can define a Banach space (complete normed vector space) of integrable functions, the space $L^{1}\left(\mathbb{R}^{n}\right)$, and also spaces $L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p \leq+\infty$, other Banach spaces ( $L^{2}$ is a Hilbert space), is of considerable interest and well tuned to the developments of functional analysis. Moreover, Lebesgue's theory provides its user with a remarkably simple convergence theorem, the so-called Lebesgue's dominated convergence theorem. The problem at hand is to decide whether $\int f_{n}(x) d x$ is converging with limit $\int f(x) d x$ when we have already a (weak) pointwise information, i.e., $\lim _{n} f_{n}(x)=f(x)$ for all $x$. A precise statement can be found in Chapter 1 (Theorem 1.6.8), but let just say here that a domination condition

$$
\sup _{n}\left|f_{n}(x)\right|=g(x) \quad \text { is such that } \quad \int|g(x)| d x<+\infty
$$

will ensure nonetheless the sought convergence of integrals but also convergence of the sequence of functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ in the functional space $L^{1}$.

Is there a downside to Lebesgue's integration theory ${ }^{2}$ ? Mathematically speaking, the answer is no, and that theory has been widely used, polished and sometimes generalized to many different situations. However, it is true that Lebesgue's theory of integration is not elementary and that its actual construction requires a significant effort. On the other hand the Instruction Manual for Lebesgue Integration is indeed quite simple and one should encourage the reader to enjoy the simplicity and efficiency of that theory before going back to the more austere construction aspects.

We may draw a comparison with the construction and use of the real numbers: the real line $\mathbb{R}$ is widely used in Calculus and elsewhere as a basic mathematical object, but few students actually go through a construction of $\mathbb{R}$. In fact, $\mathbb{R}$ is also a very complicated object, as could be seen through the many examples of the present book (cardinality questions, non-measurable subsets, Cantor ternary set, Cantor sets with positive measure, category and measure,... ), but nobody (?) is suggesting that getting some familiarity with the real line should not be a part of a standard mathematical curriculum.

[^2]
## Description of the contents of the book

Chapter 1, entitled General Theory of Integration, presents the basic framework for integration theory, with the notion of measure space. We obtain rather easily the three classical convergence theorems (Beppo Levi, Fatou, Lebesgue's dominated convergence) and we can define the space of integrable functions $L^{1}(\mu)$. This abstract presentation of integration is not difficult to follow, but there is obviously a shortage of significant examples of measure spaces at this stage of the exposition.

The main examples are constructed in Chapter 2, Actual Construction of Measure Spaces; a first route is following the Riesz-Markov representation theorem via linear forms on continuous compactly supported functions. We present as well the more set-theoretic Carathéodory approach. At the end of this chapter, we introduce the notion of Hausdorff measure. Among the statements in the exercises, one may single out the construction of a non-measurable set, using the Axiom of Choice. The parts dealing with the construction of the Lebesgue measure are quite technical, and while using some earlier version of these notes for teaching a one-semester course, we always postponed the exposition of the details of the construction of Lebesgue measure to the very last week of class, after the students had acquired some familiarity with the scope and means of that integration theory.

Chapter 3 deals with Spaces of Integrable Functions. The important convexity inequalities (Jensen, Hölder, Minkowski) are studied and the definition of $L^{p}(\mu)$ spaces $(1 \leq p \leq \infty)$ are given along with their main properties, most notably the fact that they are Banach spaces. We study as well integrals depending on a parameter, with continuity and differentiability properties; this part is of course related to many practical examples such as the Gamma function, Zeta function and many integrals or series depending on a parameter. The Riemann-Lebesgue Lemma, Egoroff's and Lusin's theorems are proven. The last section provides a survey of various notions of convergence encountered in the text. Some exercises are related to various explicit computations, others to more abstract questions, such as examples of non-separable spaces.

The fourth chapter, Integration on a Product Space, constructs integrals on product spaces, and contains statements and proofs of Tonelli's and Fubini's theorems. Some exercises are purely computational (e.g., computation of the volumes of the Euclidean balls in $\mathbb{R}^{n}$ ), others are more abstract, for instance with the study of the notion of monotone class.

Chapter 5 is entitled Diffeomorphisms of Open Subsets of $\mathbb{R}^{n}$ and Integration. We deal there with the change-of-variable formula and give some classical examples, such as polar coordinates. We also define integration on a smooth hypersurface of the Euclidean $\mathbb{R}^{n}$, using implicitly a distribution approach to construction of the simple layer. The last part of this chapter goes back to the notion of Hausdorff measures introduced in Chapter 2 and to the construction of Cantor sets. We give many details on construction of the classical Cantor ternary set, along with computation of its Hausdorff dimension and with study of the Cantor function (a.k.a. as "devil's staircase"). We study also Cantor sets with positive measure
and compare the (unrelated) notions of category and measure. We calculate the cardinalities of the Borel and Lebesgue $\sigma$-algebras on $\mathbb{R}^{n}$ : this requires some effort related to the introduction of cardinals and ordinals and we have devoted a lengthy appendix to these topics.

Convolution is the topic of Chapter 6 , in which the Banach algebra $L^{1}\left(\mathbb{R}^{n}\right)$ is studied, as well as the classical Young's inequality. Weak $L^{p}$ spaces are introduced and we give a proof of the Hardy-Littlewood-Sobolev inequality, following an explicit argument due to E. Lieb and M. Loss [43]. In the exercises, the reader will find various computations related to the heat equation and to the Laplace operator. We give also a study of Lorentz spaces and of the notion of decreasing rearrangement.

Chapter 7 is entitled Complex Measures and is essentially devoted to the proof of the classical Radon-Nikodym theorem, as well as to the expression of the dual of $L^{p}(\mu)$ for $1 \leq p<\infty$. We give several examples with the spaces $c_{0}, \ell^{p}$, and study various possible behaviors of weakly convergent sequences. The decomposition in absolutely continuous, pure point, singular continuous parts for a Borel measure on the real line is studied as well as the notion of polar decomposition of a vectorvalued measure.

Basic Harmonic Analysis on $\mathbb{R}^{n}$ is the topic of Chapter 8. Here we have chosen to follow Laurent Schwartz' presentation of Fourier transformation, first via the space $\mathscr{S}\left(\mathbb{R}^{n}\right)$ of rapidly decreasing functions, for which it is truly easy to prove the Fourier inversion formula. Introducing the space $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ of tempered distributions as the topological dual space of the Fréchet space $\mathscr{S}\left(\mathbb{R}^{n}\right)$ was impossible to resist, since the Fourier inversion formula follows almost immediately on the huge space $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$, by a trivial abstract nonsense argument. We took advantage of the fact that tempered distributions are much easier to understand than general distributions, essentially because the space $\mathscr{S}\left(\mathbb{R}^{n}\right)$ is simply a Fréchet space, whose topology is defined by a countable family of semi-norms. Understanding general distributions is complicated by the fact that the space of test functions is not metrizable. Anyhow, we recover easily the standard properties of the Fourier transformation as well as basic properties of periodic distributions. Along the way, we provide a proof of the Poisson summation formula using Gabor's wavelet method (Coherent States Method).

The last chapter is the ninth, Classical Inequalities, which begins with Hadamard's three-lines theorem and the Riesz-Thorin interpolation. Although this technique is useful to provide natural generalizations of Young's inequality, it falls short of dealing with natural operators such as the Hilbert transform: for that purpose, we give a proof of the Marcinkiewicz Theorem. We introduce the notion of maximal function, and prove the Lebesgue differentiation theorem. In order to study Sobolev spaces, we start with a classical inequality due to Gagliardo and Nirenberg. It turns out that this inequality is a perfect tool to handle Sobolev embedding theorems. We would have liked to expand that chapter to study Fourier multipliers and Hörmander-Mikhlin theorems as well as more general Sobolev
spaces, including the homogeneous ones. The best way to do this would have been to introduce various tools of harmonic analysis, such as Calderón-Zygmund operators and pseudodifferential techniques: this would have been obviously too much and we refer the reader to [5] for these developments.

Let us go through our Appendix, essentially intended to reach a reasonable self-containedness for the present book. The first section is concerned with set theory, cardinals, ordinals: these notions are important for the understanding of many problems related to measure theory, and we have chosen a rather lengthy and elementary presentation of this topic. Section 2 deals with various topological questions, including the notion of filter, useful for the Tychonoff theorem. A proof of the Baire theorem is given and some classical consequences are recalled (Banach-Steinhaus, Open Mapping Theorem): these questions are important for the understanding of duality, which is also related to measure theory and $L^{p}$ spaces. The last three sections of the appendix are concerned with basic formulas and classical computations related to integration. Although it might seem preposterous to provide again this widely available material in such a book, the author would like to point out in the first place that some of these formulas are not so easy to derive. But above all, it seems that the true absurdity would be to teach Lebesgue measure to people while ignoring basic formulas of integral calculus. These elementary computational aspects are here as a gentle reminder that Mathematics is also about computation, and that refined concepts and tools often find their motivations in intricate calculations.

## Chapter 1

## General Theory of Integration

### 1.1 Measurable spaces, $\sigma$-algebras

Definition 1.1.1. Let $X$ be a set and $\mathcal{M} \subset \mathcal{P}(X)$ be a family of subsets of $X$. $\mathcal{M}$ is called a $\sigma$-algebra on $X$ whenever

$$
\begin{array}{llr}
A \in \mathcal{M} & \Longrightarrow & A^{c} \in \mathcal{M}, \\
\left(A_{n} \in \mathcal{M}\right)_{n \in \mathbb{N}} & \Longrightarrow & \cup_{n \in \mathbb{N}} A_{n} \in \mathcal{M} \\
X \in \mathcal{M} . & & \tag{3}
\end{array}
$$

We shall say that $(X, \mathcal{M})$ is a measurable space.
Definition 1.1.2. Let $\left(X_{1}, \mathcal{M}_{1}\right),\left(X_{2}, \mathcal{M}_{2}\right)$ be two measurable spaces and $f: X_{1} \rightarrow$ $X_{2}$. The mapping $f$ is said to be measurable if for all $A_{2} \in \mathcal{M}_{2}, f^{-1}\left(A_{2}\right) \in \mathcal{M}_{1}$. That property will be symbolically denoted by $f^{-1}\left(\mathcal{M}_{2}\right) \subset \mathcal{M}_{1}$.

Properties (1), (2) in Definition 1.1.1 imply readily that a $\sigma$-algebra is stable by countable intersection. Moreover (3) follows from (1), (2) provided $\mathcal{M} \neq \emptyset$.

We call countable any set equipotent to a subset of $\mathbb{N}$, i.e., such that there exists an injection from $D$ into $\mathbb{N}$. If $D$ is a non-empty finite set, there exists a bijective mapping from $D$ onto $\{1, \ldots, n\}$ where $n$ is the cardinal of $D$. If $D$ is infinite (i.e., not finite) countable, then it is equipotent to $\mathbb{N}$ : we may in fact consider $D$ as a subset of $\mathbb{N}$. We define

$$
d_{1}=\min D, d_{2}=\min D \backslash\left\{d_{1}\right\}, \ldots, d_{k+1}=\min D \backslash\left\{d_{1}, \ldots, d_{k}\right\}
$$

Since $D$ is infinite and $\mathbb{N}$ is well ordered (i.e., every non-empty subset of $\mathbb{N}$ has a smallest element) this definition makes sense for all $k \geq 1$. If $d \in D$, we may find $k \in \mathbb{N}$ such that $d_{k} \leq d<d_{k+1}$ since the sequence $d_{k}$ is strictly increasing and we cannot have $d_{k}<d<d_{k+1}$ (that would contradict the very definition of $d_{k+1}$ ), so that we get $d=d_{k}$ and $D$ is $\left\{d_{k}\right\}_{k \in \mathbb{N}}$, equipotent to $\mathbb{N}$. It is easy to show
that $\mathbb{N}^{*}=\mathbb{N} \backslash\{0\}, 2 \mathbb{N}, 2 \mathbb{N}+1, \mathbb{Z}, \mathbb{N} \times \mathbb{N}$ are equipotent to $\mathbb{N}$. To get the latter, it is enough to note that

$$
(p, q) \in \mathbb{N} \times \mathbb{N} \mapsto 2^{p}(2 q+1) \in \mathbb{N}^{*}
$$

is bijective ${ }^{1}$. Since the set $\mathbb{Q}$ of rational numbers can be injected in $\mathbb{Z} \times \mathbb{Z}$, we get from the preceding remark that $\mathbb{Q}$ is equipotent to $\mathbb{N}$ as well as $\mathbb{Q}^{d}(d$ integer $\geq 1)$. We shall see that the set $\mathbb{R}$ of real numbers is not countable since it is equipotent to $\mathcal{P}(\mathbb{N})$ (see Exercise 1.9.5). It is easy to show that for any set $X$, there is no surjection from $X$ onto $\mathcal{P}(X)$ (see Exercise 1.9.2).

Let us give a couple of examples of $\sigma$-algebras. Let $X$ be a set; $\{\emptyset, X\}$ is a $\sigma$-algebra on $X$ as well as $\mathcal{P}(X)$. Moreover, if $\left\{A_{k}\right\}_{1 \leq k \leq n}$ is a partition of $X$ (each $A_{k}$ is a non-empty subset of $X, A_{k} \cap A_{l}=\emptyset$ for $\left.k \neq l, X=\cup_{1 \leq k \leq n} A_{k}\right)$, the set

$$
\mathcal{M}=\left\{\cup_{k \in J} A_{k}\right\}_{J \subset\{1, \ldots, n\}}
$$

is a $\sigma$-algebra on $X$. In fact, defining $B(J)=\cup_{k \in J} A_{k}$, we get $B(J)^{c}=B\left(J^{c}\right)$, so that the stability by complement is fulfilled (stability by reunion is obvious). Let us note also that $\operatorname{card} \mathcal{M}$ is $2^{n}$ since there is a bijection from $\mathcal{M}$ onto the subsets of $\{1, \ldots, n\}$. Exercise 1.9.3 deals with a countable partition.

We can also note that for $\left(\mathcal{M}_{i}\right)_{i \in I}$ a family of $\sigma$-algebras on $X, \mathcal{M}=\cap_{i \in I} \mathcal{M}_{i}$ is also a $\sigma$-algebra on $X$ : let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of $\mathcal{M}$, thus of $\mathcal{M}_{i}$ for each $i \in I$, then $\cup_{n \in \mathbb{N}} A_{n}$ belongs to $\mathcal{M}_{i}$ for each $i \in I$, thus to $\mathcal{M}$. Property (1) about the complement can be checked similarly ( and $X \in \mathcal{M}$ since $X \in \mathcal{M}_{i}$ for all $i \in I$ ). Since a $\sigma$-algebra on $X$ is included in $\mathcal{P}(X)$, we can give the following definition.
Definition 1.1.3. Let $X$ be a set and $\mathcal{F} \subset \mathcal{P}(X)$. We define

$$
\mathscr{M}(\mathcal{F})=\bigcap_{\substack{\mathcal{M} \sigma \text {-algebra on } X \\ \mathcal{M} \supset \mathcal{F}}} \mathcal{M}
$$

We shall say that $\mathscr{M}(\mathcal{F})$ is the $\sigma$-algebra generated by $\mathcal{F}$ (or the smallest $\sigma$-algebra on $X$ containing $\mathcal{F}$ ).
Lemma 1.1.4. Let $\left(X_{1}, \mathcal{M}_{1}\right),\left(X_{2}, \mathcal{M}_{2}\right)$ be measurable spaces with $\mathcal{M}_{2}=\mathscr{M}(\mathcal{F})$ and $f: X_{1} \rightarrow X_{2}$ be a mapping. For $f$ to be measurable, it is sufficient (and also necessary) that $f^{-1}(\mathcal{F}) \subset \mathcal{M}_{1}$, i.e., $\forall F \in \mathcal{F}, f^{-1}(F) \in \mathcal{M}_{1}$.

Proof. We set $\mathcal{N}=\left\{B \in \mathcal{M}_{2}, f^{-1}(B) \in \mathcal{M}_{1}\right\}$. This is a $\sigma$-algebra on $X_{2}$ : if $B \in \mathcal{N}, f^{-1}\left(B^{c}\right)=\left(f^{-1}(B)\right)^{c} \in \mathcal{M}_{1}$. Moreover for a sequence $\left(B_{n}\right)_{n \in \mathbb{N}}$ of $\mathcal{N}$, we have $f^{-1}\left(\cup_{n \in \mathbb{N}} B_{n}\right)=\cup_{n \in \mathbb{N}} f^{-1}\left(B_{n}\right) \in \mathcal{M}_{1}$. Finally, $X_{2} \in \mathcal{N}$, since $f^{-1}\left(X_{2}\right)=$ $X_{1} \in \mathcal{M}_{1}$. As a result, $\mathcal{N}$ is a $\sigma$-algebra containing $\mathcal{F}$ if $f^{-1}(\mathcal{F}) \subset \mathcal{M}_{1}$. This implies

$$
\mathcal{M}_{2}=\mathscr{M}(\mathcal{F}) \subset \mathcal{N} \subset \mathcal{M}_{2} \Longrightarrow \mathcal{M}_{2}=\mathcal{N}
$$

[^3]Lemma 1.1.5. Let $(X, \mathcal{M})$ be a measurable space and $f: X \rightarrow Y$ be a mapping. Then the set $\mathcal{N}=\left\{B \subset Y, f^{-1}(B) \in \mathcal{M}\right\}$ is a $\sigma$-algebra on $Y$. It is the largest $\sigma$-algebra on $Y$ making $f$ measurable.

Proof. For $B, B_{n} \in \mathcal{N}$, we have $f^{-1}\left(B^{c}\right)=\left(f^{-1}(B)\right)^{c} \in \mathcal{M}$ and

$$
f^{-1}\left(\cup_{n} B_{n}\right)=\cup_{n} f^{-1}\left(B_{n}\right) \in \mathcal{M}
$$

Since $Y \in \mathcal{N}$, we get the first result. $\mathcal{N}$ is the largest $\sigma$-algebra on $Y$ such that $f$ is measurable: if $(Y, \widetilde{\mathcal{N}})$ is a measurable space such that $f$ is measurable, then for $B \in \widetilde{\mathcal{N}}$, the measurability of $f$ implies $f^{-1}(B) \in \mathcal{M}$, so that $B \in \mathcal{N}$ and thus $\widetilde{\mathcal{N}} \subset \mathcal{N}$.

Lemma 1.1.6. Let $(X, \mathcal{M}),(Y, \mathcal{N}),(Z, \mathcal{T})$ be measurable spaces and

$$
X \quad \xrightarrow{f} \quad Y \quad \xrightarrow{g} \quad Z
$$

be measurable mappings. Then $g \circ f$ is measurable.
Proof. For $C \in \mathcal{T}$, we have $(g \circ f)^{-1}(C)=f^{-1}\left(g^{-1}(C)\right) \in \mathcal{M}$ since $g^{-1}(C) \in \mathcal{N}$ ( $g$ is measurable) and $f$ measurable.

We have used above a simple property of the inverse image:

$$
\begin{align*}
(g \circ f)^{-1}(C) & =\{x \in X, g(f(x)) \in C\} \\
& =\left\{x \in X, f(x) \in g^{-1}(C)\right\}=f^{-1}\left(g^{-1}(C)\right) . \tag{1.1.1}
\end{align*}
$$

Lemma 1.1.7. Let $(X, \mathcal{M})$ be a measurable space and let $A \subset X$. The set

$$
\begin{equation*}
\mathcal{M}_{A}=\{M \cap A\}_{M \in \mathcal{M}} \tag{1.1.2}
\end{equation*}
$$

is a $\sigma$-algebra on $A$, the so-called $\sigma$-algebra trace on $A$ of $\mathcal{M}$. It is the smallest $\sigma$-algebra on $A$ such that the canonical injection $\iota_{A}$ of $A$ into $X$ is measurable. Moreover, if $A \in \mathcal{M}, \mathcal{M}_{A}=\{M \in \mathcal{M}, M \subset A\}$.

Proof. The properties in Definition 1.1.1 are obviously verified in both cases ( $A$ in or not in $\mathcal{M})$. We note also that a $\sigma$-algebra on $A$ such that $\iota_{A}$ is measurable must contain $\iota_{A}^{-1}(M)=M \cap A$, for any $M \in \mathcal{M}$, proving the second statement. The last statement is obvious.

### 1.2 Measurable spaces and topological spaces

Definition 1.2.1. Let $X$ be a set. A family $\mathcal{O}$ of subsets of $X$ is a topology on $X$ whenever the following conditions are satisfied,

$$
\begin{array}{rlr}
O_{i} \in \mathcal{O} \text { for } i \in I & \Longrightarrow & \cup_{i \in I} O_{i} \in \mathcal{O} \\
O_{1}, O_{2} \in \mathcal{O} & \Longrightarrow & O_{1} \cap O_{2} \in \mathcal{O}  \tag{2}\\
\emptyset, X \in \mathcal{O} & &
\end{array}
$$

In other words, $\mathcal{O}$ is stable by union and by finite intersection ${ }^{2}$. We shall say that $(X, \mathcal{O})$ is a topological space.

Let $(X, \mathcal{O})$ be a topological space. A set $F \subset X$ is said to be closed whenever $F^{c}$ is open. Of course, the intersection of a family of closed sets is closed as well as a finite union of closed sets. The interior of a set $A \subset X$ is defined as the union of the open sets included in $A$ : the interior of $A$ is open. The closure of a set $A \subset X$ is defined as the intersection of the closed sets containing $A$ : the closure of $A$ is closed. Denoting by $\bar{A}$ the closure of $A$ and by $\AA$ its interior, we have

$$
\begin{equation*}
(A)^{c}=\left[\bigcup_{\Omega \text { open } \subset A} \Omega\right]^{c}=\bigcap_{\Omega \text { open } \subset A} \Omega^{c}=\bigcap_{F \text { closed } \supset A^{c}} F=\overline{A^{c}} \tag{1.2.1}
\end{equation*}
$$

so that, defining the boundary of $A$ as $\partial A=\bar{A} \backslash \AA$, we have

$$
\begin{equation*}
\partial A=\bar{A} \cap(\AA)^{c}=\bar{A} \cap \overline{A^{c}} \quad \text { (in particular, a closed set). } \tag{1.2.2}
\end{equation*}
$$

It is also easy to verify from the very definitions that

$$
\begin{equation*}
\text { interior }(A \cap B)=\AA \cap \stackrel{\circ}{B}, \quad \operatorname{closure}(A \cup B)=\bar{A} \cup \bar{B} \tag{1.2.3}
\end{equation*}
$$

In fact $\AA \cap B$ is open included in $A \cap B$, thus included in the interior of $A \cap B$. Conversely the interior of $A \cap B$ is open included both in $A$ and $B$ so both in $A$ and $\stackrel{B}{B}$ and we get the first equality. To obtain the second one, we use the first and (1.2.1) with
$(\operatorname{closure}(A \cup B))^{c}=\operatorname{interior}\left(A^{c} \cap B^{c}\right)=\operatorname{interior}\left(A^{c}\right) \cap \operatorname{interior}\left(B^{c}\right)=(\bar{A})^{c} \cap(\bar{B})^{c}$.
The following inclusions are satisfied whereas the equalities are not fulfilled in general ${ }^{3}$,

$$
\text { interior }(A \cup B) \supset \AA \cup \stackrel{\circ}{B}, \quad \operatorname{closure}(A \cap B) \subset \bar{A} \cap \bar{B}
$$

Let $V$ be a subset of a topological space $X$ and $x \in X$. We shall say that $V$ is a neighborhood of $x$ if $x \in \dot{V}$, i.e., if $V$ contains an open set containing $x$. The set of neighborhoods of a given point $x$ will be denoted by $\mathscr{V}_{x}$. We can note that for $x \in X$,

$$
\begin{gather*}
V \subset W, V \in \mathscr{V}_{x} \Longrightarrow W \in \mathscr{V}_{x},  \tag{1.2.4}\\
V_{j} \in \mathscr{V}_{x}, j=1,2 \Longrightarrow V_{1} \cap V_{2} \in \mathscr{V}_{x},  \tag{1.2.5}\\
\emptyset \notin \mathscr{V}_{x}, \quad X \in \mathscr{V}_{x} . \tag{1.2.6}
\end{gather*}
$$

[^4]These properties define filters, a notion studied more extensively in Section 10.2 of our Appendix. Metric spaces are very important examples of topological spaces: a metric space is a set $X$ equipped with a distance function $d$, i.e., $d: X \times X \rightarrow \mathbb{R}_{+}$ such that

$$
\begin{align*}
d(x, y)=0 \Longleftrightarrow x=y & \text { (separation) }  \tag{1.2.7}\\
d(x, y)=d(y, x) & (\text { symmetry) }  \tag{1.2.8}\\
d(x, z) \leq d(x, y)+d(y, z) & \text { (triangle inequality). } \tag{1.2.9}
\end{align*}
$$

We define the topology $\mathcal{O}_{d}$ associated to the metric $d$ as the family of sets which are unions of "open balls"

$$
\begin{equation*}
B(x, r)=\{y \in X, d(y, x)<r\} \quad(x \in X, r \geq 0 \text { given }) . \tag{1.2.10}
\end{equation*}
$$

Stability by union follows from the definition and to show the stability by finite intersection, it is enough to note that for $x \in B\left(x_{1}, r_{1}\right) \cap B\left(x_{2}, r_{2}\right)$ we have $B(x, r) \subset B\left(x_{1}, r_{1}\right) \cap B\left(x_{2}, r_{2}\right)$ with $r=\min \left(r_{1}-d\left(x, x_{1}\right), r_{2}-d\left(x, x_{2}\right)\right)$ since

$$
d(y, x)<r \Longrightarrow\left\{\begin{array}{l}
d\left(y, x_{1}\right) \leq d(y, x)+d\left(x, x_{1}\right)<r+d\left(x, x_{1}\right) \leq r_{1} \\
d\left(y, x_{2}\right) \leq d(y, x)+d\left(x, x_{2}\right)<r+d\left(x, x_{2}\right) \leq r_{2}
\end{array}\right.
$$

As a result, a finite intersection of open balls is a union of open balls, implying that $\mathcal{O}_{d}$ is a topology. For $x \in X, r \geq 0$, the "closed ball" $B_{c}(x, r)$ is defined as

$$
\begin{equation*}
B_{c}(x, r)=\{y \in X, d(y, x) \leq r\}, \tag{1.2.11}
\end{equation*}
$$

and we note that $B(x, r) \subset \overline{B(x, r)} \subset B_{c}(x, r)$ since $B_{c}(x, r)$ is closed ${ }^{4}$ and contains $B(x, r)$.
$\mathbb{R}^{d}$ is a metric space for the topology defined by the Euclidean distance. More generally, a vector space $E$ on $\mathbb{C}$ or $\mathbb{R}$ equipped with a norm, i.e., a mapping

$$
N: E \longrightarrow \mathbb{R}_{+}, \text {so that }\left\{\begin{array}{l}
N(x)=0 \Longleftrightarrow x=0,  \tag{1.2.12}\\
N(\alpha x)=|\alpha| N(x), \text { for } \alpha \in \mathbb{C}, x \in E, \\
N(x+y) \leq N(x)+N(y),
\end{array}\right.
$$

is a metric space for the distance $N(x-y) .(E, N)$ is called a normed vector space. For instance, we may consider the space $C^{0}([0,1], \mathbb{R})$ of real-valued functions defined on $[0,1]$ equipped with the norm

$$
\|f\|_{\infty}=\sup _{x \in[0,1]}|f(x)| .
$$

```
\({ }^{4}\left(B_{c}(x, r)\right)^{c}=\cup_{y, d(x, y)>r} B(y, d(x, y)-r)\) since if \(d(z, y)<d(x, y)-r\) and \(d(x, y)>r\), we get
    \(d(z, y)+r<d(x, y) \leq d(x, z)+d(z, y) \Longrightarrow r<d(x, z)\).
```

This implies that $\left(B_{c}(x, r)\right)^{c}$ contains the above union and the inclusion is obvious.


Figure 1.1: SEQUENCES $f_{n}$ AND $g_{n}$.

Let us recall that on $\mathbb{R}^{d}$, all the norms are equivalent (see Exercise 1.9.8). The normed vector space $C^{0}([0,1], \mathbb{R})$ equipped with the norm $\|\cdot\|_{\infty}$ defined above is complete ${ }^{5}$. A complete normed vector space is called a Banach space.

We may notice that all the norms on $C^{0}([0,1], \mathbb{R})$ are not equivalent (see Ex. 1.9.8). We may consider the norm (Axioms (1.2.12) are easy to check)

$$
\|f\|_{1}=\int_{0}^{1}|f(t)| d t
$$

The sequence $f_{n}$ is bounded for the norm $\|\cdot\|_{1}$ and unbounded for $\|\cdot\|_{\infty}$. On the other hand the sequence of continuous functions $g_{n}$ is a Cauchy sequence for $\|\cdot\|_{1}$ and converges for $\|\cdot\|_{1}$ towards the discontinuous function $\mathbf{1}_{[1 / 2,1]}$ (see Ex. 1.9.8). Of course, a topology fails in general to be stable by complement: on the Euclidean $\mathbb{R}$, the complement of the open set $] 0,+\infty[$ is $]-\infty, 0]$ which is not open since it does not contain an open ball containing 0 . In fact a topological space is said to be connected (intuitively made of a single piece) whenever the only sets which are both open and closed are the whole space and the empty set (see Appendix 10.2 on connectedness of topological spaces).
Lemma 1.2.2. Let $(X, \mathcal{O})$ be a topological space and let $A$ be a subset of $X$. The set

$$
\begin{equation*}
\mathcal{O}_{A}=\{\Omega \cap A\}_{\Omega \in \mathcal{O}} \tag{1.2.13}
\end{equation*}
$$

is a topology on $A$, the so-called induced topology on $A$ by the topology of $X$, or the subspace topology. It is the smallest (coarsest, weakest) topology on A such that

[^5]the canonical injection $\iota_{A}: A \rightarrow X$ is continuous. The closed sets of $A$ for that topology are $\mathcal{C}_{A}=\{F \cap A\}_{F \text { closed in } X}$, i.e., the "traces" of closed sets of $X$ on $A$.

Proof. The properties of Definition 1.2 .1 are obviously verified. The canonical injection is indeed continuous since $\iota_{A}^{-1}(\mathcal{O})=\mathcal{O}_{A}$ and if $\widetilde{\mathcal{O}}$ is a topology on $A$ making $\iota_{A}$ continuous, this implies $\iota_{A}^{-1}(\mathcal{O}) \subset \widetilde{\mathcal{O}}$. Let $\Phi$ be a closed set of $A$ for this topology: we have, with complements in $X, \Phi^{c} \cap A=\Omega \cap A$ for some $\Omega \in \mathcal{O}$ : as a consequence, since $\Phi \subset A$, we get $\Phi=A \cap\left(\Phi \cup A^{c}\right)=A \cap\left(\Omega^{c} \cup A^{c}\right)=A \cap \Omega^{c}$.

In a topological space, it is interesting to examine the $\sigma$-algebra generated by the topology.

Definition 1.2.3. Let $(X, \mathcal{O})$ be a topological space. The Borel $\sigma$-algebra on $X$ is the $\sigma$-algebra generated by $\mathcal{O}$ (according to Definition 1.1.3).

Although the definition above is clear-cut, it does not give a very precise indication of what a Borel set is (an element of the Borel $\sigma$-algebra). For instance, a countable union of closed sets, called an $F_{\sigma}$, is a Borel set (the set $\mathbb{Q}$ of rational numbers, as a countable union of singletons is an $F_{\sigma}$ ). Its complement is a countable intersection of open sets (called a $G_{\delta}$ set): the set of irrational numbers on the real line is a $G_{\delta}$ set. Some subsets of $\mathbb{R}$ can be at the same time $F_{\sigma}$ and $G_{\delta}$ such as $[0,1]$, a closed set (thus $F_{\sigma}$ ) and $G_{\delta}$ since

$$
\left.[0,1]=\cap_{n \geq 1}\right]-\frac{1}{n}, 1+\frac{1}{n}[.
$$

However $\mathbb{Q}^{c}$ (a $G_{\delta}$ set, according to the above argument) is not an $F_{\sigma}$. Otherwise, we could find a sequence of closed sets $F_{n}$ such that $\mathbb{R} \backslash \mathbb{Q}=\cup_{n} F_{n}$; since $\mathbb{R} \backslash \mathbb{Q}$ does not contain any interval $(\mathbb{Q}$ is dense in $\mathbb{R})$ the interior of each $F_{n}$ is empty. Finally, it would be possible to write $\mathbb{R}$ as a countable union of closed sets with empty interiors. The Baire theorem (see Section 10.2 in the Appendix) ensures that, in a complete metric space, a countable union of closed sets with empty interiors has also an empty interior. The previous equality describing $\mathbb{Q}^{c}$ as an $F_{\sigma}$ set is thus absurd.

Lemma 1.2.4. Let $\left(X_{1}, \mathcal{O}_{1}\right),\left(X_{2}, \mathcal{O}_{2}\right)$ be topological spaces and let $f: X_{1} \rightarrow X_{2}$ be a mapping. The following properties are equivalent.
(i) The mapping $f$ is continuous on $X_{1}$.
(ii) $f^{-1}\left(\mathcal{O}_{2}\right) \subset \mathcal{O}_{1}$, i.e., $\forall O_{2} \in \mathcal{O}_{2}, f^{-1}\left(O_{2}\right) \in \mathcal{O}_{1}$.

Proof. Note that the continuity of $f$ at a given point $x_{1}$ means that for all $V_{2}$ neighborhood of $f\left(x_{1}\right)$, there exists a neighborhood $V_{1}$ of $x_{1}$ such that $f\left(V_{1}\right) \subset V_{2}$. Using the notation introduced in Section 10.2, it means

$$
\widetilde{f\left(\mathscr{V}_{x_{1}}\right)} \supset \mathscr{V}_{f\left(x_{1}\right)} .
$$

Since a neighborhood of a point contains an open set containing that point, we may replace in the previous definition the word neighborhood by open neighborhood. Continuity on the whole $X_{1}$ means continuity at each point of $X_{1}$. If $f$ is continuous on $X_{1}$ and $V_{2}$ is an open subset of $X_{2}$, for $x_{1} \in f^{-1}\left(V_{2}\right)$, there exists $V_{1} \ni x_{1}$ such that $f\left(V_{1}\right) \subset V_{2}$, implying $V_{1} \subset f^{-1}\left(f\left(V_{1}\right)\right) \subset f^{-1}\left(V_{2}\right)$. As a result, $f^{-1}\left(V_{2}\right)$ is open since it is a neighborhood of all its points. Conversely, assuming $f^{-1}\left(\mathcal{O}_{2}\right) \subset$ $\mathcal{O}_{1}$, for $x_{1} \in X_{1}, x_{2}=f\left(x_{1}\right)$ and $V_{2}$ an open neighborhood of $x_{2}$, the set $V_{1}=$ $f^{-1}\left(V_{2}\right)$, is an open subset of $X_{1}$ containing $x_{1}$. We get $f\left(V_{1}\right)=f\left(f^{-1}\left(V_{2}\right)\right) \subset V_{2}$, providing the continuity of $f$.

Proposition 1.2.5. Let $\left(X_{1}, \mathcal{O}_{1}\right),\left(X_{2}, \mathcal{O}_{2}\right)$ be topological spaces and $\mathcal{B}_{j}, j=1,2$, their Borel $\sigma$-algebras. If $f: X_{1} \rightarrow X_{2}$ is continuous, then it is measurable.

Proof. Continuity means $f^{-1}\left(\mathcal{O}_{2}\right) \subset \mathcal{O}_{1}$. Since $\mathcal{B}_{2}$ is generated by $\mathcal{O}_{2}$ and $\mathcal{O}_{1} \subset \mathcal{B}_{1}$, Lemma 1.1.4 proves that $f$ is measurable.

Note that there exist functions which are continuous at only one point, such as

$$
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(x)=\left\{\begin{array}{cc}
x & \text { for } x \in \mathbb{Q}, \\
-x & \text { for } x \notin \mathbb{Q},
\end{array} \quad \text { continuous only at } 0 .\right.
$$

One can show (Exercise 1.9.9) that the discontinuity set of a function $f$ from $\mathbb{R}$ to itself is an $F_{\sigma}$, and that for any $F_{\sigma}$ set $A$, there exists a function whose discontinuity set is $A$. In particular, there is no function from $\mathbb{R}$ into itself whose discontinuity set is $\mathbb{Q}^{c}$. On the contrary, the following function is continuous at $\mathbb{Q}^{c}$, discontinuous at $\mathbb{Q}$ :

$$
f(x)=\left\{\begin{array}{cl}
1 & \text { for } x=0  \tag{1.2.14}\\
1 / q & \text { for } x=p / q, p \in \mathbb{Z}^{*}, q \in \mathbb{N}^{*}, \text { irreducible fraction } \\
0 & \text { for } x \notin \mathbb{Q}
\end{array}\right.
$$

On the other hand, an open subset of $\mathbb{R}$ is an $F_{\sigma}$ set, as a countable union of closed intervals: let $U$ be a non-empty open subset of $\mathbb{R}$ and let $x \in U$; there exists $\rho>0$ so that $] x-\rho, x+\rho[\subset U$ and since $\mathbb{Q}$ is dense in $\mathbb{R}$, this implies the existence of $p, q \in \mathbb{Q}$ so that $x-\rho<p<x<q<x+\rho$, and thus $[p, q] \subset U$. The open set $U$ is thus a union of compact intervals with rational endpoints. Now the mapping

$$
[p, q] \mapsto(p, q)
$$

is one-to-one from the set $\mathcal{Q}$ of compact intervals with rational endpoints into $\mathbb{Q} \times \mathbb{Q}$ which is equipotent to $\mathbb{N}$. As a result $\mathcal{Q}$ is (infinite) and equipotent to a subset of $\mathbb{N}$, thus equipotent to $\mathbb{N}$, proving the sought result. More generally, we have in any dimension the following result. We shall say that a compact rectangle of $\mathbb{R}^{d}$ is a set $\prod_{1 \leq j \leq d}\left[a_{j}, b_{j}\right]$ and that an open rectangle of $\mathbb{R}^{d}$ is a set $\left.\prod_{1 \leq j \leq d}\right] a_{j}, b_{j}[$. Of course, compact rectangles are compact (even if for one $j, a_{j}>b_{j}$, since the empty set is compact) and open rectangles are open (even if for one $j, a_{j} \geq b_{j}$, since the empty set is open).

Lemma 1.2.6. Let $d \geq 1$ be an integer. We define

$$
\mathcal{Q}=\left\{\prod_{1 \leq j \leq d}\left[a_{j}, b_{j}\right]\right\}_{\substack{\left(a_{j}, b_{j}\right) \in \mathbb{Q}^{2} \\ a_{j}<b_{j}}}
$$

$\mathcal{Q}$ is a countable family of compact rectangles of $\mathbb{R}^{d}$ such that any open set is a union (necessarily countable) of a subfamily of these compact rectangles.

Proof. First of all $\mathcal{Q}$ is infinite and can be injected into $\mathbb{Q}^{2 d}$, and is thus equipotent to $\mathbb{N}$. As any neighborhood of $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ contains a cube

$$
\left\{y \in \mathbb{R}^{d}, \max _{1 \leq j \leq d}\left|y_{j}-x_{j}\right|<\rho\right\}
$$

with $\rho>0$, we may find $p_{j}, q_{j} \in \mathbb{Q}$ such that $x_{j}-\rho<p_{j}<x_{j}<q_{j}<x_{j}+\rho$. As a result, for any neighborhood $U$ of $x$, there exists $P_{x, U} \in \mathcal{Q}$ with $x \in P_{x, U} \subset U$. Let $\Omega$ be an open subset of $\mathbb{R}^{d}$ : for each $x \in \Omega$, there exists a neighborhood $U_{x}$ of $x$, included in $\Omega$. We have thus

$$
\Omega=\cup_{x \in \Omega} U_{x} \supset \cup_{x \in \Omega} P_{x, U_{x}} \supset \cup_{x \in \Omega}\{x\}=\Omega \Longrightarrow \Omega=\cup_{x \in \Omega} P_{x, U_{x}}
$$

so that $\Omega$ is a union of a subfamily of elements of $\mathcal{Q}$ and since $\mathcal{Q}$ is countable, that union is necessarily countable.

Let $\mathcal{B}$ be the Borel $\sigma$-algebra of $\mathbb{R}^{d}$ and $\mathcal{R}_{c}, \mathcal{R}_{o}$ be the families of compact rectangles, open rectangles of $\mathbb{R}^{d}$. We have, following Definition 1.1.3 and the previous discussion

$$
\mathcal{O} \subset \mathscr{M}\left(\mathcal{R}_{c}\right) \subset \mathcal{B} \Longrightarrow \mathcal{B}=\mathscr{M}\left(\mathcal{R}_{c}\right)
$$

Moreover, since $\left.[p, q]=\cap_{n \geq 1}\right] p-1 / n, q+1 / n[$, any compact rectangle is a countable intersection of open rectangles and thus

$$
\mathcal{R}_{c} \subset \mathscr{M}\left(\mathcal{R}_{o}\right) \Longrightarrow \mathcal{B}=\mathscr{M}(\mathcal{O})=\mathscr{M}\left(\mathcal{R}_{c}\right) \subset \mathscr{M}\left(\mathcal{R}_{o}\right) \subset \mathcal{B}
$$

so that eventually

$$
\begin{equation*}
\mathcal{B}=\mathscr{M}\left(\mathcal{R}_{c}\right)=\mathscr{M}\left(\mathcal{R}_{o}\right) \tag{1.2.15}
\end{equation*}
$$

We note that, for $p, q \in \mathbb{R}$,

$$
[p, q]=[p,+\infty[\cap]-\infty, q]=\left[p,+\infty[\cap] q,+\infty\left[^{c}=\cap_{n \geq 1}\right] p-1 / n,+\infty[\cap] q,+\infty\left[{ }^{c}\right.\right.
$$

so that the Borel $\sigma$-algebra on $\mathbb{R}$ is generated by the intervals (]$a,+\infty[)_{a \in \mathbb{R}}$ and thus also by the intervals (]$-\infty, a])_{a \in \mathbb{R}}$ or (since $] a,+\infty\left[=\cup_{n \geq 1}[a+1 / n,+\infty[\right.$ ) by the intervals $\left(\left[a,+\infty[)_{a \in \mathbb{R}}\right.\right.$ and thus also by the intervals (]$-\infty, a[)_{a \in \mathbb{R}}$. Using Lemma 1.1.4 to check the measurability of $f: X \rightarrow \mathbb{R}$, it suffices to verify the
measurability of $f^{-1}(] b,+\infty[)$. For instance if $X$ is a Borel subset of $\mathbb{R}$ and $f$ is monotonic on $X$, then $f$ is Borel-measurable. In fact if $f$ is increasing, $b \in \mathbb{R}$ with $A=f^{-1}(] b,+\infty[) \neq \emptyset$, we have

$$
\begin{equation*}
A=\cup_{a \in A}([a,+\infty[\cap X) \tag{1.2.16}
\end{equation*}
$$

since if $X \ni x \geq a \in A$, we obtain $f(x) \geq f(a)>b$ and thus $x \in A$ (the other inclusion is trivial). As a result, we get

$$
\begin{equation*}
] \inf A,+\infty[\cap X \subset A \subset[\inf A,+\infty[\cap X \tag{1.2.17}
\end{equation*}
$$

since the second inclusion follows from (1.2.16) and the first is true if inf $A=-\infty$, also from (1.2.16); if $\inf A>-\infty, \inf A \in \mathbb{R}$ since $A \neq \emptyset$ and for all $\epsilon>0$, we can find $a_{\epsilon} \in A$ so that,

$$
\left.\inf A \leq a_{\epsilon}<\inf A+\epsilon \quad \Longrightarrow \quad\right] \inf A,+\infty\left[\cap X \subset \cup _ { \epsilon > 0 } \left[a_{\epsilon},+\infty[\cap X \subset A\right.\right.
$$

where the last inclusion follows from (1.2.16). Whatever happens with $\inf A$, belonging or not to $A$, we find from (1.2.17) that

$$
A=[\inf A,+\infty[\cap X \quad \text { or } \quad A=] \inf A,+\infty[\cap X
$$

Borel-measurable in both cases.
Theorem 1.2.7. Let $(X, \mathcal{M}),(Y, \mathcal{N})$ be measurable spaces and $\mathbb{R}^{d}$ equipped with its Borel $\sigma$-algebra. Let $u_{1}, \ldots, u_{d}$ be measurable mappings from $X$ in $\mathbb{R}$ and let $\Phi: \mathbb{R}^{d} \rightarrow Y$ be measurable. Then the mapping

$$
\begin{aligned}
X & \rightarrow Y \\
x & \mapsto \Phi\left(u_{1}(x), \ldots, u_{d}(x)\right)
\end{aligned}
$$

is measurable. In particular, $f: X \rightarrow \mathbb{C}$ is measurable if (and only if) $\operatorname{Re} f, \operatorname{Im} f$ are measurable and then $|f|$ is also measurable. If $f, g: X \rightarrow \mathbb{C}$ are measurable, then $f+g, f g$ are also measurable. Moreover, if $A \in \mathcal{M}$, the indicator function of $A$ is measurable.

Proof. From the composition Lemma 1.1.6, it is enough to check the measurability of $x \mapsto V(x)=\left(u_{1}(x), \ldots, u_{d}(x)\right)$ from $X$ to $\mathbb{R}^{d}$. From Lemma 1.2.6 and Lemma 1.1.4, it suffices to verify that the inverse image by $V$ of a compact rectangle of $\mathbb{R}^{d}$ belongs to $\mathcal{M}$. For that purpose, we note that

$$
V^{-1}\left(\prod_{1 \leq j \leq d}\left[a_{j}, b_{j}\right]\right)=\bigcap_{1 \leq j \leq d} u_{j}^{-1}\left(\left[a_{j}, b_{j}\right]\right) \in \mathcal{M}
$$

since the $u_{j}$ are measurable. The other statements in the theorem follow immediately (the very last assertion is obvious since $\mathbf{1}_{A}^{-1}(J) \in\left\{\emptyset, A, A^{c}, X\right\}$ ).

The following generalization of the previous theorem can be useful.
Theorem 1.2.8. Let $(X, \mathcal{M}),(Y, \mathcal{N})$ be measurable spaces and let $T$ be a separable metric space equipped with its Borel $\sigma$-algebra. Let $u_{1}, \ldots, u_{d}$ be measurable mappings from $X$ into $T$ and let $\Phi: T^{d} \rightarrow Y$ be a measurable mapping. Then the mapping

$$
\begin{aligned}
X & \rightarrow Y \\
x & \mapsto \Phi\left(u_{1}(x), \ldots, u_{d}(x)\right)
\end{aligned}
$$

is measurable.
Proof. According to Lemma 1.1.6, it is enough to check the measurability of $x \mapsto$ $V(x)=\left(u_{1}(x), \ldots, u_{d}(x)\right)$ from $X$ in $T^{d}$. From Lemma 1.1.4 it suffices to check that the inverse image by $V$ of an open set of $T^{d}$ belongs to $\mathcal{M}$. Moreover for $\Omega$ an open subset of $T^{d}$ and $x=\left(x_{1}, \ldots, x_{d}\right) \in \Omega$, there exist $r_{1}, \ldots, r_{d}$ positive numbers (that we may suppose rational numbers) so that the product of open balls

$$
B\left(x_{1}, r_{1}\right) \times \cdots \times B\left(x_{d}, r_{d}\right) \ni x
$$

is included in $\Omega$. With $\mathbb{D}$ a countable dense subset of $T$, we may find $y_{1}, \ldots, y_{d} \in \mathbb{D}$ so that $\operatorname{dist}\left(x_{j}, y_{j}\right)<r_{j} / 2$. Then the ball $B\left(y_{j}, r_{j} / 2\right)$ is such that

$$
x_{j} \in B\left(y_{j}, r_{j} / 2\right) \subset B\left(x_{j}, r_{j}\right),
$$

since $\operatorname{dist}\left(z, y_{j}\right)<r_{j} / 2$ implies $\operatorname{dist}\left(z, x_{j}\right) \leq \operatorname{dist}\left(z, y_{j}\right)+\operatorname{dist}\left(y_{j}, x_{j}\right)<r_{j} / 2+r_{j} / 2$ so that $z \in B\left(x_{j}, r_{j}\right)$. As a result, the open set $\Omega$ is a union of products

$$
B\left(y_{1}, \rho_{1}\right) \times \cdots \times B\left(y_{d}, \rho_{d}\right), \quad y_{j} \in \mathbb{D}, \rho_{j} \in \mathbb{Q} .
$$

There is a surjection from $\mathbb{D}^{d} \times \mathbb{Q}^{d}$ (which is countable) onto the set $\mathcal{P}$ of these subsets and thus $\mathcal{P}$ is countable. We have

$$
V^{-1}\left(\prod_{1 \leq j \leq d} B\left(y_{j}, \rho_{j}\right)\right)=\bigcap_{1 \leq j \leq d} u_{j}^{-1}\left(B\left(y_{j}, \rho_{j}\right)\right) \in \mathcal{M}
$$

since the $u_{j}$ are measurable.
Lemma 1.2.9. Let $(X, \mathcal{O})$ be a topological space and $A \in \mathcal{B}_{X}$, the Borel $\sigma$-algebra on $X$. The Borel $\sigma$-algebra $\mathcal{B}_{A}$ on $A$ is

$$
\begin{equation*}
\mathcal{B}_{A}=\left\{M \in \mathcal{B}_{X}, M \subset A\right\}=\mathscr{M}\left(\mathcal{O}_{A}\right) \tag{1.2.18}
\end{equation*}
$$

where $\mathcal{O}_{A}$ is the topology on A, given in Lemma 1.2.2.
Proof. From (1.2.13) and Definition 1.2.3, we have $\mathcal{B}_{A}=\mathscr{M}\left(\mathcal{O}_{A}\right)$. Since

$$
\widetilde{\mathcal{B}}=\left\{M \in \mathcal{B}_{X}, M \subset A\right\}
$$

is (obviously) a $\sigma$-algebra on $A$ containing $\mathcal{O}_{A}$, it contains $\mathscr{M}\left(\mathcal{O}_{A}\right)$. Moreover $\widetilde{\mathcal{B}}$ makes the canonical injection $\iota_{A}$ measurable since $\iota_{A}^{-1}\left(\mathcal{B}_{X}\right)=\widetilde{\mathcal{B}}$. Also $\widetilde{\mathcal{B}}$ is the smallest $\sigma$-algebra on $A$ making $\iota_{A}$ measurable since any $\sigma$-algebra making $\iota_{A}$ measurable must contain $\iota_{A}^{-1}\left(\mathcal{B}_{X}\right)$. We note now from Lemma 1.1.4 that the $\sigma$ algebra $\mathcal{M}\left(\mathcal{O}_{A}\right)$ on $A$ is such that $\iota_{A}$ is measurable since $\iota_{A}^{-1}(\mathcal{O})=\mathcal{O}_{A}$ : as a result, we get that $\mathscr{M}\left(\mathcal{O}_{A}\right)$ contains $\widetilde{\mathcal{B}}$, proving the lemma.
Definition 1.2.10. The extended real line $\overline{\mathbb{R}}$ is the set obtained by adjoining two non-real distinct elements to the real line; it is the topological space $\mathbb{R} \cup\{-\infty,+\infty\}$, where the topology contains the open subsets of $\mathbb{R}$ and the sets

$$
] a,+\infty[\cup\{+\infty\}, \quad\{-\infty\} \cup]-\infty, a[
$$

(denoted respectively by $] a,+\infty]$ and $[-\infty, a[$ ). The order relation on $\overline{\mathbb{R}}$ makes $-\infty$ the smallest element and $+\infty$ the largest. This order relation is compatible with the topology since the open sets are unions of intervals.
$\overline{\mathbb{R}}$ is easily shown to be homeomorphic to $[-1,1]$ (i.e., there exists a bicontinuous bijective mapping $\psi_{0}$ from $\overline{\mathbb{R}}$ onto $[-1,1]$ ), for instance by extending continuously

$$
\begin{align*}
\mathbb{R} \ni x & \mapsto \frac{x}{\sqrt{1+x^{2}}}=\psi_{0}(x) \in(-1,1), & \psi_{0}( \pm \infty)= \pm 1 \\
(-1,1) \ni y & \mapsto \frac{y}{\sqrt{1-y^{2}}}=\psi_{0}^{-1}(y) \in \mathbb{R}, & \psi_{0}^{-1}( \pm 1)= \pm \infty \tag{1.2.19}
\end{align*}
$$

That homeomorphism is compatible with the order relation, i.e., is increasing. We note also that any monotone sequence $\left(x_{n}\right)$ in $\overline{\mathbb{R}}$ converges since $\psi_{0}\left(x_{n}\right)$ is monotone in $[-1,1]$ thus converging (since it is either increasing bounded from above or decreasing bounded from below) and since $\psi_{0}^{-1}$ is continuous, we get the result. Since $\overline{\mathbb{R}}$ is compact, for any $A \subset \overline{\mathbb{R}}$, there exists a

$$
\begin{align*}
& \text { least upper bound, or supremum, } \sup A=\inf \{M \in \overline{\mathbb{R}}, \forall a \in A, a \leq M\},  \tag{1.2.20}\\
& \text { greatest lower bound, or infimum, } \inf A=\sup \{m \in \overline{\mathbb{R}}, \forall a \in A, a \geq m\} \tag{1.2.21}
\end{align*}
$$

If $A=\emptyset$, following the definition, we get $\sup A=-\infty, \inf A=+\infty$, the only case where the infimum is strictly larger than the supremum.
Definition 1.2.11. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\overline{\mathbb{R}}$. The sequences $\left(\inf _{k \geq n} x_{k}\right)_{n \in \mathbb{N}}$, $\left(\sup _{k \geq n} x_{k}\right)_{n \in \mathbb{N}}$, are monotone (the first is increasing, the next one decreasing). We define

$$
\begin{aligned}
& \lim \inf x_{n}=\lim _{n \rightarrow+\infty}\left(\inf _{k \geq n} x_{k}\right) \\
&=\sup _{n \in \mathbb{N}}\left(\inf _{k \geq n} x_{k}\right), \\
& \limsup x_{n}=\lim _{n \rightarrow+\infty}\left(\sup _{k \geq n} x_{k}\right)=\inf _{n \in \mathbb{N}}\left(\sup _{k \geq n} x_{k}\right)
\end{aligned}
$$

Proposition 1.2.12. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\overline{\mathbb{R}}$. Then $\lim \inf x_{n}$ is the smallest accumulation point of the sequence and $\lim \sup x_{n}$ the largest. We have

$$
\liminf x_{n} \leq \limsup x_{n}
$$

and equality holds if and only if the sequence is converging to this value.
Proof. Using the homeomorphism $\psi_{0}$ defined above (cf. (1.2.19)) we can assume that $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $[-1,1]$. If $y$ is an accumulation point of the sequence, i.e., a limit point of subsequence, $\left(x_{n_{k}}\right)_{k \in \mathbb{N}},\left(n_{0}<n_{1}<n_{2}<\cdots<n_{k}<n_{k+1}<\right.$ $\cdots)$, then

$$
y \underset{k \rightarrow+\infty}{\leftrightarrows} x_{n_{k}} \leq \sup _{l \geq n_{k}} x_{l} \underset{k \rightarrow+\infty}{\longrightarrow} \lim \sup x_{n}
$$

where the second limit comes from a subsequence of a converging sequence. We get thus $y \leq \lim \sup x_{n}$ and similarly $y \geq \liminf x_{n}$. Moreover, $\limsup x_{n}$ is an accumulation point of the sequence since for all $\epsilon>0, N \geq 1$, we may find $n_{\epsilon} \geq N$ with

$$
\lim \sup x_{n}=\inf _{n}\left(\sup _{k \geq n} x_{k}\right) \leq \sup _{k \geq n_{\epsilon}} x_{k}<\lim \sup x_{n}+\epsilon,
$$

so that, for $\eta>0, \exists n(\varepsilon, \eta) \geq n_{\varepsilon}$ with
$\limsup x_{n}-\eta=\inf _{n}\left(\sup _{k \geq n} x_{k}\right)-\eta \leq \sup _{k \geq n_{\epsilon}} x_{k}-\eta<x_{n(\epsilon, \eta)} \leq \sup _{k \geq n_{\epsilon}} x_{k}<\limsup x_{n}+\epsilon$.
As a result, for all $\epsilon, \eta$ positive, for all $N \geq 1$, we can find $n(\epsilon, \eta) \geq n_{\epsilon} \geq N$ with

$$
\limsup x_{n}-\eta<x_{n(\epsilon, \eta)}<\limsup x_{n}+\epsilon,
$$

proving the result. If $\lim \sup x_{n}=\liminf x_{n}=l$, then

$$
l \inf _{n \rightarrow+\infty} x_{k \geq n} \leq x_{n} \leq \sup _{k \geq n} x_{k} \underset{n \rightarrow+\infty}{\longrightarrow} l
$$

implying $\lim x_{n}=l$. On the contrary, if $\lim \inf x_{n}<\lim \sup x_{n}$, the sequence has at least two different accumulation points and cannot converge.

Proposition 1.2.13. Addition and multiplication of real numbers can be extended continuously respectively to ${ }^{6}$

$$
(\overline{\mathbb{R}} \times \overline{\mathbb{R}}) \backslash\{(+\infty,-\infty),(-\infty,+\infty)\} \text { and to }(\overline{\mathbb{R}} \times \overline{\mathbb{R}}) \backslash\{(0, \pm \infty),( \pm \infty, 0)\} .
$$

[^6]Let $\left(x_{n}\right)_{n \in \mathbb{N}},\left(y_{n}\right)_{n \in \mathbb{N}}$ be sequences of $\overline{\mathbb{R}}$ such that $x_{n}+y_{n}, \liminf x_{n}+\liminf y_{n}$ and $\lim \sup x_{n}+\lim \sup y_{n}$ are meaningful. Then, the following inequalities hold: ${ }^{7}$

$$
\begin{aligned}
\liminf x_{n}+\lim \inf y_{n} & \leq \liminf \left(x_{n}+y_{n}\right) \\
& \leq \limsup \left(x_{n}+y_{n}\right) \leq \limsup x_{n}+\limsup y_{n}
\end{aligned}
$$

Proof. Let us first assume that both sequences $\left(x_{n}\right),\left(y_{n}\right)$ are bounded in $\mathbb{R}$. For $k \geq n$, we have $x_{k}+y_{k} \leq \sup _{l \geq n} x_{l}+\sup _{l \geq n} y_{l}$ so that $\sup _{k \geq n}\left(x_{k}+y_{k}\right) \leq$ $\sup _{l \geq n} x_{l}+\sup _{l \geq n} y_{l}$. As a result, taking limits for $n \rightarrow+\infty$, we get

$$
\limsup \left(x_{n}+y_{n}\right) \leq \limsup x_{n}+\lim \sup y_{n} .
$$

Noticing that

$$
\lim \inf \left(-x_{n}\right)=\sup _{n}\left(\inf _{k \geq n}\left(-x_{n}\right)\right)=\sup _{n}\left(-\sup _{k \geq n} x_{n}\right)=-\inf _{n}\left(\sup _{k \geq n} x_{n}\right)=-\lim \sup x_{n},
$$

we get the result. We leave for the reader to check the remaining cases when at least one sequence is not bounded in $\mathbb{R}$.

The following result will be useful in the sequel.
Lemma 1.2.14. Let $\left(a_{k, l}\right)_{k \in \mathbb{N}, l \in \mathbb{N}}$ be a double sequence of $\overline{\mathbb{R}}_{+}$. Then

$$
\sum_{k}\left(\sum_{l} a_{k l}\right)=\sum_{l}\left(\sum_{k} a_{k l}\right) . \quad \text { We shall write } \sum_{k, l} a_{k l} \text { for that sum. }
$$

Proof. We have seen above that series of elements of $\overline{\mathbb{R}}_{+}$converge towards their supremum ${ }^{8}$. Thus, for all $K, L$, we have

$$
\begin{aligned}
\sigma & =\sum_{k}\left(\sum_{l} a_{k l}\right)=\sum_{k} \sup _{L \geq 0}\left(\sum_{0 \leq l \leq L} a_{k l}\right)=\sup _{K} \sum_{0 \leq k \leq K}\left[\sup _{L \geq 0}\left(\sum_{0 \leq l \leq L} a_{k l}\right)\right] \\
& \geq \sum_{0 \leq k \leq K}\left[\sup _{L \geq 0}\left(\sum_{0 \leq l \leq L} a_{k l}\right)\right] \geq \sum_{0 \leq k \leq K}\left[\sum_{0 \leq l \leq L} a_{k l}\right]=\sum_{0 \leq l \leq L}\left[\sum_{0 \leq k \leq K} a_{k l}\right],
\end{aligned}
$$

and for all $L, \sigma \geq \sum_{0 \leq l \leq L}\left[\sum_{k} a_{k l}\right]$, which implies $\sigma \geq \sum_{l}\left(\sum_{k} a_{k l}\right)$, and the result by exchanging $k$ and $l$.
Remark 1.2 .15 . Addition of real numbers can be extended continuously to $\overline{\mathbb{R}}_{+} \times$ $\overline{\mathbb{R}}_{+}$; it is thus associative, commutative, with neutral element 0 . Multiplication of real numbers cannot be extended continuously to $\overline{\mathbb{R}}_{+} \times \overline{\mathbb{R}}_{+}$but only to $\overline{\mathbb{R}}_{+}^{*} \times \overline{\mathbb{R}}_{+}^{*}$.

[^7]We could use the (discontinuous ${ }^{9}$ ) convention $0 \cdot \infty=0$ and $^{10}$ it is easy to verify that this new multiplication is associative, commutative, with neutral element 1 , distributive with respect to the addition. The reader may also check Remark 1.3.4 below.

### 1.3 Structure of measurable functions

Proposition 1.3.1. Let $(X, \mathcal{M})$ be a measurable space and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\overline{\mathbb{R}}$. Then the functions sup $f_{n}, \inf f_{n}$, $\limsup f_{n}, \lim \inf f_{n}$ are measurable. In particular, the pointwise limit of a sequence of measurable functions is measurable.

Proof. Let us set $g=\sup f_{n}$, i.e., $g(x)=\sup _{n \in \mathbb{N}} f_{n}(x)$. For $a \in \mathbb{R}$, we have

$$
\left.\left.\left.\left.g^{-1}(] a,+\infty\right]\right)=\cup_{n \in \mathbb{N}} f_{n}^{-1}(] a,+\infty\right]\right),
$$

since $\sup _{n \in \mathbb{N}} f_{n}(x)=g(x)>a \Longleftrightarrow \exists n_{0} \in \mathbb{N}$, such that $f_{n_{0}}(x)>a$. Consequently, we get $\left.\left.g^{-1}(] a,+\infty\right]\right) \in \mathcal{M}$. According to Lemma 1.1.4, this proves the measurability of $g$ since the Borel $\sigma$-algebra $\mathcal{B}_{\overline{\mathbb{R}}}$ of $\overline{\mathbb{R}}$ is equal to the $\sigma$-algebra generated by the intervals $] a,+\infty]$ (see (1.2.15), the discussion on page 9 and the increasing homeomorphism of $\overline{\mathbb{R}}$ with $[-1,1]$ displayed in (1.2.19)). Thus $g=\sup f_{n}$ is measurable. Moreover the identities

$$
\inf f_{n}=-\sup \left(-f_{n}\right), \quad \limsup f_{n}=\inf _{n}\left(\sup _{k \geq n} f_{k}\right), \quad \liminf f_{n}=\sup _{n}\left(\inf _{k \geq n} f_{k}\right)
$$

give the other results.
Definition 1.3.2. Let $(X, \mathcal{M})$ be a measurable space. A measurable function $s$ : $X \rightarrow[0,+\infty)$ is said to be simple if it takes only a finite number of values.

Let $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ be the image of $s$. Defining $A_{k}=s^{-1}\left(\left\{\alpha_{k}\right\}\right)$, we get that $\left\{A_{k}\right\}_{1 \leq k \leq m}$ is a partition of $X$ and

$$
s(x)=\sum_{1 \leq k \leq m} \alpha_{k} \mathbf{1}_{A_{k}}(x),
$$

where $\mathbf{1}_{A_{k}}$ is the indicator function of $A_{k}$.

[^8]Theorem 1.3.3. Let $(X, \mathcal{M})$ be a measurable space and let $f: X \longrightarrow \overline{\mathbb{R}}_{+}=[0,+\infty]$ be a measurable mapping. There exists a sequence $\left(s_{k}\right)_{k \geq 1}$ of simple functions such that
(1) $0 \leq s_{1} \leq s_{2} \leq \cdots \leq s_{k} \leq s_{k+1} \leq \cdots \leq f$,
(2) $\forall x \in X, \lim _{k} s_{k}(x)=f(x)$,
(3) For $f$ bounded, the limit is uniform: $\lim _{k}\left(\sup _{x \in X}\left|f(x)-s_{k}(x)\right|\right)=0$.

Proof. Let us first assume that $0 \leq f \leq 1$. We define ${ }^{11}$

$$
\begin{equation*}
s_{k}(x)=2^{-k} E\left(2^{k} f(x)\right) \tag{1.3.1}
\end{equation*}
$$

The function $s_{k}$ takes finitely many values since $0 \leq 2^{k} f \leq 2^{k}$. We have also

$$
\begin{equation*}
2^{k} s_{k} \leq 2^{k} f<2^{k} s_{k}+1 \Longrightarrow 0 \leq f-s_{k}<2^{-k} \tag{1.3.2}
\end{equation*}
$$

so that $s_{k}$ converges uniformly towards $f$. Moreover, multiplying (1.3.2) by 2 and writing (1.3.2) for $k+1$, we find

$$
\mathbb{N} \ni 2^{k+1} s_{k} \leq 2^{k+1} f, \quad 2^{k+1} s_{k+1}=E\left(2^{k+1} f\right)
$$

Using the definition of the integer value, we obtain

$$
2^{k+1} s_{k} \leq 2^{k+1} s_{k+1}, \text { i.e., } s_{k} \leq s_{k+1}
$$

proving that $\left(s_{k}\right)$ is an increasing sequence. Every function $s_{k}$ is measurable, as the composition of measurable functions ${ }^{12}$. If $0 \leq f \leq M$, for some positive real number $M$, we can apply the previous result to $f / M$. Let us go back to the case $0 \leq f \leq 1$ and set

$$
\tilde{s}_{k}=s_{k}-2^{-k} E(f) .
$$

If $f(x)<1$, we have $s_{k}(x)=\tilde{s}_{k}(x)$. If $f(x)=1$, we have $1-2^{-k}=\tilde{s}_{k}(x)$. In both cases, the sequences $\left(\tilde{s}_{k}(x)\right)_{k \in \mathbb{N}}$ are increasing with limit $f(x)$ and $0 \leq \tilde{s}_{k}(x)<1$. Using the homeomorphism $\psi_{0}$ defined in (1.2.19), which identifies $\overline{\mathbb{R}}_{+}$to $[0,1]$, we may consider

$$
X \xrightarrow{f} \overline{\mathbb{R}}_{+} \xrightarrow{\psi_{0}}[0,1] \xrightarrow{\psi_{0}^{-1}} \overline{\mathbb{R}}_{+} .
$$

Using the previous arguments, we find a sequence of simple functions $t_{k}$ valued in $\left[0,1\left[\right.\right.$, increasing with limit $\psi_{0} \circ f$. As a result, $\psi_{0}^{-1} \circ t_{k}$ is a simple function (in particular with finite values since $t_{k}$ has values $<1$ ) with limit $f$. The sequence $\psi_{0}^{-1} \circ t_{k}$ is increasing as $t_{k}$ is and $\psi_{0}^{-1}$ is increasing. The proof of the theorem is complete.

[^9]Remark 1.3.4. Let $f, g$ be measurable functions from $X$ into $\overline{\mathbb{R}}_{+}$; then $f+g$ is well defined and measurable. It follows from Theorem 1.2.8 and the measurability of the (continuous) mapping

$$
\begin{array}{clc}
\overline{\mathbb{R}}_{+} \times \overline{\mathbb{R}}_{+} & \longrightarrow & \overline{\mathbb{R}}_{+} \\
(\alpha, \beta) & \mapsto & \alpha+\beta .
\end{array}
$$

Analogously, the symmetric (discontinuous) mapping $M$

$$
\begin{array}{clc}
\overline{\mathbb{R}}_{+} \times \overline{\mathbb{R}}_{+} & \longrightarrow & \overline{\mathbb{R}}_{+} \\
(\alpha, \beta) & \mapsto & \alpha \cdot \beta
\end{array}
$$

extending continuously to $\overline{\mathbb{R}}_{+}^{*} \times \overline{\mathbb{R}}_{+}^{*}$ the multiplication on $\mathbb{R}_{+}^{*} \times \mathbb{R}_{+}^{*}$ and defining $0 . \infty=0$ is Borel-measurable: for $a \in \overline{\mathbb{R}}_{+}$, the set

$$
E_{a}=\left\{(x, y) \in \overline{\mathbb{R}}_{+} \times \overline{\mathbb{R}}_{+}, M(x, y)>a\right\}
$$

is included in $\overline{\mathbb{R}}_{+}^{*} \times \overline{\mathbb{R}}_{+}^{*}$ on which $M$ is continuous. As a result, $E_{a}$ is an open subset of $\overline{\mathbb{R}}_{+}^{*} \times \overline{\mathbb{R}}_{+}^{*}$, thus a Borel set of $\overline{\mathbb{R}}_{+} \times \overline{\mathbb{R}}_{+}$. Using Theorem 1.2.8, we get that $f \cdot g$ is measurable.

### 1.4 Positive measures

Definition 1.4.1. Let $(X, \mathcal{M})$ be a measurable space. A positive measure on $(X, \mathcal{M})$ is a mapping $\mu: \mathcal{M} \rightarrow \overline{\mathbb{R}}_{+}$satisfying $\mu(\emptyset)=0$, and such that, for any sequence $\left(A_{k}\right)_{k \in \mathbb{N}}$ in $\mathcal{M}$ of pairwise disjoint sets $\left(k \neq l \Longrightarrow A_{k} \cap A_{l}=\emptyset\right)$,

$$
\begin{equation*}
\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)=\sum_{k \in \mathbb{N}} \mu\left(A_{k}\right) . \tag{1.4.1}
\end{equation*}
$$

That property is called $\sigma$-additivity ${ }^{13}$ and the triple $(X, \mathcal{M}, \mu)$ is called a measure space (where $\mu$ is a positive measure). When $\mu(X)=1$, we shall say that $\mu$ is a probability measure and the triple $(X, \mathcal{M}, \mu)$ is called a probability space.
N.B. We shall define later in this text (Definition 7.1.1 in Chapter 7) the notion of complex measure.

Let us give a few simple examples.
(1) Let $X$ be a finite set, equipped with the $\sigma$-algebra $\mathcal{P}(X)$, and let us define the counting measure $\mu_{0}$ by $\mu_{0}(A)=\operatorname{card} A$.
(2) Let $X$ be a non-empty finite set, $(\sigma$-algebra $\mathcal{P}(X))$, and let $\mu_{1}$ be the probability measure $\mu_{1}$ defined by

$$
\mu_{1}(A)=\operatorname{card} A / \operatorname{card} X
$$

[^10](3) Let $X$ be a set, ( $\sigma$-algebra $\mathcal{P}(X)$ ). We define the counting measure on $X$ by
\[

\mu(A)= $$
\begin{cases}\operatorname{card} A, & \text { when } A \text { is finite } \\ +\infty, & \text { when } A \text { is infinite }\end{cases}
$$
\]

To check that it is indeed a measure, we consider a sequence of pairwise disjoint subsets $\left(A_{k}\right)_{k \in \mathbb{N}}$ : if one of them is infinite, (1.4.1) is obvious as well as when they are all finite with a finite union. If they are all finite with an infinite union, (1.4.1) follows from the inequalities

$$
\operatorname{card}\left(\cup_{0 \leq k \leq N} A_{k}\right)=\sum_{0 \leq k \leq N} \operatorname{card} A_{k} \leq \sum_{0 \leq k} \operatorname{card} A_{k}
$$

and $\lim _{N \rightarrow+\infty} \operatorname{card}\left(\cup_{0 \leq k \leq N} A_{k}\right)=+\infty$.
(4) Let $X$ be a set $(\sigma$-algebra $\mathcal{P}(X))$. For $a \in X$ we define $\delta_{a}$, the Dirac measure at $a$ by

$$
\delta_{a}(A)= \begin{cases}1 & \text { if } a \in A \\ 0 & \text { if } a \notin A\end{cases}
$$

(5) Series of positive measures on the same measurable space.

Lemma 1.4.2. Let $(X, \mathcal{M})$ be a measurable space and let $\left(\mu_{j}\right)_{j \in \mathbb{N}}$ be a sequence of positive measures on $(X, \mathcal{M})$. For $A \in \mathcal{M}$, we define $\mu(A)=\sum_{j \in \mathbb{N}} \mu_{j}(A)$. Then $\mu$ is a positive measure on $(X, \mathcal{M})$.

Proof. Let $\left(A_{k}\right)_{k \in \mathbb{N}}$ be a pairwise disjoint sequence in $\mathcal{M}$. We have

$$
\begin{aligned}
\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)=\sum_{j \in \mathbb{N}} \mu_{j}\left(\cup_{k \in \mathbb{N}} A_{k}\right) \underbrace{=}_{\begin{array}{c}
\sigma \text {-additivity } \\
\text { of each } \mu_{j}
\end{array}} \sum_{j \in \mathbb{N}}\left(\sum_{k \in \mathbb{N}} \mu_{j}\left(A_{k}\right)\right. \\
\underbrace{=}_{\text {Lemma 1.2.14 }} \sum_{k \in \mathbb{N}} \sum_{j \in \mathbb{N}} \mu_{j}\left(A_{k}\right)=\sum_{k \in \mathbb{N}} \mu\left(A_{k}\right) .
\end{aligned}
$$

(6) We want to construct a positive measure on $\left(\mathbb{R}, \mathcal{B}_{\mathbb{R}}\right)$, where $\mathcal{B}_{\mathbb{R}}$ is the Borel $\sigma$-algebra on $\mathbb{R}$, such that, for $a \leq b$ real numbers,

$$
\mu([a, b])=b-a=\mu(] a, b])
$$

It is easy to construct $\mu$ on finite unions of pairwise disjoint intervals. Although $\mathcal{B}_{\mathbb{R}}$ is generated by the intervals in the sense of Definition 1.1.3, extending $\mu$ to $\mathcal{B}_{\mathbb{R}}$ is a difficult task which is one of the main goals of this book.
(7) Measure with density $\nu$ with respect to the Borel measure on $\mathbb{R}$. Let $\nu$ be a continuous non-negative function on $\mathbb{R}$; we want to construct a positive measure defined on $\mathcal{B}_{\mathbb{R}}$ such that for $a \leq b$ real numbers, we have

$$
\mu_{\nu}([a, b])=\int_{a}^{b} \nu(t) d t
$$

where the integral of $\nu$ is the Riemann integral. It is also easy to construct $\mu_{\nu}$ on finite unions of pairwise disjoint intervals (this is the density version of the previous example in which $\nu \equiv 1$ ). Also a difficult construction to be performed in the sequel.
(8) Borel measure on $\mathbb{R}^{d}$. With $\mathcal{B}_{\mathbb{R}^{d}}$ standing for the Borel $\sigma$-algebra on $\mathbb{R}^{d}$, one of the goals of this book is to provide a construction of a positive measure defined on $\mathcal{B}_{\mathbb{R}^{d}}$, such that, for $a_{j} \leq b_{j}$ real numbers, we have

$$
\mu\left(\prod_{1 \leq j \leq d}\left[a_{j}, b_{j}\right]\right)=\prod_{1 \leq j \leq d}\left(b_{j}-a_{j}\right)
$$

It is the $d$-dimensional version of the example (6) on page 18 .
(9) Cauchy probability on $\mathbb{R}$ with parameter $\alpha>0$. It is the positive measure with density

$$
\frac{1}{\pi} \frac{\alpha}{\alpha^{2}+t^{2}}
$$

We note that $\int_{\mathbb{R}} \frac{1}{\pi} \frac{\alpha}{\alpha^{2}+t^{2}} d t=\left[\frac{1}{\pi} \arctan (t / \alpha)\right]_{-\infty}^{+\infty}=1$. We define the repartition function of the probability $\mu$ on $\mathbb{R}$ as

$$
F(t)=\mu((-\infty, t[)
$$

The function $F$ is increasing, tends to 0 (resp. 1) when $t$ goes to $-\infty$ (resp. $+\infty$ ), and is left-continuous (see Exercise 1.9.25). In the specific case of the Cauchy probability, the repartition function is

$$
F(t)=\frac{1}{\pi} \arctan \left(\frac{t}{\alpha}\right)+\frac{1}{2} .
$$

(10) The Laplace-Gauss probability with mean (or expectation) m, variance $\sigma^{2}$ ( $\sigma>0$ is the standard deviation), has density

$$
\frac{1}{\sigma \sqrt{2 \pi}} \exp -\frac{(x-m)^{2}}{2 \sigma^{2}}
$$

We note that $\int_{\mathbb{R}} \exp -\frac{(x-m)^{2}}{2 \sigma^{2}} d x=\sigma \sqrt{2 \pi}$ and

$$
\int_{\mathbb{R}} x \exp -\frac{(x-m)^{2}}{2 \sigma^{2}} \frac{d x}{\sigma \sqrt{2 \pi}}=m, \quad \int_{\mathbb{R}}(x-m)^{2} \exp -\frac{(x-m)^{2}}{2 \sigma^{2}} \frac{d x}{\sigma \sqrt{2 \pi}}=\sigma^{2} .
$$

(11) Bernoulli probability with parameter $p \in[0,1]: p \delta_{0}+(1-p) \delta_{1}$ on the set $X=\{0,1\}$.
(12) Binomial probability with parameters $n \in \mathbb{N}^{*}$ and $p \in[0,1]$,

$$
\mu=\sum_{0 \leq k \leq n} C_{n}^{k} p^{k}(1-p)^{n-k} \delta_{k}
$$

where

$$
\begin{equation*}
C_{n}^{k}=\frac{n!}{(n-k)!k!}=\binom{n}{k} . \tag{1.4.2}
\end{equation*}
$$

We can consider $\mu$ as a positive measure on $\{0,1, \ldots, n-1, n\}$ so that $\mu(A)=$ $\sum_{k \in A} C_{n}^{k} p^{k}(1-p)^{n-k}$.
(13) The Poisson probability with parameter $\lambda>0$ is given by

$$
e^{-\lambda} \sum_{k \in \mathbb{N}} \frac{\lambda^{k}}{k!} \delta_{k}
$$

which is meaningful, e.g., from Lemma 1.4.2. We may consider $\mu$ as defined on the subsets of $\mathbb{N}$ by $\mu(A)=e^{-\lambda} \sum_{k \in A} \frac{\lambda^{k}}{k!}$.
Lemma 1.4.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f: X \longrightarrow Y$ be a mapping. The set $\mathcal{N}=\left\{B \subset Y, f^{-1}(B) \in \mathcal{M}\right\}$ is a $\sigma$ algebra on $Y$ : it is the largest $\sigma$-algebra on $Y$ making $f$ measurable. The so-called pushforward measure $f_{*}(\mu)$ is a positive measure defined on $\mathcal{N}$ by

$$
f_{*}(\mu)(B)=\mu\left(f^{-1}(B)\right)
$$

If $g: Y \longrightarrow Z$ is another mapping, we have $(g \circ f)_{*}=g_{*} \circ f_{*}$.
Proof. The first statements follow from Lemma 1.1.5. To check that $f_{*}(\mu)$ is a positive measure defined on $\mathcal{N}$, we consider a sequence $\left(B_{k}\right)_{k \in \mathbb{N}}$ of pairwise disjoint elements of $\mathcal{N}$ and we note that $\left(f^{-1}\left(B_{k}\right)\right)_{k \in \mathbb{N}}$ is a pairwise disjoint sequence of $\mathcal{M}$ and thus

$$
\begin{aligned}
f_{*}(\mu)\left(\cup_{k \in \mathbb{N}} B_{k}\right) & =\mu\left(f^{-1}\left(\cup_{k \in \mathbb{N}} B_{k}\right)\right)=\mu\left(\cup_{k \in \mathbb{N}} f^{-1}\left(B_{k}\right)\right) \\
& =\sum_{k} \mu\left(f^{-1}\left(B_{k}\right)\right)=\sum_{k} f_{*}(\mu)\left(B_{k}\right)
\end{aligned}
$$

Also we have trivially $f_{*}(\mu)(\emptyset)=\mu\left(f^{-1}(\emptyset)\right)=\mu(\emptyset)=0$. The last "functorial" property ${ }^{14}$ is obvious and follows from the other functorial property (see (1.1.1)) $(g \circ f)^{-1}(C)=f^{-1}\left(g^{-1}(C)\right):$ with $\mathcal{P}=\left\{C \subset Z, g^{-1}(C) \in \mathcal{N}\right\}$, we have for $C \in \mathcal{P}$,

$$
\begin{aligned}
\left((g \circ f)_{*}(\mu)\right)(C)=\mu\left((g \circ f)^{-1}(C)\right) & =\mu\left(f^{-1}\left(g^{-1}(C)\right)\right)=f_{*}(\mu)\left(g^{-1}(C)\right) \\
& =\left(g_{*}\left(f_{*}(\mu)\right)\right)(C)=\left(\left(g_{*} \circ f_{*}\right)(\mu)\right)(C) .
\end{aligned}
$$

Proposition 1.4.4. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure.
(1) For $A, B \in \mathcal{M}, A \subset B \Longrightarrow \mu(A) \leq \mu(B)$.
(2) Let $\left(A_{k}\right)_{k \in \mathbb{N}}$ be an increasing sequence of $\mathcal{M}$ and $A=\cup_{k \in \mathbb{N}} A_{k}$; then $\mu\left(A_{k}\right) \uparrow$ $\mu(A)$ in $\overline{\mathbb{R}}_{+}$.
(3) Let $\left(A_{k}\right)_{k \in \mathbb{N}}$ be a decreasing sequence in $\mathcal{M}$, such that $\mu\left(A_{0}\right)<+\infty$ and $A=\cap_{k \in \mathbb{N}} A_{k}$; then $\mu\left(A_{k}\right) \downarrow \mu(A)$ in $\mathbb{R}_{+}$.

[^11]Moreover the properties of Definition 1.4.1 are equivalent to $\mu(\emptyset)=0$, (2) above and $\mu(A \cup B)=\mu(A)+\mu(B)$, for disjoint $A, B \in \mathcal{M}$.

Proof. The disjoint union of elements of $\mathcal{M}, B=(B \backslash A) \cup A$, implies $\mu(B)=$ $\mu(B \backslash A)+\mu(A) \geq \mu(A)$ and thus (1). To get (2), we define $A_{-1}=\emptyset$, and prove inductively that ${ }^{15}$

$$
A_{k}=\cup_{0 \leq l \leq k}\left(A_{l} \cap A_{l-1}^{c}\right),
$$

so that $A=\cup_{k \geq 0} A_{k}=\cup_{k \geq 0}\left(A_{k} \cap A_{k-1}^{c}\right)$. For $k \neq l$ (say $k>l \geq 0$ ), since $\left(A_{j}\right)$ is increasing, we have

$$
\left(A_{k} \cap A_{k-1}^{c}\right) \cap\left(A_{l} \cap A_{l-1}^{c}\right)=A_{k} \cap A_{l} \cap A_{k-1}^{c} \cap A_{l-1}^{c}=A_{l} \cap A_{k-1}^{c} \subset A_{k-1}^{c} \cap A_{k-1}=\emptyset
$$

As a result, using (1.4.1), we obtain

$$
\mu(A)=\sum_{k \geq 0} \mu\left(A_{k} \cap A_{k-1}^{c}\right)=\lim _{n \rightarrow \infty} \sum_{0 \leq k \leq n} \mu\left(A_{k} \cap A_{k-1}^{c}\right)=\lim _{n \rightarrow \infty} \mu\left(A_{n}\right), \quad \text { i.e., (2). }
$$

We check now (3). We have

$$
A_{0} \backslash A=A_{0} \cap\left(\cup_{k \geq 0} A_{k}^{c}\right)=\cup_{k \geq 0} \underbrace{\left(A_{0} \cap A_{k}^{c}\right)}_{\text {increasing of } k} .
$$

Applying the already proven property (2), we get $\mu\left(A_{0} \cap A_{k}^{c}\right) \uparrow \mu\left(A_{0} \backslash A\right)$. For each $k$, we have

$$
+\infty>\mu\left(A_{0}\right)=\mu\left(A_{k}\right)+\mu\left(A_{k}^{c} \cap A_{0}\right)
$$

so that $\mu\left(A_{0}\right), \mu\left(A_{k}\right), \mu\left(A_{k}^{c} \cap A_{0}\right)$ are real numbers ${ }^{16}$, and thus

$$
\mu\left(A_{k}\right)=\mu\left(A_{0}\right)-\mu\left(A_{k}^{c} \cap A_{0}\right) \downarrow \mu\left(A_{0}\right)-\mu\left(A_{0} \backslash A\right)=\mu(A)
$$

proving (3). If $\mu$ is a positive measure, the properties mentioned in the last statement of Proposition 1.4.4 are fulfilled, as proven above. Conversely, we need to prove (1.4.1). Let $\left(A_{k}\right)_{k \in \mathbb{N}}$ be a pairwise disjoint sequence in $\mathcal{M}$ : from property (2) in Proposition 1.4.4, using finite additivity ${ }^{17}$, we get

$$
\sum_{0 \leq k \leq n} \mu\left(A_{k}\right)=\mu\left(\cup_{0 \leq k \leq n} A_{k}\right) \uparrow \mu\left(\cup_{k \geq 0} A_{k}\right) \text {, i.e., } \sum_{k \geq 0} \mu\left(A_{k}\right)=\mu\left(\cup_{k \geq 0} A_{k}\right)
$$

The proof of Proposition 1.4.4 is complete.

| ${ }^{15}$ True for $k=0 ;$ moreover $A_{k+1}=\left(A_{k+1} \cap A_{k}^{c}\right) \cup \overbrace{\left(A_{k+1} \cap A_{k}\right)}^{=A_{k}, \text { since } A_{j} \uparrow}=\left(A_{k+1} \cap A_{k}^{c}\right) \cup A$ |
| :--- |
| ${ }^{16}$ At this very point, we are using the assumption $\mu\left(A_{0}\right)<+\infty$, which is necessary |
| by the counting measure (Example (3) on page 18) on $\mathbb{N}$ with the decreasing sequence |
| $\left[k,+\infty\left[\cap \mathbb{N}\right.\right.$ : for each $k, \mu\left(A_{k}\right)=+\infty$ and $\mu\left(\cap_{k \geq 0} A_{k}\right)=\mu(\emptyset)=0$. |
| ${ }^{17}$ Trivial inductively from the additivity for two disjoint sets: |
| $\qquad \mu\left(\cup_{0 \leq k \leq n+1} A_{k}\right)=\mu\left(\cup_{0 \leq k \leq n} A_{k}\right)+\mu\left(A_{n+1}\right)=\sum_{0 \leq k \leq n} \mu\left(A_{k}\right)+\mu\left(A_{n+1}\right)$. |

Remark 1.4.5. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure, let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{M}$. Then

$$
\begin{equation*}
\mu\left(\cup_{n \in \mathbb{N}} A_{n}\right) \leq \sum_{n \in \mathbb{N}} \mu\left(A_{n}\right) \tag{1.4.3}
\end{equation*}
$$

In fact, checking the increasing $B_{n}=\cup_{0 \leq k \leq n} A_{k}$, we may apply property (2) in Proposition 1.4.4 so that

$$
\mu\left(\cup_{n \in \mathbb{N}} A_{n}\right)=\mu\left(\cup_{n \in \mathbb{N}} B_{n}\right)=\sup _{n \in \mathbb{N}} \mu\left(B_{n}\right) \leq \sup _{n \in \mathbb{N}} \sum_{0 \leq k \leq n} \mu\left(A_{k}\right)=\sum_{n \in \mathbb{N}} \mu\left(A_{n}\right),
$$

since the inequality $\mu\left(B_{n}\right) \leq \sum_{0 \leq k \leq n} \mu\left(A_{k}\right)$ holds trivially (inductively on $n$ ). See Exercise 1.9.19 for the Sieve Formula.

### 1.5 Integrating non-negative functions

We want now to define the "integral with respect to a measure $\mu$ " of simple functions as defined in Definition 1.3.2: let $s=\sum_{1 \leq k \leq m} \alpha_{k} \mathbf{1}_{A_{k}}$, where the $\alpha_{k}$ are positive, distinct and each $A_{k}$ belongs to $\mathcal{M}$. The integral will be defined as

$$
\int_{X} s d \mu=\sum_{1 \leq k \leq m} \alpha_{k} \mu\left(A_{k}\right)
$$

which is a quite natural definition. We have to pay attention to the fact that since all $\alpha_{k}>0$, although $\mu\left(A_{k}\right)$ could be $+\infty$, the product $\alpha_{k} \mu\left(A_{k}\right)$ is defined without ambiguity in $\overline{\mathbb{R}}_{+}$. We should also keep in mind that the elements of $\mathcal{M}$ could be awfully complicated: think for instance of the Borelian sets of type $F_{\sigma}, G_{\delta}, G_{\delta \sigma}, F_{\sigma \delta}, \ldots{ }^{18}$.
Lemma 1.5.1. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $s$ be a simple function, that is a measurable function $s: X \rightarrow[0,+\infty[$ taking a finite number of real non-negative distinct values $\alpha_{1}, \ldots, \alpha_{m}$, in such a way that $s=\sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}}, A_{j}=s^{-1}\left(\left\{\alpha_{j}\right\}\right)$. We define ${ }^{19}$

$$
\begin{equation*}
I(s)=\sum_{\substack{1 \leq j \leq m \\ \alpha_{j}>0}} \alpha_{j} \mu\left(A_{j}\right), \tag{1.5.1}
\end{equation*}
$$

[^12]and $I(0)=0$. For $s, t$ simple functions and $\lambda>0$, we have
\[

$$
\begin{equation*}
I(s)=\sup _{\substack{\sigma \text { simple } \\ 0 \leq \sigma \leq s}} I(\sigma), \quad I(s+t)=I(s)+I(t), \quad I(\lambda s)=\lambda I(s) . \tag{1.5.2}
\end{equation*}
$$

\]

Proof. ${ }^{20}$ Let $\sigma, s$ be simple functions such that $\sigma \leq s$ (i.e., $\forall x \in X, \sigma(x) \leq s(x)$ ). We have the canonical decomposition

$$
\sigma=\sum_{1 \leq k \leq n} \beta_{k} \mathbf{1}_{B_{k}}, \quad s=\sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}}
$$

where $\left\{B_{k}\right\}_{1 \leq k \leq n}$ and $\left\{A_{j}\right\}_{1 \leq j \leq m}$ are partitions of $X$. The definition gives

$$
I(\sigma)=\sum_{\substack{1 \leq k \leq n \\ \beta_{k}>0}} \beta_{k} \mu\left(B_{k}\right)=\sum_{\substack{1 \leq k \leq n, 1 \leq j \leq m \\ \beta_{k}>0, B_{k} \cap A_{j} \neq \emptyset}} \beta_{k} \mu\left(B_{k} \cap A_{j}\right) .
$$

Noticing that $B_{k} \cap A_{j} \neq \emptyset$ implies $\beta_{k} \leq \alpha_{j}$ (since for $x \in B_{k} \cap A_{j}, \beta_{k}=\sigma(x) \leq$ $s(x)=\alpha_{j}$ ), and thus $\alpha_{j}>0$ when $\beta_{k}>0$, we get

$$
I(\sigma) \leq \sum_{\substack{1 \leq k \leq n, 1 \leq j \leq m \\ \alpha_{j}>0}} \alpha_{j} \mu\left(B_{k} \cap A_{j}\right)=\sum_{\substack{1 \leq j \leq m \\ \alpha_{j}>0}} \alpha_{j} \mu\left(A_{j}\right)=I(s),
$$

proving the first result. To prove the next one, we note first that for $s, t$ simple functions, the function $s+t$ is measurable as a sum of measurable functions and also simple since it takes only a finite number of non-negative real values. Using the canonical decomposition of $s$ and $t$, we have
$s=\sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}}, \quad t=\sum_{1 \leq k \leq n} \beta_{k} \mathbf{1}_{B_{k}}, \quad$ so that $\quad s+t=\sum_{\substack{1 \leq j \leq m \\ 1 \leq k \leq n}}\left(\alpha_{j}+\beta_{k}\right) \mathbf{1}_{A_{j} \cap B_{k}}$.
The sets $A_{j} \cap B_{k}$ are measurable and pairwise disjoint $\left(A_{j} \cap B_{k} \cap A_{j^{\prime}} \cap B_{k^{\prime}}=\emptyset\right.$ when $j \neq j^{\prime}$ or $k \neq k^{\prime}$ ), and since

$$
X=\cup_{1 \leq j \leq m} A_{j}=\underset{\substack{1 \leq j \leq m \\ 1 \leq k \leq n}}{ }\left(A_{j} \cap B_{k}\right),
$$

we get that $\left\{A_{j} \cap B_{k}\right\}_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\ A_{j} \cap B_{k} \neq \emptyset}}$ makes a partition of $X$. Since $\mathbf{1}_{\emptyset}=0$, we obtain

$$
\begin{equation*}
s+t=\sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\ A_{j} \cap B_{k} \neq \emptyset}}\left(\alpha_{j}+\beta_{k}\right) \mathbf{1}_{A_{j} \cap B_{k}} . \tag{1.5.3}
\end{equation*}
$$

[^13]Whenever the $\alpha_{j}+\beta_{k}$ are distinct, Formula (1.5.3) provides the canonical decomposition of $s+t$ and we find

$$
\begin{equation*}
I(s+t)=\sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\ A_{j} \cap B_{k} \neq \emptyset, \alpha_{j}+\bar{\beta}_{k}>0}}\left(\alpha_{j}+\beta_{k}\right) \mu\left(A_{j} \cap B_{k}\right) . \tag{1.5.4}
\end{equation*}
$$

When the $\alpha_{j}+\beta_{k}$ are not distinct and take the distinct positive values $\gamma_{1}, \ldots, \gamma_{p}$, we need to rewrite (1.5.3) as

$$
s+t=\sum_{1 \leq l \leq p} \gamma_{l} \sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\ A_{j} \cap B_{k} \neq \emptyset, \alpha_{j}+\beta_{k}=\gamma_{l}}} \mathbf{1}_{A_{j} \cap B_{k}} .
$$

We get

$$
\begin{aligned}
& I(s+t)=\sum_{1 \leq l \leq p} \gamma_{l} \mu\left(\cup \underset{\substack{1 \leq j \leq m, 1 \leq k \leq n \\
A_{j} \cap B_{k} \neq \emptyset, \alpha_{j}+\beta_{k}=\gamma_{l}}}{\cup}\left(A_{j} \cap B_{k}\right)\right) \\
& \quad=\sum_{1 \leq l \leq p} \gamma_{l} \sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\
A_{j} \cap B_{k} \neq \emptyset, \alpha_{j}+\bar{\beta}_{k}=\gamma_{l}}} \mu\left(A_{j} \cap B_{k}\right)=\sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\
A_{j} \cap B_{k} \neq \emptyset, \alpha_{j}+\bar{\beta}_{k}>0}}\left(\alpha_{j}+\beta_{k}\right) \mu\left(A_{j} \cap B_{k}\right),
\end{aligned}
$$

so that (1.5.4) always hold. On the other hand, we have

$$
\begin{aligned}
I(s)+I(t) & =\sum_{\substack{1 \leq j \leq m \\
\alpha_{j}>0}} \alpha_{j} \mu\left(A_{j}\right)+\sum_{\substack{1 \leq k \leq n \\
\bar{\beta}_{k}>0}} \beta_{k} \mu\left(B_{k}\right) \\
& =\sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\
\alpha_{j}>0}} \alpha_{j} \mu\left(A_{j} \cap B_{k}\right)+\sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\
\beta_{k}>0}} \beta_{k} \mu\left(A_{j} \cap B_{k}\right),
\end{aligned}
$$

and using the notation $\mu_{j k}=\mu\left(A_{j} \cap B_{k}\right)$, we have

$$
\begin{aligned}
& \sum_{\alpha_{j}>0} \alpha_{j} \mu_{j k}+\sum_{\beta_{k}>0} \beta_{k} \mu_{j k} \\
& \quad=\sum_{\alpha_{j}>0, \beta_{k}>0} \alpha_{j} \mu_{j k}+\sum_{\alpha_{j}>0, \beta_{k}>0} \beta_{k} \mu_{j k}+\sum_{\alpha_{j}>0, \beta_{k}=0} \alpha_{j} \mu_{j k}+\sum_{\alpha_{j}=0, \beta_{k}>0} \beta_{k} \mu_{j k} \\
& =\sum_{\alpha_{j}>0, \beta_{k}>0}\left(\alpha_{j}+\beta_{k}\right) \mu_{j k}+\sum_{\alpha_{j}>0, \beta_{k}=0}\left(\alpha_{j}+\beta_{k}\right) \mu_{j k}+\sum_{\alpha_{j}=0, \beta_{k}>0}\left(\alpha_{j}+\beta_{k}\right) \mu_{j k} \\
& =\sum_{\alpha_{j}+\beta_{k}>0}\left(\alpha_{j}+\beta_{k}\right) \mu_{j k},
\end{aligned}
$$

implying indeed

$$
I(s)+I(t)=\sum_{\substack{1 \leq j \leq m, 1 \leq k \leq n \\ \alpha_{j}+\bar{\beta}_{k}>0, A_{j} \cap B_{k} \neq \emptyset}}\left(\alpha_{j}+\beta_{k}\right) \mu\left(A_{j} \cap B_{k}\right)=I(s+t) .
$$

Finally, with $\lambda>0$ and $s$ a simple function, we have

$$
I(\lambda s)=I\left(\lambda \sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}}\right)=\sum_{\substack{1 \leq j \leq m \\ \alpha_{j}>0}} \lambda \alpha_{j} \mu\left(A_{j}\right)=\lambda I(s)
$$

completing the proof of the lemma.
Thanks to this lemma, we can now define the integral of a measurable function $f: X \rightarrow[0,+\infty]=\overline{\mathbb{R}}_{+}$.
Definition 1.5.2. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f: X \rightarrow[0,+\infty]$ be a measurable function. We define ${ }^{21}$

$$
\int_{X} f d \mu=\sup _{\substack{s \text { simple } \\ 0 \leq s \leq f}} I(s)
$$

Note that from Lemma 1.5.1, for $f$ simple, we have $\int_{X} f d \mu=I(f)$. Also $\int_{X} 0 d \mu=$ 0 since $I(0)=0$.

Remark 1.5.3. Going back to the list of examples starting on page 17, we can check how the integral of a non-negative measurable function is obtained from the measure of sets.

- Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ ( $\sigma$-algebra $\mathcal{P}(X)$ ) with $\mu_{0}(A)=\operatorname{card} A$. We have

$$
\int_{X} f d \mu_{0}=\int_{X} \sum_{1 \leq j \leq n} f\left(x_{j}\right) \mathbf{1}_{\left\{x_{j}\right\}} d \mu_{0}=f\left(x_{1}\right)+\cdots+f\left(x_{n}\right)
$$

- Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ with the probability measure $\mu_{1}(A)=\operatorname{card} A / \operatorname{card} X$. We have

$$
\int_{X} f d \mu_{1}=\frac{f\left(x_{1}\right)+\cdots+f\left(x_{n}\right)}{n}
$$

- Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $\mu$ be the measure with density $\nu$ with respect to $\mu_{0}$ : we have

$$
\int_{X} f d \mu=\sum_{1 \leq j \leq n} f\left(x_{j}\right) \nu_{j}
$$

In particular, if the non-negative real numbers $\nu_{j}$ are such that $\sum \nu_{j}=1$, the measure $\mu$ is a probability measure on $X$.

- Let $\left(X=\left\{x_{i}\right\}_{i \in I}, \mathcal{P}(X)\right)$ be equipped with the counting measure. We have

$$
\int_{X} f d \mu=\sum_{i \in I} f\left(x_{i}\right)=\sup _{J \text { finite } \subset I} \sum_{i \in J} f\left(x_{i}\right)
$$

${ }^{21}$ The notation $\int_{X} f(x) d \mu(x), \int_{X} f(x) \mu(d x)$ is also commonly used in the literature.

- Let $X$ be a non-empty set and $a \in X$. With $\mu$ the Dirac mass at $a$, we have

$$
\int_{X} f d \mu=f(a)
$$

- For the Borel measure $m$ on $\mathbb{R}^{d}$ (yet to be constructed), we shall use the same notation as for the Riemann integral $\int_{\mathbb{R}^{d}} f(x) d x$ and we shall see that this integral coincides with the Riemann integral for $f \in C_{c}^{0}\left(\mathbb{R}^{d}\right)$. We shall have also

$$
\int_{\mathbb{R}} \mathbf{1}_{\mathbb{Q}}(x) d x=m(\mathbb{Q})=0
$$

- Let $\mu$ be a measure with density $\nu$ with respect to the Borel measure: we have

$$
\int_{\mathbb{R}^{d}} f d \mu=\int_{\mathbb{R}^{d}} f(x) \nu(x) d x
$$

so that $d \mu(x)=\nu(x) d x$ and we may consider symbolically that $\mu^{\prime}(x)=\nu(x)$, explaining the notation $\int f(x) d \mu(x)=\int f(x) \nu(x) d x$. It is also tempting to use that notation, say for the Dirac mass at $0 \in \mathbb{R}$ : awfully abusing the notation, making also a formal integration by parts, with $H=\mathbf{1}_{\mathbb{R}_{+}}$(Heaviside function) we have, say for $f \in C_{c}^{1}(\mathbb{R})$,

$$
f(0)=-\int_{\mathbb{R}} f^{\prime}(x) H(x) d x=\int_{\mathbb{R}} f(x) H^{\prime}(x) d x=\int_{\mathbb{R}} f(x) \delta(x) d x
$$

Distribution theory is necessary to handle properly these calculations, but the intuition given by the previous formula is not so bad: the Dirac mass at 0 appears as the "derivative" of the Heaviside function, is supported at 0 , somehow $+\infty$ at 0 and 0 elsewhere.

- Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and $\Phi: X \rightarrow$ $Y$ be a mapping. We have seen in Lemma 1.4.3 the construction of a measure space $(Y, \mathcal{N}, \nu)$ where $\nu=\Phi_{*}(\mu)$ is the pushforward of $\mu$. Let $g: Y \rightarrow \overline{\mathbb{R}}_{+}$be a measurable function: then $g \circ \Phi$ is also measurable and

$$
\int_{Y} g d \nu=\int_{X}(g \circ \Phi) d \mu
$$

since for $g=\beta \mathbf{1}_{B}$,

$$
\begin{aligned}
\int_{Y} g d \nu=\beta \nu(B)=\beta \mu\left(\Phi^{-1}(B)\right) & =\int_{X} \beta \mathbf{1}_{\left(\Phi^{-1}(B)\right)} d \mu \\
& =\int_{X} \beta\left(\mathbf{1}_{B} \circ \Phi\right) d \mu=\int_{X}(g \circ \Phi) d \mu
\end{aligned}
$$

and is the result by linearity for simple functions (see Exercise 1.9.23 for the general case).

Proposition 1.5.4. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure, let $f, g: X \rightarrow \overline{\mathbb{R}}_{+}$be measurable functions, $A, B \in \mathcal{M}$ and $\alpha>0$ a real number. We define

$$
\int_{A} f d \mu=\int_{X} \underbrace{f \cdot \mathbf{1}_{A}}_{f_{A}} d \mu, \quad \text { with } \quad f_{A}(x)= \begin{cases}f(x) & \text { when } x \in A  \tag{1.5.5}\\ 0 & \text { when } x \notin A\end{cases}
$$

The following properties hold.
(1) $0 \leq f \leq g \Longrightarrow \int_{X} f d \mu \leq \int_{X} g d \mu, \quad A \subset B \Longrightarrow \int_{A} f d \mu \leq \int_{B} f d \mu$.
(2) $\int_{X} \alpha f d \mu=\alpha \int_{X} f d \mu$.
(3) $\mu(A)=0 \Longrightarrow \int_{A} f d \mu=0$, even for $f \equiv+\infty$.
(4) Let $s$ be a simple function, $E \in \mathcal{M}$, we define $\lambda_{s}(E)=\int_{E} s d \mu$. Then $\lambda_{s}$ is a positive measure defined on $\mathcal{M}$.

Proof. Property (1) follows from Definition 1.5.2 (the second part from $f_{A} \leq f_{B}$ ) and (2) follows from Definition 1.5.2 and the last property in (1.5.2):

$$
\int_{X} \alpha f d \mu=\sup _{s \text { simple } \leq \alpha f} I(s)=\sup _{s \text { simple } \leq \alpha f} I\left(\frac{\alpha s}{\alpha}\right)=\alpha \sup _{\frac{s}{\alpha} \text { simple } \leq f} I\left(\frac{s}{\alpha}\right)=\alpha \int_{X} f d \mu .
$$

To get (3), we consider $s$ simple $\leq f_{A}$. We have $A^{c} \subset\{s=0\}$, so that with

$$
s=\sum_{\substack{1 \leq j \leq m \\ \alpha_{j}>0}} \alpha_{j} \mathbf{1}_{A_{j}}
$$

as the canonical decomposition of $s$ and $\alpha_{i} \neq 0$, we have $A_{i} \subset A$ and thus $\mu\left(A_{i}\right)=$ 0 , implying $I(s)=0$ and $\int_{A} f d \mu=0$. Let us check (4): we note that $\lambda(\emptyset)=$ $\int_{\emptyset} s d \mu=0$ from the already proven $(3)$ and $\mu(\emptyset)=0$. Let $\left(E_{j}\right)_{j \geq 0}$ a sequence of pairwise disjoint sets in $\mathcal{M}$ and let $s=\sum_{1 \leq k \leq m} \alpha_{k} \mathbf{1}_{A_{k}}$ be a simple function. With $E=\cup_{j \geq 0} E_{j}$, from Lemma 1.5.1, Definition 1.5.2 and Lemma 1.2.14, we get

$$
\begin{aligned}
\lambda_{s}(E)=\int_{X} s_{E} d \mu & =\sum_{1 \leq k \leq m} \alpha_{k} \mu\left(A_{k} \cap E\right)=\sum_{1 \leq k \leq m} \alpha_{k}\left(\sum_{j \geq 0} \mu\left(A_{k} \cap E_{j}\right)\right) \\
& =\sum_{j \geq 0} \sum_{1 \leq k \leq m} \alpha_{k} \mu\left(A_{k} \cap E_{j}\right)=\sum_{j \geq 0} \lambda_{s}\left(E_{j}\right) .
\end{aligned}
$$

The proof of the proposition is complete.

### 1.6 Three basic convergence theorems

In the previous section, we were able to define $\int_{X} f d \mu$, the integral with respect to a positive measure $\mu$ on $X$ for a measurable function $f: X \rightarrow \overline{\mathbb{R}}_{+}$. We shall soon see that for $f: X \rightarrow \mathbb{C}$ measurable such that $\int_{X}|f| d \mu<\infty$, it is easy to define $\int_{X} f d \mu$.

We are now reaching the most interesting part of Integration Theory (essentially elaborated by Henri Lebesgue in his 1902 Ph.D. thesis defended at the University of Nancy, under the directorship of Emile Borel, see, e.g., [8] for more references and a historical perspective) and in particular, we shall state and prove a couple of convergence theorems. Typically, it is our goal to prove that, under a rather mild convergence assumption of a sequence $f_{n}$ towards $f$, we obtain as well the convergence of the sequence $\int_{X} f_{n} d \mu$ towards $\int_{X} f d \mu$ (at any rate, our convergence assumption on the $f_{n}$ will be much weaker than uniform convergence). It is also certainly a great achievement of Lebesgue theory of integration to provide a vector space of integrable functions which is actually a Banach space. Our first convergence theorem is due to Beppo Levi.
Theorem 1.6.1 (Monotone Convergence Theorem, a.k.a. Beppo Levi Theorem). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \geq 0}$ be a sequence of measurable functions $X \rightarrow \overline{\mathbb{R}}_{+}$. Let us assume that
$\forall x \in X, f_{n}(x) \uparrow f(x), \quad$ i.e., $f_{n}$ converges pointwise increasingly towards $f$.
Then the function $f$ is measurable and

$$
\lim _{n \rightarrow \infty} \int_{X} f_{n} d \mu=\sup _{n \geq 0} \int_{X} f_{n} d \mu=\int_{X} f d \mu
$$

We can note that the convergence assumption is reduced to pointwise convergence. Of course, without the additional hypothesis of monotonicity, the result is not true in general ${ }^{22}$.

Proof. From Proposition 1.3 .1 we get that $\sup f_{n}$ is measurable and (1) in Proposition 1.5.4 implies that the sequence $\left(\int_{X} f_{n} d \mu\right)_{n \in \mathbb{N}}$ is increasing and bounded from above by $\int_{X} f d \mu$. As a result, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{X} f_{n} d \mu=\sup _{n \in \mathbb{N}} \int_{X} f_{n} d \mu \leq \int_{X} f d \mu \tag{1.6.1}
\end{equation*}
$$

We are left with the proof of the reverse inequality. Let $1>\epsilon>0$ and let $s$ be a simple function such that $0 \leq s \leq f$. We check the set

$$
E_{n}=\left\{x \in X,(1-\epsilon) s(x) \leq f_{n}(x)\right\}
$$

${ }^{22}$ We may consider on $[0,1], f_{n}(x)=\left\{\begin{array}{ll}x n^{3}, & \text { for } 0 \leq x \leq 1 / n, \\ 2 n^{2}-x n^{3}, & \text { for } 1 / n \leq x \leq 2 / n, \\ 0 & \text { elsewhere. }\end{array}\right.$ The sequence of continuous functions $\left(f_{n}\right)$ converges pointwise towards 0 , nevertheless $\int_{0}^{1} f_{n}(x) d x=n \rightarrow+\infty$.
which is measurable since $s$ and $f_{n}$ are both measurable and thus

$$
f-(1-\epsilon) s \quad \text { (meaningful since } s \text { takes finite values) }
$$

is also measurable. We have $E_{n}=\left(f_{n}-(1-\epsilon) s\right)^{-1}\left(\overline{\mathbb{R}}_{+}\right)$. Moreover, since the sequence $\left(f_{n}\right)$ is increasing, we get $E_{n} \subset E_{n+1}$. Also we have $X=\cup_{n \in \mathbb{N}} E_{n}$ since if we could find $x_{0} \in E_{n}^{c}$ for all $n \in \mathbb{N}$, we would have

$$
+\infty>(1-\epsilon) s\left(x_{0}\right)>f_{n}\left(x_{0}\right)(\geq 0)
$$

so that $\left.s\left(x_{0}\right) \in\right] 0,+\infty[$ and

$$
f\left(x_{0}\right)=\sup _{n} f_{n}\left(x_{0}\right) \leq(1-\epsilon) s\left(x_{0}\right)<s\left(x_{0}\right) \leq f\left(x_{0}\right)
$$

which is impossible. As a result, from (4) in Proposition 1.5.4 ( $\lambda_{s}$ is a measure), Proposition 1.4.4 (increasing convergence for the measure of sets) and (2) in Proposition 1.5.4 (homogeneity), we obtain

$$
\begin{equation*}
\int_{E_{n}}(1-\epsilon) s d \mu=\lambda_{(1-\epsilon) s}\left(E_{n}\right) \uparrow \lambda_{(1-\epsilon) s}(X)=\int_{X}(1-\epsilon) s d \mu=(1-\epsilon) I(s) \tag{1.6.2}
\end{equation*}
$$

But we have $(1-\epsilon) s \cdot \mathbf{1}_{E_{n}} \leq f_{n} \cdot \mathbf{1}_{E_{n}} \leq f_{n}$, so that (1) in Proposition 1.5.4 implies

$$
\begin{equation*}
\int_{E_{n}}(1-\epsilon) s d \mu \leq \int_{E_{n}} f_{n} d \mu \leq \int_{X} f_{n} d \mu \tag{1.6.3}
\end{equation*}
$$

We have thus $(1-\epsilon) I(s) \underbrace{=}_{(1.6 .2)} \lim _{n} \int_{E_{n}}(1-\epsilon) s d \mu \underbrace{\leq}_{(1.6 .3)} \sup _{n} \int_{X} f_{n} d \mu$, so that

$$
\begin{equation*}
(1-\epsilon) \int_{X} f d \mu=(1-\epsilon) \sup _{s \text { simple } \leq f} I(s) \leq \lim _{n} \int_{X} f_{n} d \mu \leq \int_{X} f d \mu \tag{1.6.4}
\end{equation*}
$$

for all $\epsilon \in(0,1)$. Taking the supremum on $\epsilon>0$, yields the result ${ }^{23}$.
Corollary 1.6.2. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \geq 0}$ be a sequence of measurable functions from $X \longrightarrow \overline{\mathbb{R}}_{+}$. We set $S(x)=$ $\sum_{n \geq 0} f_{n}(x)$. Then $S$ is non-negative measurable and

$$
\int_{X} S d \mu=\sum_{n \geq 0} \int_{X} f_{n} d \mu
$$

Proof. The measurability of $S$ follows from Proposition 1.3.1 since in the first place

$$
S_{n}(x)=\sum_{0 \leq k \leq n} f_{k}(x) \uparrow S(x)
$$

[^14]and the measurability of a finite sum of measurable functions valued in $\overline{\mathbb{R}}_{+}$follows from the measurability (due to the continuity) of
\[

$$
\begin{array}{clc}
\overline{\mathbb{R}}_{+} \times \overline{\mathbb{R}}_{+} & \longrightarrow & \overline{\mathbb{R}}_{+} \\
(\alpha, \beta) & \mapsto & \alpha+\beta
\end{array}
$$
\]

We can then apply Theorem 1.6.1 to get

$$
\begin{equation*}
\int_{X} S d \mu=\sup _{n \geq 0} \int_{X} S_{n} d \mu \tag{1.6.5}
\end{equation*}
$$

But we have

$$
\begin{equation*}
\int_{X} S_{n} d \mu=\int_{X} \sum_{0 \leq k \leq n} f_{k} d \mu=\sum_{0 \leq k \leq n} \int_{X} f_{k} d \mu \tag{1.6.6}
\end{equation*}
$$

where the second equality follows from Lemma 1.6.3 below. Assuming provisionnally the results of this lemma, we see that (1.6.5)-(1.6.6) imply our corollary.
Lemma 1.6.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f_{1}, \ldots, f_{N}$ be measurable functions from $X \longrightarrow \overline{\mathbb{R}}_{+}$. Then $f_{1}+\cdots+f_{N}$ is measurable and $\int_{X}\left(f_{1}+\cdots+f_{N}\right) d \mu=\int_{X} f_{1} d \mu+\cdots+\int_{X} f_{N} d \mu$.

Proof. Using induction on $N$, it is enough to prove the lemma for $N=2$. Let $f_{1}, f_{2}$ as in the lemma and, using Theorem 1.3.3, let $s_{k}^{(1)}, s_{k}^{(2)}$ be simple functions $0 \leq s_{k}^{(j)} \uparrow f_{j}, j=1,2$. From Theorem 1.6.1, we get

$$
\begin{equation*}
\int_{X} s_{k}^{(j)} d \mu \uparrow \int_{X} f_{j} d \mu \tag{1.6.7}
\end{equation*}
$$

As a result, from Lemma 1.5.1, Theorem 1.6.1 we obtain

$$
\int_{X} s_{k}^{(1)} d \mu+\int_{X} s_{k}^{(2)} d \mu=\int_{X}\left(s_{k}^{(1)}+s_{k}^{(2)}\right) d \mu \uparrow \int_{X}\left(f_{1}+f_{2}\right) d \mu
$$

providing along with (1.6.7) the result of the lemma.
Lemma 1.6.4 (Fatou's Lemma). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \geq 0}$ be a sequence of measurable functions from $X \rightarrow \overline{\mathbb{R}}_{+}$. The following inequality holds:

$$
\int_{X}\left(\liminf _{n} f_{n}\right) d \mu \leq \liminf _{n}\left(\int_{X} f_{n} d \mu\right)
$$

Proof. We note first that the statement is meaningful since Proposition 1.3.1 implies the measurability of $\lim \inf f_{n}\left(\right.$ valued in $\left.\overline{\mathbb{R}}_{+}\right)$. Recalling that $\lim \inf f_{n}=$ $\sup _{n \in \mathbb{N}}\left(\inf _{k \geq n} f_{k}\right)$, we set $g_{n}=\inf _{k \geq n} f_{k}$, and find that $g_{n}$ is measurable and such that $0 \leq g_{n} \uparrow \lim \inf f_{n}$. Applying then Beppo Levi's theorem 1.6.1, we get

$$
\begin{equation*}
\int_{X} g_{n} d \mu \uparrow \int_{X}\left(\liminf f_{n}\right) d \mu \tag{1.6.8}
\end{equation*}
$$

From Property (1) in Proposition 1.5.4, we obtain

$$
\int_{X} g_{n} d \mu=\int_{X}\left(\inf _{k \geq n} f_{k}\right) d \mu \leq \int_{X} f_{n} d \mu
$$

implying $^{24} \liminf \int_{X} g_{n} d \mu \leq \liminf \int_{X} f_{n} d \mu$ and from (1.6.8) the result of the lemma.

Proposition 1.6.5. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\nu: X \longrightarrow \overline{\mathbb{R}}_{+}$be a measurable mapping. For $E \in \mathcal{M}$, we define $\lambda_{\nu}(E)=\int_{E} \nu d \mu$. Then $\lambda_{\nu}$ is a positive measure defined on $\mathcal{M}$. For $f: X \longrightarrow \overline{\mathbb{R}}_{+}$ measurable, we have

$$
\int_{X} f d \lambda=\int_{X} f \cdot \nu d \mu
$$

where $f \cdot \nu$ is the measurable function ${ }^{25}$ defined by the convention $0 . \infty=0$. We shall write $d \lambda=\nu d \mu$ and say that $\lambda$ is the measure with density $\nu$ with respect to $\mu$.

Proof. We have trivially $\lambda_{\nu}(\emptyset)=\int_{\emptyset} \nu d \mu=0$ from Property (3) in Proposition 1.5.4. Moreover, for $\left(A_{j}\right)_{j \in \mathbb{N}}$ a pairwise disjoint sequence of $\mathcal{M}$, Corollary 1.6.2 implies

$$
\lambda_{\nu}\left(\cup_{j \geq 0} A_{j}\right)=\int_{\cup_{j \geq 0} A_{j}} \nu d \mu=\int_{X} \sum_{j \geq 0} \nu \cdot \mathbf{1}_{A_{j}} d \mu=\sum_{j \geq 0} \int_{X} \nu \cdot \mathbf{1}_{A_{j}} d \mu=\sum_{j \geq 0} \lambda_{\nu}\left(A_{j}\right)
$$

proving the first statement in the proposition. For a simple function $f$, we have $f=\sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}}$ and we may assume that the $\alpha_{j}$ are positive real numbers. We get then

$$
\int_{X} f d \lambda_{\nu}=\sum_{1 \leq j \leq m} \alpha_{j} \lambda_{\nu}\left(A_{j}\right)=\sum_{1 \leq j \leq m} \alpha_{j} \int_{X} \nu \cdot \mathbf{1}_{A_{j}} d \mu
$$

and using Lemma 1.6.3, we obtain

$$
\int_{X} f d \lambda_{\nu}=\int_{X} \sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}} \cdot \nu d \mu=\int_{X} f \cdot \nu d \mu
$$

which is the sought result when $f$ is a simple function. In the general case, we use the approximation Theorem 1.3.3 and Beppo Levi's theorem 1.6.1, providing with simple functions $\left(s_{k}\right)$ converging pointwise increasingly to $f$,

$$
\int_{X} f d \lambda_{\nu}=\sup _{k} \int_{X} s_{k} d \lambda_{\nu} \underset{s_{k} \text { simple Levi }}{=} \sup _{k} \int_{X} s_{k} \cdot \nu d \mu \underset{\text { B. Levi }}{=} \int_{X} f \cdot \nu d \mu \text {. }
$$

[^15]The reader may have noticed that we have used $\sup _{k}\left(s_{k} \cdot \nu\right)=\left(\sup _{k} s_{k}\right) \cdot \nu$, indeed obvious except if $\nu(x)=+\infty, \sup _{k} s_{k}(x)=0$ or $\nu(x)=0, \sup _{k} s_{k}(x)=+\infty$. In the latter case, we obtain 0 as well as in the first case since all the $s_{k}(x)$ are necessarily 0 .

Definition 1.6.6. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f: X \rightarrow \mathbb{C}$ be a measurable mapping. We shall say that $f$ belongs to $\mathcal{L}^{1}(\mu)$ if $\int_{X}|f| d \mu<+\infty$. We set then ${ }^{26}$

$$
\int_{X} f d \mu=\int_{X}(\operatorname{Re} f)_{+} d \mu-\int_{X}(\operatorname{Re} f)_{-} d \mu+i \int_{X}(\operatorname{Im} f)_{+} d \mu-i \int_{X}(\operatorname{Im} f)_{-} d \mu
$$

which is meaningful since the integrals $\int_{X}(\operatorname{Re} f)_{ \pm} d \mu, \int_{X}(\operatorname{Im} f)_{ \pm} d \mu$ are bounded above (Proposition 1.5.4 (1)) by $\int_{X}|f| d \mu$, a finite quantity.

Proposition 1.6.7. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Then $\mathcal{L}^{1}(\mu)$ is a vector space on $\mathbb{C}$ and $f \mapsto \int_{X} f d \mu$ is a linear form on that space.

Proof. Let $f, g$ be in $\mathcal{L}^{1}(\mu)$ and $\alpha, \beta$ be complex numbers. Then $\alpha f+\beta g$ is a measurable function (Theorem 1.2.7) and since $|\alpha f+\beta g| \leq|\alpha||f|+|\beta||g|$, Proposition 1.5.4 (1)(2) and Lemma 1.6.3 imply $\alpha f+\beta g \in \mathcal{L}^{1}(\mu)$. If $f=f_{1}+i f_{2}, g=g_{1}+i g_{2}$ is the decomposition in real and imaginary part, we have from Definition 1.6.6,

$$
\begin{equation*}
\operatorname{Re} \int_{X}(f+g) d \mu=\int_{X}\left(f_{1}+g_{1}\right)_{+} d \mu-\int_{X}\left(f_{1}+g_{1}\right)_{-} d \mu \tag{1.6.9}
\end{equation*}
$$

But we have
$\operatorname{Re}(f+g)=\left(f_{1}+g_{1}\right)_{+}-\left(f_{1}+g_{1}\right)_{-}=f_{1}+g_{1}=\left(f_{1}\right)_{+}-\left(f_{1}\right)_{-}+\left(g_{1}\right)_{+}-\left(g_{1}\right)_{-}$,
so that $\left(f_{1}+g_{1}\right)_{+}+\left(f_{1}\right)_{-}+\left(g_{1}\right)_{-}=\left(f_{1}\right)_{+}+\left(g_{1}\right)_{+}+\left(f_{1}+g_{1}\right)_{-}$. Applying now Lemma 1.6.3, we get

$$
\begin{aligned}
& \int_{X}\left(f_{1}+g_{1}\right)_{+} d \mu+\int_{X}\left(f_{1}\right)_{-} d \mu+\int_{X}\left(g_{1}\right)_{-} d \mu \\
& \quad=\int_{X}\left(f_{1}\right)_{+} d \mu+\int_{X}\left(g_{1}\right)_{+} d \mu+\int_{X}\left(f_{1}+g_{1}\right)_{-} d \mu
\end{aligned}
$$

and using (1.6.9) (we manipulate here only real numbers and not $\pm \infty$ ),

$$
\begin{aligned}
\operatorname{Re} \int_{X}(f+g) d \mu & =\int_{X}\left(f_{1}\right)_{+} d \mu+\int_{X}\left(g_{1}\right)_{+} d \mu-\int_{X}\left(f_{1}\right)_{-} d \mu-\int_{X}\left(g_{1}\right)_{-} d \mu \\
& =\int_{X} \operatorname{Re} f d \mu+\int_{X} \operatorname{Re} g d \mu
\end{aligned}
$$

[^16]Since we obtain analogously

$$
\begin{aligned}
\operatorname{Im} \int_{X}(f+g) d \mu & =\int_{X}\left(f_{2}\right)_{+} d \mu+\int_{X}\left(g_{2}\right)_{+} d \mu-\int_{X}\left(f_{2}\right)_{-} d \mu-\int_{X}\left(g_{2}\right)_{-} d \mu \\
& =\int_{X} \operatorname{Im} f d \mu+\int_{X} \operatorname{Im} g d \mu
\end{aligned}
$$

we get

$$
\begin{equation*}
\int_{X}(f+g) d \mu=\int_{X} \operatorname{Re} f d \mu+\int_{X} \operatorname{Re} g d \mu+i \int_{X} \operatorname{Im} f d \mu+i \int_{X} \operatorname{Im} g d \mu . \tag{1.6.10}
\end{equation*}
$$

But from Definition 1.6.6, we have

$$
\int_{X} f d \mu=\int_{X} \operatorname{Re} f d \mu+i \int_{X} \operatorname{Im} f d \mu
$$

so that (1.6.10) implies $\int_{X}(f+g) d \mu=\int_{X} f d \mu+\int_{X} g d \mu$. On the other hand if $\alpha=\alpha_{1}+i \alpha_{2}$ is a complex number, we get from our reasoning above

$$
\int_{X} \alpha f d \mu=\int_{X} \alpha_{1} f_{1} d \mu-\int_{X} \alpha_{2} f_{2} d \mu+\int_{X} i \alpha_{1} f_{2} d \mu+\int_{X} i \alpha_{2} f_{1} d \mu
$$

But for $\alpha_{1}, f_{1}$ real-valued, Definition 1.6.6 and Proposition 1.5.4 (2) provide (with a discussion on the sign of $\alpha_{1}$ ) $\int_{X} \alpha_{1} f_{1} d \mu=\alpha_{1} \int f_{1} d \mu$. We are left with the proof of $\int_{X} i f_{1} d \mu=i \int f_{1} d \mu$, which follows immediately from Definition 1.6.6. The proof of the proposition is complete.

Theorem 1.6.8 (Lebesgue dominated convergence theorem). ${ }^{27}$ Let ( $X, \mathcal{M}, \mu$ ) be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{C}$ such that the following properties hold.
(1) Pointwise convergence: $\forall x \in X, \lim _{n \rightarrow \infty} f_{n}(x)=f(x)$.
(2) Domination: $\exists g: X \rightarrow \overline{\mathbb{R}}_{+}$measurable, with $\int_{X} g d \mu<+\infty$, so that

$$
\forall n \in \mathbb{N}, \forall x \in X, \quad\left|f_{n}(x)\right| \leq g(x)
$$

Then $f$ is measurable and $\int_{X}|f| d \mu<+\infty$; moreover we have

$$
\lim _{n \rightarrow \infty} \int_{X}\left|f-f_{n}\right| d \mu=0, \quad \text { implying } \quad \lim _{n \rightarrow \infty} \int_{X} f_{n} d \mu=\int_{X} f d \mu
$$

Proof. The measurability of $f$ follows from Proposition 1.3.1. Moreover, Proposition 1.5.4 (1) implies

$$
\int_{X}\left|f_{n}\right| d \mu \leq \int_{X} g d \mu<+\infty
$$

[^17]Fatou's lemma 1.6.4 entails then

$$
\int_{X}|f| d \mu=\int_{X} \liminf _{n}\left|f_{n}\right| d \mu \leq \liminf _{n} \int_{X}\left|f_{n}\right| d \mu \leq \int_{X} g d \mu<+\infty
$$

On the other hand, the inequality $\left|f_{n}-f\right| \leq 2 g$ and the Fatou's lemma imply

$$
\begin{aligned}
\int_{X} 2 g d \mu=\int_{X} \liminf _{n}\left(2 g-\left|f_{n}-f\right|\right) d \mu & \leq \liminf _{n} \int_{X}\left(2 g-\left|f_{n}-f\right|\right) d \mu \\
& \leq \int_{X} 2 g d \mu<+\infty
\end{aligned}
$$

From Lemma 1.6.3, we obtain thus

$$
\int_{X}\left(2 g-\left|f_{n}-f\right|\right) d \mu+\int_{X}\left|f_{n}-f\right| d \mu=\int_{X} 2 g d \mu \leq \liminf _{n} \int_{X}\left(2 g-\left|f_{n}-f\right|\right) d \mu
$$

As a result, we get

$$
\begin{aligned}
& \limsup \int_{X}\left|f_{n}-f\right| d \mu \\
& \quad \leq \lim _{n} \inf \int_{X}\left(2 g-\left|f_{n}-f\right|\right) d \mu+\limsup _{n}-\left[\int_{X}\left(2 g-\left|f_{n}-f\right|\right) d \mu\right]=0
\end{aligned}
$$

since the numerical sequence $\int_{X}\left(2 g-\left|f_{n}-f\right|\right) d \mu$ is bounded.

### 1.7 $\quad$ Space $L^{1}(\mu)$ and negligible sets

The next proposition introduces the notion of a property true almost everywhere in a measure space $(X, \mathcal{M}, \mu)$. We shall write for short $\mu$-a.e. for $\mu$-almost everywhere.
Proposition 1.7.1. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f, g: X \rightarrow \overline{\mathbb{R}}_{+}$be measurable mappings.
(1) $\int_{X} f d \mu=0$ is equivalent to $f=0, \mu$-a.e., i.e., $\mu(\{x \in X, f(x) \neq 0\})=0$.
(2) If $f \leq g$, $\mu$-a.e., i.e., $\mu(\{x \in X, f(x)>g(x)\})=0$, then

$$
\int_{X} f d \mu \leq \int_{X} g d \mu
$$

(3) If $f=g$, $\mu$-a.e., i.e., $\mu(\{x \in X, f(x) \neq g(x)\})=0$, then $\int_{X} f d \mu=\int_{X} g d \mu$.
(4) If $\int_{X} f d \mu<+\infty$, then $f<+\infty$, $\mu$-a.e., i.e., $\mu(\{x \in X, f(x)=+\infty\})=0$.

Proof. Let us prove (1): if $\int_{X} f d \mu=0$, we define for any integer $k \geq 1$,

$$
F_{k}=\{f \geq 1 / k\} .
$$

The sequence $F_{k}$ is increasing measurable and $\cup_{k \geq 1} F_{k}=\{f>0\}$. From Proposition 1.4.4, we obtain $\mu\left(F_{k}\right) \uparrow \mu(\{f>0\})$ when $k \rightarrow+\infty$. But we have

$$
\begin{aligned}
& \mu\left(F_{k}\right)=\int_{X} \mathbf{1}(f \geq 1 / k) d \mu \overbrace{\text { Proposition 1.5.4(2) }} \overbrace{\leq}^{\text {Proposition 1.5.4(1) }} \int_{X} k \cdot f d \mu \\
&= f d \mu=0 \Longrightarrow \mu(\{f>0\})=0 .
\end{aligned}
$$

Conversely, if $\mu(E)=0$ with $E=\{f>0\}$, since $f=f \cdot \mathbf{1}_{E}$, we obtain

$$
\int_{X} f d \mu=\int_{X} f \cdot \mathbf{1}_{E} d \mu=\int_{E} f d \mu=0, \quad \text { from Proposition 1.5.4(3). }
$$

In particular, for $f \in \mathcal{L}^{1}(\mu)$, we have

$$
\begin{equation*}
\int_{X}|f| d \mu=0 \Longrightarrow f=0, \mu \text {-a.e. } \tag{1.7.1}
\end{equation*}
$$

Let us prove (2). We consider the set $E$ with measure 0 defined by $E=\{x \in$ $X, f(x)>g(x)\}$. We have

$$
\begin{equation*}
f=f \cdot \mathbf{1}_{E}+f \cdot \mathbf{1}_{E^{c}}, \quad g=g \cdot \mathbf{1}_{E}+g \cdot \mathbf{1}_{E^{c}} \tag{1.7.2}
\end{equation*}
$$

and $f \cdot \mathbf{1}_{E^{c}} \leq g \cdot \mathbf{1}_{E^{c}}$. From Proposition 1.5.4 and Lemma 1.6.3, we see that it is enough to prove

$$
\int_{X} f \cdot \mathbf{1}_{E} d \mu=0=\int_{X} g \cdot \mathbf{1}_{E} d \mu
$$

which is indeed fulfilled since $\int_{X} f \cdot \mathbf{1}_{E} d \mu=\int_{E} f d \mu=0$, from Proposition 1.5.4(3). Using (1.7.2) for $E=\{x \in X, f(x) \neq g(x)\}$, Lemma 1.6.3 and Proposition 1.5.4, we obtain (3). To prove (4), we define $E=\{f=+\infty\}$, and we note that $\mu(E)>0$ implies for all integers $n \geq 1$, that

$$
\int_{X} f d \mu \geq \int_{E} f d \mu \geq n \int_{E} d \mu=n \mu(E)
$$

entailing $\int_{X} f d \mu=+\infty$.
Definition 1.7.2. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. The space $L^{1}(\mu)$ is defined as the quotient of $\mathcal{L}^{1}(\mu)$ (cf. Definition 1.6.6) by the equivalence relation of equality $\mu$-a.e. $(f \sim g$ means $\mu(\{x \in X, f(x) \neq g(x)\})=0)$.
Remark 1.7.3. We note that $L^{1}(\mu)$ is a complex vector space as the quotient of the vector space $\mathcal{L}^{1}(\mu)$ by the subspace $\left\{f \in \mathcal{L}^{1}(\mu), f \sim 0\right\} .{ }^{28}$ On the other hand, the

[^18]linear mapping $f \mapsto \int_{X} f d \mu$ defined on $\mathcal{L}^{1}(\mu)$ is compatible with the equivalence relation, i.e., depends only on the equivalence class of $f$ : if $f \sim 0$, we have
$$
\int_{X} f d \mu=\int_{X}(\operatorname{Re} f)_{+} d \mu-\int_{X}(\operatorname{Re} f)_{-} d \mu+i \int_{X}(\operatorname{Im} f)_{+} d \mu-i \int_{X}(\operatorname{Im} f)_{+} d \mu=0
$$
from Proposition 1.7.1(1). Similarly, for $f, g \in \mathcal{L}^{1}(\mu)$ real-valued and
\[

$$
\begin{equation*}
f \leq g \mu \text {-a.e., then } \int_{X} f d \mu \leq \int_{X} g d \mu \text {. } \tag{1.7.3}
\end{equation*}
$$

\]

This follows immediately from Proposition 1.6.7 and from

$$
g-f \sim(g-f) \mathbf{1}_{N^{c}} \geq 0, \quad \text { with } \mu(N)=0
$$

providing (1.7.3) using Proposition 1.7.1.
Theorem 1.7.4. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure.
(1) The mapping from $L^{1}(\mu)$ into $\mathbb{C}$ defined by $f \mapsto \int_{X} f d \mu$ is a linear form.
(2) The mapping from $L^{1}(\mu)$ into $\mathbb{R}_{+}$defined by $f \mapsto \int_{X}|f| d \mu=\|f\|_{L^{1}(\mu)}$ is a norm and for $f \in L^{1}(\mu)$

$$
\begin{equation*}
\left|\int_{X} f d \mu\right| \leq \int_{X}|f| d \mu \tag{1.7.4}
\end{equation*}
$$

$N . B$. We postpone to Section 3.2 in Chapter 2 the introduction of spaces $L^{p}(\mu)$ along with the proof that these spaces are complete.

Proof. Property (1) follows from Remark 1.7.3, and for the same reason, the mapping defined in (2) makes sense on the quotient space $L^{1}(\mu)$. If $f \in \mathcal{L}^{1}(\mu)$ is such that $\|f\|_{L^{1}(\mu)}=0$, Proposition 1.7.1(1) implies $f \sim 0$, i.e., $f=0$ in $L^{1}(\mu)$. Proposition 1.5.4(2) provides the homogeneity of this mapping, whereas the triangle inequality follows from

$$
\|f+g\|_{L^{1}(\mu)}=\int_{X}|f+g| d \mu \leq \int_{X}(|f|+|g|) d \mu=\|f\|_{L^{1}(\mu)}+\|g\|_{L^{1}(\mu)}
$$

Finally, let us prove (1.7.4). We define the complex number

$$
z=\int_{X} f d \mu=|z| e^{i \theta}
$$

and using Proposition 1.6.7, Definition 1.6.6 and (1.7.3), we get

$$
\begin{aligned}
\left|\int_{X} f d \mu\right| & =\operatorname{Re}\left(e^{-i \theta} \int_{X} f d \mu\right)=\operatorname{Re} \int_{X} e^{-i \theta} f d \mu \\
& =\int_{X} \operatorname{Re}\left(e^{-i \theta} f\right) d \mu \leq \int_{X}\left|e^{-i \theta} f\right| d \mu=\int_{X}|f| d \mu
\end{aligned}
$$

Theorem 1.7.5 (Lebesgue dominated convergence theorem). Let ( $X, \mathcal{M}, \mu$ ) be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{C}$ such that the following properties hold.
(1) Pointwise convergence: $\lim _{n \rightarrow \infty} f_{n}(x)=f(x)$, $\mu$-a.e. ${ }^{29}$
(2) Domination: $\exists g: X \rightarrow \overline{\mathbb{R}}_{+}$with $\int_{X} g d \mu<+\infty$, such that $\forall n \in \mathbb{N},\left|f_{n}\right| \leq g$, $\mu$-a.e. ${ }^{30}$ Then the function $f$ is ${ }^{31}$ measurable, $\int_{X}|f| d \mu<+\infty$ and

$$
\lim _{n \rightarrow \infty} \int_{X}\left|f-f_{n}\right| d \mu=0, \quad \text { implying } \quad \lim _{n \rightarrow \infty} \int_{X} f_{n} d \mu=\int_{X} f d \mu
$$

Proof. Taking into account our footnotes, we set
$B=N \cup \cup_{n \in \mathbb{N}} M_{n}, \quad$ (we have $B \in \mathcal{M}$ and $\mu(B)=0$ ), $\quad \widetilde{f}(x)=\lim _{n} f_{n}(x) \mathbf{1}_{B^{c}}(x)$.
The sequence $\widetilde{f}_{n}=\mathbf{1}_{B^{c}} f_{n}$ satisfies the assumptions of Theorem 1.6.8, so that $\widetilde{f} \in \mathcal{L}^{1}(\mu)$ and

$$
\lim _{n \rightarrow+\infty} \int_{X}\left|\widetilde{f}_{n}-\widetilde{f}\right| d \mu=0
$$

Since $\left|f-f_{n}\right|=\left|\tilde{f}-\widetilde{f}_{n}\right|+\left|f-f_{n}\right| \mathbf{1}_{B}$ and $f=\tilde{f}+f \mathbf{1}_{B}$ with $\mu(B)=0$, we get from Proposition 1.5.4(3) that $f \in \mathcal{L}^{1}(\mu)$ and the result

$$
\lim _{n \rightarrow+\infty} \int_{X}\left|f_{n}-f\right| d \mu=0
$$

Remark 1.7.6. We may reformulate this theorem in a more concise and elegant way by saying that whenever $\left(f_{n}\right)_{n \in \mathbb{N}}$ is a sequence of $L^{1}(\mu)$ converging pointwise to $f$ with a domination condition $\left|f_{n}\right| \leq g \in L^{1}(\mu)$, then $f_{n}$ converges towards $f$ in the space $L^{1}(\mu)$. To sum-up, for a sequence $\left(f_{n}\right)$ in $L^{1}(\mu)$,

$$
\left.\begin{array}{c}
f_{n} \underset{\substack{\text { convergence } \\
\text { and }}}{\substack{\text { pointwise }}} f  \tag{1.7.5}\\
\left|f_{n}\right| \leq g \in L^{1}(\mu)
\end{array}\right\} \Longrightarrow \quad f_{n} \xrightarrow[L^{1}(\mu)]{ } f
$$

The following lemma is taken from [16] (and has also an $L^{p}$ version).
Lemma 1.7.7. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{C}$ such that the following properties hold.
(1) Pointwise convergence: $\lim _{n \rightarrow \infty} f_{n}(x)=f(x), \mu$-a.e.,
(2) $\sup _{n} \int_{X}\left|f_{n}\right| d \mu<+\infty$.

Then $f \in L^{1}(\mu)$ and $\left\|f_{n}-f\right\|_{L^{1}(\mu)}+\|f\|_{L^{1}(\mu)}-\left\|f_{n}\right\|_{L^{1}(\mu)} \longrightarrow 0$.

[^19]Proof. Fatou's lemma implies

$$
\int_{X}|f| d \mu=\int_{X} \liminf \left|f_{n}\right| d \mu \leq \liminf \int_{X}\left|f_{n}\right| d \mu \leq \sup _{n} \int_{X}\left|f_{n}\right| d \mu<+\infty
$$

On the other hand, we have $\left|f_{n}\right| \leq\left|f_{n}-f\right|+|f| \leq\left|f_{n}\right|+2|f|$, so that

$$
0 \leq\left|f_{n}-f\right|+|f|-\left|f_{n}\right| \leq 2|f|
$$

The Lebesgue dominated convergence theorem yields the result.
An important consequence is the following result.
Proposition 1.7.8. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f$ be in $L^{1}(\mu)$ and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of functions in $L^{1}(\mu)$ such that the following properties hold.
(1) Pointwise convergence: $\lim _{n \rightarrow \infty} f_{n}(x)=f(x), \mu$-a.e.,
(2) $\lim _{n}\left\|f_{n}\right\|_{L^{1}(\mu)}=\|f\|_{L^{1}(\mu)}$.

Then $\lim _{n}\left\|f_{n}-f\right\|_{L^{1}(\mu)}=0$.
Remark 1.7.9. To sum-up, for a sequence $\left(f_{n}\right)$ in $L^{1}(\mu), f \in L^{1}(\mu)$,

$$
\left.\begin{array}{c}
f_{n} \underset{\substack{\text { convergence } \\
\text { and }}}{\substack{\text { pointwise }}} \lim _{n}\left\|f_{n}\right\|_{L^{1}(\mu)}=\|f\|_{L^{1}(\mu)} \tag{1.7.6}
\end{array}\right\} \Longrightarrow \quad f_{n} \xrightarrow[L^{1}(\mu)]{ } f
$$

The following proposition is an important consequence of the Lebesgue dominated convergence theorem.

Proposition 1.7.10. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f: X \longrightarrow \overline{\mathbb{R}}_{+}$be a measurable mapping such that $\int_{X} f d \mu<\infty$.
(1) The set $N=\{x \in X, f(x)=+\infty\} \in \mathcal{M}$ and $\mu(N)=0$.
(2) For any $\epsilon>0$, there exists $\alpha>0$ such that for all $E \in \mathcal{M}$ satisfying $\mu(E) \leq$ $\alpha$, we have $\int_{E} f d \mu<\epsilon$. In other words, $\lim _{\substack{ \\E \in \mathcal{M}}}(E) \rightarrow 0 \quad \int_{E} f d \mu=0$.
In particular, for $u \in L^{1}(\mu)$, we have

$$
\begin{equation*}
\lim _{\substack{\mu(E) \rightarrow 0 \\ E \in \mathcal{M}}} \int_{E}|u| d \mu=0 \tag{1.7.7}
\end{equation*}
$$

Proof. (1) The set $N=\{x \in X, f(x)=+\infty\}$ belongs to $\mathcal{M}$ as the inverse image of the closed set $\{+\infty\}$ by the measurable $f$. For all integers $k, k \mathbf{1}_{N} \leq f$, so that $k \mu(N) \leq \int_{X} f d \mu<+\infty$. The non-negative sequence $(k \mu(N))_{k \in \mathbb{N}}$ is bounded so that $\mu(N)=0$.
(2) Let $E \in \mathcal{M}$ and $n \in \mathbb{N}$ : since $\mu(N)=0$, we have

$$
\begin{align*}
\int_{E} f d \mu & =\int_{E \cap N^{c}} f d \mu=\int_{E \cap N^{c} \cap\{f \leq n\}} f d \mu+\int_{E \cap N^{c} \cap\{f>n\}} f d \mu \\
& \leq n \mu(E)+\int f \mathbf{1}_{E \cap N^{c} \cap\{f>n\}} d \mu \leq n \mu(E)+\int f \mathbf{1}_{n<f<+\infty} d \mu
\end{align*}
$$

The sequence $g_{n}=f \mathbf{1}_{\{n<f<+\infty\}}$ is such that $g_{n}(x)=0$ for $n \geq f(x)$, which is verified for $x \in N^{c}$ if $n$ is large enough. Since $g_{n}(x)=0$ for $x \in N$, we find

$$
\begin{equation*}
\forall x \in X, \quad g_{n}(x) \rightarrow 0 \tag{b}
\end{equation*}
$$

Moreover

$$
0 \leq g_{n} \leq f \mathbf{1}_{N^{c}} \quad \text { and } \quad f \mathbf{1}_{N^{c}} \in L^{1}(\mu)
$$

The Lebesgue dominated convergence Theorem 1.7 .5 shows that (b) and ( $\sharp$ ) imply the convergence of $g_{n}$ towards 0 in $L^{1}(\mu)$. From ( $\bigsqcup$ ), we get

$$
0 \leq \int_{E} f d \mu \leq n \mu(E)+\theta_{n}, \quad \text { with } \quad \theta_{n} \underset{n \rightarrow+\infty}{\longrightarrow} 0_{+}
$$

Let $\epsilon>0$ be given: $\exists N \in \mathbb{N}$ such that $\theta_{N}<\epsilon / 2$. Defining $\alpha=\frac{\epsilon}{2 N+1}$ (we have indeed $\alpha>0$ ), we get for $\mu(E) \leq \alpha$,

$$
0 \leq \int_{E} f d \mu \leq \frac{N \epsilon}{2 N+1}+\theta_{N}<\epsilon / 2+\epsilon / 2=\epsilon, \quad \text { qed. }
$$

A slightly shorter reasoning from ( $\bigsqcup$ ) would be

$$
\forall n \in \mathbb{N}, \quad 0 \leq \limsup _{\mu(E) \rightarrow 0} \int_{E} f d \mu \leq \theta_{n} \Longrightarrow 0 \leq \limsup _{\mu(E) \rightarrow 0} \int_{E} f d \mu \leq \lim _{n} \theta_{n}=0
$$

### 1.8 Notes

Let us follow alphabetically the names of mathematicians encountered in our text above. Much more details can be obtained on the web and in particular at the very complete http://www-groups.dcs.st-andrews.ac.uk/history/BiogIndex.html
René Baire (1874-1932) was a French mathematician; the Baire category theorem is certainly the most basic and important theorem in Functional Analysis.
Stefan Banach (1892-1945), a Polish mathematician who set the basis of Functional Analysis.
Bernoulli (The reader will have certainly noted the spelling of the name with only a single "i".) The brothers Jacques (1654-1705) and Jean (1667-1748) Bernoulli as well as Daniel (1700-1782), son of Jean, lived in Basel and
contributed to the development of Integral Calculus (Jacques), Mechanics (Jean), Kinetic Theory of Gas (Daniel). Jacques Bernoulli (quoted in the example page 19) contributed also to the calculus of probabilities with the Law of large numbers (see a simple version in Exercise 1.9.21(3)).
Emile Borel (1871-1956), a French mathematician and politician, one of the creators of measure theory.
Augustin Cauchy (1789-1857), a French mathematician, is one of the founders of Analysis.
Paul Dirac (1902-1984) was a British physicist, one of the creators of Quantum Mechanics.
Pierre Fatou (1878-1929) was a French mathematician, author of the lemma bearing his name, a cornerstone of measure theory.
Carl-Friedrich GaUSS (1777-1855) was the most important German mathematician of his times.
Felix Hausdorff (1869-1942) was a German mathematician, founder of General Topology.
Pierre-Simon Laplace (1749-1827) was a French astronomer and mathematician.
Henri Lebesgue (1875-1941) created modern measure theory in 1901, generalizing Riemann theory of integration.
Beppo LEVI (1875-1961) was an Italian mathematician, professor at the university of Genova, also an expert in algebraic geometry; he was forced into exile in 1938 by the antisemitic persecutions of the Mussolinian regime. There is now a Mathematics Research Institute named after Beppo Levi in the Argentinian town of Rosario, where he found refuge.
Denis Poisson (1781-1840) was a French mathematician.
Bernhard Riemann (1826-1866) was a German mathematician who contributed to many different areas of mathematics, ranging from Number Theory to Mathematical Analysis.
Lebesgue's dominated convergence theorem was first proven by Lebesgue on probability spaces, before B. Levi proved his monotone convergence theorem for non-negative functions. The latter result implies Fatou's lemma, from which follows easily the more general version of Lebesgue's dominated convergence.

### 1.9 Exercises

## Elementary set theory

Exercise 1.9.1. Show that the mapping $(p, q) \in \mathbb{N} \times \mathbb{N} \mapsto 2^{p}(2 q+1) \in \mathbb{N}^{*}$ is bijective.
Answer. Let $m \in \mathbb{N}^{*}$. Then $m$ can be written as $2^{p} \times$ an odd integer with $p \in \mathbb{N}$, proving surjectivity. Moreover, if $p_{j}, q_{j}$ are natural integers and $2^{p_{1}}\left(2 q_{1}+1\right)=$ $2^{p_{2}}\left(2 q_{2}+1\right)$, assuming as we may $p_{1} \leq p_{2}$, we get that the odd number

$$
2 q_{1}+1=2^{p_{2}-p_{1}}\left(2 q_{2}+1\right),
$$

implying that $p_{2}=p_{1}$ and thus $q_{2}=q_{1}$, proving injectivity.
Exercise 1.9.2. Let $X$ be a set and $\mathcal{P}(X)$ the set of its subsets. Let $f: X \rightarrow \mathcal{P}(X)$ be a mapping. Show that $f$ cannot be onto.

Answer. Let us consider $A=\{x \in X, x \notin f(x)\}$. Let us assume that there exists $a \in X$ such that $A=f(a)$. If $a \in f(a)=A$, then $a \notin A$, which is impossible. If $a \notin f(a)=A$, then $a \in A$, which is also impossible. As a result there does not exist $a \in X$ such that $A=f(a)$ and $f$ is not onto.

Comment. We have proven more than what was actually required, since we produced an explicit construction. Let $f$ be a mapping from $X$ into $\mathcal{P}(X)$, then the set $A$ is not in the image of $f$. This example is a version of the liar's paradox, already known in the ancient Greek civilization. Does somebody claiming "I lie" speak the truth? If yes, then he is indeed lying and thus does not speak the truth. If not, he is lying in saying that he lies and thus speaks the truth...

Back to mathematics, a very important consequence of this exercise is the so-called Russell's paradox ${ }^{32}$ after which there is not a set of all sets. In fact, if such a "universe" $\mathcal{U}$ existed, it would contain its powerset and the inclusion $\mathcal{P}(\mathcal{U}) \subset \mathcal{U}$ would imply the existence of a surjection from $\mathcal{U}$ onto $\mathcal{P}(\mathcal{U})$. We could also consider

$$
Y=\{x \in \mathcal{U}, x \notin x\}
$$

and note that if $Y \in Y$, from the definition of $Y$ we would have $Y \notin Y$. If $Y \notin Y$ then from the definition of $Y$, we would get $Y \in Y$, reaching a contradiction in both cases. Note that for finite sets, it is trivial to prove directly that $\forall n \in \mathbb{N}, n<2^{n}$ (induction works with $n+1 \leq 2^{n}$ ).

[^20]
## Exercise 1.9.3.

(1) Let $X$ be a set and $A_{1}, \ldots, A_{n}$ be a finite partition of $X$. What is the $\sigma$-algebra generated by $A_{1}, \ldots, A_{n}$ and what is its cardinal?
(2) Let $X$ be a set and $\left(A_{k}\right)_{k \in \mathbb{N}}$ be a partition of $X$. What is the $\sigma$-algebra generated by $\left(A_{k}\right)_{k \in \mathbb{N}}$ ? Show that it is equipotent to $\mathcal{P}(\mathbb{N})$.
Answer. Question 1 is dealt with on page 2: the cardinal of that $\sigma$-algebra is $2^{n}$.
(2) We define $\mathcal{T}=\left\{\cup_{j \in J} A_{j}\right\}_{J \subset \mathbb{N}}$. For all $j \in \mathbb{N}, A_{j} \in \mathcal{T}$ and every $\sigma$-algebra $\mathcal{A}$ such that all $A_{j} \in \mathcal{A}$ will contain $\mathcal{T}$. Moreover $\mathcal{T}$ is stable by reunion since

$$
\cup_{i \in I} \cup_{j \in J_{i}} A_{j}=\cup_{j \in \cup_{i \in I} J_{i}} A_{j}, \quad \text { and } \cup_{i \in I} J_{i} \subset \mathbb{N}
$$

It is also stable by complement since $\left(A_{k}\right)_{k \in \mathbb{N}}$ is a partition: $\left(\cup_{j \in J} A_{j}\right)^{c}=\cup_{j \in J^{c}} A_{j}$. $\mathcal{T}$ contains also $X=\cup_{j \in \mathbb{N}} A_{j}$ and thus is the $\sigma$-algebra generated by the $A_{j}$. Let us now check the mapping

$$
\mathcal{P}(\mathbb{N}) \ni J \mapsto \cup_{j \in J} A_{j} \in \mathcal{T}
$$

which is obviously onto. This mapping is also one-to-one since, for $J, K$ subsets of $\mathbb{N}$ such that

$$
\cup_{j \in J} A_{j}=\cup_{k \in K} A_{k}
$$

we get for $j_{0} \in J, A_{j_{0}}=\cup_{k \in K}\left(A_{j_{0}} \cap A_{k}\right)=\emptyset$ if $j_{0} \notin K$. Since $A_{j_{0}} \neq \emptyset$, we obtain $J \subset K$ and similarly $K \subset J$, i.e., $J=K$ and a one-to-one mapping. We can write symbolically

$$
\operatorname{card} \mathcal{T}=2^{\aleph_{0}}
$$

since we have proven that $\mathcal{T}$ is equipotent to $\mathcal{P}(\mathbb{N})$ and the cardinal of $\mathbb{N}$ is denoted by $\aleph_{0}$, pronounced aleph null (first letter in the 22-letters Hebrew alphabet).

This symbolic notation is justified by the general notation $Y^{X}$ for the set of all mappings from a set $X$ to a set $Y$ and the fact that $\mathcal{P}(X)$ is equipotent to $\{0,1\}^{X}$ : the mapping

$$
\Phi:\{0,1\}^{X} \ni f \mapsto f^{-1}(\{1\}) \in \mathcal{P}(X)
$$

is a bijection since it is one-to-one $\left(f^{-1}(\{1\})=g^{-1}(\{1\})\right.$ implies $f^{-1}(\{0\})=$ $\left(f^{-1}(\{1\})\right)^{c}=\left(g^{-1}(\{1\})\right)^{c}=g^{-1}(\{0\})$ and $\left.f=g\right)$ and onto since for $A \subset X, \mathbf{1}_{A}$ the indicator function of $A$ (which is 1 on $A, 0$ elsewhere), we have

$$
\Phi\left(\mathbf{1}_{A}\right)=A
$$

As a result, $\mathcal{P}(X)$ is equipotent to $\{0,1\}^{X}$ and $\operatorname{card} \mathcal{P}(X)=2^{\text {card } X}$, as we have defined

$$
(\operatorname{card} Y)^{\operatorname{card} X}=\operatorname{card}\left(Y^{X}\right)
$$

The reader will find more on set theory and cardinals in Section 10.1 of our appendix.

## Exercise 1.9.4. Let $X$ be a set and let $\mathcal{M}$ be a countable $\sigma$-algebra on $X$.

(1) Show that for $x \in X, A(x)=\bigcap_{\substack{M \in \mathcal{M} \\ x \in M}} M$ belongs to $\mathcal{M}$.
(2) Show that for $x, x^{\prime} \in X$, we have either $A(x) \cap A\left(x^{\prime}\right)=\emptyset$ or $A(x)=A\left(x^{\prime}\right)$.
(3) Show that $\mathcal{M}$ is a $\sigma$-algebra generated by a countable partition. Show that $\mathcal{M}$ is finite (hint: use Exercise 1.9.3).

Answer. (1) $A(x)$ is a countable intersection (since $\mathcal{M}$ is countable) of elements of $\mathcal{M}$, and thus belongs to $\mathcal{M}$.
(2) Let $x, x^{\prime}$ be elements of $X$. If $x \in A\left(x^{\prime}\right)$, we get $A(x) \subset A\left(x^{\prime}\right)$ and thus $A(x)=A\left(x^{\prime}\right) \cap A(x)$. Consequently, if $x \in A\left(x^{\prime}\right)$ and $x^{\prime} \in A(x)$, we find

$$
A(x)=A\left(x^{\prime}\right) \cap A(x)=A\left(x^{\prime}\right)
$$

If $x \notin A\left(x^{\prime}\right)$ then $A\left(x^{\prime}\right)^{c}$ belongs to $\mathcal{M}$ and contains $x$ so that $A(x) \subset A\left(x^{\prime}\right)^{c}$, entailing $A(x) \cap A\left(x^{\prime}\right)=\emptyset$ (same result if $x^{\prime} \notin A(x)$ ).
(3) We define

$$
\mathcal{N}=\{B \subset X, \exists x \in X, B=A(x)\}
$$

It is a subset of $\mathcal{M}$ and thus it is a countable set. Moreover, from (2) if $B \neq B^{\prime} \in$ $\mathcal{N}$, we have $B \cap B^{\prime}=\emptyset$. With $D$ countable, we note $\mathcal{N}=\left\{B_{k}\right\}_{k \in D}$ and find that $\mathcal{N}$ is a partition of $X$ : if $X \neq \emptyset$ (if $X=\emptyset, \mathcal{M}=\{\emptyset\}$ ) no $B_{k}$ is empty and $B_{k} \cap B_{l}=\emptyset$ for $k \neq l \in D$. We have also $\cup_{k \in D} B_{k}=X$ since for $x \in X$, there exists $k \in D$, such that $A(x)=B_{k}$. The $\sigma$-algebra $\mathcal{M}$ contains the $\sigma$-algebra generated by $\mathcal{N}$, which is uncountable when $D$ is infinite from Exercise 1.9.3. This implies that $D$ is finite as well as the $\sigma$-algebra generated by $\mathcal{N}$. Moreover, if $C \in \mathcal{M}$, we find

$$
C=\cup_{x \in C} A(x)
$$

since for $x \in C, C \supset A(x)$ and $x \in A(x)$; as a result $C$ is a (countable) union of elements of $\mathcal{N}$. The $\sigma$-algebra $\mathcal{M}$ is thus the $\sigma$-algebra generated by $\mathcal{N}$, which is finite.

Exercise 1.9.5. Show that $\mathbb{R}$ is equipotent to $\mathcal{P}(\mathbb{N})$ (hint: use dyadic expansions). Show that $\mathbb{R}$ is not countable.

Answer. The last assertion follows from the first and Exercise 1.9.2. The mapping $\psi_{0}$ defined in (1.2.19) is bijective from $\mathbb{R}$ onto $(-1,1)$, which is equipotent to $(0,1)$ $(x \mapsto(x+1) / 2)$. We have seen in the previous exercise that $\mathcal{P}(\mathbb{N})$ is equipotent to $\{0,1\}^{\mathbb{N}}$, the set of mappings from $\mathbb{N}$ into $\{0,1\}$. We have thus to prove that $\{0,1\}^{\mathbb{N}}$ is equipotent to $(0,1)$.

Let $x$ be in $(0,1)$. With $E$ standing for the floor function (see the footnote on page 16 ), we define for any integer $k \geq 1$,

$$
x_{k}=E\left(2^{k} x\right)-2 E\left(2^{k-1} x\right)=p_{k}(x) .
$$

Note that $E(t)=\max \{n \in \mathbb{Z}, n \leq t\}=\min \{n \in \mathbb{Z}, t<n+1\}$. We have

$$
\begin{aligned}
E\left(2^{k} x\right) & \leq 2^{k} x<E\left(2^{k} x\right)+1 \\
E\left(2^{k-1} x\right) & \leq 2^{k-1} x<E\left(2^{k-1} x\right)+1
\end{aligned}
$$

and thus $2 E\left(2^{k-1} x\right) \leq 2^{k} x<2 E\left(2^{k-1} x\right)+2$, which implies

$$
2 E\left(2^{k-1} x\right) \leq E\left(2^{k} x\right) \leq 2^{k} x<E\left(2^{k} x\right)+1 \leq 2 E\left(2^{k-1} x\right)+2
$$

This gives

$$
0 \leq x_{k}=p_{k}(x)=E\left(2^{k} x\right)-2 E\left(2^{k-1} x\right)<E\left(2^{k} x\right)+1-2 E\left(2^{k-1} x\right) \leq 2
$$

Since $x_{k}$ is an integer, we get $x_{k} \in\{0,1\}$ and the series $\sum_{k \geq 1} \frac{x_{k}}{2^{k}}$ converges. We note that for any integer $n \geq 1$,

$$
\begin{aligned}
\sum_{1 \leq k \leq n} \frac{x_{k}}{2^{k}} & =\sum_{1 \leq k \leq n} \frac{E\left(2^{k} x\right)-2 E\left(2^{k-1} x\right)}{2^{k}}=\sum_{1 \leq k \leq n} \frac{E\left(2^{k} x\right)}{2^{k}}-\sum_{1 \leq k \leq n} \frac{E\left(2^{k-1} x\right)}{2^{k-1}} \\
& =\sum_{1 \leq k \leq n} \frac{E\left(2^{k} x\right)}{2^{k}}-\sum_{0 \leq k \leq n-1} \frac{E\left(2^{k} x\right)}{2^{k}}=\frac{E\left(2^{n} x\right)}{2^{n}}-E(x)=2^{-n} E\left(2^{n} x\right) .
\end{aligned}
$$

Since $2^{-n} E\left(2^{n} x\right) \leq x<2^{-n} E\left(2^{n} x\right)+2^{-n}$, this implies $\lim _{n} 2^{-n} E\left(2^{n} x\right)=x$ and thus

$$
x=\sum_{k \geq 1} \frac{x_{k}}{2^{k}}
$$

with $x_{k} \in\{0,1\}$. We have just constructed a mapping $\Psi$ (dyadic expansion)

$$
\begin{array}{rlc}
\Psi:(0,1) & \longrightarrow & \{0,1\}^{\mathbb{N}^{*}} \\
x & \mapsto & \left(x_{k}=p_{k}(x)\right)_{k \geq 1}
\end{array}
$$

This map is one-to-one since for $x, y \in(0,1)$ such that for all $k \geq 1, x_{k}=y_{k}$, then $x=\sum_{k \geq 1} x_{k} 2^{-k}=\sum_{k \geq 1} y_{k} 2^{-k}=y$. The mapping $\Psi$ is not onto (e.g., the zero sequence has no preimage), however we shall prove that the complement of the image of $\Psi$ is countable. Let $\left(x_{k}\right)_{k \geq 1} \in \mathcal{D}^{c}$, with

$$
\begin{equation*}
\mathcal{D}=\left\{\left(x_{k}\right)_{k \geq 1} \in\{0,1\}^{\mathbb{N}^{*}}, \exists N, \forall k \geq N, x_{k}=1\right\} \cup\{0\} \tag{1.9.1}
\end{equation*}
$$

so that $\left(x_{k}\right)_{k \geq 1}$ is a sequence in $\{0,1\}$ which is not the zero sequence nor identically 1 for $k$ large enough. We note that $\mathcal{D}$ is countable since it can be injected into

$$
\{0\} \cup_{N \geq 1}\{0,1\}^{N-1}
$$

Let us set $X=\sum_{k \geq 1} x_{k} 2^{-k}$. We have $0<X<\sum_{k \geq 1} 2^{-k}=1$. Then

$$
\frac{x_{1}}{2} \leq X \leq \frac{x_{1}}{2}+\sum_{k \geq 2} \frac{x_{k}}{2^{k}}<\frac{x_{1}}{2}+\sum_{k \geq 2} 2^{-k}=\frac{x_{1}}{2}+\frac{1}{2}
$$

so that $x_{1} \leq 2 X<x_{1}+1$ and thus $E(2 X)=x_{1}$ with $x_{1}=p_{1}(X)$. We prove similarly

$$
p_{k}(X)=E\left(2^{k} X\right)-2 E\left(2^{k-1} X\right)=x_{k}
$$

In fact assume that for an integer $n \geq 1$, we know that $\forall k \in\{1, \ldots, n\}, x_{k}=$ $p_{k}(X)$; then

$$
\sum_{1 \leq k \leq n+1} x_{k} 2^{-k} \leq X<\sum_{1 \leq k \leq n+1} x_{k} 2^{-k}+\sum_{n+2 \leq k} 2^{-k}=\sum_{1 \leq k \leq n+1} x_{k} 2^{-k}+2^{-n-1}
$$

entailing

$$
\sum_{1 \leq k \leq n} p_{k}(X) 2^{-k}+x_{n+1} 2^{-n-1} \leq X<\sum_{1 \leq k \leq n} p_{k}(X) 2^{-k}+x_{n+1} 2^{-n-1}+2^{-n-1}
$$

i.e., $2^{-n} E\left(2^{n} X\right)+x_{n+1} 2^{-n-1} \leq X<2^{-n} E\left(2^{n} X\right)+x_{n+1} 2^{-n-1}+2^{-n-1}$, that is

$$
2 E\left(2^{n} X\right)+x_{n+1} \leq 2^{n+1} X<2 E\left(2^{n} X\right)+x_{n+1}+1
$$

so that $x_{n+1} \leq 2^{n+1} X-2 E\left(2^{n} X\right)<x_{n+1}+1$, implying

$$
x_{n+1}=E\left(2^{n+1} X-2 E\left(2^{n} X\right)\right)=E\left(2^{n+1} X\right)-2 E\left(2^{n} X\right)=p_{n+1}(X), \quad \text { qed. }
$$

As a result $\Psi$ is bijective from $(0,1)$ onto $\Psi((0,1))$ and $\Psi((0,1)) \supset \mathcal{D}^{c}$ where $\mathcal{D}$ is a countable set (thus as well as $\left.\mathcal{D}_{0}=\Psi((0,1))^{c}\right)$. It suffices now to prove that $\{0,1\}^{\mathbb{N}} \backslash \mathcal{D}_{0}$ is equipotent to $\{0,1\}^{\mathbb{N}}$. Let us consider $\mathcal{C}$ equipotent to $\mathbb{N}$ disjoint of $\mathcal{D}_{0}$ in $\{0,1\}^{\mathbb{N}}$ (such a $\mathcal{C}$ exists since $\{0,1\}^{\mathbb{N}}$ is not countable),

$$
\{0,1\}^{\mathbb{N}}=\left(\{0,1\}^{\mathbb{N}} \backslash \mathcal{D}_{0}\right) \cup \mathcal{D}_{0}=\left(\{0,1\}^{\mathbb{N}} \backslash\left(\mathcal{D}_{0} \cup \mathcal{C}\right)\right) \cup\left(\mathcal{D}_{0} \cup \mathcal{C}\right)
$$

But $\mathcal{D}_{0} \cup \mathcal{C}$ is countable infinite, thus equipotent to $\mathbb{N}$ and thus to $\mathcal{C}$. Consequently, $\{0,1\}^{\mathbb{N}}$ is equipotent to $\left(\{0,1\}^{\mathbb{N}} \backslash\left(\mathcal{D}_{0} \cup \mathcal{C}\right)\right) \cup \mathcal{C}=\{0,1\}^{\mathbb{N}} \backslash \mathcal{D}_{0}$,

Exercise 1.9.6. Let $f: X \rightarrow Y$ be a mapping.
(1) Show that for a family $\left(B_{i}\right)_{i \in I}$ of subsets of $Y$,

$$
f^{-1}\left(\bigcup_{i \in I} B_{i}\right)=\bigcup_{i \in I} f^{-1}\left(B_{i}\right), \quad f^{-1}\left(\bigcap_{i \in I} B_{i}\right)=\bigcap_{i \in I} f^{-1}\left(B_{i}\right) .
$$

(2) Show that for a family $\left(A_{i}\right)_{i \in I}$ of subsets of $X, f\left(\bigcup_{i \in I} A_{i}\right)=\bigcup_{i \in I} f\left(A_{i}\right)$.
(3) Show that if $f$ is one-to-one, $f\left(\bigcap_{i \in I} A_{i}\right)=\bigcap_{i \in I} f\left(A_{i}\right)$. Prove that the previous equality is not true in general (without the injectivity assumption).

Answer. (1) $x \in f^{-1}\left(\bigcup_{i \in I} B_{i}\right)$ means $f(x) \in \bigcup_{i \in I} B_{i}$, equivalent to

$$
\exists i \in I, f(x) \in B_{i} \Longleftrightarrow \exists i \in I, x \in f^{-1}\left(B_{i}\right) \Longleftrightarrow x \in \cup_{i \in I} f^{-1}\left(B_{i}\right) .
$$

Similarly, $x \in f^{-1}\left(\bigcap_{i \in I} B_{i}\right)$ means $f(x) \in \bigcap_{i \in I} B_{i}$, equivalent to

$$
\forall i \in I, f(x) \in B_{i} \Longleftrightarrow \forall i \in I, x \in f^{-1}\left(B_{i}\right) \Longleftrightarrow x \in \cap_{i \in I} f^{-1}\left(B_{i}\right)
$$

(2) $y \in f\left(\bigcup_{i \in I} A_{i}\right)$ means $\exists x \in \cup_{i \in I} A_{i}$ such that $y=f(x)$, that is

$$
\exists i \in I, \exists x \in A_{i}, y=f(x) \Longleftrightarrow \exists i \in I, y \in f\left(A_{i}\right) \Longleftrightarrow y \in \cup_{i \in I} f\left(A_{i}\right)
$$

(3) We note that $A \subset A^{\prime} \subset X \Longrightarrow f(A) \subset f\left(A^{\prime}\right)$. For all $j \in I$, we have thus $f\left(\bigcap_{i \in I} A_{i}\right) \subset f\left(A_{j}\right)$ so that $f\left(\bigcap_{i \in I} A_{i}\right) \subset \bigcap_{i \in I} f\left(A_{i}\right)$. If $y \in \bigcap_{i \in I} f\left(A_{i}\right)$,

$$
\forall i \in I, \exists x_{i} \in A_{i}, \quad y=f\left(x_{i}\right)
$$

which implies for $i, j \in I, f\left(x_{i}\right)=f\left(x_{j}\right)$. The injectivity of $f$ implies thus for $i, j \in I, x_{i}=x_{j}$, so that $y=f(x)$ with $x \in \cap_{i \in I} A_{i}$, qed. We consider the mapping

$$
f:\{0,1\} \longrightarrow\{1\}, \quad f(0)=f(1)=1
$$

and we set $A_{i}=\{i\}$. We have $f\left(A_{0} \cap A_{1}\right)=f(\emptyset)=\emptyset \subsetneq f\left(A_{0}\right) \cap f\left(A_{1}\right)=\{1\}$.
Comment. Let us note that, conversely, if that property holds then $f$ is injective. In fact, if $x_{1} \neq x_{2}$ belongs to $X$, since

$$
\emptyset=f(\emptyset)=f\left(\left\{x_{1}\right\} \cap\left\{x_{2}\right\}\right)=f\left(\left\{x_{1}\right\}\right) \cap f\left(\left\{x_{2}\right\}\right)=\left\{f\left(x_{1}\right)\right\} \cap\left\{f\left(x_{2}\right)\right\}
$$

we get $f\left(x_{1}\right) \neq f\left(x_{2}\right)$.
Exercise 1.9.7. Let $X$ be a set. $A$ partition of $X$ is a family $\left(A_{i}\right)_{i \in I}$ of non-empty subsets of $X$, pairwise disjoint $\left(i \neq j\right.$ implies $\left.A_{i} \cap A_{j}=\emptyset\right)$, with union $X$.
(1) Let $\left(A_{i}\right)_{i \in I}$ be a partition of $X$. Show that the relation $x \mathcal{R} y$ defined by

$$
\exists i \in I \quad \text { such that } x \in A_{i} \text { and } y \in A_{i}
$$

is an equivalence relation on $X$.
(2) Show that every equivalence relation on $X$ can be obtained as in Question (1).
(3) Describe the partition of $\mathbb{Z}$ associated to the equality modulo $n$.

Answer. (1) $\mathcal{R}$ is reflexive since $X=\cup_{i \in I} A_{i}$ : for $x \in X$, there exists $i \in I$ such that $x \in A_{i}$ and thus $x \mathcal{R} x$. Symmetry of $\mathcal{R}$ follows from the definition, itself symmetrical in $x, y$. Let $x, y, z$ be in $X$ such that $x \mathcal{R} y$ and $y \mathcal{R} z$. Then there exists $i, j \in I$ such that

$$
x, y \in A_{i}, \quad y, z \in A_{j}
$$

Since the $A_{i}$ are pairwise disjoint and $y \in A_{i} \cap A_{j}$, we find $A_{i}=A_{j}$ and $x \mathcal{R} z$ (transitivity).
(2) Let $\mathcal{R}$ be an equivalence relation on $X$. The quotient set $\mathcal{Q}=\left\{C_{j}\right\}_{j \in J}$ is the set of equivalence classes. No equivalence class is empty since $C_{j}$ is defined as the equivalence class of an element of $X$. Moreover,

$$
X=\cup_{j \in J} C_{j}
$$

since for $x \in X$, the equivalence class of $x$ is one of the $C_{j}$ which thus contains $x$. Two distinct classes are disjoint since, if $C_{j} \cap C_{k} \neq \emptyset$, there exists $z \in C_{j} \cap C_{k}$, for $x_{j} \in C_{j}, x_{k} \in C_{k}$ and we have

$$
x_{j} \mathcal{R} z \text { and } z \mathcal{R} x_{k} \Longrightarrow x_{j} \mathcal{R} x_{k} \Longrightarrow C_{j}=C_{k}
$$

(3) Let $n$ be an integer $\geq 2$. The equality modulo $n$ is the equivalence relation on $\mathbb{Z}$ given by

$$
x \equiv y \quad(n) \Longleftrightarrow x-y \in n \mathbb{Z} \Longleftrightarrow n \mid(x-y), \quad \text { i.e., } n \text { divides } x-y
$$

It is obviously an equivalence relation and the quotient set is denoted by $\mathbb{Z} / n \mathbb{Z}$. The related partition of $\mathbb{Z}$ is the family with $n$ elements

$$
A_{r}=r+n \mathbb{Z}=\{r+n q\}_{q \in \mathbb{Z}}, \quad 0 \leq r \leq n-1
$$

This follows from Euclidean division: for $m \in \mathbb{N}$ there exists a unique couple ( $q, r$ ) of integers such that $m=n q+r, \quad 0 \leq r \leq n-1$. This equivalence relation is also compatible with the ring structure of $\mathbb{Z}$, i.e., with $p_{n}: \mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}$ the canonical mapping sending an integer to its equivalence class modulo $n$, we may define addition and multiplication on $\mathbb{Z} / n \mathbb{Z}$ with

$$
p_{n}(a) \oplus p_{n}(b)=p_{n}(a+b), \quad p_{n}(a) \otimes p_{n}(b)=p_{n}(a b)
$$

and it is easily verified that for $a \equiv a^{\prime} \quad(n), b \equiv b^{\prime} \quad(n)$, the results are unchanged. A good exercise for the reader would be to write the multiplication table of $\mathbb{Z} / n \mathbb{Z}$ for $2 \leq n \leq 11$, and verify that $\mathbb{Z} / n \mathbb{Z}$ is a field iff $n$ is a prime number. One may also look for the divisors of 0 in $\mathbb{Z} / n \mathbb{Z}$ for $n \in\{4,6,8,9,10\}$ and $\ldots$ read an introduction to Arithmetic such as [4].

## Topology

## Exercise 1.9.8.

(1) Show that all the norms on $\mathbb{R}^{n}$ are equivalent (two norms $N_{1}$ and $N_{2}$ on a real or complex vector space $E$ are said to be equivalent whenever there exists $C>0$ such that for all $\left.x \in E, C^{-1} N_{1}(x) \leq N_{2}(x) \leq C N_{1}(x)\right)$.
(2) Show that on $C^{0}([0,1] ; \mathbb{R})$, the norms

$$
\|f\|_{1}=\int_{0}^{1}|f(t)| d t, \quad\|f\|_{\infty}=\sup _{x \in[0,1]}|f(x)|
$$

are not equivalent.
(3) Looking at Figure 1.1 on page 6, find a sequence $g_{n}$ of continuous functions converging for $\|\cdot\|_{1}$ towards the discontinuous step function $\mathbf{1}_{[1 / 2,1]}$.

Answer. (1) For $x=\left(x_{j}\right)_{1 \leq j \leq n} \in \mathbb{R}^{n}$, the Euclidean norm is

$$
\|x\|_{2}=\left(\sum_{1 \leq j \leq n} x_{j}^{2}\right)^{1 / 2}
$$

Let $N$ be another norm on $\mathbb{R}^{n}$. From the triangle inequality and the homogeneity, for $x, h \in \mathbb{R}^{n}$, we get

$$
N(x+h)-N(x) \leq N(h) \leq \sum_{1 \leq j \leq n}\left|h_{j}\right| N\left(e_{j}\right) \leq\|h\|_{2}\left(\sum_{1 \leq j \leq n} N\left(e_{j}\right)^{2}\right)^{1 / 2}
$$

where $\left(e_{j}\right)_{1 \leq j \leq n}$ is the canonical basis of $\mathbb{R}^{n}$. We get the same estimate from above (by the same argument) for $N(x)-N(x+h)$ so that $|N(x+h)-N(x)| \leq C\|h\|_{2}$ and (Lipschitz) continuity holds for $N$. As a result, we obtain on the compact set $\mathbb{S}^{n-1}=\left\{x \in \mathbb{R}^{n},\|x\|_{2}=1\right\}$,

$$
0<c_{1}=\inf _{x \in \mathbb{S}^{n-1}} N(x) \leq c_{2}=\sup _{x \in \mathbb{S}^{n-1}} N(x)
$$

so that, by homogeneity, for all $x \in \mathbb{R}^{n}, c_{1}\|x\|_{2} \leq N(x) \leq c_{2}\|x\|_{2}$, proving the equivalence of $N$ with the Euclidean norm.
(2) We have of course $\|f\|_{1} \leq\|f\|_{\infty}$, but choosing as in Figure 1.1 for $n \geq 1$, the continuous function

$$
f_{n}(x)= \begin{cases}n-n^{2} x & \text { for } 0 \leq x \leq 1 / n \\ 0 & \text { for } 1 / n<x \leq 1\end{cases}
$$

we find $\left\|f_{n}\right\|_{\infty}=n,\left\|f_{1}\right\|_{1}=1 / 2$ so that there does not exist $C>0$ such that for all $f \in C^{0}([0,1] ; \mathbb{R}),\|f\|_{\infty} \leq C\|f\|_{1}$.
(3) Let us define for $n \geq 1$, the continuous function

$$
g_{n}(x)= \begin{cases}\frac{x}{n} & \text { for } 0 \leq x \leq \frac{1}{2}-\frac{1}{n}, \\ \left(\frac{n-1}{2}+\frac{1}{n}\right)\left(x-\frac{1}{2}\right)+\frac{1}{2} & \text { for } \frac{1}{2}-\frac{1}{n} \leq x \leq \frac{1}{2}+\frac{1}{n}, \\ \frac{x}{n}+1-\frac{1}{n} & \text { for } \frac{1}{2}+\frac{1}{n} \leq x \leq 1\end{cases}
$$

Noticing that $g_{n}$ is valued in $[0,1]$, we have

$$
\begin{aligned}
\left\|g_{n}-\mathbf{1}_{[1 / 2,1]}\right\|_{1}= & \int_{0}^{\frac{1}{2}-\frac{1}{n}} g_{n}(x) d x+\int_{\frac{1}{2}-\frac{1}{n}}^{\frac{1}{2}} g_{n}(x) d x \\
& +\int_{\frac{1}{2}}^{\frac{1}{2}+\frac{1}{n}}\left|1-g_{n}(x)\right| d x+\int_{\frac{1}{2}+\frac{1}{n}}^{1}\left|1-g_{n}(x)\right| d x \\
\leq & \int_{0}^{\frac{1}{2}-\frac{1}{n}} g_{n}(x) d x+\frac{1}{n}+\frac{1}{n}+\int_{0}^{\frac{1}{2}-\frac{1}{n}}\left(1-g_{n}\left(t+\frac{1}{2}+\frac{1}{n}\right)\right) d t \\
\leq & \frac{1}{2 n}+\frac{2}{n}+\int_{0}^{\frac{1}{2}-\frac{1}{n}} \frac{1}{n}\left(\frac{1}{2}-\frac{1}{n}-t\right) d t \leq \frac{3}{n}
\end{aligned}
$$

## Exercise 1.9.9.

(1) Let $f: \mathbb{R} \longrightarrow \mathbb{R}$ be a function. Show that the set of discontinuity of $f$ is an $F_{\sigma}$ set.
(2) Show that given an $F_{\sigma}$ set $A$ of $\mathbb{R}$, there exists $f: \mathbb{R} \longrightarrow \mathbb{R}$ whose discontinuity set is $A$.
(3) Show that there does not exist a function $f: \mathbb{R} \longrightarrow \mathbb{R}$ whose discontinuity set is $\mathbb{Q}^{c}$.
(4) Find $f: \mathbb{R} \longrightarrow \mathbb{R}$ whose discontinuity set is $\mathbb{Q}$.

Answer. (1) We define the oscillation function of $f$ by

$$
\omega(x)=\limsup _{y \rightarrow x}|f(y)-f(x)|
$$

and note that $\omega: \mathbb{R} \rightarrow \overline{\mathbb{R}}_{+}$, and is such that the set $S$ of points of discontinuities of $f$ is

$$
S=\{x \in \mathbb{R}, \omega(x)>0\}=\cup_{k \geq 1} \underbrace{\left\{x \in \mathbb{R}, \omega(x) \geq \frac{1}{k}\right\}}_{S_{k}} .
$$

Let $k_{0} \geq 1$ and $\left(x_{j}\right)_{j \in \mathbb{N}}$ be a sequence in $S_{k_{0}}$ converging to some point $a$. For each $j \in \mathbb{N}$, we can find a sequence $\left(y_{j, l}\right)_{l \in \mathbb{N}}$ such that $\lim _{l} y_{j, l}=x_{j}$ and

$$
\left|f\left(y_{j, l}\right)-f\left(x_{j}\right)\right| \geq \frac{1}{2 k_{0}}
$$

The point $a$ must belong to $S$ : otherwise, if $f$ were continuous at $a$,

$$
\left|f\left(y_{j, l}\right)-f(a)\right| \geq\left|f\left(y_{j, l}\right)-f\left(x_{j}\right)\right|-\left|f\left(x_{j}\right)-f(a)\right| \geq \frac{1}{2 k_{0}}-\left|f\left(x_{j}\right)-f(a)\right|
$$

Let $r>0$ be given: for $j \geq j_{r}$, we have $\left|x_{j}-a\right| \leq r$ and for each $j$, we can find $l_{r, j}$ such that $\left|y_{j, l_{r, j}}-x_{j}\right| \leq r$. We obtain

$$
\sup _{|y-a| \leq 2 r}|f(y)-f(a)|+\sup _{|x-a| \leq r}|f(x)-f(a)| \geq \frac{1}{2 k_{0}}
$$

an inequality which is incompatible with the continuity of $f$ at $a$. As a result, we have proven that

$$
\overline{S_{k}} \subset S \Longrightarrow \cup_{k \geq 1} \overline{S_{k}} \subset S=\cup_{k \geq 1} S_{k} \Longrightarrow S=\cup_{k \geq 1} \overline{S_{k}}, \quad \text { indeed } F_{\sigma}
$$

(2) Let $\left(F_{n}\right)_{n \geq 1}$ be a sequence of closed subsets of $\mathbb{R}$ and let $S=\cup_{n \geq 1} F_{n}$ be an $F_{\sigma}$ set. We may assume that the sequence $\left(F_{n}\right)_{n \geq 1}$ is increasing since we can consider the sequence of closed sets $\left(\cup_{1 \leq j \leq n} F_{j}\right)_{n \geq 1}$ which has the same union $S$. We define for $x \in S$,

$$
n(x)=\min \underbrace{\left\{n \geq 1, x \in F_{n}\right\}}_{\begin{array}{c}
\text { non-empty } \\
\text { subset of } \mathbb{N}^{*}
\end{array}}, \quad \text { and } f(x)= \begin{cases}\frac{1}{n(x)}, & \text { for } x \in S \cap \mathbb{Q}, \\
-\frac{1}{n(x)}, & \text { for } x \in S \cap \mathbb{Q}^{c}, \\
0, & \text { for } x \notin S .\end{cases}
$$

(2.1) We want first to show that $f$ is continuous at $S^{c}$. Since $f=0$ at $S^{c}$, the function $f$ is continuous on the interior of $S^{c}$. Let $a$ be in $S^{c} \backslash \operatorname{interior}\left(S^{c}\right)=S^{c} \cap \bar{S}$ : let $\left(x_{j}\right)_{j \geq 1}$ be a sequence of $S$ with limit $a$. No subsequence of $\left(n\left(x_{j}\right)\right)_{j \geq 1}$ can be bounded, otherwise we could find some $N_{0} \geq 1$ such that

$$
\begin{aligned}
\lim _{l} j_{l}=+\infty, n\left(x_{j_{l}}\right) \leq N_{0} & \Longrightarrow \forall l \geq 1, x_{j_{l}} \in F_{N_{0}} \\
& \Longrightarrow a=\lim _{l} x_{j_{l}} \in \overline{F_{N_{0}}}=F_{N_{0}} \subset S
\end{aligned}
$$

which is impossible. As a result $\lim _{j} n\left(x_{j}\right)=+\infty$ and $\lim _{j} f\left(x_{j}\right)=0=f(a)$, proving continuity.
(2.2) Let us prove now that $f$ is discontinuous at $S$.
(2.2.1) Let $a \in S \cap \mathbb{Q}$ : we have in particular $a \in F_{n(a)}, a \notin F_{n(a)-1}$ (defining $\left.F_{0}=\emptyset\right)$ and $f(a)=1 / n(a)$. If $a \in \operatorname{interior}\left(F_{n(a)}\right)$, there is a sequence $\left(x_{j}\right)_{j \geq 1}$ of $S \cap \mathbb{Q}^{c}$ converging to $a$ and $f\left(x_{j}\right)<0$, so that $\lim \sup _{j} f\left(x_{j}\right) \leq 0$ proving the discontinuity property at $a$. If $a \in \partial\left(F_{n(a)}\right)$, then any open neighborhood $V$ of $a$ intersects $F_{n(a)}^{c}$. In the open set $V \cap F_{n(a)}^{c}$, an irrational number can be found: thus there is a sequence of irrational numbers $\left(x_{j}\right)_{j \geq 1}$ converging to $a$ and $f\left(x_{j}\right) \leq 0$, entailing discontinuity at $a$.
(2.2.2) Let $a \in S \cap \mathbb{Q}^{c}$ : we have in particular $a \in F_{n(a)}, a \notin F_{n(a)-1}$ (defining $\left.F_{0}=\emptyset\right)$ and $f(a)=-1 / n(a)$. If $a \in \operatorname{interior}\left(F_{n(a)}\right)$, there is a sequence $\left(x_{j}\right)_{j \geq 1}$ of $S \cap \mathbb{Q}$ converging to $a$ and $f\left(x_{j}\right)>0$, so that $\liminf _{j} f\left(x_{j}\right) \geq 0$ proving the discontinuity property at $a$. If $a \in \partial\left(F_{n(a)}\right)$, then any open neighborhood $V$ of $a$ intersects $F_{n(a)}^{c}$. In the open set $V \cap F_{n(a)}^{c}$, a rational number can be found: thus there is a sequence of rational numbers $\left(x_{j}\right)_{j \geq 1}$ converging to $a$ and $f\left(x_{j}\right) \geq 0$, entailing discontinuity at $a$.
(3) As proven on page 7, the Baire category theorem (see Section 10.2 in the Appendix) implies that $\mathbb{Q}^{c}$ is not an $F_{\sigma}$ set, so that the already solved question 1 in this exercise answers that one as well.
(4) The function (1.2.14) does that job. In the first place, $f$ is discontinuous at $\mathbb{Q}$, since in any neighborhood of a point $a \in \mathbb{Q}$, an irrational number can be found, so there is a sequence of irrational numbers $\left(x_{j}\right)$ with limit $a$ and $f\left(x_{j}\right)=0$, $f(a)>0$. Moreover $f$ is continuous at $\mathbb{Q}^{c}$ since if $\left(x_{j}=p_{j} / q_{j}\right), p_{j} \in \mathbb{Z}^{*}, q_{j} \in \mathbb{N}^{*}$ is a sequence converging to $a \notin \mathbb{Q}$, we must have $\lim _{j} q_{j}=+\infty$ : otherwise, we could find a bounded subsequence $\left(q_{j_{l}}\right)_{l \geq 1}$ of $\left(q_{j}\right)_{j \geq 1}$ in $\mathbb{N}^{*}$, providing a constant subsequence $\left(q=q_{j_{l_{m}}}\right)_{m \geq 1}$ in $\mathbb{N}^{*}$, and since $a q=\lim _{m} p_{j_{l_{m}}}$, we find that the sequence $\left(p_{j_{l_{m}}}\right)_{m \geq 1}$ is constant for $m$ large enough and $a \in \mathbb{Q}$, which contradicts the assumption.

Exercise 1.9.10. Let $(X, d)$ be a metric space, and let $f: X \rightarrow \mathbb{R}$ be a function. We define for $\varepsilon>0$,

$$
C(f, \varepsilon)=\left\{x \in X, \exists \delta>0, d\left(x, x^{\prime}\right), d\left(x, x^{\prime \prime}\right)<\delta \Longrightarrow\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|<\varepsilon\right\}
$$

(1) Show that $C(f, \varepsilon)$ is open.
(2) We define $S=\{x \in X, f$ is not continuous at $x\}$. Show that $S$ is a $F_{\sigma}$ set (hint: prove that $f$ is continuous at $x$ iff $x \in \cap_{n \geq 1} C(f, 1 / n)$ ).
Answer. (1) Let $x \in C(f, \varepsilon)$ : for some positive $\delta$ and $F$ defined on $X \times X$ by $\left(x^{\prime}, x^{\prime \prime}\right) \mapsto F\left(x^{\prime}, x^{\prime \prime}\right)=f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)$, we have $F(B(x, \delta) \times B(x, \delta)) \subset[0, \varepsilon)$. Let $y \in B(x, \delta / 2)$ : then we have

$$
F(B(y, \delta / 2) \times B(y, \delta / 2)) \subset F(B(x, \delta) \times B(x, \delta)) \subset[0, \varepsilon)
$$

entailing that $B(x, \delta / 2) \in C(f, \varepsilon)$.
(2) Let $x \in S^{c}$ : then for any $n \geq 1, x \in C(f, 1 / n)$. Conversely, if the latter property holds and $\varepsilon>0$ is given, we can take $n \geq 1 / \varepsilon$ and find $\delta>0$ such that $\mid f(B(x, \delta)-f(x) \mid<1 / n \leq \varepsilon$, proving continuity at $x$. As a result

$$
S^{c}=\cap_{n \geq 1} C(f, 1 / n), \text { which is a } G_{\delta} \text { set, so that } S \text { is a } F_{\sigma} \text { set. }
$$

See [36] for more on this topic: in particular for a (non-empty) metric space $X$ without isolated points (a point $x$ in a topological space is said to be isolated if the singleton $\{x\}$ is open) and a given $F_{\sigma}$ set $S$, there exists a function $f: X \rightarrow \mathbb{R}$ such that the points of discontinuity of $f$ are exactly $S$.

## Measure theory

Exercise 1.9.11. Let $(X, \mathcal{M})$ be a measurable space and let $f, g: X \rightarrow \overline{\mathbb{R}}$ be measurable mappings. Show that the following sets belong to $\mathcal{M}$.

$$
\begin{aligned}
& A=\{x \in X, f(x) \leq g(x)\}, \\
& B=\{x \in X, f(x)<g(x)\}, \\
& C=\{x \in X, f(x)=g(x)\}
\end{aligned}
$$

Answer. The mapping $X \ni x \mapsto \Phi(x)=(f(x), g(x)) \in \overline{\mathbb{R}} \times \overline{\mathbb{R}}$ is measurable from the proof of Theorem 1.2.8. We have then $A=\Phi^{-1}(L)$ with

$$
L=\{(\alpha, \beta) \in \overline{\mathbb{R}} \times \overline{\mathbb{R}}, \alpha \leq \beta\}
$$

which is a closed subset of $\overline{\mathbb{R}} \times \overline{\mathbb{R}}$. Similarly, we have

$$
\begin{array}{rll}
M & =\{(\alpha, \beta) \in \overline{\mathbb{R}} \times \overline{\mathbb{R}}, \alpha<\beta\}, & B=\Phi^{-1}(M) \\
N & =\{(\alpha, \beta) \in \overline{\mathbb{R}} \times \overline{\mathbb{R}}, \alpha=\beta\}, & C=\Phi^{-1}(N)
\end{array}
$$

with $M$ open, $N$ closed.
Exercise 1.9.12. Let $(X, \mathcal{M})$ be a measurable space and $f_{n}: X \rightarrow \mathbb{C}$ be a sequence of measurable functions. Show that the set

$$
A=\left\{x \in X, \text { the sequence }\left(f_{n}(x)\right)_{n \in \mathbb{N}} \text { is convergent }\right\}
$$

belongs to $\mathcal{M}$.

Answer. Using the Cauchy criterion, we find

$$
\left.A=\{x \in X, \forall \epsilon \in \mathbb{Q} \cap] 0,1], \exists N, \forall n \geq N, \forall k \geq 0,\left|f_{n+k}(x)-f_{n}(x)\right| \leq \epsilon\right\}
$$

so that

$$
A=\bigcap_{\epsilon \in \mathbb{Q} \cap] 0,1]}\left\{\bigcup_{N \in \mathbb{N}}\left(\cap_{n \geq N, k \geq 0}\left\{x \in X,\left|f_{n+k}(x)-f_{n}(x)\right| \leq \epsilon\right\}\right)\right\}
$$

Since the $f_{n}$ are measurable, the set $\left\{x \in X,\left|f_{n+k}(x)-f_{n}(x)\right| \leq \epsilon\right\}$ belongs to $\mathcal{M}$ (cf. Theorem 1.2.7). As a countable intersection of countable union of countable intersection of elements of $\mathcal{M}, A$ belongs to $\mathcal{M}$.

Exercise 1.9.13. Let $(X, \mathcal{M})$ be a measurable space and let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{R}$. Show that the following sets are measurable:

$$
A=\left\{x \in X, \lim _{n \rightarrow+\infty} u_{n}(x)=+\infty\right\}, B=\left\{x \in X,\left(u_{n}(x)\right)_{n \in \mathbb{N}} \text { is bounded }\right\}
$$

Answer. We have $A=\left\{x \in X, \forall m \in \mathbb{N}, \exists N \in \mathbb{N}, \forall n \geq N, u_{n}(x) \geq m\right\}$, so that defining

$$
A_{n, m}=\left\{x \in X, u_{n}(x) \geq m\right\}
$$

we find $A=\cap_{m \in \mathbb{N}}\left(\cup_{N \in \mathbb{N}}\left(\cap_{n \geq N} A_{n, m}\right)\right)$ which is measurable as every $A_{n, m}$ is. Similarly, we have

$$
B=\left\{x \in X, \exists m \in \mathbb{N}, \forall n \in \mathbb{N},\left|u_{n}(x)\right| \leq m\right\}=\cup_{m \in \mathbb{N}}\left(\cap_{n \in \mathbb{N}} B_{n, m}\right)
$$

with $B_{n, m}=\left\{x \in X,\left|u_{n}(x)\right| \leq m\right\}$.
Exercise 1.9.14. Let $X, Y$ be topological spaces, with $X$ a Hausdorff space, and let $f: X \rightarrow Y$ be continuous outside of a countable set $D$. Show that $f$ is measurable ( $X, Y$ are equipped with their Borel $\sigma$-algebra).
Answer. The mapping $F: X \backslash D \rightarrow Y$ defined by $F(x)=f(x)$ is continuous: let $x \in X \backslash D$. Since $f$ is continuous at $x$, for every neighborhood $W$ of $f(x)$, there exists a neighborhood $V$ of $x$, such that $f(V) \subset W$; thus $F\left(V \cap D^{c}\right)=f\left(V \cap D^{c}\right) \subset$ $W$ and $F$ is continuous at $x$ (see Lemma 1.2.4). Let $V$ be an open set of $Y$. We have

$$
\begin{aligned}
f^{-1}(V) & =\{x \in X, f(x) \in V\}=\{x \in X \backslash D, f(x) \in V\} \cup\left(f^{-1}(V) \cap D\right) \\
& =F^{-1}(V) \cup\left(f^{-1}(V) \cap D\right)=(U \cap(X \backslash D)) \cup\left(f^{-1}(V) \cap D\right),
\end{aligned}
$$

where $U$ is an open subset of $X$. Since $X$ is a Hausdorff space, singletons $\{x\}$ are closed: the complement $\{x\}^{c}$ is open since if $x^{\prime} \in X, x^{\prime} \neq x$, there exist neighborhoods $V^{\prime} \in \mathscr{V}_{x^{\prime}}, V \in \mathscr{V}_{x}$ with $V \cap V^{\prime}=\emptyset$ and thus $V^{\prime} \subset\{x\}^{c}$ which is
thus a neighborhood of $x^{\prime}$. As a result, the set $D$ is measurable as a countable union of points and $U \cap D^{c}$ is measurable. Moreover $f^{-1}(V) \cap D$ is countable thus measurable. Finally, $f^{-1}(V)$ is measurable and Lemma 1.1.4 proves that $f$ is measurable.

Exercise 1.9.15. Let $X$ be a non-empty set and $\mathcal{M}$ be the $\sigma$-algebra generated by the singletons $\{x\}$ where $x \in X$.
(1) Show that $A \in \mathcal{M}$ iff $A$ or $A^{c}$ is countable.
(2) We assume that $X$ is not countable and we define for $A \in \mathcal{M}$

$$
\mu(A)= \begin{cases}0 & \text { when } A \text { is countable } \\ 1 & \text { when } A \text { is not countable }\end{cases}
$$

Show that $\mu$ is a positive measure defined on $\mathcal{M}$.
Answer. (1) If $A$ is a countable subset of $X, A$ is a countable union of singletons and thus belongs to $\mathcal{M}$. Since $\mathcal{M}$ is also stable by complementation, we find as well that $A^{c}$ countable implies $A \in \mathcal{M}$. We define

$$
\mathcal{N}=\left\{A \subset X, A \text { or } A^{c} \text { is countable }\right\}
$$

We have proven $\mathcal{N} \subset \mathcal{M}$, and we see that $\mathcal{N}$ is stable by complementation, contains $X$ and all singletons. Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{N}$. If all $A_{n}$ are countable, then $\cup_{n \in \mathbb{N}} A_{n}$ is countable and thus belongs to $\mathcal{N}$. If there exists $k \in \mathbb{N}$ such that $A_{k}$ is not countable, then $A_{k}^{c}$ is countable and since

$$
\left(\cup_{n \in \mathbb{N}} A_{n}\right)^{c}=\cap_{n \in \mathbb{N}} A_{n}^{c} \subset A_{k}^{c}
$$

we find that $\left(\cup_{n \in \mathbb{N}} A_{n}\right)^{c}$ is countable, entailing $\cup_{n \in \mathbb{N}} A_{n} \in \mathcal{N}$. The set $\mathcal{N}$ is thus a $\sigma$-algebra which contains all singletons, so that $\mathcal{M} \subset \mathcal{N}$ and eventually $\mathcal{M}=\mathcal{N}$, proving (1).
(2) We have $\mu(\emptyset)=0$; let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a pairwise disjoint sequence of $\mathcal{M}$. If all $A_{n}$ are countable, then $\cup_{n \in \mathbb{N}} A_{n}$ is countable and

$$
\mu\left(\cup_{n \in \mathbb{N}} A_{n}\right)=0=\sum_{n \in \mathbb{N}} \mu\left(A_{n}\right)
$$

If there exists $k \in \mathbb{N}$ such that $A_{k}$ is not countable, then $A_{k}^{c}$ is countable and $\cup_{n \in \mathbb{N}} A_{n}$ is not countable. Since

$$
A_{k}^{c} \supset \cup_{n \neq k} A_{n}
$$

we get that for $n \neq k, A_{n}$ is countable, thus $\mu\left(A_{n}\right)=0$. As a result, we have

$$
\mu\left(\cup_{n \in \mathbb{N}} A_{n}\right)=1=\mu\left(A_{k}\right)=\mu\left(A_{k}\right)+\sum_{n \in \mathbb{N}, n \neq k} \mu\left(A_{n}\right)=\sum_{n \in \mathbb{N}} \mu\left(A_{n}\right)
$$

Exercise 1.9.16. Let $(X, \mathcal{M})$ be a measurable space and $f: X \rightarrow \mathbb{C}$ be a measurable function. Prove that there exists a measurable function $\alpha: X \rightarrow \mathbb{C}$ satisfying $|\alpha| \equiv 1$, such that $f=\alpha|f|$.

Answer. Since $f$ is measurable, $E=f^{-1}(\{0\}) \in \mathcal{M}$ and $\mathbf{1}_{E}$ is measurable. Noticing that $f(x)+\mathbf{1}_{E}(x)$ is always different from 0 , ( 1 for $x \in E, f(x) \neq 0$ otherwise), we set

$$
\alpha(x)=\frac{f(x)+\mathbf{1}_{E}(x)}{\left|f(x)+\mathbf{1}_{E}(x)\right|}
$$

so that $\alpha$ is measurable as a composition of measurable functions:
measurable continuous

$$
\begin{array}{ccccc}
X & \rightarrow & \mathbb{C}^{*} & \rightarrow & \mathbb{S}^{1} \\
x & \mapsto & f(x)+\mathbf{1}_{E}(x)=t & \mapsto & t /|t|
\end{array}
$$

and $f(x)+\mathbf{1}_{E}(x)=\alpha(x)\left|f(x)+\mathbf{1}_{E}(x)\right|$, so that for $x \notin E, f(x)=\alpha(x)|f(x)|$ and for $x \in E, f(x)=0=\alpha(x)|f(x)|$.

Exercise 1.9.17. Let $(X, \mathcal{M}, \mu)$ be a probability space (measurable space where $\mu$ is a positive measure such that $\mu(X)=1)$. Defining $\mathcal{T}=\{A \in \mathcal{M}, \mu(A)=$ 0 or $\mu(A)=1\}$, show that $\mathcal{T}$ is a $\sigma$-algebra on $X$.

Answer. If $A \in \mathcal{T}$, then $A^{c} \in \mathcal{M}$, since $\mu\left(A^{c}\right)+\mu(A)=\mu(X)=1$, so that $\mu\left(A^{c}\right)=1-\mu(A) \in\{0,1\}$. If $A_{n} \in \mathcal{T}, n \in \mathbb{N}, A=\cup_{n \in \mathbb{N}} A_{n} \in \mathcal{M}$ and if for all $n, \mu\left(A_{n}\right)=0$, then $\mu(A)=0$. If there exists $n_{0}$ such that $\mu\left(A_{n_{0}}\right)=1$, then $1=\mu\left(A_{n_{0}}\right) \leq \mu(A) \leq \mu(X)=1$, so that $\mu(A)=1$. Moreover $X \in \mathcal{T}$ since $\mu(X)=1$.

Exercise 1.9.18. Let $(X, \mathcal{M})$ be a measurable space and let $\left(\mu_{j}\right)_{j \in \mathbb{N}}$ be a sequence of positive measures defined on $\mathcal{M}$ such that $\forall A \in \mathcal{M}, \forall j \in \mathbb{N}, \mu_{j}(A) \leq \mu_{j+1}(A)$. For $A \in \mathcal{M}$, we set $\mu(A)=\sup _{j \in \mathbb{N}} \mu_{j}(A)$.
(1) Show that $\mu$ is a positive measure defined on $\mathcal{M}$.
(2) Let $f: X \longrightarrow \overline{\mathbb{R}}_{+}$be a measurable function. Show that

$$
\int_{X} f d \mu=\sup _{j \in \mathbb{N}} \int_{X} f d \mu_{j} \quad \text { (hint: start with simple functions). }
$$

(3) Let $j \in \mathbb{N}$ and let $\nu_{j}$ be defined on $\mathcal{P}(\mathbb{N})$ by

$$
\nu_{j}(A)=\operatorname{card}(A \cap[j,+\infty[)
$$

(card $E$ as usual whenever $E$ is finite, card $E=+\infty$ for $E$ infinite). Show that for all $j \in \mathbb{N},\left(\mathbb{N}, \mathcal{P}(\mathbb{N}), \nu_{j}\right)$ is a measure space. Show that

$$
\forall A \subset \mathbb{N}, \quad \nu_{j}(A) \geq \nu_{j+1}(A)
$$

Defining $\nu(A)=\inf _{j \in \mathbb{N}} \nu_{j}(A)$, show that $\nu(\mathbb{N})=+\infty$ and for all $k \in \mathbb{N}$, $\nu(\{k\})=0$. Show that $(\mathbb{N}, \mathcal{P}(\mathbb{N}), \nu)$ is not a measure space.

Answer. (1) Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a pairwise disjoint sequence of $\mathcal{M}$. We check

$$
\mu\left(\cup_{n \in \mathbb{N}} A_{n}\right)=\sup _{j \in \mathbb{N}} \mu_{j}\left(\cup_{n \in \mathbb{N}} A_{n}\right)=\sup _{j \in \mathbb{N}}\left\{\sum_{n \in \mathbb{N}} \mu_{j}\left(A_{n}\right)\right\}
$$

We consider the measure space $(\mathbb{N}, \mathcal{P}(\mathbb{N}), \lambda)$, where $\lambda$ is the counting measure on $\mathbb{N}(\lambda(A)=\operatorname{Card} A$ for $A$ finite and $\lambda(A)=+\infty$ for $A$ infinite). We find with $f_{j}(n)=\mu_{j}\left(A_{n}\right)$ that $0 \leq f_{j} \leq f_{j+1}\left(\right.$ since $\left.\mu_{j}(A) \leq \mu_{j+1}(A)\right)$, so that Beppo Levi's Theorem 1.6.1 implies

$$
\sup _{j \in \mathbb{N}} \int_{\mathbb{N}} f_{j} d \lambda=\int_{\mathbb{N}}\left(\sup _{j \in \mathbb{N}} f_{j}\right) d \lambda
$$

i.e., $\sup _{j \in \mathbb{N}}\left\{\sum_{n \in \mathbb{N}} \mu_{j}\left(A_{n}\right)\right\}=\sum_{n \in \mathbb{N}} \sup _{j \in \mathbb{N}}\left\{\mu_{j}\left(A_{n}\right)\right\}=\sum_{n \in \mathbb{N}} \mu\left(A_{n}\right)$, providing $\sigma$-additivity for $\mu$ on $\mathcal{M}$. Moreover we have $\mu(\emptyset)=0$.
(2) For a simple function $s=\sum_{1 \leq k \leq m} \alpha_{k} \mathbf{1}_{A_{k}}$ with $A_{k} \in \mathcal{M}$ and $\alpha_{k}>0$, using the fact that the sequences $\left(\mu_{j}\left(A_{k}\right)\right)_{j \in \mathbb{N}}$ are increasing, we have

$$
\begin{aligned}
\int_{X} s d \mu & =\sum_{1 \leq k \leq m} \alpha_{k} \mu\left(A_{k}\right)=\sum_{1 \leq k \leq m} \alpha_{k} \sup _{j \in \mathbb{N}}\left(\mu_{j}\left(A_{k}\right)\right)=\sum_{1 \leq k \leq m} \alpha_{k} \lim _{j \rightarrow \infty} \mu_{j}\left(A_{k}\right) \\
& =\lim _{j \rightarrow \infty}\left[\sum_{1 \leq k \leq m} \alpha_{k} \mu_{j}\left(A_{k}\right)\right]=\sup _{j \in \mathbb{N}}\left[\sum_{1 \leq k \leq m} \alpha_{k} \mu_{j}\left(A_{k}\right)\right]=\sup _{j \in \mathbb{N}} \int_{X} s d \mu_{j}
\end{aligned}
$$

Moreover, for $f: X \longrightarrow \overline{\mathbb{R}}_{+}$a measurable function, we can find an increasing sequence $\left(s_{k}\right)$ of simple functions converging pointwise to $f$. Theorem 1.6.1 and the previous result imply

$$
\begin{equation*}
\int_{X} f d \mu=\sup _{k \in \mathbb{N}} \int_{X} s_{k} d \mu=\sup _{k \in \mathbb{N}}\left(\sup _{j \in \mathbb{N}} \int_{X} s_{k} d \mu_{j}\right) . \tag{*}
\end{equation*}
$$

Moreover, if $\left(a_{j k}\right)_{j, k \in \mathbb{N}}$ is a double sequence in $\overline{\mathbb{R}}$, for all $l, m \in \mathbb{N}$, we have

$$
\alpha=\sup _{j \in \mathbb{N}}\left(\sup _{k \in \mathbb{N}} a_{j k}\right) \geq \sup _{k \in \mathbb{N}} a_{l k} \geq a_{l m} \Longrightarrow \sup _{l \in \mathbb{N}} a_{l m} \leq \alpha \Longrightarrow \sup _{m \in \mathbb{N}}\left(\sup _{l \in \mathbb{N}} a_{l m}\right) \leq \alpha
$$

so that, exchanging the indices in the previous line,

$$
\begin{equation*}
\sup _{j \in \mathbb{N}}\left(\sup _{k \in \mathbb{N}} a_{j k}\right)=\sup _{k \in \mathbb{N}}\left(\sup _{j \in \mathbb{N}} a_{j k}\right) \tag{**}
\end{equation*}
$$

As a result, from $(*)$ and $(* *)$, we get

$$
\int_{X} f d \mu=\sup _{j \in \mathbb{N}}\left(\sup _{k \in \mathbb{N}} \int_{X} s_{k} d \mu_{j}\right)=\sup _{j \in \mathbb{N}}\left(\int_{X} f d \mu_{j}\right)
$$

where the second equality follows from Theorem 1.6.1.
(3) With $\lambda$ the counting measure on $\mathbb{N}, \nu_{j}$ is a the measure with density $\mathbf{1}_{[j,+\infty}[$ with respect to $\lambda$ and we use the notation $\nu_{j}=\mathbf{1}_{[j,+\infty}[\lambda$. Since $[j,+\infty[\supset[j+$ $1,+\infty\left[\right.$, we have $\mathbf{1}_{[j,+\infty[ } \geq \mathbf{1}_{[j+1,+\infty[ }$ and thus $\nu_{j}(A) \geq \nu_{j+1}(A)$ for all $A \subset \mathbb{N}$. As $\nu(A)=\inf _{j \in \mathbb{N}} \nu_{j}(A)$, and $\nu_{j}(\mathbb{N})=+\infty$, we obtain $\nu(\mathbb{N})=+\infty$. Moreover for all $k \in \mathbb{N}, \nu(\{k\})=\inf _{j \in \mathbb{N}} \nu_{j}(\{k\})=0$, since $\nu_{j}(\{k\})=\lambda(\{k\} \cap[j,+\infty[)=0$ if $j>k$. Thus $\nu$ is not a measure on $\mathbb{N}$ since $+\infty=\nu(\mathbb{N})>\sum_{k \in \mathbb{N}} \nu(\{k\})=0$.

Exercise 1.9.19 (Inclusion-exclusion principle, sieve formula). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure such that $\mu(X)<+\infty$. Let $\left\{A_{j}\right\}_{1 \leq j \leq n}$ be a finite set of elements of $\mathcal{M}$. Prove that

$$
\begin{equation*}
\mu\left(\cup_{1 \leq j \leq n} A_{j}\right)=\sum_{1 \leq k \leq n}(-1)^{k+1}\left\{\sum_{\substack{J \subset\{1, \ldots, n\} \\ \operatorname{card} J=k}} \mu\left(\cap_{j \in J} A_{j}\right)\right\} \tag{1.9.2}
\end{equation*}
$$

(Hint: write and prove the formula for $n=2,3$, then apply induction on $n$.)
Answer. For $n=2, A_{1} \cup A_{2}$ is equal to the pairwise disjoint union

$$
\left(A_{1} \backslash\left(A_{1} \cap A_{2}\right)\right) \cup\left(A_{2} \backslash\left(A_{1} \cap A_{2}\right)\right) \cup\left(A_{1} \cap A_{2}\right)
$$

so that $\mu\left(A_{1} \cup A_{2}\right)=\mu\left(A_{1}\right)-\mu\left(A_{1} \cap A_{2}\right)+\mu\left(A_{2}\right)-\mu\left(A_{1} \cap A_{2}\right)+\mu\left(A_{1} \cap A_{2}\right)=$ $\mu\left(A_{1}\right)+\mu\left(A_{2}\right)-\mu\left(A_{1} \cap A_{2}\right)$, which is the sought formula. Let us assume that the formula is true for some $n \geq 2$ and let us prove it for $n+1$. Applying the formula for $n=2$, we find

$$
\mu\left(\cup_{1 \leq j \leq n+1} A_{j}\right)=\mu\left(\cup_{1 \leq j \leq n} A_{j}\right)+\mu\left(A_{n+1}\right)-\mu\left(\cup_{1 \leq j \leq n}\left(A_{j} \cap A_{n+1}\right)\right)
$$

so that applying twice the formula for $n$ we get

$$
\begin{aligned}
\mu\left(\cup_{1 \leq j \leq n+1} A_{j}\right)= & \mu\left(A_{n+1}\right)+\sum_{1 \leq k \leq n}(-1)^{k+1}\left\{\sum_{\substack{J \subset\{1, \ldots, n\} \\
\text { card } J=k}} \mu\left(\cap_{j \in J} A_{j}\right)\right\} \\
& +\sum_{1 \leq k \leq n}(-1)^{k}\left\{\sum_{\substack{J \subset\{1, \ldots, n\} \\
\operatorname{card} J=k}} \mu\left(A_{n+1} \cap_{j \in J} A_{j}\right)\right\} \\
= & \sum_{1 \leq l \leq n}(-1)^{l+1}\left\{\sum_{\substack{L \subset\{1, \ldots, n, n+1\} \\
\operatorname{card} L=l, n+1 \notin L}} \mu\left(\cap_{j \in L} A_{j}\right)\right\} \\
& +\sum_{2 \leq l \leq n+1}(-1)^{l+1}\left\{\sum_{\substack{L \subset\{1, \ldots, n, n+1\} \\
\operatorname{card} L=l, n+1 \in L}} \mu\left(\cap_{j \in L} A_{j}\right)\right\}+\mu\left(A_{n+1}\right) \\
= & \sum_{1 \leq l \leq n+1}(-1)^{l+1}\left\{\sum_{\substack{L \subset\{1, \ldots, n, n+1\} \\
\operatorname{card} L=l}} \mu\left(\cap_{j \in L} A_{j}\right)\right\}
\end{aligned}
$$

$N . B$. It is possible to avoid the assumption $\mu(X)<+\infty$ and write (1.9.2) as an equality between non-negative quantities, displaying the odd (resp. even) $k$ on the rhs (resp. lhs).

Exercise 1.9.20. Let $X$ be a finite set with $N$ elements.
(1) Find the number $d(N)$ of permutations $\sigma$ of $X$ (bijections from $X$ onto $X$ ) without fixed points $(\forall x \in X, \sigma(x) \neq x)$. Find an equivalent of $d(N)$ when $N$ tends to infinity.
(2) Let $Y$ be a finite set with $p$ elements. Find the number of surjections from $X$ onto $Y$.

Answer. (1) Let $d(N)$ be the sought number. The total number of permutations of $X$ is $N$ !. The number of permutations of $X$ with exactly $N-2$ fixed points is $d(2) C_{N}^{2}=C_{N}^{2}$. The number of permutations of $X$ with exactly $N-3$ fixed points is $d(3) C_{N}^{3}$, so that

$$
N!=\sum_{0 \leq k \leq N} d(k) C_{N}^{k}, \quad \sum_{0 \leq k \leq N} \frac{d(k)}{k!} \frac{1}{(N-k)!}=1, \quad \widetilde{d} * f=u
$$

with $\widetilde{d}=(d(k) / k!)_{k \in \mathbb{N}}, f=(1 / k!)_{k \in \mathbb{N}}, u=\left(u_{k}=1\right)_{k \in \mathbb{N}}$. With $g=\left(x^{k} / k!\right)_{k \in \mathbb{N}}$, we get

$$
(f * g)(k)=\sum_{0 \leq j \leq k} \frac{1}{(k-j)!} \frac{x^{j}}{j!}=(1+x)^{k} / k!
$$

and thus $\widetilde{d} * f * g=u * g$, i.e.,

$$
\sum_{0 \leq j \leq N} \frac{d(j)}{j!} \frac{(1+x)^{N-j}}{(N-j)!}=\sum_{0 \leq j \leq N} \frac{x^{j}}{j!}
$$

so that for $x=-1$ and $N \geq 1$,

$$
\begin{equation*}
d(N)=\sum_{0 \leq j \leq N} \frac{(-1)^{j} N!}{j!}=N!\left(\sum_{0 \leq j \leq N} \frac{(-1)^{j}}{j!}\right) \underset{N \rightarrow+\infty}{\sim} \frac{N!}{e} . \tag{1.9.3}
\end{equation*}
$$

(2) Let $S(N, p)$ be the sought number. We have the following partition of $Y^{X}$ (the set of all mappings from $X$ into $Y$ )

$$
Y^{X}=\sqcup_{1 \leq k \leq p}\left\{\phi \in Y^{X}, \operatorname{card} \phi(X)=k\right\}
$$

so that $p^{N}=\sum_{1 \leq k \leq p} S(N, k) C_{p}^{k}$, i.e., $\frac{p^{N}}{p!}=\sum_{1 \leq k \leq p} \frac{S(N, k)}{k!} \frac{1}{(p-k)!}$. Following the same calculations as above (with $p$ replacing $N$ and $N$ fixed), we find

$$
\left(\frac{p^{N}}{p!}\right)_{p \geq 1}=\left(\frac{S(N, p)}{p!}\right)_{p \geq 1} *\left(f_{q}\right)_{q \geq 1}
$$

so that $\sum_{1 \leq j \leq p} \frac{j^{N}}{j!} \frac{x^{p-j}}{(p-j)!}=\sum_{1 \leq j \leq p} \frac{S(N, j)}{j!} \frac{(1+x)^{p-j}}{(p-j)!}$, and for $x=-1$,

$$
S(N, p)=p!\sum_{1 \leq j \leq p} \frac{j^{N}}{j!} \frac{(-1)^{p-j}}{(p-j)!}=\sum_{1 \leq j \leq p} C_{p}^{j} j^{N}(-1)^{p-j}
$$

Notice that $S(N, 1)=1, S(N, 2)=2^{N}-2$,

$$
\begin{equation*}
S(N, p)=p^{N} \sum_{1 \leq j \leq p} C_{p}^{j}\left(\frac{j}{p}\right)^{N}(-1)^{p-j} \tag{1.9.4}
\end{equation*}
$$

It is a consequence of that formula that for $0 \leq N<p, S(N, p)=0$ : it is also a fact that can be verified directly as follows. We have in that case

$$
\left(\frac{d}{d x}\right)^{N}\left\{(1+x)^{p}\right\}=\frac{(1+x)^{p-N}}{(p-N)!}=\sum_{N \leq j \leq p} C_{p}^{j} \frac{j!}{(j-N)!} x^{j-N}
$$

and for $x=-1$, we get $0=\sum_{N \leq j \leq p}(-1)^{j} C_{p}^{j} j(j-1) \ldots(j-N+1)$, i.e.,

$$
\sum_{0 \leq j \leq p} C_{p}^{j}(-1)^{j}=0, \quad \sum_{0 \leq j \leq p} C_{p}^{j}(-1)^{j} j=0, \quad \sum_{0 \leq j \leq p} C_{p}^{j}(-1)^{j} j(j-1)=0
$$

implying that $\sum_{0 \leq j \leq p} C_{p}^{j}(-1)^{j} j^{2}=0$, and the other equalities $S(N, p)=0$ for $0 \leq N<p$ follow by limited induction on $N$.

We have used the standard definition for the binomial coefficient,

$$
\begin{align*}
& C_{n}^{p}=\operatorname{card}\{A \subset\{1, \ldots, n\}, \text { card } A=p\}  \tag{1.9.5}\\
& C_{n}^{p}=\frac{n!}{(n-p)!p!} \quad \text { for } 0 \leq p \leq n, C_{n}^{p}=0 \quad \text { otherwise } \tag{1.9.6}
\end{align*}
$$

We have the classical formulas, easily proven by induction on $n$,

$$
\begin{align*}
\left(x_{1}+x_{2}\right)^{n} & =\sum_{0 \leq p \leq n} C_{n}^{p} x_{1}^{p} x_{2}^{n-p}, \quad \frac{\left(x_{1}+x_{2}\right)^{n}}{n!}=\sum_{p_{1}+p_{2}=n} \frac{x_{1}^{p_{1}}}{p_{1}!} \frac{x_{2}^{p_{2}}}{p_{2}!},  \tag{1.9.7}\\
\frac{1}{n!}\left(x_{1}+\cdots+x_{k}\right)^{n} & =\sum_{p_{1}+\cdots+p_{k}=n} \frac{x_{1}^{p_{1}}}{p_{1}!} \cdots \frac{x_{k}^{p_{k}}}{p_{k}!}  \tag{1.9.8}\\
\frac{1}{n!}\left(x_{1}+\cdots+x_{k}\right)^{n} & =\sum_{\substack{|\alpha|=n \\
\alpha \in \mathbb{N}^{k}}} \frac{x^{\alpha}}{\alpha!}, \quad x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{k}^{\alpha_{k}}, \tag{1.9.9}
\end{align*}
$$

where for $\mathbb{N}^{k} \ni \alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right), \alpha!=\alpha_{1}!\ldots \alpha_{k}!,|\alpha|=\alpha_{1}+\cdots+\alpha_{k}$.
Note also the immediate consequence of (1.9.5)

$$
\begin{equation*}
C_{n+1}^{p}=C_{n}^{p}+C_{n}^{p-1} \tag{1.9.10}
\end{equation*}
$$

which implies $C_{n+1}^{q+1}=C_{n}^{q+1}+C_{n}^{q}=C_{n-1}^{q+1}+C_{n-1}^{q}+C_{n}^{q}=C_{n-2}^{q+1}+C_{n-2}^{q}+C_{n-1}^{q}+C_{n}^{q}$ and thus inductively on $n, \sum_{q \leq k \leq n} C_{k}^{q}=C_{n+1}^{q+1}$. Also we have for $n \geq p \geq 1$,

$$
\begin{equation*}
\operatorname{card}\left\{\left(j_{k}\right)_{1 \leq k \leq p} \in\{1, \ldots, n\}^{p}, \text { s.t. } j_{1} \leq j_{2} \leq \cdots \leq j_{p}\right\}=C_{n+p-1}^{p} \tag{1.9.11}
\end{equation*}
$$

since an increasing sequence $\left(j_{k}\right)_{1 \leq k \leq p}$ of $g\{1, \ldots, n\}$ can be identified with the strictly increasing sequence $\left(j_{k}+k-1\right)_{1 \leq k \leq p}$ of $\{1, \ldots, n+p-1\}$, that is to a subset with $p$ elements of the latter. Moreover

$$
\begin{equation*}
\operatorname{card}\left\{\alpha \in \mathbb{N}^{d},|\alpha|=l\right\}=C_{l+d-1}^{d-1} \tag{1.9.12}
\end{equation*}
$$

since defining $\beta_{1}=\alpha_{1}+1, \beta_{2}=\alpha_{1}+\alpha_{2}+2, \ldots, \beta_{d-1}=\sum_{1 \leq j \leq d-1} \alpha_{j}+d-1$, we identify $\left\{\alpha \in \mathbb{N}^{d},|\alpha|=l\right\}$ with the set of strictly increasing sequences $\left(\beta_{j}\right)_{1 \leq j \leq d-1}$ valued in $\{1, \ldots, l+d-1\}$, whose cardinal is $C_{l+d-1}^{d-1}$.

## Exercise 1.9.21.

(1) Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f$ : $X \rightarrow \overline{\mathbb{R}}$ be a measurable function. Prove the Chebyshev inequality:

$$
\begin{equation*}
\forall t>0, \quad \mu(\{x \in X,|f(x)| \geq t\}) \leq t^{-2} \int_{X}|f|^{2} d \mu \tag{1.9.13}
\end{equation*}
$$

(2) Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space and $X: \Omega \longrightarrow \mathbb{R}$ be a random variable (i.e., a measurable mapping) such that $\int_{\Omega}|X|^{2} d \mathbb{P}<+\infty$. Show that $\int_{\Omega}|X| d \mathbb{P}<+\infty$ and defining the expectation $E(X)$ and the variance $\sigma(X)^{2}$ of $X$ as

$$
\begin{equation*}
E(X)=\int_{\Omega} X d \mathbb{P}, \quad \sigma(X)^{2}=\int_{\Omega}|X-E(X)|^{2} d \mathbb{P} \tag{1.9.14}
\end{equation*}
$$

prove the Bienaymé-Chebyshev inequality: for $a>0$,

$$
\begin{equation*}
\mathbb{P}(|X-E(X)| \geq a) \leq \frac{\sigma(X)^{2}}{a^{2}} \tag{1.9.15}
\end{equation*}
$$

(3) Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space and $X_{j}: \Omega \longrightarrow \mathbb{R}$ be a sequence of random variables $(j \geq 1$ integer $)$ such that for each $j, \int_{\Omega}\left|X_{j}\right|^{2} d \mathbb{P}<+\infty$. Let us assume that there exist $m, s \in \mathbb{R}$ such that

$$
\forall j \geq 1, E\left(X_{j}\right)=m \quad \text { and } \quad \forall j, k \geq 1, \int_{\Omega}\left(X_{j}-m\right)\left(X_{k}-m\right) d \mathbb{P}=\delta_{j, k} s^{2}
$$

Defining $Y_{n}=\frac{1}{n} \sum_{1 \leq j \leq n} X_{j}$, prove that $Y_{n}$ converges in probability to $m$, i.e.,

$$
\begin{equation*}
\forall \varepsilon>0, \quad \mathbb{P}\left(\left|Y_{n}-m\right| \geq \varepsilon\right)=0 \tag{1.9.16}
\end{equation*}
$$

Answer. (1) We have for $t>0$,
$\mu(\{x \in X,|f(x)| \geq t\})=\int_{X} \mathbf{1}_{\{|f| \geq t\}} d \mu \leq \int_{X} \mathbf{1}_{\{|f| \geq t\}} t^{-2}|f|^{2} d \mu \leq t^{-2} \int_{X}|f|^{2} d \mu$.
(2) We have $\int_{\Omega}|X| d \mathbb{P}=\int_{|X| \leq 1}|X| d \mathbb{P}+\int_{|X|>1}|X| d \mathbb{P} \leq 1+\int_{|X|>1}|X|^{2} d \mathbb{P}<+\infty$. Applying the first question to the function $X-E(X)$ with $t=b \sigma(X)$, assuming $\sigma(X)>0, b>0$, we get

$$
\mathbb{P}(|X-E(X)| \geq b \sigma(X)) \leq \frac{1}{b^{2} \sigma(X)^{2}} \int_{\Omega}|X-E(X)|^{2} d \mathbb{P}=b^{-2}
$$

If $\sigma(X)=0$, we find $X \equiv E(X)$ and for $a>0$, the result (1.9.15) is obvious. We may note

$$
\begin{align*}
\int_{\Omega}|X-E(X)|^{2} d \mathbb{P} & =\int_{\Omega}|X|^{2} d \mathbb{P}+\int_{\Omega}|E(X)|^{2} d \mathbb{P}-2 \int_{\Omega} X E(X) d \mathbb{P}  \tag{1.9.17}\\
& =\int_{\Omega}|X|^{2} d \mathbb{P}-|E(X)|^{2}
\end{align*}
$$

(3) We find $E\left(Y_{n}\right)=m$ and thus for $\varepsilon>0$, from the Bienaymé-Chebyschev inequality, we get

$$
\mathbb{P}\left(\left|Y_{n}-m\right| \geq \varepsilon\right) \leq \frac{\sigma\left(Y_{n}\right)^{2}}{\varepsilon^{2}}
$$

We calculate $\sigma\left(Y_{n}\right)^{2}=\int_{\Omega}\left|Y_{n}-m\right|^{2} d \mathbb{P}=n^{-2} \sum_{1 \leq j, k \leq n} \int_{\Omega}\left(X_{j}-m\right)\left(X_{k}-m\right) d \mathbb{P}$ and our assumption gives $\sigma\left(Y_{n}\right)^{2}=n^{-2} n s^{2}$, so that $\mathbb{P}\left(\left|Y_{n}-m\right| \geq \varepsilon\right) \leq \frac{s^{2}}{n \varepsilon^{2}}$, proving the sought convergence.

Exercise 1.9.22. For $k$, $n$ positive integers, we define $a_{k, n}=\delta_{k, n}\left((-1)^{n}+2\right)$. Show that, for each $k, \lim _{n} a_{k, n}=0, a_{k, n} \geq 0,\left|\sum_{k} a_{k, n}\right| \leq 3$. Prove that the sequence $\left(\sum_{k \geq 1} a_{k, n}\right)_{n \geq 1}$ does not have a limit. Check that the domination assumption in Lebesgue dominated convergence Theorem 1.7.5 is violated.

Answer. The first limit is obvious and we have also for $n \geq 1$,

$$
\sum_{k \geq 1} a_{k, n}=(-1)^{n}+2, \quad \text { a divergent sequence. }
$$

Of course the assumption of domination in the Lebesgue dominated convergence theorem is not satisfied since $\sup _{n} a_{k, n}=(-1)^{k}+2$, a non-summable sequence. As a result for the measure space $(X, \mathcal{M}, \mu)=\left(\mathbb{N}^{*}, \mathcal{P}\left(\mathbb{N}^{*}\right)\right.$, counting measure $)$, it is possible to find a sequence $\left(f_{n}\right)_{n \geq 1}$ of non-negative bounded functions with bounded integrals such that for all $x \in X, \lim _{n} f_{n}(x)=0$, but so that the sequence $\left(\int_{X} f_{n} d \mu\right)_{n \geq 1}$ is divergent. This proves that the domination assumption cannot be dispensed with in general.

Exercise 1.9.23. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure.
(1) Let $f: X \longrightarrow Y$ be a mapping and let $\varphi: Y \rightarrow \overline{\mathbb{R}}_{+}$be a measurable function. Prove that

$$
\begin{equation*}
\int_{Y} \varphi d\left(f_{*}(\mu)\right)=\int_{X}(\varphi \circ f) d \mu . \tag{1.9.18}
\end{equation*}
$$

(2) Prove (1.9.18) for $\varphi \in \mathcal{L}^{1}\left(f_{*}(\mu)\right)$.
(3) Let $f: X \longrightarrow Y$ and $g: Y \longrightarrow Z$ be two mappings. Show that

$$
(g \circ f)_{*}(\mu)=g_{*}\left(f_{*}(\mu)\right)
$$

Answer. (1) That formula is satisfied for a simple function $\varphi=\sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{B_{j}}$ :

$$
\begin{aligned}
\int_{Y} \varphi d\left(f_{*}(\mu)\right)=\sum_{1 \leq j \leq m} \alpha_{j} f_{*}(\mu)\left(B_{j}\right) & =\sum_{1 \leq j \leq m} \alpha_{j} \mu\left(f^{-1}\left(B_{j}\right)\right) \\
\quad\left(\text { using } \mathbf{1}_{B_{j}} \circ f=\mathbf{1}_{f^{-1}\left(B_{j}\right)}\right) & =\sum_{1 \leq j \leq m} \alpha_{j} \int\left(\mathbf{1}_{B_{j}} \circ f\right) d \mu=\int_{X}(\varphi \circ f) d \mu
\end{aligned}
$$

Beppo Levi's theorem 1.6.1 and the approximation Theorem 1.3.3 give the result.
(2) By linearity, that formula holds as well for $\varphi \in \mathcal{L}^{1}\left(f_{*}(\mu)\right)$.
(3) Following Lemma 1.4.3, the pushforward $f_{*}(\mu)$ is defined on the $\sigma$-algebra

$$
\mathcal{N}=\left\{B \subset Y, f^{-1}(B) \in \mathcal{M}\right\}
$$

by $f_{*}(\mu)(B)=\mu\left(f^{-1}(B)\right)$. The pushforward $g_{*}\left(f_{*}(\mu)\right)$ is defined on the $\sigma$-algebra

$$
\begin{aligned}
\mathcal{T}=\left\{C \subset Z, g^{-1}(C) \in \mathcal{N}\right\} & =\left\{C \subset Z, f^{-1}\left(g^{-1}(C)\right) \in \mathcal{M}\right\} \\
& =\left\{C \subset Z,(g \circ f)^{-1}(C) \in \mathcal{M}\right\}
\end{aligned}
$$

by $g_{*}\left(f_{*}(\mu)\right)(C)=f_{*}(\mu)\left(g^{-1}(C)\right)=\mu\left(f^{-1}\left(g^{-1}(B)\right)\right)=\mu\left((g \circ f)^{-1}(C)\right)$. As a result, the measures $g_{*}\left(f_{*}(\mu)\right)$ and $(g \circ f)_{*}(\mu)$ coincide on the $\sigma$-algebra $\mathcal{T}$.

Exercise 1.9.24. Let $X$ be a Hausdorff $\sigma$-compact topological space, let $\mathcal{B}$ be the Borel $\sigma$-algebra on $X$ and let $\mu$ be a positive measure defined on $\mathcal{B}$ such that $\mu(K)<+\infty$ for $K$ compact ( $\mu$ is a Borel measure on $X$ ).
(1) Prove that the singletons are closed. We define

$$
D=\{a \in X, \mu(\{a\})>0\} .
$$

(2) Let $n, l$ be integers $\geq 1$. Assuming $X=\cup_{n \geq 1} K_{n}$, with $K_{n}$ compact, we set

$$
D_{n, l}=\left\{a \in K_{n} \text { and } \mu(\{a\}) \geq 1 / l\right\} .
$$

Show that $D_{n, l}$ is finite and $D$ is countable.
(3) For $E \in \mathcal{B}$, we define $\lambda(E)=\mu(D \cap E)$. Show that it is meaningful and that $\lambda$ is a Borel measure on $X$. Show that

$$
\lambda=\sum_{a \in D} \mu(\{a\}) \delta_{a},
$$

where $\delta_{a}$ is the Dirac mass at a (i.e., $\delta_{a}(E)=\mathbf{1}_{E}(a)$ ).
(4) Show that $\mu=\lambda+\nu$ where $\nu$ is a Borel measure on $X$ such that for all $x \in X$, $\nu(\{x\})=0$.

Answer. (1) For $x^{\prime} \notin\{x\}$, we find $V \in \mathscr{V}_{x}, V^{\prime} \in \mathscr{V}_{x^{\prime}}$ such that $V \cap V^{\prime}=\emptyset$, so that the complement of the singleton $\{x\}^{c} \supset V^{\prime}$ and is a neighborhood of each of its points, thus an open set.
(2) Let $a_{1}, \ldots, a_{m}$ be distinct in $D_{n, l}$. We have

$$
+\infty>\mu\left(K_{n}\right) \geq \mu\left(\left\{a_{1}, \ldots, a_{m}\right\}\right)=\sum_{1 \leq j \leq m} \mu\left(\left\{a_{j}\right\}\right) \geq m / l
$$

so that $m \leq \mu\left(K_{n}\right) l<+\infty$, proving finiteness for $D_{n, l}$. For $a \in D$, we may find an integer $l \geq 1$ such that $\mu(\{a\}) \geq 1 / l$. Since $a$ belongs to some $K_{n}$, we find $a \in D_{n, l}$. This implies $D \subset \cup_{n \geq 1, l \geq 1} D_{n, l}$ : Since $D_{n, l} \subset D$ we find that $D$ is a countable union of finite sets, thus is countable.
(3) The set $D$ is a Borel set as a countable union of singletons (closed sets), and with $E \in \mathcal{B}, D \cap E \in \mathcal{B}$. We may thus define $\lambda(E)=\mu(D \cap E)$. This defines a Borel measure since $\lambda(\emptyset)=\mu(\emptyset)=0$, and for $E_{n}$ a sequence of pairwise disjoint Borel sets, $K$ a compact set, we have

$$
\begin{aligned}
\lambda\left(\cup_{n \in \mathbb{N}} E_{n}\right) & =\mu\left(\cup_{n \in \mathbb{N}}\left(E_{n} \cap D\right)\right)=\sum_{n \in \mathbb{N}} \mu\left(E_{n} \cap D\right)=\sum_{n \in \mathbb{N}} \lambda\left(E_{n}\right), \\
\lambda(K) & =\mu(K \cap D) \leq \mu(K)<+\infty
\end{aligned}
$$

With $D=\left\{a_{n}\right\}_{n \in \mathbb{N}}$, we have

$$
\begin{aligned}
\lambda(E)=\mu(D \cap E) & =\mu\left(\left\{a_{n}, a_{n} \in E\right\}\right)=\sum_{n, a_{n} \in E} \mu\left(\left\{a_{n}\right\}\right) \\
& =\sum_{n \in \mathbb{N}} \mu\left(\left\{a_{n}\right\}\right) \delta_{a_{n}}(E)=\sum_{a \in D} \mu(\{a\}) \delta_{a}(E), \quad \text { q.e.d. }
\end{aligned}
$$

(4) For $E \in \mathcal{B}$, we have $\mu(E)=\mu(E \cap D)+\mu\left(E \cap D^{c}\right)=\lambda(E)+\nu(E)$, with $\nu(E)=\mu\left(E \cap D^{c}\right)$. As in question (3), we find that $\nu$ is a Borel measure. For $x \in D$, we have $\nu(\{x\})=\nu\left(\{x\} \cap D^{c}\right)=\nu(\emptyset)=0$. For $x \notin D$, we find $0=$ $\mu(\{x\})=\lambda(\{x\})+\nu(\{x\})=\nu(\{x\})$, so that for all $x$, we have $\nu(\{x\})=0$.

Exercise 1.9.25. Let $\mathcal{B}$ be the Borel $\sigma$-algebra on $\mathbb{R}$ and $\mu$ be a positive measure defined on $\mathcal{B}$, finite on the compact sets.
(1) For $a \in \mathbb{R}$, we define

$$
F_{a}(t)= \begin{cases}\mu([a, t[) & \text { for } t>a \\ -\mu([t, a[) & \text { for } t \leq a\end{cases}
$$

Show that $F_{a}$ is increasing and left-continuous.
(2) We assume that $\mu$ is a probability measure. We define the repartition function of the probability $\mu$ on $\mathbb{R}$ as

$$
F(t)=\mu((-\infty, t[)
$$

Show that $F$ is increasing, tends to 0 (resp. 1) when $t$ goes to $-\infty$ (resp. $+\infty)$, and is left-continuous.

Answer. (1) Let $s<t$ be real numbers. For $s>a$, we have $[a, s[\subset[a, t[$ and thus $F_{a}(s)=\mu\left(\left[a, s[) \leq \mu\left(\left[a, t[)=F_{a}(t)\right.\right.\right.\right.$. For $s \leq a<t$, we have $F_{a}(s)=$ $-\mu\left(\left[s, a[) \leq 0 \leq \mu\left(\left[a, t[)=F_{a}(t)\right.\right.\right.\right.$. For $s<t \leq a$, we have $[t, a[\subset[s, a[$ and thus $F_{a}(s)=-\mu\left(\left[s, a[) \leq-\mu\left(\left[t, a[)=F_{a}(t)\right.\right.\right.\right.$. The function $F_{a}$ is thus increasing.

Let $t_{0} \in \mathbb{R}$ such that $t_{0}>a$ and let $\left(t_{n}\right)_{n \geq 1}$ be an increasing sequence with limit $t_{0}$. We have

$$
\left[a, t_{0}\left[=\cup_{n \geq 1}\left[a, t_{n}[\right.\right.\right.
$$

and using Proposition 1.4.4(2), we find

$$
F_{a}\left(t_{0}\right)=\mu\left(\left[a, t_{0}[)=\lim _{n \rightarrow \infty} \mu\left(\left[a, t_{n}[)=\lim _{n \rightarrow \infty} F_{a}\left(t_{n}\right) .\right.\right.\right.\right.
$$

Let $t_{0} \in \mathbb{R}$ such that $t_{0} \leq a$ and let $\left(t_{n}\right)_{n \geq 1}$ be an increasing sequence with limit $t_{0}$. We have

$$
\left[t_{0}, a\left[=\cap_{n \geq 1}\left[t_{n}, a[\right.\right.\right.
$$

using Proposition 1.4.4(3) along with $\mu\left(\left[t_{1}, a[) \leq \mu\left(\left[t_{1}, a\right]\right)<+\infty\right.\right.$, we find

$$
F_{a}\left(t_{0}\right)=-\mu\left(\left[t_{0}, a[)=-\lim _{n \rightarrow \infty} \mu\left(\left[t_{n}, a[)=\lim _{n \rightarrow \infty} F_{a}\left(t_{n}\right)\right.\right.\right.\right.
$$

(2) $F$ is increasing since $t \mapsto(-\infty, t$ [ is increasing, and tends to 1 when $t$ goes to $+\infty$ from Proposition 1.4.4(2), tends to 0 when $t$ goes to $-\infty$ from Proposition 1.4.4(3). The left-continuity is proven as in question (1) above.

Exercise 1.9.26. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f_{n}: X \rightarrow \overline{\mathbb{R}}_{+}$be an increasing sequence of measurable functions such that $\sup _{n \in \mathbb{N}} \int_{X} f_{n} d \mu<+\infty$. Prove that $\sup _{n \in \mathbb{N}} f_{n}(x)$ is finite $\mu$-a.e. Give an analogous statement for series of measurable functions valued in $\overline{\mathbb{R}}_{+}$.

Answer. Thanks to Beppo Levi's theorem 1.6.1 we have, with $f=\sup _{n \in \mathbb{N}} f_{n}$,

$$
\int_{X} f d \mu=\sup _{n \in \mathbb{N}} \int_{X} f_{n} d \mu
$$

so that $f$ is a measurable function from $X$ into $\overline{\mathbb{R}}_{+}$such that $\int_{X} f d \mu<+\infty$. Proposition 1.7.1(4) shows that is finite $\mu$-a.e. Similarly, for a sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ of measurable functions from $X$ into $\overline{\mathbb{R}}_{+}$such that

$$
\sum_{k \geq 0} \int_{X} u_{k} d \mu<+\infty
$$

the series $\sum_{k \in \mathbb{N}} u_{k}(x)$ converges $\mu$-a.e. towards a finite limit: in fact Corollary 1.6.2 implies

$$
\int_{X}\left(\sum_{k \in \mathbb{N}} u_{k}\right) d \mu=\sum_{k \geq 0} \int_{X} u_{k} d \mu<+\infty
$$

so that the function $\sum_{k \in \mathbb{N}} u_{k}(x)$ is finite $\mu$-a.e.
Exercise 1.9.27. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f: X \rightarrow \mathbb{C}$ be a function in $\mathcal{L}^{1}(\mu)$. We assume that for all $E \in \mathcal{M}$, $\int_{E} f d \mu=0$. Show that $f$ is vanishing $\mu$-a.e.
Answer. For $E=\{x \in X, \operatorname{Re} f(x) \geq 0\}$, we find

$$
0=\operatorname{Re}\left(\int_{E} f d \mu\right)=\int_{E}(\operatorname{Re} f) d \mu \Longrightarrow \mathbf{1}_{\{\operatorname{Re} f \geq 0\}} \operatorname{Re} f=0 \quad \mu \text {-a.e. }
$$

and since we have also $\mathbf{1}_{\{\operatorname{Re} f \leq 0\}} \operatorname{Re} f=0, \mu$-a.e., we get $\operatorname{Re} f=0$, $\mu$-a.e. We prove similarly that $\operatorname{Im} f=0$, $\mu$-a.e.

Exercise 1.9.28. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a decreasing sequence of measurable functions from $X$ into $\overline{\mathbb{R}}_{+}$ converging pointwise to a function $f$.
(1) Prove that if there exists $N \in \mathbb{N}$ such that $f_{N}$ belongs to $\mathcal{L}^{1}(\mu)$, then

$$
\lim _{n} \int_{X} f_{n} d \mu=\inf _{n} \int_{X} f_{n} d \mu=\int_{X} f d \mu
$$

(2) Prove that this property does not hold if the assumption in (1) is removed.

Answer. (1) We can apply the Lebesgue dominated convergence Theorem 1.6.8, since for $n \geq N$, we have $0 \leq f_{n} \leq f_{N} \in \mathcal{L}^{1}(\mu)$.
(2) We note first that from Fatou's lemma 1.6.4, we have

$$
\int_{X} f d \mu=\int_{X} \liminf f_{n} d \mu \leq \liminf _{n} \int_{X} f_{n} d \mu=\inf _{n} \int_{X} f_{n} d \mu
$$

Let us prove that we may have $0 \leq \int_{X} f d \mu<\inf _{n} \int_{X} f_{n} d \mu$. We consider $X=\mathbb{N}$ with the counting measure $\mu$ and the (decreasing) sequence $f_{n}=\mathbf{1}_{[n,+\infty)}$. We have $f=0$ and $\int_{X} f_{n} d \mu=+\infty$ for all $n$.

Exercise 1.9.29. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure such that $\mu(X)<+\infty$. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of bounded complex-valued measurable functions converging uniformly towards a complex-valued function $f$ on $X$ :

$$
\lim _{n}\left(\sup _{x \in X}\left|f_{n}(x)-f(x)\right|\right)=0
$$

(1) Prove that each $f_{n}$ and $f$ belong to $\mathcal{L}^{1}(\mu)$ and $\lim _{n} \int_{X}\left|f_{n}-f\right| d \mu=0$.
(2) Prove that this property does not hold if the assumption $\mu(X)<+\infty$ is removed.

Answer. (1) As a pointwise limit of measurable functions, $f$ is also measurable. We have also

$$
\begin{aligned}
\int_{X}\left|f_{n}(x)-f(x)\right| d \mu(x) \leq \int_{X} \sup _{x \in X}\left|f_{n}(x)-f(x)\right| & d \mu(x) \\
& =\sup _{x \in X}\left|f_{n}(x)-f(x)\right| \mu(X)
\end{aligned}
$$

proving the convergence. Also that inequality proves that, for each (large enough) $n, f_{n}-f$ belongs to $\mathcal{L}^{1}(\mu)$ and since each $f_{n}$ is bounded, it belongs to $\mathcal{L}^{1}(\mu)$ (since $\mu(X)<+\infty)$ as well as $f$.
(2) We consider $X=\mathbb{N}$ with the counting measure $\mu$ and the sequence $(n \geq 1)$

$$
f_{n}(k)=\frac{1}{n} \mathbf{1}_{[n, 2 n-1]}(k) .
$$

We have $\sup _{k \in \mathbb{N}}\left|f_{n}(k)\right|=1 / n$ which goes to zero when $n$ goes to $+\infty$ but $\int_{X} f_{n} d \mu=1$. Note that the sequence $\left(f_{n}\right)$ as well as $f$ belong to a bounded set of $\mathcal{L}^{1}(\mu)$. Of course the sequence $\left(f_{n}\right)$ fails to be dominated by an $L^{1}$ function since for each $k \geq 1$,

$$
\sup _{n \geq 1} f_{n}(k) \geq \frac{1}{k}, \quad \text { and } \quad \sum_{k \geq 1} \frac{1}{k}=+\infty
$$

Exercise 1.9.30. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure such that $\mu(X)<+\infty$ and let $f \in L^{1}(\mu)$ such that, for a given closed set $T$ of $\mathbb{C}$,

$$
\forall E \in \mathcal{M} \text { with } \mu(E)>0, \quad \frac{1}{\mu(E)} \int_{E} f d \mu \in T
$$

Prove that $f(x) \in T$, $\mu$-a.e.
Answer. For $z \in T^{c}, \exists \rho>0$ with $\bar{B}(z, \rho) \subset T^{c}$. If we had $\mu\left(f^{-1}(\bar{B}(z, \rho))\right)>0$, this would give, with $E=f^{-1}(\bar{B}(z, \rho)), \frac{1}{\mu(E)} \int_{E} f d \mu \in T$. However, we have

$$
\frac{1}{\mu(E)} \int_{f^{-1}(\bar{B}(z, \rho))} f d \mu=\frac{1}{\mu(E)} \int_{f^{-1}(\bar{B}(z, \rho))}(f-z) d \mu+z
$$

and since

$$
\left|\frac{1}{\mu(E)} \int_{f^{-1}(\bar{B}(z, \rho))}(f-z) d \mu\right| \leq \frac{\rho \mu(E)}{\mu(E)}=\rho
$$

this would imply $|z-T| \leq \rho$, which contradicts $\bar{B}(z, \rho) \subset T^{c}$. Consequently, $\mu\left(f^{-1}(\bar{B}(z, \rho))\right)=0$. Since the open set $T^{c}$ is a countable union of closed balls, this implies that $\mu\left(f^{-1}\left(T^{c}\right)\right)=0$.
$N . B$. The assumption $\mu(X)<+\infty$ can be replaced by $\sigma$-finiteness: assuming $(\dagger)$ for all $E$ with positive finite measure, we get from the previous result that, for $X=\cup_{k \in \mathbb{N}} X_{k}, \mu\left(X_{k}\right)<+\infty$, since

$$
\left\{x \in X, f(x) \in T^{c}\right\}=\cup_{k \in \mathbb{N}}\left\{x \in X_{k}, f(x) \in T^{c}\right\}
$$

each $\left\{x \in X_{k}, f(x) \in T^{c}\right\}$ has 0 measure, as well as $f^{-1}\left(T^{c}\right)$.

Exercise 1.9.31. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\left(E_{k}\right)_{k \geq 1}$ be a sequence in $\mathcal{M}$ such that $\sum_{k \geq 1} \mu\left(E_{k}\right)<+\infty$. Prove that

$$
\cup_{n \geq 0}\left\{x \in X, x \text { belongs to } n \text { subsets } E_{k}\right\}
$$

has a complement with measure 0, i.e., almost all x lie in at most finitely many $E_{k}$. Answer. The complement of the set $(\ddagger)$ is $F=\cap_{n \geq 0}\left(\cup_{k>n} E_{k}\right)$ : In fact if $x$ belongs to infinitely many $E_{k}$, for each $n \geq 0$, there exists $k>n$ with $x \in E_{k}$; conversely, any $x \in F$ belongs to infinitely many $E_{k}$. We have

$$
\mu(F) \leq \mu\left(\cup_{k>n} E_{k}\right) \leq \sum_{k>n} \mu\left(E_{k}\right) \underset{n \rightarrow+\infty}{\longrightarrow} 0
$$

proving $\mu(F)=0$.

## Chapter 2

## Actual Construction of Measure Spaces

In the previous chapter, we gave a presentation of integration theory along with convergence theorems and a functional space for integrable functions. All this seems to be very satisfactory, except for the fact that we do not have many examples: the counting measure is an example and its version on $\mathbb{N}$ is certainly a good way to present series and the space $\ell^{1}(\mathbb{N})$ of summable sequences of complex numbers $\left(a_{n}\right)_{n \in \mathbb{N}}$ (i.e., such that $\left.\sum_{n \in \mathbb{N}}\left|a_{n}\right|<+\infty\right)$.

However, our most important example is the construction of the Borel measure, defined on the Borel subsets of $\mathbb{R}$, such that $\mu([a, b])=b-a$ for $a \leq b$ real numbers. Everything remains to be done for this example: construction of such an object, proof of its uniqueness, various properties. The present chapter is essentially devoted to this construction.

### 2.1 Partitions of unity

Let $X$ be a topological space and let $f: X \longrightarrow \mathbb{C}$ be a continuous function. We define the support of $f$ as the set

$$
\begin{equation*}
\operatorname{supp} f=\left\{x \in X, \nexists V \in \mathscr{V}_{x} \text { such that } f_{\mid V}=0\right\} \tag{2.1.1}
\end{equation*}
$$

We note that $\operatorname{supp} f=\overline{\{x \in X, f(x) \neq 0\}}$ : since $(\bar{A})^{c}=\operatorname{int}\left(A^{c}\right)$, we have

$$
x \notin \overline{\{x \in X, f(x) \neq 0\}} \Longleftrightarrow x \in \operatorname{int}\{x \in X, f(x)=0\} \Longleftrightarrow \exists V \in \mathscr{V}_{x}, f_{\mid V}=0
$$

which defines the complement of $\operatorname{supp} f$. As a result $\operatorname{supp} f$ is a closed subset of $X$ since $(\operatorname{supp} f)^{c}$ is the union of open sets on which $f=0$.

The vector space of continuous functions from $X$ into $\mathbb{C}$ with compact support will be denoted by $C_{c}(X)$. For $f \in C_{c}(X)$, we have, if $\operatorname{supp} f \neq X$,

$$
f(X)=f(\operatorname{supp} f) \cup\{0\}
$$

and since the continuous image of the compact set $\operatorname{supp} f$ is compact, so is $f(X)$. If $f \in C_{c}(X)$ and supp $f=X$, then $X$ is compact and so is its image $f(X)$.

Lemma 2.1.1. Let $(X, d)$ be a metric space and let $A$ be a non-empty subset of $X$. For $x \in X$, we set

$$
\begin{equation*}
d(x, A)=\inf _{a \in A} d(x, a) \tag{2.1.2}
\end{equation*}
$$

The function $d(\cdot, A)$ is Lipschitz continuous with Lipschitz constant $\leq$ 1, i.e., $\left|d\left(x_{1}, A\right)-d\left(x_{2}, A\right)\right| \leq d\left(x_{1}, x_{2}\right)$. That property implies uniform continuity for $d(\cdot, A)$. Moreover

$$
\bar{A}=\{x \in X, d(x, A)=0\} .
$$

Proof of the lemma. For $x_{1} \in X$ and $\epsilon>0$, there exists $a \in A$ such that

$$
d\left(x_{1}, A\right) \leq d\left(x_{1}, a\right)<d\left(x_{1}, A\right)+\epsilon
$$

Thus for $x_{2} \in X$, we have $d\left(x_{2}, A\right)-d\left(x_{1}, A\right) \leq d\left(x_{2}, a\right)-d\left(x_{1}, a\right)+\epsilon \leq d\left(x_{2}, x_{1}\right)+\epsilon$, so that

$$
d\left(x_{2}, A\right)-d\left(x_{1}, A\right) \leq d\left(x_{2}, x_{1}\right)
$$

Switching $x_{1}$ with $x_{2}$, we get the sought $\left|d\left(x_{2}, A\right)-d\left(x_{1}, A\right)\right| \leq d\left(x_{2}, x_{1}\right)$. The set $\{x \in X, d(x, A)=0\}$ is closed (since $d(\cdot, A)$ is continuous) and contains $A$, thus contains $\bar{A}$. Also, if $d(x, A)=0$, there is a sequence $\left(a_{k}\right)_{k \in \mathbb{N}}$ in $A$ such that $\lim _{k} d\left(x, a_{k}\right)=0$, entailing $\lim _{k} a_{k}=x$ and $x \in \bar{A}$.

Proposition 2.1.2. Let $(X, d)$ be a locally compact metric space.
(1) Let $A, B$ be disjoint non-empty closed subsets of $X$. Then, for all $x \in X$, $d(x, A)+d(x, B)>0$ and the function $\psi_{A, B}$ defined on $X$ by

$$
\psi_{A, B}(x)=\frac{d(x, B)}{d(x, A)+d(x, B)}= \begin{cases}1, & \text { for } x \in A  \tag{2.1.3}\\ 0, & \text { for } x \in B\end{cases}
$$

belongs to $C(X ;[0,1])$ and is supported in $\overline{B^{c}}$.
(2) Let $\Omega$ be an open subset of $X$ and let $K$ be a compact subset of $\Omega$. Then $0<$ $d\left(K, \Omega^{c}\right)=\inf _{x \in K, y \in \Omega^{c}} d(x, y)$. Moreover there exists a function $\varphi \in C_{c}(X)$ such that

$$
0 \leq \varphi \leq 1, \quad \varphi_{\mid K}=1, \quad \operatorname{supp} \varphi \subset \Omega
$$

The function $\varphi$ can be chosen to be identically 1 on a neighborhood of $K$.
Proof of Proposition 2.1.2. (1) From Lemma 2.1.1, we see that $d(x, A)+d(x, B) \geq$ 0 and vanishes if and only if $x \in \bar{A} \cap \bar{B}=A \cap B=\emptyset$. If $\psi_{A, B}(x) \neq 0$, then $x \notin B$, thus $\operatorname{supp} \psi_{A, B} \subset \overline{B^{c}}$.
(2) Since $K$ is a compact subset of $\Omega$, we have

$$
\begin{equation*}
\epsilon_{0}=\inf _{x \in K, y \notin \Omega} d(x, y)=d\left(K, \Omega^{c}\right)>0 \tag{2.1.4}
\end{equation*}
$$

otherwise, we could find sequences $x_{k} \in K$, and $y_{k} \in \Omega^{c}$ such that $\lim _{k} d\left(x_{k}, y_{k}\right)=$ 0 . Since $K$ is a compact subset of $X$, we may find a subsequence $\left(x_{k_{l}}\right)_{l \in \mathbb{N}}$ with limit $x \in K$. Since the sequence $d\left(y_{k_{l}}, x_{k_{l}}\right)$ converges to 0 , we get, using that $\Omega^{c}$ is closed,

$$
\Omega^{c} \ni \lim _{l} y_{k_{l}}=x \in K,
$$

which contradicts $K \subset \Omega$. Since $X$ is locally compact, every point has a compact neighborhood: this implies that

$$
\forall x \in \Omega, \exists r(x)>0, \overline{B(x, r(x))} \text { is compact } \subset \Omega
$$

Since $K$ is compact and $K \subset \cup_{x \in K} B(x, r(x))$, we can find a finite set $\left(x_{j}\right)_{1 \leq j \leq N}$ with

$$
\begin{equation*}
K \subset \cup_{1 \leq j \leq N} B\left(x_{j}, r\left(x_{j}\right)\right)=\underbrace{U}_{\text {open }} \subset \underbrace{\cup_{1 \leq j \leq N} \overline{B\left(x_{j}, r\left(x_{j}\right)\right)}}_{=L \text { compact }} \subset \Omega . \tag{2.1.5}
\end{equation*}
$$

Using the notation (2.1.3) we define $\varphi=\psi_{K, U^{c}}$ : this is a continuous function, valued in $[0,1]$, equal to 1 on $K$, supported in $\bar{U}$ which is a compact subset of $\Omega$ from (2.1.5). Note that applying this result to the compact set $L$, a subset of the open set $\Omega$, we find a new function $\tilde{\varphi} \in C_{c}(X ;[0,1]), \operatorname{supp} \tilde{\varphi} \subset \Omega, \tilde{\varphi}=1$ on $L$ which is a neighborhood of $K$ from the first inclusion in (2.1.5).

Theorem 2.1.3. Let $(X, d)$ be a locally compact metric space, let $\Omega_{1}, \ldots, \Omega_{n}$ be open subsets of $X$ and let $K$ be a compact set with $K \subset \Omega_{1} \cup \cdots \cup \Omega_{n}$. Then for each $j \in\{1, \ldots, n\}$, there exists a function $\psi_{j} \in C_{c}\left(\Omega_{j} ;[0,1]\right)$ such that $\sum_{1 \leq j \leq n} \psi_{j} \in$ $C_{c}\left(\cup_{j=1}^{n} \Omega_{j} ;[0,1]\right)$ and

$$
1=\sum_{1 \leq j \leq n} \psi_{j \mid K}
$$

We shall say that $\left(\psi_{j}\right)_{1 \leq j \leq n}$ is a partition of unity on $K$, attached to $\left(\Omega_{j}\right)_{1 \leq j \leq n}$. In particular, for $\theta \in C_{c}\left(\cup_{1 \leq j \leq n} \Omega_{j}\right)$, using the previous result for $K=\operatorname{supp} \theta$, we get

$$
\theta=\sum_{1 \leq j \leq n} \theta_{j}, \quad \text { with } \theta_{j}=\theta \psi_{j} \in C_{c}\left(\Omega_{j}\right)
$$

Remark 2.1.4. The reader will see in Exercise 2.8.2 that this theorem can be extended to the case of a locally compact topological space. On the other hand, Exercise 2.8.8 deals with the $\mathbb{R}^{m}$ framework, and provides smooth partitions.

Proof. The case $n=1$ is dealt with in Proposition 2.1.2. For all $x \in K$, there exists $r(x)>0$ such that $K \subset \cup_{x \in K} B(x, r(x))$, where the closed ball $B_{c}(x, r(x))$ is included in one of the $\Omega_{j}$. Applying the Borel-Lebesgue Lemma, we get

$$
K \subset \cup_{1 \leq l \leq N} B\left(x_{l}, r\left(x_{l}\right)\right) \subset \cup_{1 \leq l \leq N} B_{c}\left(x_{l}, r\left(x_{l}\right)\right),
$$

and defining

$$
K_{j}=\bigcup_{\substack{1 \leq l \leq N, B_{c}\left(x_{l}, r\left(x_{l}\right)\right) \subset \Omega_{j}}}\left(B_{c}\left(x_{l}, r\left(x_{l}\right)\right) \cap K\right),
$$

we find $K \subset \cup_{1 \leq j \leq N} K_{j}$, with $K_{j}$ compact $\subset \Omega_{j}$. Applying now Proposition 2.1.2, we find $\varphi_{j} \in C_{c}\left(\Omega_{j} ;[0,1]\right)$ such that $\varphi_{j \mid K_{j}}=1$. We set then

$$
\begin{aligned}
& \psi_{1}=\varphi_{1} \\
& \psi_{2}=\left(1-\varphi_{1}\right) \varphi_{2}, \\
& \ldots \ldots \ldots \ldots \\
& \psi_{n}=\left(1-\varphi_{1}\right) \ldots\left(1-\varphi_{n-1}\right) \varphi_{n} .
\end{aligned}
$$

We have $\psi_{j} \in C_{c}\left(\Omega_{j} ;[0,1]\right)$ and inductively on $n$, the identity

$$
\begin{equation*}
\sum_{1 \leq j \leq n} \psi_{j}=1-\prod_{1 \leq j \leq n}\left(1-\varphi_{j}\right) . \tag{2.1.6}
\end{equation*}
$$

In fact (2.1.6) holds for $n=1$ and supposing it for some $n \geq 1$, we get

$$
\sum_{1 \leq j \leq n+1} \psi_{j}=1-\prod_{1 \leq j \leq n}\left(1-\varphi_{j}\right)+\varphi_{n+1} \prod_{1 \leq j \leq n}\left(1-\varphi_{j}\right)=1-\prod_{1 \leq j \leq n+1}\left(1-\varphi_{j}\right) .
$$

Equalities (2.1.6) and the previous one prove in particular that $\sum_{1 \leq j \leq n} \psi_{j}$ as well as each $\psi_{j}$ are valued in $[0,1]$ since it is the case for each $\varphi_{j}$. As a result, we have $K \subset \cup_{1 \leq j \leq n} K_{j} \subset \cup_{1 \leq j \leq n}\left\{\varphi_{j}=1\right\} \subset\left\{\sum_{1 \leq j \leq n} \psi_{j}=1\right\}$, concluding the proof.

### 2.2 The Riesz-Markov representation theorem

The results presented in this section concern a theorem proven by the Hungarian mathematician Frigyes Riesz (1880-1956) and by Andreï Markov (1856-1922), a Russian mathematician; we follow the presentation of Walter Rudin (1921-2010). The starting point is natural, although the proof has some technical aspects: it is not difficult to define the integral of compactly supported continuous functions, either directly or using the well-broomed Riemann theory of integration. In that case, using traditional notation, the mapping

$$
C_{c}\left(\mathbb{R}^{m}\right) \ni f \mapsto \int_{\mathbb{R}^{m}} f(x) d x
$$

is a linear form which is positive in the sense that the integral of a non-negative function is also non-negative. The theorem says that it is possible to construct a measure space $\left(\mathbb{R}^{m}, \mathcal{B}_{m}, \mu\right)$, where $\mathcal{B}_{m}$ is the Borel $\sigma$-algebra of $\mathbb{R}^{m}$, so that
$L^{1}(\mu) \supset C_{c}\left(\mathbb{R}^{m}\right)$ where $\int_{\mathbb{R}^{m}} f d \mu=\int_{\mathbb{R}^{m}} f(x) d x$ for $f \in C_{c}\left(\mathbb{R}^{m}\right)$. This is an extension of a Radon measure (continuous linear functional on $C_{c}\left(\mathbb{R}^{m}\right)$ ), which can be done also replacing $\mathbb{R}^{m}$ by a locally compact Hausdorff topological space; here we shall limit ourselves to locally compact metric spaces. A drawback of this point of view is that it uses heavily some topological structure on the base space. A purely set-theoretic extension could be implemented and we shall present later in this chapter that different approach.

Theorem 2.2.1. Let $(X, d)$ be a locally compact metric space. Let $L: C_{c}(X) \longrightarrow \mathbb{C}$ be a positive linear form (i.e., such that $f \geq 0 \Longrightarrow L f \geq 0$; $L$ is said to be a positive Radon measure ${ }^{1}$ on $X$ ). Then there exists a $\sigma$-algebra $\mathcal{M}$ on $X$, containing the Borel $\sigma$-algebra $\mathcal{B}_{X}$, and a unique measure $\mu$ defined on $\mathcal{M}$ such that the following properties hold.
(1) $\forall f \in C_{c}(X), L f=\int_{X} f d \mu$.
(2) $\forall K$ compact $\subset X, \mu(K)<+\infty$.
(3) $\forall E \in \mathcal{M}, \mu(E)=\inf \{\mu(V)$, Vopen $\supset E\}$ (outer regularity).
(4) $\forall E \in \mathcal{O}_{X} \cup\{E \in \mathcal{M}, \mu(E)<+\infty\}$,

$$
\mu(E)=\sup \{\mu(K), K \text { compact } \subset E\}(\text { inner regularity })
$$

(5) $\forall E \in \mathcal{M}$ such that $\mu(E)=0, A \subset E$ implies $A \in \mathcal{M}$ (the $\sigma$-algebra $\mathcal{M}$ will be said $\mu$-complete).
$N . B$. Let us note that (1) is meaningful since a function $f$ in $C_{c}(X)$ is Borel measurable, so that the inverse image of a Borelian of $\mathbb{C}$ belongs to $\mathcal{B}_{X} \subset \mathcal{M}$, proving the measurability of $f$. Moreover, since $f$ is compactly supported, the inequality $|f| \leq \mathbf{1}_{K}$ sup $|f|$ and (2) imply $f \in \mathcal{L}^{1}(\mu)$.

Proof of the theorem, Uniqueness. Since $\mu$ satisfies (4) and open subsets are Borelian, we have for $V$ open, $\mu(V)=\sup \{\mu(K), K$ compact $\subset V\}$. Property (3) shows then that $\mu$ is completely determined by its values on compact subsets of $X$. Let $\mu_{1}, \mu_{2}$ be two positive measures defined on a $\sigma$-algebra $\mathcal{M}$ containing $\mathcal{B}_{X}$ and satisfying (1-2-3-4). Let $K$ be a compact subset of $X$. From (2), (3), we get that for all $\epsilon>0$, there exists an open set $V_{\epsilon} \supset K$ such that

$$
\mu_{2}(K) \leq \mu_{2}\left(V_{\epsilon}\right)<\mu_{2}(K)+\epsilon
$$

Let $\varphi \in C_{c}\left(V_{\epsilon} ;[0,1]\right)$ so that $\varphi_{\mid K}=1$ (cf. Proposition 2.1.2). We have

$$
\begin{aligned}
\mu_{1}(K) & =\int_{X} \mathbf{1}_{K} d \mu_{1} \leq \int_{X} \varphi d \mu_{1}=L \varphi \\
& =\int_{X} \varphi d \mu_{2} \leq \int_{X} \mathbf{1}_{V_{\epsilon}} d \mu_{2}=\mu_{2}\left(V_{\epsilon}\right)<\mu_{2}(K)+\epsilon
\end{aligned}
$$

[^21]which implies $\mu_{1}(K) \leq \mu_{2}(K)$. Switching $\mu_{1}$ with $\mu_{2}$, we get $\mu_{2}(K)=\mu_{1}(K)$, proving uniqueness.
Proof of the theorem, Existence. We shall now construct $\mu$ and $\mathcal{M}$ :
\[

$$
\begin{align*}
& \text { for } V \text { an open set, we define } \mu(V)=\sup \left\{L \varphi, \varphi \in C_{c}(V ;[0,1])\right\} \text {, }  \tag{2.2.1}\\
& \text { for any subset } E \subset X \text {, we define } \mu^{*}(E)=\inf \{\mu(V), V \text { open } \supset E\} \tag{2.2.2}
\end{align*}
$$
\]

We define also

$$
\begin{align*}
\mathcal{M}_{F} & =\left\{E \subset X, \mu^{*}(E)<+\infty, \mu^{*}(E)=\sup _{K \text { compact } \subset E} \mu^{*}(K)\right\}  \tag{2.2.3}\\
\mathcal{M} & =\left\{E \subset X, \forall K \text { compact, } K \cap E \in \mathcal{M}_{F}\right\} \tag{2.2.4}
\end{align*}
$$

Lemma 2.2.2. The mappings $\mu$ and $\mu^{*}$ are valued in $\overline{\mathbb{R}}_{+}$. If $V_{1} \subset V_{2}$ are open sets, then $\mu\left(V_{1}\right) \leq \mu\left(V_{2}\right)$. If $V$ is open, then $\mu(V)=\mu^{*}(V)$. Moreover $\mu(\emptyset)=0$.

Proof. Since $L \varphi \in \mathbb{R}_{+}$for $\varphi \in C_{c}(X ;[0,1])$, we have $\mu(V) \in \overline{\mathbb{R}}_{+}$and thus the same for $\mu^{*}(E)$. If $V_{1} \subset V_{2}$ are open, the inclusion $C_{c}\left(V_{1} ;[0,1]\right) \subset C_{c}\left(V_{2} ;[0,1]\right)$ implies $\mu\left(V_{1}\right) \leq \mu\left(V_{2}\right)$. For $V$ open, we have $\mu(V)=\mu^{*}(V)$ since whenever $W$ open $\supset V$, we have $\mu(V) \leq \mu(W)$ so that $\mu^{*}(V) \leq \mu(V) \leq \mu^{*}(V)$. The last property follows from the very definition of

$$
C_{c}(V ;[0,1])=\{\varphi: X \rightarrow[0,1], \text { continuous, } \operatorname{supp} \varphi \text { compact } \subset V\}
$$

When $V=\emptyset, \varphi \in C_{c}(V ;[0,1])$ implies $\operatorname{supp} \varphi=\emptyset$, so that $\varphi \equiv 0$ and thus $L \varphi=0$, entailing $\mu(\emptyset)=0$.

The $\sigma$-additivity of $\mu^{*}$ on $\mathcal{P}(X)$ does not hold in general ${ }^{2}$, but we shall prove that it holds on a $\sigma$-algebra containing $\mathcal{B}_{X}$.

Lemma 2.2.3. The mapping $\mu^{*}$ defined by (2.2.2) is increasing. Moreover, $\{E \subset$ $\left.X, \mu^{*}(E)=0\right\} \subset \mathcal{M} \cap \mathcal{M}_{F}$. Also, $\mu^{*}(E)=0$ implies $\mathcal{P}(E) \subset \mathcal{M}$.

Proof. If $B \supset A$, we have

$$
\begin{aligned}
\{V \text { open } \supset B\} \subset\{V \text { open } \supset A\} & \Longrightarrow \\
\mu^{*}(B) & =\inf _{V \text { open } \supset B} \mu(V) \geq \inf _{V \text { open } \supset A} \mu(V)=\mu^{*}(A) .
\end{aligned}
$$

Moreover if $\mu^{*}(E)=0$, then $E \in \mathcal{M} \cap \mathcal{M}_{F}$; in fact if $K \subset E$ is a compact subset of $X$, we have $\mu^{*}(K)=0$ by monotonicity, so that $E \in \mathcal{M}_{F}$. Also $E \in \mathcal{M}$ since for $K$ compact $\mu^{*}(K \cap E) \leq \mu^{*}(E)=0$ so that $K \cap E \in \mathcal{M}_{F}$, from the above argument. Moreover, if $A \subset E$ and $\mu^{*}(E)=0$, then $\mu^{*}(A)=0$ and $A \in \mathcal{M}$.

[^22]Note also the monotonicity of $L$ : for $f \leq g \in C_{c}(X ; \mathbb{R})$ then

$$
L g=L(g-f+f)=L(g-f)+L f \geq L f
$$

Definition 2.2.4. Let $X$ be a set and $\nu: \mathcal{P}(X) \rightarrow \overline{\mathbb{R}}_{+}$be a mapping. We shall say that $\nu$ is an outer measure on $X$ whenever

$$
\begin{align*}
& \nu(\emptyset)=0  \tag{2.2.5}\\
& A \subset B \subset X \Longrightarrow \nu(A) \leq \nu(B)  \tag{2.2.6}\\
& \text { for }\left(E_{j}\right)_{j \in \mathbb{N}} \text { a sequence in } \mathcal{P}(X), \quad \nu\left(\cup_{j \in \mathbb{N}} E_{j}\right) \leq \sum_{j \in \mathbb{N}} \nu\left(E_{j}\right) \tag{2.2.7}
\end{align*}
$$

The last property is called countable subadditivity.
Lemma 2.2.5. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). Then $\mu^{*}$ is an outer measure on $X$.

Proof. Property (2.2.5) follows from Lemma 2.2.2 and Property (2.2.6) from Lemma 2.2.3. Let us prove countable subadditivity for $\mu^{*}$. Let $V_{1}, V_{2}$ be open subsets of $X$ and $V=V_{1} \cup V_{2}$. We have defined

$$
\mu(V)=\sup _{\varphi \in C_{c}(V ;[0,1])} L \varphi .
$$

If $\varphi \in C_{c}(V ;[0,1])$ and $K=\operatorname{supp} \varphi$, Theorem 2.1.3 implies that we can find $\theta_{j} \in C_{c}\left(V_{j} ;[0,1]\right), j=1,2$, such that $\theta_{1}+\theta_{2}=1$ on $K$. As a result, we get $\varphi=\theta_{1} \varphi+\theta_{2} \varphi$, so that with $\varphi_{j}=\theta_{j} \varphi$,

$$
L \varphi=L \varphi_{1}+L \varphi_{2} \leq \sup _{\phi_{1} \in C_{c}\left(V_{1} ;[0,1]\right)} L \phi_{1}+\sup _{\phi_{2} \in C_{c}\left(V_{2} ;[0,1]\right)} L \phi_{2}=\mu\left(V_{1}\right)+\mu\left(V_{2}\right)
$$

entailing $\mu\left(V_{1} \cup V_{2}\right) \leq \mu\left(V_{1}\right)+\mu\left(V_{2}\right)$. Inductively on $N$, we get for $V_{1}, \ldots, V_{N}$ open,

$$
\begin{equation*}
\mu\left(\cup_{1 \leq k \leq N} V_{k}\right) \leq \sum_{1 \leq k \leq N} \mu\left(V_{k}\right) \tag{2.2.8}
\end{equation*}
$$

To prove the lemma, we may assume that for all $j, \mu^{*}\left(E_{j}\right)<+\infty$ (otherwise the result is obvious). From (2.2.2), we obtain for all $\epsilon>0$, for all $j \in \mathbb{N}$, the existence of an open set $V_{\epsilon, j} \supset E_{j}$ such that

$$
\mu^{*}\left(E_{j}\right) \leq \mu\left(V_{\epsilon, j}\right)<\mu^{*}\left(E_{j}\right)+\epsilon 2^{-j-1}
$$

We set then $V_{\epsilon}=\cup_{j \in \mathbb{N}} V_{\epsilon, j}$ (an open set) and consider $\varphi \in C_{c}\left(V_{\epsilon} ;[0,1]\right)$. Since the support of $\varphi$ is compact, there exists $N \in \mathbb{N}$ such that $\varphi \in C_{c}\left(\cup_{0 \leq j \leq N} V_{\epsilon, j} ;[0,1]\right)$. Consequently, from the definition (2.2.1) and (2.2.8) we get

$$
\begin{aligned}
L \varphi \leq \mu\left(\cup_{0 \leq j \leq N} V_{\epsilon, j}\right) & \leq \sum_{0 \leq j \leq N} \mu\left(V_{\epsilon, j}\right) \\
& <\sum_{0 \leq j \leq N}\left(\mu^{*}\left(E_{j}\right)+\epsilon 2^{-j-1}\right) \leq \epsilon+\sum_{j \in \mathbb{N}} \mu^{*}\left(E_{j}\right) .
\end{aligned}
$$

As a result since $\mu^{*}$ is increasing and $\cup_{j \in \mathbb{N}} E_{j} \subset V_{\epsilon}$, we have for all $\epsilon>0$,

$$
\mu^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right) \leq \mu^{*}\left(V_{\epsilon}\right)=\mu\left(V_{\epsilon}\right)=\sup _{\varphi \in C_{c}\left(V_{\epsilon} ;[0,1]\right)} L \varphi \leq \epsilon+\sum_{j \in \mathbb{N}} \mu^{*}\left(E_{j}\right)
$$

implying (2.2.7).
Lemma 2.2.6. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). Then, all compact subsets of $X$ belong to $\mathcal{M}_{F}$; more precisely for $K$ compact in $X$,

$$
\begin{equation*}
\mu^{*}(K)=\inf \left\{L \varphi, \varphi \in C_{c}(X ;[0,1]), \varphi_{\mid K} \equiv 1\right\} . \tag{2.2.9}
\end{equation*}
$$

Proof. Let $K$ be a compact subset of $X, \varphi \in C_{c}(X ;[0,1]), \varphi_{\mid K} \equiv 1$ and $1>\epsilon>0$. The set $V_{\epsilon}=\{x \in X, \varphi(x)>1-\epsilon\}$ is open and contains $K$. For $\psi \in C_{c}\left(V_{\epsilon} ;[0,1]\right)$, we have

$$
(1-\epsilon) \psi \leq(1-\epsilon) \mathbf{1}_{V_{\epsilon}} \leq \varphi
$$

so that from the monotonicity of $L$ and the definition of $\mu^{*}$, we get

$$
\begin{equation*}
\mu^{*}(K) \leq \mu^{*}\left(V_{\epsilon}\right)=\mu\left(V_{\epsilon}\right)=\sup _{\psi \in C_{c}\left(V_{\epsilon},[0,1]\right)} L \psi \leq(1-\epsilon)^{-1} L \varphi \tag{2.2.10}
\end{equation*}
$$

This implies $\mu^{*}(K) \leq L \varphi<+\infty$ so that, since we have trivially by monotonicity

$$
\mu^{*}(K) \leq \sup _{L \text { compact } \subset K} \mu^{*}(L) \leq \mu^{*}(K), \quad \text { and thus equality, }
$$

we get $K \in \mathcal{M}_{F}$. Moreover from (2.2.10), we get also

$$
\begin{equation*}
\mu^{*}(K) \leq \inf _{\varphi \in C_{c}(X,[0,1]), \varphi_{\mid K} \equiv 1} L \varphi . \tag{2.2.11}
\end{equation*}
$$

To prove that (2.2.11) is an equality, we note, using $\mu^{*}(K)<+\infty$, that for all $\epsilon>$ 0 , there exists an open set $W_{\epsilon}$ containing $K$ such that $\mu^{*}(K) \leq \mu\left(W_{\epsilon}\right)<\mu^{*}(K)+\epsilon$. Using Proposition 2.1.2, we find $\varphi \in C_{c}\left(W_{\epsilon} ;[0,1]\right), \varphi_{\mid K}=1$. Consequently, for all $\epsilon>0$, we find $L \varphi \leq \mu\left(W_{\epsilon}\right)<\mu^{*}(K)+\epsilon$, entailing

$$
\inf _{\varphi \in C_{c}(X,[0,1]), \varphi_{\mid K} \equiv 1} L \varphi<\mu^{*}(K)+\epsilon,
$$

and the result of the lemma.
Lemma 2.2.7. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). Then any open set $V$ is such that

$$
\begin{equation*}
\mu(V)=\sup _{K \text { compact } \subset V} \mu^{*}(K) \tag{2.2.12}
\end{equation*}
$$

In particular $\mathcal{M}_{F}$ contains all the open sets $V$ such that $\mu(V)<+\infty$.

Proof. We assume first $\mu(V)<+\infty$. For all $\epsilon>0$, there exists $\varphi_{\epsilon} \in C_{c}(V ;[0,1])$ such that

$$
\mu(V)-\epsilon<L \varphi_{\epsilon} \leq \mu(V)
$$

Considering the compact set $K_{\epsilon}=\operatorname{supp} \varphi_{\epsilon} \subset V$ and $W$ open containing $K_{\epsilon}$, we have $\varphi_{\epsilon} \in C_{c}(W ;[0,1])$ and thus $L \varphi_{\epsilon} \leq \mu(W)$, which implies

$$
L \varphi_{\epsilon} \leq \inf _{W \text { open } \supset K_{\epsilon}} \mu(W)=\mu^{*}\left(K_{\epsilon}\right)
$$

Using monotonicity, this implies (2.2.12):

$$
\mu(V)-\epsilon<\mu^{*}\left(K_{\epsilon}\right) \leq \sup _{K \text { compact } \subset V} \mu^{*}(K) \leq \mu(V)
$$

Moreover, for $V$ open such that $\mu(V)<+\infty$, we have proven

$$
\mu(V)=\sup _{K \text { compact } \subset V} \mu^{*}(K), \quad \text { i.e., } V \in \mathcal{M}_{F}
$$

If $\mu(V)=+\infty$, we can find a sequence $\varphi_{k} \in C_{c}(V ;[0,1])$ such that $L \varphi_{k} \geq k$. Considering $K_{k}=\operatorname{supp} \varphi_{k} \subset V$ and $W$ open containing $K_{k}$, we have $\varphi_{k} \in C_{c}(W ;[0,1])$ so that

$$
L \varphi_{k} \leq \mu(W) \Longrightarrow L \varphi_{k} \leq \inf _{W \text { open } \supset K_{k}} \mu(W)=\mu^{*}\left(K_{k}\right)
$$

This implies $\lim _{k} \mu^{*}\left(K_{k}\right)=+\infty$ and (2.2.12) in that case.
Lemma 2.2.8. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). Let $\left(E_{j}\right)_{j \in \mathbb{N}}$ be a pairwise disjoint sequence in $\mathcal{M}_{F}$ : then,

$$
\begin{equation*}
\mu^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right)=\sum_{j \in \mathbb{N}} \mu^{*}\left(E_{j}\right) \tag{2.2.13}
\end{equation*}
$$

Whenever $\mu^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right)<+\infty$, we have $\cup_{j \in \mathbb{N}} E_{j} \in \mathcal{M}_{F}$.
Proof. We note first that for disjoint compact sets $K_{1}, K_{2}$, we have

$$
\begin{equation*}
\mu^{*}\left(K_{1} \cup K_{2}\right)=\mu^{*}\left(K_{1}\right)+\mu^{*}\left(K_{2}\right) \tag{2.2.14}
\end{equation*}
$$

In fact, we have $K_{1} \subset K_{2}^{c}$ open and we may find $\varphi \in C_{c}\left(K_{2}^{c} ;[0,1]\right)$ such that $\varphi_{\mid K_{1}}=1$. From Lemma 2.2.6, for all $\epsilon>0$, there exists $\psi_{\epsilon}$ such that $\psi_{\epsilon \mid K_{1} \cup K_{2}}=1$, $\psi_{\varepsilon} \in C_{c}(X ;[0,1]$ with

$$
\mu^{*}\left(K_{1} \cup K_{2}\right) \leq L \psi_{\epsilon}<\mu^{*}\left(K_{1} \cup K_{2}\right)+\epsilon
$$

Moreover, we have $\varphi \psi_{\epsilon \mid K_{1}}=1$ and $(1-\varphi) \psi_{\epsilon \mid K_{2}}=1$. As a result for all $\epsilon>0$,

$$
\begin{aligned}
\mu^{*}\left(K_{1}\right)+\mu^{*}\left(K_{2}\right) & \stackrel{\text { Lemma } 2.2 .6}{\leq} L\left(\varphi \psi_{\epsilon}\right)+L\left((1-\varphi) \psi_{\epsilon}\right)=L\left(\psi_{\epsilon}\right) \\
& <\mu^{*}\left(K_{1} \cup K_{2}\right)+\epsilon \underset{\text { Lemma } 2.2 .5}{\leq} \mu^{*}\left(K_{1}\right)+\mu^{*}\left(K_{2}\right)+\epsilon
\end{aligned}
$$

providing (2.2.14). Let us return to the proof of the lemma. Since Lemma 2.2.5 provides an inequality when $\mu^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right)=+\infty$, we get the result in that case. Let us assume now that $\mu^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right)<+\infty$ and let $\epsilon>0$. As $E_{j} \in \mathcal{M}_{F}$, we may find compact sets $K_{\epsilon, j} \subset E_{j}$ such that

$$
\mu^{*}\left(E_{j}\right)-\epsilon 2^{-j-1}<\mu^{*}\left(K_{\epsilon, j}\right) \leq \mu^{*}\left(E_{j}\right)
$$

As a result, for any $N \in \mathbb{N}$,

$$
\begin{aligned}
& \mu^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right) \stackrel{\text { monotonicity }}{\geq} \mu^{*}(\underbrace{\cup_{0 \leq j \leq N} K_{\epsilon, j}}_{\begin{array}{c}
\text { compact } \\
\text { pairwise disjoint }
\end{array}}) \stackrel{\begin{array}{c}
(2.2 .14) \text { and } \\
\text { induction on } N
\end{array}}{=} \sum_{0 \leq j \leq N} \mu^{*}\left(K_{\epsilon, j}\right) \\
& \geq-\epsilon+\sum_{0 \leq j \leq N} \mu^{*}\left(E_{, j}\right),
\end{aligned}
$$

proving the first assertion in the lemma. Let us now show that $E=\cup_{j \in \mathbb{N}} E_{j} \in \mathcal{M}_{F}$. Since the series $\sum_{j \in \mathbb{N}} \mu^{*}\left(E_{j}\right)=\mu^{*}(E)$ converges, for all $\epsilon>0$, there exists $N_{\epsilon}$ such that

$$
\mu^{*}(E)-\epsilon \leq \sum_{0 \leq j \leq N_{\epsilon}} \mu^{*}\left(E_{j}\right) \leq \epsilon+\sum_{0 \leq j \leq N_{\epsilon}} \mu^{*}\left(K_{\epsilon, j}\right)=\epsilon+\mu^{*}(\overbrace{\cup_{0 \leq j \leq N_{\epsilon}} K_{\epsilon, j}}^{\text {compact } \subset E} .
$$

Consequently, we have
$\mu^{*}(E) \leq 2 \epsilon+\mu^{*}\left(\cup_{0 \leq j \leq N_{\epsilon}} K_{\epsilon, j}\right) \leq 2 \epsilon+\sup _{K \text { compact } \subset E} \mu^{*}(K) \stackrel{\text { monotonicity }}{\leq} 2 \epsilon+\mu^{*}(E)$, concluding the proof of Lemma 2.2.8.

Lemma 2.2.9. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). Let $E, A_{1}, A_{2} \in \mathcal{M}_{F}$. Then
(1) $\forall \epsilon>0, \exists K_{\epsilon}$ compact, $\exists V_{\epsilon}$ open such that $K_{\epsilon} \subset E \subset V_{\epsilon}$, and $\mu\left(V_{\epsilon} \backslash K_{\epsilon}\right)<\epsilon$.
(2) $A_{1} \backslash A_{2}, A_{1} \cup A_{2}, A_{1} \cap A_{2} \in \mathcal{M}_{F}$.

Proof. From the definition of $\mathcal{M}_{F}$, we have

$$
\mu^{*}(E)<+\infty, \quad \inf _{V \text { open } \supset E} \mu(V)=\mu^{*}(E)=\sup _{K \text { compact } \subset E} \mu^{*}(K) .
$$

As a result for all $\epsilon>0$, there exists a compact set $K_{\epsilon} \subset E$ and an open set $V_{\epsilon} \supset E$ such that

$$
\mu^{*}(E)-\epsilon / 3<\mu^{*}\left(K_{\epsilon}\right) \leq \mu^{*}(E) \leq \mu\left(V_{\epsilon}\right)<\mu^{*}(E)+\epsilon / 3
$$

Since $V_{\epsilon} \backslash K_{\epsilon}$ is an open set such that $\mu\left(V_{\epsilon} \backslash K_{\epsilon}\right)<+\infty$, we find using Lemma 2.2.7 that $V_{\epsilon} \backslash K_{\epsilon} \in \mathcal{M}_{F}$. Lemmas 2.2.8-2.2.6 provide now

$$
\mu^{*}\left(V_{\epsilon} \backslash K_{\epsilon}\right)+\mu^{*}\left(K_{\epsilon}\right)=\mu\left(V_{\epsilon}\right) \leq \mu^{*}(E)+\epsilon / 3 \Longrightarrow \mu^{*}\left(V_{\epsilon} \backslash K_{\epsilon}\right) \leq 2 \epsilon / 3,
$$

proving (1). Using that result, we find for $A_{1}, A_{2} \in \mathcal{M}_{F}$

$$
K_{j} \text { compact } \subset A_{j} \subset V_{j} \text { open, } \quad \mu\left(V_{j} \backslash K_{j}\right)<\epsilon
$$

Since $A_{1} \backslash A_{2} \subset V_{1} \backslash K_{2} \subset\left(V_{1} \backslash K_{1}\right) \cup\left(K_{1} \backslash V_{2}\right) \cup\left(V_{2} \backslash K_{2}\right),{ }^{3}$ Lemma 2.2.5 gives

$$
\mu^{*}\left(A_{1} \backslash A_{2}\right) \leq 2 \epsilon+\mu^{*}\left(K_{1} \backslash V_{2}\right),
$$

and since $K_{1} \backslash V_{2}$ is a compact set $\subset A_{1} \backslash A_{2}$, we find $A_{1} \backslash A_{2} \in \mathcal{M}_{F}$. Moreover the equality $A_{1} \cup A_{2}=\left(A_{1} \backslash A_{2}\right) \cup A_{2}$ and Lemma 2.2 .8 give $A_{1} \cup A_{2} \in \mathcal{M}_{F}$. Also the identity

$$
A_{1} \cap A_{2}=\underbrace{A_{1}}_{\in \mathcal{M}_{F}} \backslash \underbrace{\left(A_{1} \backslash A_{2}\right)}_{\in \mathcal{M}_{F}}
$$

and the beginning of our proof shows that $A_{1} \cap A_{2} \in \mathcal{M}_{F}$.
Lemma 2.2.10. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). Then $\mathcal{M}$ defined in (2.2.4) is a $\sigma$-algebra on $X$ containing the Borel $\sigma$-algebra $\mathcal{B}_{X}$.

Proof. Let $K$ be a compact subset of $X$ and $A \in \mathcal{M}$. Then we have

$$
A^{c} \cap K=K \backslash A=K \backslash(A \cap K),
$$

and since $K \in \mathcal{M}_{F}$ (Lemma 2.2.6) and $A \cap K \in \mathcal{M}_{F}$ (assumption $A \in \mathcal{M}$ ), we find, from Lemma 2.2.9 that $A^{c} \cap K \in \mathcal{M}_{F}$, implying $A^{c} \in \mathcal{M}$. Moreover if $\left(A_{j}\right)_{j \geq 1}$ is a sequence of $\mathcal{M}$ and $K$ is a compact set, we have,

$$
\left(\cup_{j \geq 1} A_{j}\right) \cap K=\bigcup_{N \geq 1}\left\{\left(A_{N} \cap K\right) \backslash\left[\cup_{1 \leq j<N}\left(A_{j} \cap K\right)\right]\right\}
$$

Since our assumption implies $A_{j} \cap K \in \mathcal{M}_{F}$, we get from Lemma 2.2.9 that for all $N$,

$$
\left(A_{N} \cap K\right) \backslash\left[\cup_{1 \leq j<N}\left(A_{j} \cap K\right)\right] \in \mathcal{M}_{F}
$$

But these sets are pairwise disjoint with union $A \cap K\left(A=\cup_{j \geq 1} A_{j}\right)$, with a finite outer measure since $\mu^{*}(A \cap K) \leq \mu^{*}(K)<+\infty$. We may thus apply Lemma

[^23]2.2.8, proving $A \cap K \in \mathcal{M}_{F}$ and thus $A \in \mathcal{M}$. Moreover for $F$ closed, $F \cap K$ is compact thus belonging to $\mathcal{M}_{F}$, implying $F \in \mathcal{M}$. In particular $X$ belongs to $\mathcal{M}$. Finally, $\mathcal{M}$ is a $\sigma$-algebra on $X$ containing the closed sets, thus the Borel $\sigma$-algebra $\mathcal{B}_{X}$.

Lemma 2.2.11. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). With $\mathcal{M}_{F}$ and $\mathcal{M}$ defined in (2.2.3), (2.2.4), we have

$$
\mathcal{M}_{F}=\left\{E \in \mathcal{M}, \mu^{*}(E)<+\infty\right\}
$$

Proof. Let $E \in \mathcal{M}_{F}$ and $K$ compact. Lemmas 2.2.6-2.2.9 show that $K, E \cap K \in$ $\mathcal{M}_{F}$, which implies $E \in \mathcal{M}$. Conversely, if $E \in \mathcal{M}$ and $\mu^{*}(E)<+\infty$, there exists $V$ open $\supset E$ such that $\mu(V)<+\infty$ and from Lemma 2.2.7, $V \in \mathcal{M}_{F}$. Using Lemma 2.2.9, we find that for all $\epsilon>0$, there exists $K$ compact such that $K \subset V$ and $\mu(V \backslash K)<\epsilon$. Since we have assumed $E \cap K \in \mathcal{M}_{F}$, there exists a compact set $L \subset E \cap K$ such that

$$
\mu^{*}(E \cap K)-\epsilon<\mu^{*}(L) \leq \mu^{*}(E \cap K)
$$

Moreover we have $\left.E \subset\left(\underset{\in \mathcal{M}_{F}}{E \cap K}\right) \cup \underset{\in \mathcal{M}_{F}}{V \backslash K}\right)$, thus we find from Lemma 2.2.8,

$$
\mu^{*}(E) \leq \mu^{*}(E \cap K)+\mu^{*}(V \backslash K)<\mu^{*}(L)+2 \epsilon \leq \mu^{*}(E \cap K)+2 \epsilon \leq \mu^{*}(E)+2 \epsilon
$$

entailing $E \in \mathcal{M}_{F}$.
Lemma 2.2.12. Let $L$ be a positive Radon measure on $X$ and $\mu, \mu^{*}$ defined respectively on the open sets and on $\mathcal{P}(X)$ by (2.2.1), (2.2.2). Then with $\mathcal{M}$ defined in (2.2.4), $\mu^{*}$ is a positive measure defined on the $\sigma$-algebra $\mathcal{M}$, and denoting the measure space $\left(X, \mathcal{M}, \mu^{*}\right)$ by $(X, \mathcal{M}, \mu)$, we find $\forall \varphi \in C_{c}(X), L \varphi=\int_{X} \varphi d \mu$.

Proof. We have proven in Lemma 2.2.2 that $\mu^{*}(\emptyset)=\mu(\emptyset)=0$. Let $\left(E_{j}\right)_{j \geq 1}$ be a pairwise disjoint sequence in $\mathcal{M}$. If there exists $j_{0} \geq 1$ such that $\mu^{*}\left(E_{j_{0}}\right)=+\infty$, we obtain the result for the $\sigma$-additivity since $\mu^{*}\left(E_{j_{0}}\right) \leq \mu^{*}\left(\cup_{j \geq 1} E_{j}\right)$. We may thus suppose that $\forall j \geq 1, \mu^{*}\left(E_{j}\right)<+\infty$. From Lemma 2.2.11, $\forall j \geq 1, E_{j} \in \mathcal{M}_{F}$ and Lemma 2.2.8 gives the result. To obtain the second property, we may assume that $\varphi$ is real valued and we have only to prove that $L \varphi \leq \int_{X} \varphi d \mu$ since we shall deduce from this

$$
-L(\varphi)=L(-\varphi) \leq \int_{X}-\varphi d \mu=-\int_{X} \varphi d \mu \Longrightarrow L \varphi \geq \int_{X} \varphi d \mu
$$

We note also $C_{c}(X) \subset \mathcal{L}^{1}(\mu)$, since for $\varphi \in C_{c}(X)$, we have

$$
|\varphi| \leq \sup |\varphi| \mathbf{1}_{\operatorname{supp} \varphi} \in \mathcal{L}^{1}(\mu)
$$

because $\operatorname{supp} \varphi$ is compact, implying $\mu(\operatorname{supp} \varphi)<+\infty$, and moreover, $\varphi$ is measurable since $\mathcal{M}$ contains the Borel $\sigma$-algebra. Let us then consider $\varphi$ real-valued
$\in C_{c}(X)$ with compact support $K$ such that $\varphi(X) \subset[a, b]$ and let $\epsilon>0$ be given. We consider $\left(y_{j}\right)_{1 \leq j \leq N}$ real numbers such that

$$
y_{0}<a<y_{1}<\cdots<y_{N}=b, \quad 0<y_{j+1}-y_{j}<\epsilon
$$

We define $E_{j}=\left\{x \in K, y_{j-1}<\varphi(x) \leq y_{j}\right\}, 1 \leq j \leq N$. The sets $E_{j}$ are pairwise disjoint Borel sets with union $K$. Consequently, there exist some open sets $V_{j} \supset E_{j}$ such that

$$
\begin{equation*}
\mu\left(E_{j}\right) \leq \mu\left(V_{j}\right)<\mu\left(E_{j}\right)+\frac{\epsilon}{N} \tag{2.2.15}
\end{equation*}
$$

We consider the open sets $W_{j}=V_{j} \cap\left\{x \in X, \varphi(x)<y_{j}+\epsilon\right\} \supset E_{j}$. We have

$$
\begin{equation*}
\mu\left(W_{j}\right) \leq \mu\left(V_{j}\right)<\mu\left(E_{j}\right)+\frac{\epsilon}{N}, \quad K=\cup_{1 \leq j \leq N} E_{j} \subset \cup_{1 \leq j \leq N} W_{j} \tag{2.2.16}
\end{equation*}
$$

From Theorem 2.1.3 on partitions of unity, we find some functions $\psi_{j}$ belonging to $C_{c}\left(W_{j} ;[0,1]\right)$ such that on $K, \sum_{1 \leq j \leq N} \psi_{j}=1$, implying $\varphi=\sum_{1 \leq j \leq N} \psi_{j} \varphi$. From Lemma 2.2.6 we get

$$
\begin{equation*}
\mu(K) \leq L\left(\sum_{1 \leq j \leq N} \psi_{j}\right)=\sum_{1 \leq j \leq N} L \psi_{j}, \tag{2.2.17}
\end{equation*}
$$

and since $\psi_{j} \varphi \leq\left(y_{j}+\epsilon\right) \psi_{j}$ with $y_{j}-\epsilon<\varphi(x)$ for $x \in E_{j}$, we get

$$
\begin{aligned}
L \varphi=L\left(\sum_{1 \leq j \leq N} \psi_{j} \varphi\right) & \leq L\left(\sum_{1 \leq j \leq N}\left(y_{j}+\epsilon\right) \psi_{j}\right)=\sum_{1 \leq j \leq N}\left(y_{j}+\epsilon\right) L \psi_{j} \\
& =\sum_{1 \leq j \leq N} \underbrace{\left(|a|+y_{j}+\epsilon\right)}_{=y_{j}-a+\epsilon+a+|a| \geq 0} L \psi_{j}-|a| \sum_{1 \leq j \leq N} L \psi_{j}
\end{aligned}
$$

(using (2.2.1) and (2.2.17)) $\leq \sum_{1 \leq j \leq N}\left(|a|+y_{j}+\epsilon\right) \mu\left(W_{j}\right)-|a| \mu(K)$

$$
(\text { using }(2.2 .16)) \leq \sum_{1 \leq j \leq N}\left(|a|+y_{j}+\epsilon\right)\left(\mu\left(E_{j}\right)+\frac{\epsilon}{N}\right)-|a| \mu(K)
$$

Consequently, we obtain for all $\epsilon>0$,

$$
\begin{aligned}
L \varphi & \leq \sum_{1 \leq j \leq N}\left(|a|+y_{j}+\epsilon\right)\left(\mu\left(E_{j}\right)+\frac{\epsilon}{N}\right)-|a| \sum_{1 \leq j \leq N} \mu\left(E_{j}\right) \\
& =\epsilon|a|+\sum_{1 \leq j \leq N}\left(y_{j}+\epsilon\right)\left(\mu\left(E_{j}\right)+\frac{\epsilon}{N}\right)
\end{aligned}
$$

(and since on $E_{j}, y_{j-1}<\varphi \Longrightarrow y_{j}+\varepsilon \leq y_{j-1}+2 \varepsilon \leq \varphi+2 \varepsilon$ )

$$
\begin{aligned}
& \leq \epsilon|a|+\sum_{1 \leq j \leq N} \int_{E_{j}}(\varphi+2 \epsilon) d \mu+\epsilon(b+\epsilon) \\
& \leq \epsilon(|a|+b+\epsilon)+\int_{X} \varphi d \mu+2 \epsilon \mu(K)
\end{aligned}
$$

so that $L \varphi \leq \int_{X} \varphi d \mu$.

We have thus proven that $(X, \mathcal{M}, \mu)$ is a measure space where $\mu$ is a positive measure so that $\mathcal{M} \supset \mathcal{B}_{X}$. Property (1) in Theorem 2.2.1 follows from Lemma 2.2.12, Property (2) from Lemma 2.2.6, Property (3) from (2.2.2), Property (4) for open sets from Lemma 2.2.7, Property (4) for sets $E \in \mathcal{M}$ with $\mu(E)<+\infty$, from Lemma 2.2.11 and Property (5) is proven in Lemma 2.2.3. The proof of Theorem 2.2.1 is complete.

Definition 2.2.13. Let $X$ be a locally compact metric space, $\mathcal{B}_{X}$ its Borel $\sigma$-algebra, and let $\left(X, \mathcal{B}_{X}, \mu\right)$ be a measure space where $\mu$ is a positive measure. When the measure $\mu$ is finite on the compact sets, we shall say that $\mu$ is a positive Borel measure on $X$. When Property (3) (resp. (4)) in Theorem 2.2.1 is satisfied for all $E \in \mathcal{B}_{X}$, we shall say that $\mu$ is outer regular (resp. inner regular); $\mu$ will be said regular when both properties hold.

Theorem 2.2.14. Let $(X, d)$ be a locally compact metric space which is also $\sigma$ compact (i.e., countable union of compact sets), let $L: C_{c}(X) \longrightarrow \mathbb{C}$ be a positive linear form and let $(X, \mathcal{M}, \mu)$ be the measure space given by Theorem 2.2.1. The following additional properties hold.
(1) $\mu$ is a regular Borel measure on $X$.
(2) For $E \in \mathcal{M}$ and $\varepsilon>0$, there exists $V, F$ such that

$$
\text { Fclosed } \subset E \subset V \text { open }, \quad \mu(V \backslash F)<\epsilon
$$

(3) $E$ belongs to $\mathcal{M}$ if and only if there exists an $F_{\sigma}$ set (countable union of closed sets) $A$, and $a G_{\delta}$ set $B$ (countable intersection of open sets), such that

$$
\begin{equation*}
A \subset E \subset B, \quad \text { and } \quad \mu(B \backslash A)=0 \tag{2.2.18}
\end{equation*}
$$

We start with the proof of (2). Let $K_{N}$ be a sequence of compact sets with $X=$ $\cup_{N \geq 1} K_{N}$. We have

$$
\mu\left(K_{N} \cap E\right) \underset{\text { monotonicity }}{\leq} \mu\left(K_{N}\right) \underset{(2) \text { in Th. 2.2.1 }}{<}+\infty
$$

From (2.2.2) there exists $V_{N}$ open such that $V_{N} \supset K_{N} \cap E$ such that

$$
\mu\left(K_{N} \cap E\right) \leq \mu\left(V_{N}\right)<\mu\left(K_{N} \cap E\right)+\epsilon 2^{-N-2}
$$

Since $E, V_{N}, K_{N} \in \mathcal{M}$, we have $\mu\left(V_{N} \backslash\left(K_{N} \cap E\right)\right) \leq \epsilon 2^{-N-2}$ and with the open set $V=\cup_{N \geq 1} V_{N} \supset E$,

$$
\begin{aligned}
\mu(V \backslash E)=\mu\left(\cup_{N \geq 1}\left(V_{N} \backslash E\right)\right) & \leq \mu\left(\cup_{N \geq 1}\left(V_{N} \backslash\left(E \cap K_{N}\right)\right)\right) \\
& \leq \sum_{N \geq 1} \mu\left(V_{N} \backslash\left(E \cap K_{N}\right)\right) \leq \epsilon / 4
\end{aligned}
$$

Applying this to $E^{c}$, we find an open set $W \supset E^{c}$ such that $\mu\left(W \backslash E^{c}\right) \leq \epsilon / 4$. Finally we get

$$
F=W^{c} \text { closed } \subset E \subset V, \quad \mu(V \backslash E) \leq \epsilon / 4, \quad \mu(E \backslash F)=\mu\left(W \backslash E^{c}\right) \leq \epsilon / 4
$$

implying the result.
Let us now prove (1). Outer regularity and finiteness on compact sets follow from Theorem 2.2.1. To get inner regularity, we have only to check Property (4) of Theorem 2.2.1 for Borel sets with infinite measure. Let $E$ be a Borel set with infinite measure: from the already proven (2), there exists

$$
F_{1} \text { closed } \subset E \subset V_{1} \text { open, } \quad \mu\left(V_{1} \backslash F_{1}\right)<1
$$

Since $\mu(E)=\mu\left(E \backslash F_{1}\right)+\mu\left(F_{1}\right) \leq 1+\mu\left(F_{1}\right)$, we have $\mu\left(F_{1}\right)=+\infty$. We consider now the closed set $F_{1}=\cup_{N \geq 1}\left(F_{1} \cap K_{N}\right)$. Then from Proposition 1.4.4 (2), we find

$$
\mu(\underbrace{F_{1} \cap\left(\cup_{1 \leq j \leq N} K_{j}\right)}_{L_{N} \text { compact } \subset E}) \underset{N \rightarrow+\infty}{\uparrow} \mu\left(F_{1}\right)=+\infty
$$

so that $\lim _{N} \mu\left(L_{N}\right)=+\infty$, providing Property (1) of Theorem 2.2.14.
We are left with the proof of (3). Let $E$ be in $\mathcal{M}$. From the already proven (2) in this theorem, for all integers $j \geq 1$, there exists a closed set $F_{j}$ and an open set $V_{j}$ such that $F_{j} \subset E \subset V_{j}$ with $\mu\left(V_{j} \backslash F_{j}\right) \leq 1 / j$. We get then

$$
A=\cup_{j \geq 1} F_{j} \subset E \subset \cap_{j \geq 1} V_{j}=B
$$

and for all $j \geq 1, \mu(B \backslash A) \leq \mu\left(V_{j} \backslash F_{j}\right) \leq 1 / j$, implying $\mu(B \backslash A)=0$ and the first part of the statement. Conversely, if (2.2.18) holds, we have

$$
E=(E \backslash A) \cup A, \quad E \backslash A \subset B \backslash A,
$$

and since the $\sigma$-algebra $\mathcal{M}$ is complete, we have $E \backslash A \in \mathcal{M}$ as a subset of the negligible Borel set $B \backslash A \in \mathcal{B}_{X} \subset \mathcal{M}$, entailing finally $E \in \mathcal{M}$.

Remark 2.2.15.
(1) The Riesz-Markov representation Theorem 2.2.1 remains true when $X$ is a locally compact Hausdorff topological space. Theorems on partition of unity must be proven in that framework and require some effort (see Exercise 2.8.2).
(2) Theorem 2.2 .14 is true when $X$ is a locally compact Hausdorff topological space which is $\sigma$-compact.
(3) Let us also note that a positive linear form on $C_{c}(X)$ is continuous (cf. Exercise 2.8.3).

### 2.3 Producing positive Radon measures

After the proof of the Riesz-Markov Theorem 2.2.1, we are in a good position to produce some significant examples of measure spaces, in particular of Borel measures on $\mathbb{R}^{m}$. However, we still need to provide a positive Radon measure to apply the theorem. A standard way of doing this is to use another classical theory of integration, due to Bernhard Riemann, but it is certainly overkilling since we only need a Radon measure, that is integrating continuous functions with compact support. We shall see here that for this sole purpose, it is not necessary to resort to another integration theory.

Proposition 2.3.1. Let $a \leq b$ be real numbers. For $f \in C([a, b])$ (real-valued continuous functions defined on $[a, b]$ ), there exists a unique differentiable function $F$ defined on $[a, b]$ such that

$$
\begin{equation*}
F(a)=0, \quad \forall x \in[a, b], \quad F^{\prime}(x)=f(x) \tag{2.3.1}
\end{equation*}
$$

We shall note that unique solution as $F(x)=\int_{a}^{x} f(t) d t$. The mapping

$$
C([a, b]) \ni f \mapsto \int_{a}^{b} f(t) d t \quad \text { is a positive linear form. }
$$

Moreover, defining for $f \in C([a, b]), \int_{b}^{a} f(t) d t=-\int_{a}^{b} f(t) d t$, we find Chasles, identity,

$$
\begin{equation*}
\int_{a}^{b} f(t) d t+\int_{b}^{c} f(t) d t=\int_{a}^{c} f(t) d t \tag{2.3.2}
\end{equation*}
$$

for $f \in C(I)$, where $I$ is an interval containing $a, b$, c. If $f \in C_{c}(\mathbb{R})$, with $\operatorname{supp} f \subset$ $[a, b]$ we define $\int_{\mathbb{R}} f(t) d t=\int_{a}^{b} f(t) d t$ and we have, for all $s \in \mathbb{R}$,

$$
\begin{equation*}
\int_{\mathbb{R}} f(t-s) d t=\int_{\mathbb{R}} f(t) d t \tag{2.3.3}
\end{equation*}
$$

Proof. We note first that the mean value theorem and (2.3.1) imply

$$
\begin{equation*}
\sup _{x \in[a, b]}|F(x)| \leq(b-a) \sup _{x \in[a, b]}|f(x)| . \tag{2.3.4}
\end{equation*}
$$

Let us prove first uniqueness. If $F, G$ are differentiable on $[a, b]$ and satisfy (2.3.1) then $(F-G)^{\prime}=0$ on $[a, b]$ and the mean value theorem implies $\forall x \in[a, b]$, $F(x)-G(x)=F(a)-G(a)=0$. Moreover, if $\left(f_{n}\right)_{n \in \mathbb{N}}$ is a sequence of continuous functions converging uniformly towards $f$ on $[a, b]$, such that for all $n \in \mathbb{N}$, there exist $F_{n}$ so that (2.3.1) holds, then the sequences $\left(F_{n}\right),\left(F_{n}^{\prime}\right)$ converge uniformly towards $F, f$, and $F$ is differentiable on $[a, b]$ with $F^{\prime}=f$ : in fact, using (2.3.4), we have

$$
\sup _{x \in[a, b]}\left|F_{n+p}(x)-F_{n}(x)\right| \leq(b-a) \sup _{x \in[a, b]}\left|f_{n+p}(x)-f_{n}(x)\right|,
$$

implying uniform convergence of $F_{n}$ towards a function $F \in C([a, b])$ such that $F(a)=0$. We have, for $x, x+h \in[a, b]$,

$$
F_{n}(x+h)-F_{n}(x)=f_{n}(x) h+\left(f_{n}\left(x+\theta_{n} h\right)-f_{n}(x)\right) h
$$

for some $\theta_{n} \in(0,1)$ and thus

$$
\begin{align*}
& \left|F_{n}(x+h)-F_{n}(x)-f_{n}(x) h\right| \\
& \quad \leq|h|\left|f_{n}\left(x+\theta_{n} h\right)-f\left(x+\theta_{n} h\right)+f\left(x+\theta_{n} h\right)-f(x)+f(x)-f_{n}(x)\right|  \tag{2.3.5}\\
& \quad \leq|h|\left[2\left\|f_{n}-f\right\|_{C([a, b])}+\sup _{|t| \leq|h|}|f(x+t)-f(x)|\right]
\end{align*}
$$

so that

$$
\left|F_{n}(x+h)-F_{n}(x)-f_{n}(x) h\right| \leq|h|\left[\epsilon_{n}+\omega(h)\right], \quad \text { with } \lim _{n} \epsilon_{n}=0, \lim _{h \rightarrow 0} \omega(h)=0
$$

We find $|F(x+h)-F(x)-f(x) h| \leq|h| \omega(h)$ so that $F$ is differentiable with $F^{\prime}=f$. We note that (2.3.1) holds trivially for continuous piecewise affine functions (see Exercise 2.8.9), and also that this type of functions can approximate uniformly continuous functions on $[a, b]$ : with the previous remarks we get the existence. Using the notation $F(x)=\int_{a}^{x} f(t) d t$, we find that for $\alpha, \beta \in \mathbb{R}, f, g \in C([a, b])$,

$$
\int_{a}^{x}(\alpha f(t)+\beta g(t)) d t=\alpha \int_{a}^{x} f(t) d t+\beta \int_{a}^{x} g(t) d t
$$

since if $F, G$ satisfy (2.3.1) for $f, g$, then $\alpha F+\beta G$ satisfies (2.3.1) for $\alpha f+\beta g$. Moreover, if $f \geq 0$, then $F^{\prime}=f \geq 0$ and $F(x) \geq F(a)=0$ for $x \in[a, b]$. Let $I$ be an interval of $\mathbb{R}, f \in C(I)$ and let $a, b, c \in I$. If $a \leq b \leq x \in I$, defining

$$
F(x)=\int_{a}^{x} f(t) d t, \quad G(x)=\int_{a}^{b} f(t) d t+\int_{b}^{x} f(t) d t
$$

we find $F^{\prime}(x)=f(x)=G^{\prime}(x), F(b)=G(b)$, so that $F(x)=G(x)$, proving Chasles' identity (2.3.2) when $a \leq b \leq c$. Let us now consider $I$ an interval of $\mathbb{R}, f \in C(I)$ and $x_{0} \leq x_{1} \leq x_{2} \in I$. We have

$$
\begin{array}{r}
\int_{x_{1}}^{x_{0}} f(t) d t \underbrace{=}_{\text {definition }}-\int_{x_{0}}^{x_{1}} f(t) d t \underbrace{=}_{\text {already proven }} \int_{x_{1}}^{x_{2}} f(t) d t-\int_{x_{0}}^{x_{2}} f(t) d t \\
=\int_{x_{1}}^{x_{2}} f(t) d t+\int_{x_{2}}^{x_{0}} f(t) d t
\end{array}
$$

proving Chasles' identity (2.3.2) in the general case. In particular for $f \in C_{c}(\mathbb{R})$, with supp $f \subset[a, b]$ we define $\int_{\mathbb{R}} f(t) d t=\int_{a}^{b} f(t) d t$, a consistent definition since if
$\operatorname{supp} f \subset\left[a^{\prime}, b^{\prime}\right]$, Chasles' identity induces $\int_{a}^{b} f(t) d t=\int_{a^{\prime}}^{b^{\prime}} f(t) d t$. Let us prove now (2.3.3): assuming supp $f \subset[a, b]$, we have $\int f(t-s) d t=\int_{s+a}^{s+b} f(t-s) d t$ and with

$$
F(x)=\int_{a}^{x} f(t) d t, \quad G(x)=\int_{s+a}^{s+x} f(t-s) d t
$$

we find that $F, G$ are both differentiable with $G^{\prime}(x)=f(s+x-s)=f(x)=F^{\prime}(x)$ and since $F(a)=G(a)=0$, we get $F=G$ and the result.

Proposition 2.3.2 (Fundamental theorem of calculus).
(1) Let $a \leq b$ be real numbers and $f \in C([a, b])$. Defining for $x \in[a, b], F(x)=$ $\int_{a}^{x} f(t) d t$, the function $F \in C^{1}([a, b])$ and $F^{\prime}=f$.
(2) Let $a \leq b$ be real numbers and $f, g \in C^{1}([a, b])$. Then for $x \in[a, b]$,

$$
\int_{a}^{x} f^{\prime}(t) d t=f(x)-f(a)
$$

and

$$
\int_{a}^{b} f^{\prime}(t) g(t) d t=[f(t) g(t)]_{a}^{b}-\int_{a}^{b} f^{\prime}(t) g(t) d t
$$

(3) Let $I_{1}, I_{2}$ be two intervals of $\mathbb{R}$, let $\kappa: I_{1} \longrightarrow I_{2}$ be a $C^{1}$ mapping and let $f: I_{2} \longrightarrow \mathbb{R}$ be continuous. Then for all $a_{1}, b_{1} \in I_{1}$,

$$
\int_{\kappa\left(a_{1}\right)}^{\kappa\left(b_{1}\right)} f\left(t_{2}\right) d t_{2}=\int_{a_{1}}^{b_{1}} f\left(\kappa\left(t_{1}\right)\right) \kappa^{\prime}\left(t_{1}\right) d t_{1} .
$$

Proof. Property (1) is exactly Definition (2.3.1). To prove (2), we set for $x \in[a, b]$, $F(x)=\int_{a}^{x} f^{\prime}(t) d t$. According to (2.3.1), we have $F(a)=0, F^{\prime}=f^{\prime}$, implying $F(x)-f(x)=F(a)-f(a)$, which is the sought formula. Using Leibniz' $(f g)^{\prime}=$ $f^{\prime} g+f g^{\prime}$, the last part follows from the first. Let us prove (3): we set for $x_{2} \in I_{2}$, $x_{1} \in I_{1}$,

$$
F\left(x_{2}\right)=\int_{\kappa\left(a_{1}\right)}^{x_{2}} f\left(t_{2}\right) d t_{2}, \quad G\left(x_{1}\right)=\int_{a_{1}}^{x_{1}} f\left(\kappa\left(t_{1}\right)\right) \kappa^{\prime}\left(t_{1}\right) d t_{1}
$$

We have $F\left(\kappa\left(a_{1}\right)\right)=0=G\left(a_{1}\right)$ and for $x_{1} \in I_{1}$,

$$
\frac{d}{d x_{1}}\left(F\left(\kappa\left(x_{1}\right)\right)=F^{\prime}\left(\kappa\left(x_{1}\right)\right) \kappa^{\prime}\left(x_{1}\right)=f\left(\kappa\left(x_{1}\right)\right) \kappa^{\prime}\left(x_{1}\right)=G^{\prime}\left(x_{1}\right)\right.
$$

so that $F\left(\kappa\left(x_{1}\right)\right)=G\left(x_{1}\right)$ and with $x_{1}=b_{1}$, this is the result.
The previous propositions show that integrating continuous functions of one variable with compact support does not require any theoretical effort. For several variables, it is not much more complicated.

Proposition 2.3.3. Let $m \geq 1$ be an integer and let $C_{c}\left(\mathbb{R}^{m}\right)$ be the vector space of complex-valued continuous functions with compact support. There exists a unique positive linear form on $C_{c}\left(\mathbb{R}^{m}\right)$ such that for $f(x)=\prod_{1 \leq j \leq m} f_{j}\left(x_{j}\right), f_{j} \in C_{c}(\mathbb{R})$,

$$
\begin{equation*}
L f=\prod_{1 \leq j \leq m} \int_{\mathbb{R}} f_{j}\left(x_{j}\right) d x_{j} \tag{2.3.6}
\end{equation*}
$$

We shall note $L f=\int_{\mathbb{R}^{m}} f(x) d x$. For all $t \in \mathbb{R}^{m}$, and all $f \in C_{c}\left(\mathbb{R}^{m}\right)$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{m}} f(x-t) d x=\int_{\mathbb{R}^{m}} f(x) d x \tag{2.3.7}
\end{equation*}
$$

Proof. Let us prove the existence for $m \geq 2$. We set

$$
\int_{\mathbb{R}^{m}} f(x) d x=\int_{\mathbb{R}^{m-1}}\left(\int_{\mathbb{R}} f\left(x_{1}, x^{\prime}\right) d x_{1}\right) d x^{\prime}
$$

which is meaningful if we know what is the integral of functions with compact support in $m-1$ dimensions: in fact defining

$$
g\left(x^{\prime}\right)=\int_{\mathbb{R}} f\left(x_{1}, x^{\prime}\right) d x_{1}
$$

we find that $g$ is continuous with compact support since $f$ is continuous with compact support and (2.3.4) implies

$$
\left|g\left(x^{\prime}\right)-g\left(y^{\prime}\right)\right| \leq \sup _{x_{1}}\left|f\left(x_{1}, x^{\prime}\right)-f\left(x_{1}, y^{\prime}\right)\right| \operatorname{diam}(\operatorname{supp} f) .
$$

Moreover (2.3.6) as well as linearity and positivity are trivially satisfied. To prove uniqueness, we shall use the following lemma.

Lemma 2.3.4. Let $m \geq 1$ be an integer. The vector space $\otimes_{1 \leq j \leq m} C_{c}(\mathbb{R})$ is dense in $C_{c}\left(\mathbb{R}^{m}\right)$.

Proof of the lemma. We note first that $1=\sum_{j \in \mathbb{Z}}(1-|t-j|)_{+}$since that function is 1-periodic and for $t \in[0,1[$, the condition $|t-j|<1$ implies

$$
\max (0, j-1) \leq t<\min (1, j+1) \Longrightarrow 0 \leq j \leq 1
$$

implying $\sum_{j \in \mathbb{Z},|t-j| \leq 1}(1-|t-j|)_{+}=(1-t)+(1-(1-t))=1$. Also, defining $\varphi(t)=(1-|t|)_{+}$and

$$
\Phi\left(t_{1}, \ldots, t_{m}\right)=\prod_{1 \leq l \leq m} \varphi\left(t_{l}\right)
$$

we find

$$
1=\prod_{1 \leq l \leq m} \sum_{j_{l} \in \mathbb{Z}} \varphi\left(t_{l}-j_{l}\right)=\sum_{j \in \mathbb{Z}^{m}} \Phi(T-j), \text { with } T=\left(t_{1}, \ldots, t_{m}\right)
$$

Consequently, for $\epsilon>0, T \in \mathbb{R}^{m}, k=\epsilon j \in \epsilon \mathbb{Z}^{m}$ defining $\Phi_{k, \epsilon}(T)=\Phi\left(\epsilon^{-1}(T-\epsilon j)\right)$, we have,

$$
1=\sum_{j \in \mathbb{Z}^{m}} \Phi\left(\epsilon^{-1} T-j\right)=\sum_{j \in \mathbb{Z}^{m}} \Phi\left(\epsilon^{-1}(T-\epsilon j)\right)=\sum_{k \in \epsilon \mathbb{Z}^{m}} \Phi_{k, \epsilon}(T),
$$

with $\Phi_{k, \epsilon} \in C_{c}\left(\mathbb{R}^{m}\right), \operatorname{supp} \Phi_{k, \epsilon}=\left\{t,\|t-k\|_{\infty} \leq \epsilon\right\}$ (here for $t \in \mathbb{R}^{m},\|t\|_{\infty}=$ $\left.\max _{1 \leq j \leq m}\left|t_{j}\right|\right)$. Let $f \in C_{c}\left(\mathbb{R}^{m}\right)$; since supp $f$ is compact, the following sums are finite and

$$
f(t)=\sum_{k \in \epsilon \mathbb{Z}^{m}} \Phi_{k, \epsilon}(t)(f(t)-f(k))+\sum_{k \in \in \mathbb{Z}^{m}} \Phi_{k, \epsilon}(t) f(k) .
$$

Since we have
$\sum_{k \in \epsilon \mathbb{Z}^{m}} \Phi_{k, \epsilon}(t)|f(t)-f(k)| \leq \sum_{k \in \epsilon \mathbb{Z}^{m}} \Phi_{k, \epsilon}(t) \sup _{\|t-s\| \leq \epsilon}|f(t)-f(s)|=\sup _{\|t-s\| \leq \epsilon}|f(t)-f(s)|$, the uniform continuity of $f$ implies uniform convergence for $\sum_{k \in \epsilon \mathbb{Z}^{m}} \Phi_{k, \epsilon}(t) f(k)$ towards $f$. But $\Phi_{k, \epsilon}$ is a tensor product of continuous functions with compact support defined on $\mathbb{R}$, concluding the proof of the lemma.

Uniqueness in the proposition follows then from the linearity and continuity of $L$ (which follows from positivity (see Exercise 2.8.3)): let $L_{1}, L_{2}$ be linear forms satisfying the assumptions of Proposition 2.3 .3 and let $f \in C_{c}\left(\mathbb{R}^{m}\right)$. From Lemma 2.3.4, $f$ is a uniform limit of a sequence $f_{n}$ belonging to the vector space spanned by tensor products on which $L_{1}$ and $L_{2}$ coincide. We find

$$
\left(L_{1}-L_{2}\right)(f)=\lim _{n}\left(L_{1}-L_{2}\right)\left(f_{n}\right)=\lim _{n} 0=0
$$

Property (2.3.7) is a consequence of uniqueness and of that property for $m=1$, which is (2.3.3) in Proposition 2.3.1.

### 2.4 The Lebesgue measure on $\mathbb{R}^{m}$, properties and characterization

Definition 2.4.1. Let $m$ be a positive integer. Let us consider the positive linear form defined on $C_{c}\left(\mathbb{R}^{m}\right)$ by Proposition 2.3.3: to $\varphi \in C_{c}\left(\mathbb{R}^{m}\right)$, we associate its "Riemann integral" $\int_{\mathbb{R}^{m}} \varphi(x) d x$. Applying the Riesz-Markov representation theorem 2.2.1 and Theorem 2.2.14, we find a measure space $\left(\mathbb{R}^{m}, \mathcal{L}_{m}, \lambda_{m}\right)$ where $\lambda_{m}$ is a positive measure satisfying the properties of these theorems. We shall say that $\lambda_{m}$ is the Lebesgue measure on $\mathbb{R}^{m}$ and $\mathcal{L}_{m}$ is the Lebesgue $\sigma$-algebra on $\mathbb{R}^{m}$.
N.B. Note in particular that $\mathcal{L}_{m}$ contains the Borel $\sigma$-algebra $\mathcal{B}_{m}$ on $\mathbb{R}^{m}$, and that $\lambda_{m}$ is finite on compact sets as well as regular and complete. We shall note the space $L^{1}\left(\lambda_{m}\right)$ as $L^{1}\left(\mathbb{R}^{m}\right)$.

Theorem 2.4.2. Let $m \geq 1$ be an integer and let $\left(\mathbb{R}^{m}, \mathcal{L}_{m}, \lambda_{m}\right)$ be the Lebesgue measure space $\mathbb{R}^{m}$ defined above. The $\sigma$-algebra $\mathcal{L}_{m}$ is stable by translation, contains the Borel $\sigma$-algebra $\mathcal{B}_{m}$, and is such that
(1) $\lambda_{m}\left(\prod_{1 \leq j \leq d}\left[a_{j}, b_{j}\right]\right)=\prod_{1 \leq j \leq m}\left(b_{j}-a_{j}\right)$, for $a_{j} \leq b_{j}$,
(2) $\forall E \in \mathcal{L}_{m}, \forall x \in \mathbb{R}^{m}, \quad \lambda_{m}(E+x)=\lambda_{m}(E)$.
(3) If $\mu$ is a positive measure defined on $\mathcal{B}_{m}$, finite on the compact sets, invariant by translation (i.e., such that (2) holds) and such that $\mu\left([0,1]^{m}\right)=1$, then $\mu=\lambda_{m}$ on $\mathcal{B}_{m}$.

Proof. Let us prove (1), assuming first $a_{j}<b_{j}$ for all $1 \leq j \leq m$. Let $\epsilon>0$ such that $\forall j \in\{1, \ldots, m\}, a_{j}+\epsilon<b_{j}-\epsilon$ and $\varphi_{j} \in C_{c}(\mathbb{R} ;[0,1])$ such that

$$
\varphi_{j}\left(x_{j}\right)= \begin{cases}1 & \text { for } x_{j} \in\left[a_{j}+\epsilon, b_{j}-\epsilon\right] \\ \text { affine } & \text { for } x_{j} \in\left[a_{j}, b_{j}\right] \backslash\left[a_{j}+\epsilon, b_{j}-\epsilon\right], \\ 0 & \text { for } \left.x_{j} \notin\right] a_{j}, b_{j}[.\end{cases}
$$

We consider the function $\varphi \in C_{c}\left(\mathbb{R}^{m} ;[0,1]\right)$ defined by $\varphi(x)=\varphi_{1}\left(x_{1}\right) \ldots \varphi_{m}\left(x_{m}\right)$. We have

$$
\int_{\mathbb{R}^{m}} \varphi(x) d x=\prod_{1 \leq j \leq m} \int_{\mathbb{R}} \varphi_{j}\left(x_{j}\right) d x_{j}=\prod_{1 \leq j \leq m}\left(b_{j}-a_{j}-2 \epsilon+\epsilon\right)
$$

Defining $P=\prod_{1 \leq j \leq m}\left[a_{j}, b_{j}\right]$ and for $\mathbb{N} \ni k>k_{0}=\frac{2}{\min _{1 \leq j \leq m}\left(b_{j}-a_{j}\right)}$,

$$
P_{k}=\prod_{1 \leq j \leq m}\left[a_{j}+\frac{1}{k}, b_{j}-\frac{1}{k}\right]
$$

we get for $\epsilon=1 / k$,
$\lambda_{m}\left(P_{k}\right)=\int_{\mathbb{R}^{m}} \mathbf{1}_{P_{k}} d \lambda_{m} \leq \overbrace{\int_{\mathbb{R}^{m}} \varphi(x) d x}^{=\prod_{1 \leq j \leq m}\left(b_{j}-a_{j}-\epsilon\right)}=\int_{\mathbb{R}^{m}} \varphi d \lambda_{m} \leq \int_{\mathbb{R}^{m}} \mathbf{1}_{P} d \lambda_{m}=\lambda_{m}(P)$,
so that, from Proposition 1.4.4(2) and $\stackrel{\circ}{P}=\cup_{k>k_{0}} P_{k}$ (increasing union),

$$
\begin{equation*}
\lambda_{m}(\stackrel{\circ}{P})=\lim _{k} \lambda_{m}\left(P_{k}\right) \leq \lim _{k} \prod_{1 \leq j \leq m}\left(b_{j}-a_{j}-\frac{1}{k}\right)=\prod_{1 \leq j \leq m}\left(b_{j}-a_{j}\right) \leq \lambda_{m}(P) . \tag{2.4.1}
\end{equation*}
$$

This implies also that

$$
\begin{equation*}
\lambda_{m}\left(\left\{x_{1}=a_{1}\right\}\right)=0, \tag{2.4.2}
\end{equation*}
$$

since for $\epsilon>0$ and $M>0$, we have

$$
\lambda_{m}\left(\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{m-1},\left|x_{1}-a_{1}\right|<\epsilon / 2,\left\|x^{\prime}\right\|_{\infty}<M / 2\right\}\right) \leq \epsilon M^{m-1}
$$

so that $\lambda_{m}\left(\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{m-1}, x_{1}=a_{1},\left\|x^{\prime}\right\|_{\infty}<M\right\}\right)=0$, entailing by countable union $\lambda_{m}\left(\left\{x_{1}=a_{1}\right\}\right)=0$. Since the difference $P \backslash \stackrel{\circ}{P}$ is included in a finite union of hyperplanes, Property (1) follows from (2.4.1), (2.4.2).
Let us prove now property (2) in Theorem 2.4.2. Let $K$ be a compact subset of an open set $V$ and let $\chi \in C_{c}(V ;[0,1])$ such that $\chi_{\mid K}=1$. We have from (2.2.9)

$$
\lambda_{m}(K) \leq \int_{\mathbb{R}^{m}} \chi(x) d x=\int_{\mathbb{R}^{m}} \chi d \lambda_{m} \leq \int_{\mathbb{R}^{m}} \mathbf{1}_{V} d \lambda_{m} \leq \lambda_{m}(V)
$$

and the inner regularity of $\lambda_{m}$ ((4) in Theorem 2.2.1) implies

$$
\begin{equation*}
\lambda_{m}(V)=\sup _{K \text { compact } \subset V} \lambda_{m}(K) \leq \sup _{\chi \in C_{c}(V ;[0,1])} \int_{\mathbb{R}^{m}} \chi(x) d x \leq \lambda_{m}(V) \tag{2.4.3}
\end{equation*}
$$

For $\theta \in \mathbb{R}^{m}$, we note $\tau_{\theta}$ the translation of vector $\theta$ : we have $\tau_{\theta}(x)=x+\theta$, and $\tau_{\theta}=\tau_{-\theta}^{-1}$ is a homeomorphism, implying that $\tau_{\theta}(V)$ is open as the inverse image of an open set by a continuous map. We find then

$$
\begin{aligned}
\lambda_{m}(V+\theta)=\sup _{\chi \in C_{c}(V+\theta ;[0,1])} \int_{\mathbb{R}^{m}} \chi(x) d x & =\sup _{\psi \in C_{c}(V ;[0,1])} \int_{\mathbb{R}^{m}} \psi(x+\theta) d x \\
& =\sup _{\psi \in C_{c}(V ;[0,1])} \int_{\mathbb{R}^{m}} \psi(x) d x=\lambda_{m}(V)
\end{aligned}
$$

Since $\tau_{\theta}$ is a homeomorphism, $\mathcal{B}_{m}$ is invariant by translation and using the outer regularity of Lebesgue's measure, we find for $E \in \mathcal{B}_{m}$ and $\theta \in \mathbb{R}^{m}$,

$$
\begin{align*}
\lambda_{m}(E+\theta)=\inf _{W \text { open } \supset E+\theta} \lambda_{m}(W) & =\inf _{V \text { open } \supset E} \lambda_{m}(V+\theta) \\
& =\inf _{V \text { open } \supset E} \lambda_{m}(V)=\lambda_{m}(E) \tag{2.4.4}
\end{align*}
$$

Let $E \in \mathcal{L}_{m}$. Using (3) in Theorem 2.2.14, we can find a $F_{\sigma}$ set $A$, a $G_{\delta}$ set $B$ such that $A \subset E \subset B$ and $\lambda_{m}(B \backslash A)=0$. This implies for $\theta \in \mathbb{R}^{m}$,

$$
A+\theta \subset E+\theta \subset B+\theta
$$

and moreover $A+\theta$ is still an $F_{\sigma}$ set since $\tau_{\theta}$ is a homeomorphism:

$$
\tau_{\theta}\left(\cup_{n \in \mathbb{N}} F_{n}\right)=\cup_{n \in \mathbb{N}} \tau_{\theta}\left(F_{n}\right)=\cup_{n \in \mathbb{N}} \underbrace{\tau_{\theta \theta}^{-1}\left(F_{n}\right)}_{\text {closed }}
$$

We prove as well that $B+\theta$ is a $G_{\delta}$ set and using (2.4.4), we find

$$
\lambda_{m}\left(\tau_{\theta}(B) \backslash \tau_{\theta}(A)\right)=\lambda_{m}\left(\tau_{\theta}(B \backslash A)\right)=\lambda_{m}(B \backslash A)=0
$$

which implies from (3) in Theorem 2.2.14, that $E+\theta$ belongs to $\mathcal{L}_{m}$. We find moreover that

$$
\lambda_{m}(E+\theta)=\lambda_{m}(A+\theta)=\lambda_{m}(A)=\lambda_{m}(E)
$$

concluding the proof of (2).

Let us prove (3) in Theorem 2.4.2. We claim that

$$
\begin{equation*}
\mu\left(\left\{x_{1}=0\right\}\right)=0 . \tag{2.4.5}
\end{equation*}
$$

In fact from Proposition 1.4.4(2) we have

$$
\mu\left(\left\{x_{1}=0\right\}\right)=\sup _{M \in \mathbb{N}} \mu(\underbrace{\left\{x_{1}=0\right\} \cap\left\{\max _{2 \leq j \leq m}\left|x_{j}\right| \leq M\right\}}_{K_{M}})
$$

and we note that for $M \in \mathbb{N}$,

$$
\left\{\max _{1 \leq j \leq m}\left|x_{j}\right| \leq M\right\}=\cup_{|\alpha| \leq M}\left(K_{M}+\alpha \overrightarrow{e_{1}}\right) \supset \cup_{\alpha \in \mathbb{Q},|\alpha| \leq M}\left(K_{M}+\alpha \overrightarrow{e_{1}}\right),
$$

which implies

$$
\sum_{\alpha \in \mathbb{Q},|\alpha| \leq M} \mu\left(K_{M}\right)=\sum_{\alpha \in \mathbb{Q},|\alpha| \leq M} \mu\left(K_{M}+\alpha \overrightarrow{e_{1}}\right) \leq \mu\left(\left\{\max _{1 \leq j \leq m}\left|x_{j}\right| \leq M\right\}\right)<+\infty
$$

so that $\mu\left(K_{M}\right)=0=\mu\left(\left\{x_{1}=0\right\}\right)$. From (2.4.5) and the invariance by translation of $\mu$, we find that all affine hyperplanes parallel to the axes have measure 0 .

Lemma 2.4.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left(E_{j}\right)_{j \in \mathbb{N}}$ be a sequence of $\mathcal{M}$ such that for $j \neq k, \mu\left(E_{j} \cap E_{k}\right)=0$. Then we have

$$
\mu\left(\cup_{j \in \mathbb{N}} E_{j}\right)=\sum_{j \in \mathbb{N}} \mu\left(E_{j}\right) .
$$

Proof of the lemma. From Proposition 1.4.4(2), it is enough to prove that for all integers $n, \mu\left(\cup_{0 \leq j \leq n} E_{j}\right)=\sum_{0 \leq j \leq n} \mu\left(E_{j}\right)$. This is obvious inductively on $n$ since

$$
\begin{aligned}
\mu\left(\cup_{0 \leq j \leq n+1} E_{j}\right) & =\mu\left(\cup_{0 \leq j \leq n}\left(E_{j} \backslash E_{n+1}\right)\right)+\mu\left(E_{n+1}\right) \\
& =\sum_{0 \leq j \leq n} \mu\left(E_{j} \backslash E_{n+1}\right)+\mu\left(E_{n+1}\right) \\
& =\sum_{0 \leq j \leq n}\left(\mu\left(E_{j} \backslash E_{n+1}\right)+\mu\left(E_{j} \cap E_{n+1}\right)\right)+\mu\left(E_{n+1}\right) \\
& =\sum_{0 \leq j \leq n+1} \mu\left(E_{j}\right) .
\end{aligned}
$$

For $n \in \mathbb{N}^{*}$, we have

$$
[0,1]^{m}=\cup_{0 \leq k_{j}<n} \overbrace{\prod_{1 \leq j \leq m}\left[\frac{k_{j}}{n}, \frac{k_{j}+1}{n}\right]}^{\text {rectangle } P_{k}} .
$$

We note that we have $n^{m}$ rectangles $P_{k}$ which are all translated from the rectangle $P_{0}=[0,1 / n]^{m}$ and such that $P_{k} \cap P_{l}$ is included in an affine hyperplane parallel to the axes for distinct multi-indices $k, l$. Using Lemma 2.4.3, consequences of (2.4.5) on the measure of hyperplanes parallel to the axes as well as translation invariance of $\mu$, we find

$$
1=\mu\left([0,1]^{m}\right)=n^{m} \mu\left([0,1 / n]^{m}\right), \quad \text { i.e., } \quad \mu\left([0,1 / n]^{m}\right)=n^{-m} .
$$

Let us check now the compact rational rectangle,

$$
P=\prod_{1 \leq j \leq m}\left[a_{j}, b_{j}\right], \quad a_{j}, b_{j} \in \mathbb{Q}, \quad\left[a_{j}, b_{j}\right]=\left[0, \frac{q_{j}}{n}\right]+\frac{c_{j}}{n}, \frac{q_{j}}{n}=b_{j}-a_{j}, \quad q_{j} \in \mathbb{N} .
$$

Since $\mu$ is translation-invariant, using again Lemma 2.4.3 and the previous arguments, we find

$$
\begin{align*}
\mu(P)=\mu\left(\prod_{1 \leq j \leq m}\left[0, \frac{q_{j}}{n}\right]\right) & =\mu\left(\cup_{0 \leq k_{j}<q_{j}} \prod_{1 \leq j \leq m}\left[\frac{k_{j}}{n}, \frac{k_{j}+1}{n}\right]\right)  \tag{2.4.6}\\
& =q_{1} \ldots q_{m} n^{-m}=\prod_{1 \leq j \leq m}\left(b_{j}-a_{j}\right) .
\end{align*}
$$

Lemma 2.4.4. Let $\Omega$ be an open subset of $\mathbb{R}^{m}$. There exists a sequence of compact rational rectangles $\left(Q_{n}\right)_{n \in \mathbb{N}}$ such that for $n \neq m$, the intersection $Q_{n} \cap Q_{m}$ is included in an affine hyperplane parallel to the axes and

$$
\Omega=\cup_{n \in \mathbb{N}} Q_{n} .
$$

Proof of the lemma. Lemma 1.2.6 provides a sequence $\left(P_{n}\right)_{n \in \mathbb{N}}$ of compact rational rectangles such that $\Omega=\cup_{n \in \mathbb{N}} P_{n}$. Consequently, defining

$$
\begin{equation*}
R_{0}=P_{0}, R_{1}=P_{1} \backslash P_{0}, \ldots, R_{n}=P_{n} \backslash\left(\cup_{0 \leq j<n} P_{j}\right), \tag{2.4.7}
\end{equation*}
$$

we get $\Omega=\cup_{n \in \mathbb{N}} R_{n}$, with $R_{n}$ pairwise disjoint. Let us consider $\left(I_{j}\right)_{1 \leq j \leq m}$ and $\left(J_{j}\right)_{1 \leq j \leq m}$ bounded intervals of $\mathbb{R}$ with rational endpoints and the rational rectangles $\bar{S}=\prod_{1 \leq j \leq m} I_{j}, T=\prod_{1 \leq j \leq m} J_{j}$. The set $S \backslash T$ is a finite union of pairwise disjoint rectangles and $S \cap T$ is a rational rectangle: it is true for $m=1$ since $I \backslash J$ is a union of at most two disjoint intervals with rational endpoints and moreover for $m>1$, with

$$
S^{\prime}=\prod_{1 \leq j \leq m-1} I_{j}, \quad T^{\prime}=\prod_{1 \leq j \leq m-1} J_{j},
$$

we have

$$
S \backslash T=\left(S^{\prime} \times I_{m}\right) \backslash\left(T^{\prime} \times J_{m}\right)=\overbrace{\left(\left(S^{\prime} \backslash T^{\prime}\right) \times I_{m}\right) \cup\left(\left(S^{\prime} \cap T^{\prime}\right) \times I_{m} \backslash J_{m}\right)}^{\text {disjoint union }} .
$$

From the induction hypothesis $S^{\prime} \backslash T^{\prime}$ is a disjoint union of $N_{m-1}$ rational rectangles and $S^{\prime} \cap T^{\prime}$ is a rational rectangle, we find that $S \backslash T$ is a union of $N_{m}$ disjoint rational rectangles with

$$
N_{m} \leq N_{m-1}+2, \quad \text { so that } N_{m} \leq 2 m
$$

Moreover, since

$$
S \cap T=\left(S^{\prime} \cap T^{\prime}\right) \times\left(I_{m} \cap J_{m}\right)
$$

we find that $S \cap T$ is a rational rectangle. Going back to (2.4.7), we find that $R_{1}$ is a finite union of pairwise disjoint rational rectangles and inductively, it is also true for

$$
R_{n+1}=P_{n+1} \backslash\left(\cup_{0 \leq j \leq n} P_{j}\right)=\left(P_{n+1} \backslash\left(\cup_{0 \leq j<n} P_{j}\right)\right) \backslash P_{n}
$$

We have proven that $R_{n}$ is a finite disjoint union of rational rectangles, i.e.,

$$
R_{n}=\cup_{1 \leq k \leq M_{n}} S_{k, n}, \quad S_{k, n} \text { rational rectangle, } k \neq l \Longrightarrow S_{k, n} \cap S_{l, n}=\emptyset
$$

Moreover, since the $R_{n}$ are pairwise disjoint, we have also

$$
n \neq m \Longrightarrow S_{k, n} \cap S_{l, m}=\emptyset
$$

As a result we have

$$
\begin{align*}
\Omega & =\cup_{n \in \mathbb{N}} P_{n}=\cup_{n \in \mathbb{N}} R_{n}  \tag{2.4.8}\\
& =\cup_{n \in \mathbb{N}} \cup_{1 \leq k \leq M_{n}} S_{k, n} \subset \cup_{n \in \mathbb{N}} \cup_{1 \leq k \leq M_{n}} \overline{S_{k, n}} \subset \cup_{n \in \mathbb{N}} P_{n}=\Omega
\end{align*}
$$

and since the rational rectangles $S_{k, n}$ are pairwise disjoint, the intersection of their closure is included in an hyperplane parallel to the axes. The countable family $\left(\left(\overline{S_{k, n}}\right)_{1 \leq k \leq M_{n}}\right)_{n \in \mathbb{N}}$ of compact rational rectangle satisfies the properties asked for $\left(Q_{n}\right)$ in Lemma 2.4.4, whose proof is now complete.

We obtain thus for an open set $\Omega$, using Lemmas 2.4.3-2.4.4 and (2.4.6),

$$
\mu(\Omega)=\sum_{n \in \mathbb{N}} \mu\left(Q_{n}\right)=\sum_{n \in \mathbb{N}} \lambda_{m}\left(Q_{n}\right)=\lambda_{m}(\Omega)
$$

and this implies that $\lambda_{m}$ coincide with $\mu$ on the open sets. Let $E \in \mathcal{B}_{m}$. Exterior regularity of $\lambda_{m}$ (Theorem 2.2.1(3)), implies

$$
\lambda_{m}(E)=\inf _{\Omega \text { open } \supset E} \lambda_{m}(\Omega)=\inf _{\Omega \text { open } \supset E} \mu(\Omega)
$$

It suffices then that we prove outer regularity for $\mu$. We consider the positive linear form

$$
\Lambda(\varphi)=\int_{\mathbb{R}^{m}} \varphi d \mu
$$

defined on $C_{c}\left(\mathbb{R}^{m}\right)$ : let us note that $\mu$ is finite on compact sets and since for $\varphi \in C_{c}\left(\mathbb{R}^{m}\right),|\varphi| \leq \sup |\varphi| \mathbf{1}_{\operatorname{supp} \varphi}$ (and $\varphi$ measurable since continuous), $\Lambda$ is indeed
a positive linear form on $C_{c}\left(\mathbb{R}^{m}\right) \subset \mathcal{L}^{1}(\mu)$. Theorem 2.2 .1 provides the existence of a regular measure $\nu$, defined on $\mathcal{B}_{m}$ such that for $\varphi \in C_{c}\left(\mathbb{R}^{m}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{m}} \varphi d \nu=\int_{\mathbb{R}^{m}} \varphi d \mu \tag{2.4.9}
\end{equation*}
$$

Let $\Omega$ be an open subset of $\mathbb{R}^{m}$; from Lemma 1.2.6, there exists a sequence of compact sets $\left(K_{j}\right)_{j \geq 1}$ such that

$$
\begin{equation*}
\Omega=\cup_{j \geq 1} K_{j} . \tag{2.4.10}
\end{equation*}
$$

We consider

$$
\begin{aligned}
& \varphi_{1} \in C_{c}(\Omega ;[0,1]) \text { such that } \varphi_{1 \mid K_{1}}=1 \\
& \varphi_{2} \in C_{c}(\Omega ;[0,1]) \text { such that } \varphi_{2 \mid K_{1} \cup \operatorname{supp} \varphi_{1}}=1 \\
& \varphi_{3} \in C_{c}(\Omega ;[0,1]) \text { such that } \varphi_{3 \mid K_{1} \cup K_{2} \cup \operatorname{supp} \varphi_{1} \cup \operatorname{supp} \varphi_{2}}=1 \\
& \quad \cdots \cdots \cdots
\end{aligned}
$$

We have $0 \leq \varphi_{n} \leq \varphi_{n+1}, \quad \varphi_{n}(x) \uparrow \mathbf{1}_{\Omega}(x)($ from (2.4.10)). As a result, applying Beppo Levi's theorem for the measure $\nu$, (2.4.9) and Beppo Levi's theorem for $\mu$, we get

$$
\nu(\Omega)=\lim _{n} \int_{\mathbb{R}^{m}} \varphi_{n} d \nu=\lim _{n} \int_{\mathbb{R}^{m}} \varphi_{n} d \mu=\mu(\Omega)
$$

Thus $\nu$ is a regular measure coinciding with $\mu$ on the open sets. Using (3) in Theorem 2.2.14 for $\nu$, we find for $E \in \mathcal{B}_{m}$ and for all $\epsilon>0$,

$$
F \text { closed } \subset E \subset V \text { open, } \quad \epsilon>\nu(\underbrace{V \backslash F}_{\text {open }})=\mu(V \backslash F) .
$$

Consequently, we obtain

$$
\mu(E)+\epsilon \geq \mu(E)+\mu(V \backslash F) \geq \mu(E)+\mu(V \backslash E)=\mu(V) \geq \mu(E)
$$

so that $\mu(E)=\inf _{V \text { open } \supset E} \mu(V)$, concluding the proof of Theorem 2.4.2.
We shall prove in Chapter 5 a general theorem on changes of variables in integrals on $\mathbb{R}^{m}$, but the following lemma will be useful already in Chapter 2.

Lemma 2.4.5. Let $m \in \mathbb{N}^{*}$ and let $\lambda_{m}$ be the Lebesgue measure on $\mathbb{R}^{m}$. The space $L^{1}\left(\mathbb{R}^{m}\right)$ is invariant by translation and dilation, i.e., for $\theta>0, T \in \mathbb{R}^{m}, f \in$ $L^{1}\left(\mathbb{R}^{m}\right)$, the mappings $x \mapsto f(\theta x)$ and $\quad x \mapsto f(x-T)$ belong to $L^{1}\left(\mathbb{R}^{m}\right)$ and

$$
\int_{\mathbb{R}^{m}} f(x) d x=\int_{\mathbb{R}^{m}} f(x-T) d x=\theta^{m} \int_{\mathbb{R}^{m}} f(x \theta) d x
$$

Proof. The first assertions are obvious using simple functions and Definition 1.5.2 since the mappings $x \mapsto \theta^{-1} x$ and $x \mapsto x+T$ are continuous thus measurable. Since the Lebesgue measure is invariant by translation, we get readily the first equality. For $\theta>0$, we consider the positive measure $\mu_{\theta}$ defined on $\mathcal{B}_{m}$ by

$$
\mu_{\theta}(A)=\theta^{m} \lambda_{m}\left(\theta^{-1} A\right)
$$

The measure $\mu_{\theta}$ is finite on compact sets (for $K$ compact, $\theta^{-1} K$ is compact), is invariant by translation (since $\lambda_{m}$ is invariant by translation) and such that

$$
\mu_{\theta}\left([0,1]^{m}\right)=\theta^{m} \lambda_{m}\left(\theta^{-1}[0,1]^{m}\right)=\theta^{m} \lambda_{m}\left(\left[0, \theta^{-1}\right]^{m}\right)=1 .
$$

Theorem 2.4.2 implies that $\mu_{\theta}=\lambda_{m}$, so that for $A \in \mathcal{B}_{m}$,

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \mathbf{1}_{A}(x) d \lambda_{m}(x) & =\int_{\mathbb{R}^{m}} \mathbf{1}_{A}(x) d \mu_{\theta}(x)=\theta^{m} \lambda_{m}\left(\theta^{-1} A\right) \\
& =\theta^{m} \int_{\mathbb{R}^{m}} \mathbf{1}_{\theta^{-1} A}(x) d \lambda_{m}(x)=\theta^{m} \int_{\mathbb{R}^{m}} \mathbf{1}_{A}(\theta x) d \lambda_{m}(x),
\end{aligned}
$$

which implies the last equality for $f \in \mathcal{L}^{1}\left(\lambda_{m}\right)$.

### 2.5 Carathéodory theorem on outer measures

Definition 2.5.1. Let $X$ be a set and let $\mu^{*}$ be an outer measure on $X$ (see Definition 2.2.4). We define

$$
\begin{equation*}
\mathcal{M}_{\mu^{*}}=\left\{A \in \mathcal{P}(X), \forall Y \in \mathcal{P}(X), \quad \mu^{*}(Y)=\mu^{*}(Y \cap A)+\mu^{*}\left(Y \cap A^{c}\right)\right\} \tag{2.5.1}
\end{equation*}
$$

A subset $E$ of $X$ is said to be $\mu^{*}$-negligible if $\mu^{*}(E)=0$.
We note first that

$$
\begin{align*}
& X, \emptyset \in \mathcal{M}_{\mu^{*}}, \quad\left[A \in \mathcal{M}_{\mu^{*}} \Longleftrightarrow A^{c} \in \mathcal{M}_{\mu^{*}}\right]  \tag{2.5.2}\\
& A \in \mathcal{M}_{\mu^{*}} \Longleftrightarrow \forall Y \in \mathcal{P}(X), \quad \mu^{*}(Y) \geq \mu^{*}(Y \cap A)+\mu^{*}\left(Y \cap A^{c}\right)  \tag{2.5.3}\\
& \text { any negligible set belongs to } \mathcal{M}_{\mu^{*}} \tag{2.5.4}
\end{align*}
$$

In fact Property (2.5.1) is symmetrical in $A, A^{c}$ and $\mu^{*}(\emptyset)=0$, proving (2.5.2). Moreover, the subadditivity property (2.2.7) implies $\mu^{*}(Y \cap A)+\mu^{*}\left(Y \cap A^{c}\right) \geq$ $\mu^{*}(Y)$, proving (2.5.3). Finally for $E$ negligible and $Y \subset X$, from the monotonicity property (2.2.6), we obtain

$$
\mu^{*}(Y \cap E)+\mu^{*}\left(Y \cap E^{c}\right) \leq \mu^{*}(E)+\mu^{*}(Y)=\mu^{*}(Y)
$$

proving (2.5.4) from the already proven (2.5.3).

Lemma 2.5.2. Let $X$ be a set, $\mu^{*}$ be an outer measure on $X$ and $\mathcal{M}_{\mu^{*}}$ be the subset of $\mathcal{P}(X)$ defined by (2.5.1). Then if $A_{1}, A_{2}$ belong to $\mathcal{M}_{\mu^{*}}$ so do $A_{1} \cap A_{2}$ and $A_{1} \cup A_{2}$. Moreover if $\left\{A_{j}\right\}_{j \geq 1}$ is a countable family of elements of $\mathcal{M}_{\mu^{*}}$, then $\cup_{j \geq 1} A_{j}$ belongs to $\mathcal{M}_{\mu^{*}}$.

Proof. We have for $Y \subset X$, using $A_{1} \in \mathcal{M}_{\mu^{*}}$,

$$
\begin{aligned}
& \mu^{*}\left(Y \cap A_{2}^{c}\right)=\mu^{*}\left(Y \cap A_{2}^{c} \cap A_{1}^{c}\right)+\mu^{*}\left(Y \cap A_{2}^{c} \cap A_{1}\right), \\
& \mu^{*}\left(Y \cap A_{2}\right)=\mu^{*}\left(Y \cap A_{2} \cap A_{1}^{c}\right)+\mu^{*}\left(Y \cap A_{2} \cap A_{1}\right),
\end{aligned}
$$

so that, using $A_{2} \in \mathcal{M}_{\mu^{*}}$,

$$
\begin{aligned}
\mu^{*}(Y) & =\mu^{*}\left(Y \cap A_{2}\right)+\mu^{*}\left(Y \cap A_{2}^{c}\right) \\
& =\underbrace{\mu^{*}\left(Y \cap A_{2} \cap A_{1}^{c}\right)}_{[1]}+\underbrace{\mu^{*}\left(Y \cap A_{2} \cap A_{1}\right)}_{[2]}+\underbrace{\mu^{*}\left(Y \cap A_{2}^{c} \cap A_{1}^{c}\right)}_{[3]}+\underbrace{\mu^{*}\left(Y \cap A_{2}^{c} \cap A_{1}\right)}_{[4]} .
\end{aligned}
$$

Applying the previous equality to $Y \cap\left(A_{1} \cup A_{2}\right)$, we find

$$
\begin{align*}
& \mu^{*}\left(Y \cap\left(A_{1} \cup A_{2}\right)\right)  \tag{2.5.5}\\
& \quad=\mu^{*}\left(Y \cap A_{2} \cap A_{1}^{c}\right)+\mu^{*}\left(Y \cap A_{2} \cap A_{1}\right)+\mu^{*}(\emptyset)+\mu^{*}\left(Y \cap A_{1} \cap A_{2}^{c}\right),
\end{align*}
$$

so that

$$
\mu^{*}\left(Y \cap\left(A_{1} \cup A_{2}\right)\right)+\mu^{*}\left(Y \cap\left(A_{1} \cup A_{2}\right)^{c}\right)=[1]+[2]+[4]+[3]=\mu^{*}(Y),
$$

proving that $A_{1} \cup A_{2}$ belongs to $\mathcal{M}_{\mu^{*}}$ (as well as $A_{1} \cap A_{2}$ by complement). Also we obtain inductively that $\cup_{1 \leq j \leq n} A_{j} \in \mathcal{M}_{\mu^{*}}$ for $A_{1}, \ldots, A_{n} \in \mathcal{M}_{\mu^{*}}$. Let us consider now a countable family $\left(A_{j}\right)_{j \geq 1}$ of elements of $\mathcal{M}_{\mu^{*}}$. We may first consider

$$
B_{1}=A_{1}, B_{2}=A_{2} \cap A_{1}^{c}, \ldots, B_{n}=A_{n} \cap A_{n-1}^{c} \cap \cdots \cap A_{1}^{c}, \ldots
$$

so that each $B_{j} \in \mathcal{M}_{\mu^{*}}$ (first part of the lemma), the family $\left(B_{j}\right)_{j \geq 1}$ is pairwise disjoint (since $B_{n} \subset A_{n}$ and $B_{n+m+1} \subset A_{n}^{c}$ for $m \geq 0$ ) and $\cup_{j \geq 1} B_{j}=\cup_{j \geq 1} A_{j}$ since $B_{n} \subset A_{n}$ and $A_{n} \subset \cup_{1 \leq j \leq n} B_{j}$ (true for $n=1$ and if true for some $n \geq 1$ $\left.A_{n+1}=B_{n+1} \cup\left(A_{n+1} \cap\left(A_{1} \cup \cdots \cup A_{n}\right)\right) \subset \cup_{1 \leq j \leq n+1} B_{j}\right)$. We have now for $Y \subset X$,

$$
\mu^{*}\left(Y \cap\left(\cup_{1 \leq j \leq n} B_{j}\right)\right)=\sum_{1 \leq j \leq n} \mu^{*}\left(Y \cap B_{j}\right),
$$

since that property is true for $n=1$ and if true for some $n \geq 1$, we get since $\cup_{1 \leq j \leq n} B_{j}, B_{n+1} \in \mathcal{M}_{\mu^{*}}$, applying (2.5.5) for $A_{1}=\cup_{1 \leq j \leq n} B_{j}, A_{2}=B_{n+1}$, noting that $A_{1} \cap A_{2}=\emptyset$,

$$
\mu^{*}\left(Y \cap\left(\cup_{1 \leq j \leq n+1} B_{j}\right)\right)=\mu^{*}\left(Y \cap\left(\cup_{1 \leq j \leq n} B_{j}\right)\right)+\mu^{*}\left(Y \cap B_{n+1}\right) .
$$

As a result, for $Y \subset X$,

$$
\begin{aligned}
\mu^{*}(Y) & =\mu^{*}\left(Y \cap\left(\cup_{1 \leq j \leq n} B_{j}\right)\right)+\mu^{*}\left(Y \cap\left(\cap_{1 \leq j \leq n} B_{j}^{c}\right)\right) \\
& =\sum_{1 \leq j \leq n} \mu^{*}\left(Y \cap B_{j}\right)+\mu^{*}\left(Y \cap\left(\cap_{1 \leq j \leq n} B_{j}^{c}\right)\right) \\
& \geq \sum_{1 \leq j \leq n} \mu^{*}\left(Y \cap B_{j}\right)+\mu^{*}\left(Y \cap\left(\cap_{1 \leq j} B_{j}^{c}\right)\right),
\end{aligned}
$$

so that

$$
\begin{equation*}
\mu^{*}(Y) \geq \sum_{1 \leq j} \mu^{*}\left(Y \cap B_{j}\right)+\mu^{*}\left(Y \cap\left(\cap_{1 \leq j} B_{j}^{c}\right)\right) \tag{2.5.6}
\end{equation*}
$$

and by subadditivity $\mu^{*}(Y) \geq \mu^{*}\left(Y \cap\left(\cup_{j \geq 1} B_{j}\right)\right)+\mu^{*}\left(Y \cap\left(\cup_{1 \leq j} B_{j}\right)^{c}\right)$, proving via (2.5.3) that $\cup_{1 \leq j} A_{j}=\cup_{1 \leq j} B_{j} \in \mathcal{M}_{\mu^{*}}$, completing the proof of the lemma.

The following theorem, due to C. Carathéodory (1873-1950) is a settheoretic result allowing to construct a measure from an outer measure.

Theorem 2.5.3 (Carathéodory theorem on outer measures). Let $X$ be a set, $\mu^{*}$ be an outer measure on $X$ and $\mathcal{M}_{\mu^{*}}$ be defined by (2.5.1). Then, with $\mu$ standing for the restriction of $\mu^{*}$ to $\mathcal{M}_{\mu^{*}}$, the triple $\left(X, \mathcal{M}_{\mu^{*}}, \mu\right)$ is a measure space where the $\sigma$-algebra $\mathcal{M}_{\mu^{*}}$ is $\mu$-complete (contains all subsets of any $E \in \mathcal{M}_{\mu^{*}}$ such that $\left.\mu^{*}(E)=0\right)$.

Proof. Property (2.5.2) and Lemma 2.5 .2 prove that $\mathcal{M}_{\mu^{*}}$ is a $\sigma$-algebra on $X$ (see Definition 1.1.1). Moreover, we have $\mu^{*}(\emptyset)=0$ (see Property (2.2.5) of an outer measure) and if $\left(B_{j}\right)_{j \geq 1}$ is a countable pairwise disjoint family of $\mathcal{M}_{\mu^{*}}$, applying (2.5.6) to $Y=\cup_{j \geq 1} B_{j}$, we find

$$
\mu^{*}\left(\cup_{j \geq 1} B_{j}\right) \geq \sum_{j \geq 1} \mu^{*}\left(B_{j}\right) \underbrace{\geq}_{(2.2 .7)} \mu^{*}\left(\cup_{j \geq 1} B_{j}\right)
$$

concluding the proof (note that $\mathcal{M}_{\mu^{*}}$ is $\mu$-complete from (2.5.4)).
The following result will be useful later on.
Theorem 2.5.4. Let $(X, d)$ be a metric space and $\mu^{*}$ be an outer measure on $X$ such that for $A, B$ subsets of $X$ satisfying $d(A, B)>0$, we have $\mu^{*}(A \cup B)=$ $\mu^{*}(A)+\mu^{*}(B)$. Then the Borel $\sigma$-algebra $\mathcal{B}_{X}$ is included in $\mathcal{M}_{\mu^{*}}$.

Proof. Since $\mathcal{M}_{\mu^{*}}$ is a $\sigma$-algebra, it is enough to prove that closed sets belong to $\mathcal{M}_{\mu^{*}}$. Let $F$ be a closed subset of $X$ : from (2.5.3), we need only to prove that for all $Y \subset X$ with $\mu^{*}(Y)<+\infty$, we have $\mu^{*}(Y) \geq \mu^{*}(Y \cap F)+\mu^{*}\left(Y \cap F^{c}\right)$. For $n \in \mathbb{N}^{*}$, we define

$$
B_{n}=\left\{x \in Y \cap F^{c}, d(x, F) \geq 1 / n\right\},
$$

so that $B_{n} \subset B_{n+1}$ and $\cup_{n \geq 1} B_{n}=Y \cap F^{c}$ : each $B_{n}$ is included in $Y \cap F^{c}$ and conversely if $x \in Y \cap F^{c}$, we have $d(x, F)>0$ since $F$ is closed (see Lemma 2.1.1). As a result

$$
d\left(Y \cap F, B_{n}\right)=\inf _{\substack{x^{\prime} \in Y \cap F \\ x^{\prime \prime} \in B_{n}}} d\left(x^{\prime}, x^{\prime \prime}\right) \geq \inf _{x^{\prime \prime} \in B_{n}} d\left(x^{\prime \prime}, F\right) \geq 1 / n>0
$$

and thus $\mu^{*}(Y \cap F)+\mu^{*}\left(B_{n}\right)=\mu^{*}\left((Y \cap F) \cup B_{n}\right) \leq \mu^{*}(Y)$. To obtain the result we have only to prove $\lim _{n} \mu^{*}\left(B_{n}\right)=\mu^{*}\left(Y \cap F^{c}\right)$. We set for $n \geq 1$,

$$
C_{n}=B_{n+1} \cap B_{n}^{c}=\left\{x \in Y \cap F^{c}, \frac{1}{n}>d(x, F) \geq \frac{1}{n+1}\right\}
$$

and we note that for $|j-k| \geq 2$, say $j \geq k+2, x_{j} \in C_{j}, x_{k} \in C_{k}$, we have

$$
d\left(x_{j}, x_{k}\right)+\frac{1}{j}>d\left(x_{j}, x_{k}\right)+d\left(x_{j}, F\right) \geq d\left(x_{k}, F\right) \geq \frac{1}{k+1}
$$

so that $d\left(C_{j}, C_{k}\right) \geq \frac{1}{k+1}-\frac{1}{j}>0$, implying that ${ }^{4}$

$$
\begin{gathered}
\sum_{1 \leq j \leq N} \mu^{*}\left(C_{2 j}\right)=\mu^{*}\left(\cup_{1 \leq j \leq N} C_{2 j}\right) \leq \mu^{*}(Y)<+\infty \\
\sum_{1 \leq j \leq N} \mu^{*}\left(C_{2 j+1}\right)=\mu^{*}\left(\cup_{1 \leq j \leq N} C_{2 j+1}\right) \leq \mu^{*}(Y)<+\infty
\end{gathered}
$$

As a result, $\sum_{j \geq 1} \mu^{*}\left(C_{j}\right)<+\infty$ and the subadditivity of $\mu^{*}$ implies

$$
\mu^{*}\left(Y \cap F^{c}\right) \leq \mu^{*}\left(B_{n}\right)+\sum_{j \geq n} \mu^{*}\left(C_{j}\right)
$$

so that $\mu^{*}\left(Y \cap F^{c}\right) \leq \liminf _{n} \mu^{*}\left(B_{n}\right) \leq \lim \sup _{n} \mu^{*}\left(B_{n}\right) \leq \mu^{*}\left(Y \cap F^{c}\right)$ proving the sought $\lim _{n} \mu^{*}\left(B_{n}\right)=\mu^{*}\left(Y \cap F^{c}\right)$.

### 2.6 Hausdorff measures, Hausdorff dimension

## Definition, first properties

Let $(X, d)$ be a separable metric space. Then, there exists a countable dense set $D=\left\{a_{n}\right\}_{n \in \mathbb{N}}$ in $X$ so that for all $\varepsilon>0, X=\cup_{n \in \mathbb{N}} B\left(a_{n}, \varepsilon\right)$ (any $x \in X$ is the limit of a sequence in $D$ and thus for any $\varepsilon>0$, there exists $a_{n} \in D$ with $\left.d\left(x, a_{n}\right)<\varepsilon\right)$. As a result, any subset $E$ of $X$ can be covered by a countable union of open sets with diameter $\leq 2 \varepsilon$. We may thus give the following definition.

[^24]Definition 2.6.1. Let $(X, d)$ be a separable metric space and let $\kappa \in \mathbb{R}_{+}$. For $\varepsilon>0$, we define for $E \subset X$,

$$
\mathfrak{h}_{\kappa, \varepsilon}^{*}(E)=\inf \left\{\sum_{n \in \mathbb{N}}\left(\operatorname{diam} U_{n}\right)^{\kappa}, \quad E \subset \cup_{n \in \mathbb{N}} U_{n}, U_{n} \text { open, } \operatorname{diam} U_{n} \leq \varepsilon\right\}
$$

Lemma 2.6.2. With $X, d, \mathfrak{h}_{\kappa, \varepsilon}^{*}$ as above, for all $E \subset X$, the function $\mathbb{R}_{+}^{*} \ni \varepsilon \mapsto$ $\mathfrak{h}_{\kappa, \varepsilon}^{*}(E) \in \overline{\mathbb{R}}_{+}$is decreasing. The function $\mathfrak{h}_{\kappa}^{*}$ defined on $\mathcal{P}(X)$ by

$$
\begin{equation*}
\mathfrak{h}_{\kappa}^{*}(E)=\lim _{\varepsilon \rightarrow 0_{+}} \mathfrak{h}_{\kappa, \varepsilon}^{*}(E)=\sup _{\varepsilon>0} \mathfrak{h}_{\kappa, \varepsilon}^{*}(E), \tag{2.6.1}
\end{equation*}
$$

is an outer measure on $X$ (see Definition 2.2.4).
Proof. First of all we note that, say for subsets of $\overline{\mathbb{R}}$, the larger is the set, the smaller is the infimum and the larger is the supremum (let's call that the monotonicity principle). Let $\varepsilon_{1}<\varepsilon_{2}$ be positive real numbers and let $E$ be a subset of $X$. If $\left(U_{n}\right)_{n \in \mathbb{N}}$ is an open covering of $E$ with $\operatorname{diam} U_{n} \leq \varepsilon_{1}$, it is an open covering of $E$ with diam $U_{n} \leq \varepsilon_{2}$, implying from the monotonicity principle that $\mathfrak{h}_{\kappa, \varepsilon_{2}}^{*}(E) \leq \mathfrak{h}_{\kappa, \varepsilon_{1}}^{*}(E)$, which implies (2.6.1). We find also that $\mathfrak{h}_{\kappa, \varepsilon}^{*}(\emptyset)=0$ and thus $\mathfrak{h}_{\kappa}^{*}(\emptyset)=0$. Let $E_{1} \subset E_{2}$ be subsets of $X$; then if $\left(U_{n}\right)_{n \in \mathbb{N}}$ is an open covering of $E_{2}$ with $\operatorname{diam} U_{n} \leq \varepsilon$, it is also an open covering of $E_{1}$, implying from the monotonicity principle that

$$
\mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{1}\right) \leq \mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{2}\right) \Longrightarrow \mathfrak{h}_{\kappa}^{*}\left(E_{1}\right) \leq \mathfrak{h}_{\kappa}^{*}\left(E_{2}\right)
$$

Let $\left(E_{j}\right)_{j \in \mathbb{N}}$ be a countable family of subsets of $X$ such that $\mathfrak{h}_{\kappa}^{*}\left(E_{j}\right)<+\infty$ for all $j \in \mathbb{N}$ and let $\varepsilon>0, \delta>0$ be given; we have $\mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{j}\right) \leq \mathfrak{h}_{\kappa}^{*}\left(E_{j}\right)<+\infty$, so that there exists an open covering $\left(U_{n, j}\right)_{n \in \mathbb{N}}$ of $E_{j}$ with diam $U_{n, j} \leq \varepsilon$, and

$$
\mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{j}\right) \leq \sum_{n}\left(\operatorname{diam} U_{n, j}\right)^{\kappa}<\mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{j}\right)+\delta 2^{-j-1}
$$

and thus $\cup_{j \in \mathbb{N}} E_{j} \subset \cup_{j, n \in \mathbb{N}} U_{n, j}$, implying

$$
\mathfrak{h}_{\kappa, \varepsilon}^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right) \leq \sum_{j, n}\left(\operatorname{diam} U_{n, j}\right)^{\kappa} \leq \sum_{j} \mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{j}\right)+\sum_{j} \delta 2^{-j-1} \leq \sum_{j} \mathfrak{h}_{\kappa}^{*}\left(E_{j}\right)+\delta .
$$

Since this inequality is true for any $\varepsilon, \delta$ positive, we get indeed

$$
\begin{equation*}
\mathfrak{h}_{\kappa}^{*}\left(\cup_{j \in \mathbb{N}} E_{j}\right) \leq \sum_{j} \mathfrak{h}_{\kappa}^{*}\left(E_{j}\right) \tag{2.6.2}
\end{equation*}
$$

Moreover that inequality is obviously satisfied when $\mathfrak{h}_{\kappa}^{*}\left(E_{j}\right)=+\infty$ for some $j$, completing the proof of the lemma.

Remark 2.6.3. For a subset $E$ of a separable metric space, with

$$
\mathcal{U}_{\varepsilon}(E)=\left\{\text { countable open covering }\left(U_{n}\right)_{n \in \mathbb{N}} \text { of } E \text { with } \operatorname{diam} U_{n} \leq \varepsilon\right\}
$$

and for $U=\left(U_{n}\right)_{n \in \mathbb{N}} \in \mathcal{U}_{\varepsilon}(E), H(\kappa, U)=\sum_{n \in \mathbb{N}}\left(\operatorname{diam} U_{n}\right)^{\kappa}$ we have

$$
\begin{equation*}
\mathfrak{h}_{\kappa, \varepsilon}^{*}(E)=\inf _{U \in \mathcal{U}_{\varepsilon}(E)} H(\kappa, U), \quad \mathfrak{h}_{\kappa}^{*}(E)=\sup _{\varepsilon>0}\left\{\inf _{U \in \mathcal{U}_{\varepsilon}(E)} H(\kappa, U)\right\} . \tag{2.6.3}
\end{equation*}
$$

That formula implies readily

$$
\begin{align*}
& 0<\varepsilon_{1} \leq \varepsilon_{2} \Longrightarrow \mathcal{U}_{\varepsilon_{1}}(E) \subset \mathcal{U}_{\varepsilon_{2}}(E) \Longrightarrow \mathfrak{h}_{\kappa, \varepsilon_{2}}^{*} \leq \mathfrak{h}_{\kappa, \varepsilon_{1}}^{*}  \tag{2.6.4}\\
& E_{1} \subset E_{2} \Longrightarrow \mathcal{U}_{\varepsilon}\left(E_{2}\right) \subset \mathcal{U}_{\varepsilon}\left(E_{1}\right) \Longrightarrow \mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{1}\right) \leq \mathfrak{h}_{\kappa, \varepsilon}^{*}\left(E_{2}\right),  \tag{2.6.5}\\
& 0 \leq \kappa_{1} \leq \kappa_{2}, 0<\varepsilon \leq 1 \Longrightarrow H\left(\kappa_{2}, U\right) \leq H\left(\kappa_{1}, U\right) \Longrightarrow \mathfrak{h}_{\kappa_{2}}^{*} \leq \mathfrak{h}_{\kappa_{1}}^{*} \tag{2.6.6}
\end{align*}
$$

Lemma 2.6.4. Let $X, d, \mathfrak{h}_{\kappa}^{*}$ be as above and let $A, B$ be subsets of $X$ such that

$$
0<d(A, B)=\inf _{a \in A, b \in B} d(a, b)
$$

Then we have $\mathfrak{h}_{\kappa}^{*}(A \cup B)=\mathfrak{h}_{\kappa}^{*}(A)+\mathfrak{h}_{\kappa}^{*}(B)$.
Proof. The subadditivity of $\mathfrak{h}_{\kappa}^{*}$ gives $\mathfrak{h}_{\kappa}^{*}(A \cup B) \leq \mathfrak{h}_{\kappa}^{*}(A)+\mathfrak{h}_{\kappa}^{*}(B)$. Let us prove the reverse inequality; we may of course assume that $\mathfrak{h}_{\kappa}^{*}(A \cup B)<+\infty$ and thus $h_{\kappa}^{*}(A), \mathfrak{h}_{\kappa}^{*}(B)$ are both finite. Then for $\varepsilon, \delta$ positive numbers with $\varepsilon \leq d(A, B) / 2$, there exists an open covering $\left(U_{n}\right)_{n \in \mathbb{N}}$ of $A \cup B$ such that

$$
\begin{equation*}
\mathfrak{h}_{\kappa, \varepsilon}^{*}(A \cup B) \leq \sum_{n \in \mathbb{N}}\left(\operatorname{diam} U_{n}\right)^{\kappa}<\mathfrak{h}_{\kappa, \varepsilon}^{*}(A \cup B)+\delta \leq \mathfrak{h}_{\kappa}^{*}(A \cup B)+\delta \tag{2.6.7}
\end{equation*}
$$

We define $N_{A}=\left\{n \in \mathbb{N}, U_{n} \cap A \neq \emptyset\right\}$ and we note that if $n \in N_{A}, U_{n} \cap B=\emptyset$ : otherwise $\exists a \in U_{n} \cap A, \exists b \in U_{n} \cap B$ so that

$$
d(A, B) \leq d(a, b) \leq \operatorname{diam} U_{n} \leq \varepsilon=d(A, B) / 2
$$

which is impossible since $d(A, B)>0$. We get thus $N_{A} \cap N_{B}=\emptyset$; as a result since $A \cup B \subset \cup_{n \in \mathbb{N}} U_{n}$, we have from $A \cap B=\emptyset$,

$$
A \subset \cup_{n \in N_{A}}\left(U_{n} \cap A\right) \subset \cup_{n \in N_{A}} U_{n}, \quad B \subset \cup_{n \in N_{B}}\left(U_{n} \cap B\right) \subset \cup_{n \in N_{B}} U_{n},
$$

so that $\mathfrak{h}_{\kappa, \varepsilon}^{*}(A) \leq \sum_{n \in N_{A}}\left(\operatorname{diam} U_{n}\right)^{\kappa}, \quad \mathfrak{h}_{\kappa, \varepsilon}^{*}(B) \leq \sum_{n \in N_{B}}\left(\operatorname{diam} U_{n}\right)^{\kappa}$, and thus from (2.6.7) and $N_{A} \cap N_{B}=\emptyset$,

$$
\begin{aligned}
\mathfrak{h}_{\kappa, \varepsilon}^{*}(A)+\mathfrak{h}_{\kappa, \varepsilon}^{*}(B) \leq \mathfrak{h}_{\kappa}^{*}(A \cup B) & +\delta \\
& \Longrightarrow \lim _{\varepsilon \rightarrow 0_{+}}\left(\mathfrak{h}_{\kappa, \varepsilon}^{*}(A)+\mathfrak{h}_{\kappa, \varepsilon}^{*}(B)\right) \leq \mathfrak{h}_{\kappa}^{*}(A \cup B)+\delta,
\end{aligned}
$$

implying $\mathfrak{h}_{\kappa}^{*}(A)+\mathfrak{h}_{\kappa}^{*}(B) \leq \mathfrak{h}_{\kappa}^{*}(A \cup B)+\delta$ for all $\delta>0$, entailing the result.

Definition 2.6.5. Let $(X, d)$ be a separable metric space and let $\kappa \geq 0$. The outer measure $\mathfrak{h}_{\kappa}^{*}$ on $X$ is defined in (2.6.1). We define the Hausdorff measure $\mathfrak{h}_{\kappa}$ of dimension $\kappa$ by using Theorem 2.5.3: $\left(X, \mathcal{M}_{\mathfrak{h}_{\kappa}^{*}}, \mathfrak{h}_{\kappa}\right)$ is a measure space where the complete $\sigma$-algebra $\mathcal{M}_{\mathfrak{h}_{\kappa}^{*}}$ is defined by (2.5.1) and $\mathfrak{h}_{\kappa}$ is the restriction of $\mathfrak{h}_{\kappa}^{*}$ to $\mathcal{M}_{\mathfrak{h}_{\kappa}^{*}}$. From Theorem 2.5.4 and Lemma 2.6.4, $\mathcal{M}_{\mathfrak{h}_{k}^{*}}$ contains the Borel $\sigma$-algebra $\mathcal{B}_{X}$.

Lemma 2.6.6. Let $(X, d)$ be a separable metric space and let $A$ be a subset of $X$ such that $\mathfrak{h}_{0}^{*}(A)<+\infty$. Then $A$ is a finite set and card $A=\mathfrak{h}_{0}^{*}(A)$. The Hausdorff measure $\mathfrak{h}_{0}$ is the counting measure on $X$ (see Example (3) on page 18).

Proof. If $\mathfrak{h}_{0}^{*}(A)<+\infty$, we find that for all $\varepsilon>0, \mathfrak{h}_{0, \varepsilon}^{*}(A) \leq \mathfrak{h}_{0}^{*}(A)$, so that
$\exists N \geq 1, \quad \forall \varepsilon>0, \quad \exists$ an open covering $\left(U_{n}\right)_{1 \leq n \leq N}$ of $A$ with $\operatorname{diam} U_{n} \leq \varepsilon$.
Claim. This implies that the set $A$ is finite with card $A \leq N$. Assume that $a_{1}$, $\ldots, a_{N}, a_{N+1}$ are distinct elements of $A$. We set

$$
\delta=\min _{1 \leq i \neq j \leq N+1} d\left(a_{i}, a_{j}\right) .
$$

It is not possible to find $\left(U_{n}\right)_{1 \leq n \leq N}$ covering $A$ with diam $U_{n} \leq \delta / 2$ : otherwise, we would have two points $a_{i}, a_{j}, i \neq j$ in the same $U_{n}$, so that

$$
\delta / 2 \geq \operatorname{diam} U_{n} \geq d\left(a_{i}, a_{j}\right) \geq \delta
$$

which is not possible since $\delta>0$, proving the claim. The claim implies as well $\operatorname{card} A \leq \mathfrak{h}_{0}^{*}(A)$. On the other hand, if $A$ is a finite set, we can cover $A$ with card $A$ open balls with arbitrary small radius, which implies $\mathfrak{h}_{0, \varepsilon}^{*}(A) \leq \operatorname{card} A$ and eventually card $A=\mathfrak{h}_{0}^{*}(A)$. For $A$ infinite, we have proven $\mathfrak{h}_{0}^{*}(A)=+\infty$, proving the lemma.

## Hausdorff dimension

Lemma 2.6.7. Let $(X, d)$ be a separable metric space, let $\kappa \geq 0$ be given and let $A$ be a subset of $X$. Then if $\mathfrak{h}_{\kappa}^{*}(A)<+\infty$, we have $\mathfrak{h}_{\kappa^{\prime}}^{*}(A)=0$ for all $\kappa^{\prime}>\kappa$ and if $\mathfrak{h}_{\kappa}^{*}(A)>0$, we have $\mathfrak{h}_{\kappa^{\prime \prime}}^{*}(A)=+\infty$ for all $\kappa^{\prime \prime}<\kappa$.

Proof. If $\mathfrak{h}_{\kappa}^{*}(A)<+\infty$, we find that for all $\varepsilon>0, \mathfrak{h}_{\kappa, \varepsilon}^{*}(A) \leq \mathfrak{h}_{\kappa}^{*}(A)<+\infty$. We can find a countable open covering $\left(U_{n}\right)_{n \in \mathbb{N}}$ of $A$ such that $\operatorname{diam} U_{n} \leq \varepsilon$ and

$$
\mathfrak{h}_{\kappa, \varepsilon}^{*}(A) \leq \sum_{n}\left(\operatorname{diam} U_{n}\right)^{\kappa}<\mathfrak{h}_{\kappa, \varepsilon}^{*}(A)+1
$$

As a consequence, for $\kappa^{\prime}>\kappa$, we have

$$
\begin{aligned}
\sum_{n}\left(\operatorname{diam} U_{n}\right)^{\kappa^{\prime}} & =\sum_{n}\left(\operatorname{diam} U_{n}\right)^{\kappa^{\prime}-\kappa}\left(\operatorname{diam} U_{n}\right)^{\kappa} \\
& \leq \varepsilon^{\kappa^{\prime}-\kappa}\left(\mathfrak{h}_{\kappa, \varepsilon}^{*}(A)+1\right) \leq \varepsilon^{\kappa^{\prime}-\kappa}\left(\mathfrak{h}_{\kappa}^{*}(A)+1\right)
\end{aligned}
$$

As a result, we find $0 \leq \mathfrak{h}_{\kappa^{\prime}, \varepsilon}^{*}(A) \leq \sum_{n}\left(\operatorname{diam} U_{n}\right)^{\kappa^{\prime}} \leq \varepsilon^{\kappa^{\prime}-\kappa}\left(\mathfrak{h}_{\kappa}^{*}(A)+1\right)$, so that

$$
\mathfrak{h}_{\kappa^{\prime}}^{*}(A)=\lim _{\varepsilon \rightarrow 0_{+}} \mathfrak{h}_{\kappa^{\prime}, \varepsilon}^{*}(A)=0
$$

Let us assume now that $\mathfrak{h}_{\kappa}^{*}(A)>0$ for some positive $\kappa$. For $\varepsilon>0$, we can find a countable open covering $\left(U_{n}\right)_{n \in \mathbb{N}}$ of $A$ such that $\operatorname{diam} U_{n} \leq \varepsilon$. For $\kappa^{\prime \prime}<\kappa$, we have

$$
\left(\operatorname{diam} U_{n}\right)^{\kappa^{\prime \prime}} \varepsilon^{\kappa-\kappa^{\prime \prime}} \geq\left(\operatorname{diam} U_{n}\right)^{\kappa}
$$

and thus $\sum_{n}\left(\operatorname{diam} U_{n}\right)^{\kappa^{\prime \prime}} \geq \sum_{n} \varepsilon^{\kappa^{\prime \prime}-\kappa}\left(\operatorname{diam} U_{n}\right)^{\kappa} \geq \varepsilon^{\kappa^{\prime \prime}-\kappa} \mathfrak{h}_{\kappa, \varepsilon}^{*}(A)$. As a result, we find

$$
\mathfrak{h}_{\kappa^{\prime \prime}, \varepsilon}^{*}(A) \geq \varepsilon^{\kappa^{\prime \prime}-\kappa} \mathfrak{h}_{\kappa, \varepsilon}^{*}(A)
$$

and since $\lim _{\varepsilon \rightarrow 0_{+}} \mathfrak{h}_{\kappa, \varepsilon}^{*}(A)=\mathfrak{h}_{\kappa}^{*}(A)>0$, we get $\mathfrak{h}_{\kappa^{\prime \prime}}^{*}(A)=\lim _{\varepsilon \rightarrow 0_{+}} \mathfrak{h}_{\kappa^{\prime \prime}, \varepsilon}^{*}(A)=$ $+\infty$.

Definition 2.6.8. Let $(X, d)$ be a separable metric space and let $A$ be a subset of $X$ such that $\mathfrak{h}_{0}(A)=+\infty$. The Hausdorff dimension of $A$ is defined as

$$
\begin{equation*}
D_{\mathfrak{h}}(A)=\sup \left\{\kappa \geq 0, \mathfrak{h}_{\kappa}^{*}(A)=+\infty\right\} . \tag{2.6.8}
\end{equation*}
$$

A set such that $\mathfrak{h}_{0}(A)<+\infty$ is finite (Lemma 2.6.6): we define then $D_{\mathfrak{h}}(A)=0$.
Note that we have also

$$
\begin{equation*}
D_{\mathfrak{h}}(A)=\kappa_{+}=\inf \left\{\kappa \geq 0, \mathfrak{h}_{\kappa}^{*}(A)=0\right\} \tag{2.6.9}
\end{equation*}
$$

In fact, if $\mathfrak{h}_{\kappa}^{*}(A)>0$ for all $\kappa>0$, Lemma 2.6.7 implies that $\mathfrak{h}_{\kappa}^{*}(A)=+\infty$ for all $\kappa \geq 0$ so that $D_{\mathfrak{h}}(A)=+\infty=\inf \emptyset$. If there exists $\kappa_{0}>0$ such that $\mathfrak{h}_{\kappa_{0}}^{*}(A)=0$, then Lemma 2.6.7 implies $\mathfrak{h}_{\kappa}^{*}(A)=0$ for $\kappa>\kappa_{0}$, proving that

$$
\mathfrak{h}_{\kappa}^{*}(A)=0 \quad \text { if } \kappa>\kappa_{+}=\inf \left\{\kappa^{\prime} \geq 0, \mathfrak{h}_{\kappa^{\prime}}^{*}(A)=0\right\}
$$

If $\kappa_{+}=0$, we get $\mathfrak{h}_{\kappa}^{*}(A)=0$ on $(0,+\infty)$ and $\kappa_{+}=0=D_{\mathfrak{h}}(A)$. If $\kappa_{+}>0$, we find $\mathfrak{h}_{\kappa}^{*}(A)=0$ on $\left(\kappa_{+},+\infty\right)$. Then for an increasing positive sequence with limit $\kappa_{+}$, $\kappa_{n}<\kappa_{+}$, we get

$$
\mathfrak{h}_{\kappa_{n}}^{*}(A)>0
$$

so that $\mathfrak{h}_{\kappa}^{*}(A)=+\infty$ for $\kappa \in\left[0, \kappa_{n}\right)$ and thus on $\left[0, \kappa_{+}\right)$, proving $D_{\mathfrak{h}}(A)=\kappa_{+}$.

## Hausdorff measures on $\mathbb{R}^{\boldsymbol{m}}$

Lemma 2.6.9. Let $\mathbb{R}^{m}$ be equipped with the distance $d_{\infty}$ defined by

$$
\begin{equation*}
d_{\infty}(x, y)=\max _{1 \leq j \leq m}\left|x_{j}-y_{j}\right| \tag{2.6.10}
\end{equation*}
$$

and let $K$ be a compact subset of $\mathbb{R}^{m}$ with positive diameter $\delta$ for the distance $d_{\infty}$. Then there exists $z_{j}^{\prime} \leq z_{j}^{\prime \prime} \leq z_{j}^{\prime}+\delta$ such that

$$
K \subset \prod_{1 \leq j \leq m}\left[z_{j}^{\prime}, z_{j}^{\prime \prime}\right]
$$

Proof. The continuous mapping $\mathbb{R}^{m} \ni x=\left(x_{1}, \ldots, x_{m}\right) \mapsto x_{1}=\pi_{1}(x) \in \mathbb{R}$ is such that $\pi_{1}(K)$ is a compact subset of $\mathbb{R}: \pi_{1}(K) \subset\left[\inf \pi_{1}(K), \sup \pi_{1}(K)\right]=\left[z_{1}^{\prime}, z_{1}^{\prime \prime}\right]$ so that $z^{\prime}=\left(z_{1}^{\prime}, \ldots, z_{m}^{\prime}\right), z^{\prime \prime}=\left(z_{1}^{\prime \prime}, \ldots, z_{m}^{\prime \prime}\right) \in K$ and thus

$$
\left|z_{1}^{\prime}-z_{1}^{\prime \prime}\right| \leq d_{\infty}\left(z^{\prime}, z^{\prime \prime}\right) \leq \delta
$$

proving the lemma.
Considering the separable metric space $\left(\mathbb{R}^{m}, d_{\infty}\right)$, Definition 2.6 .5 provides a measure space $\left(\mathbb{R}^{m}, \mathfrak{h}_{m}, \mathcal{M}\right)$ where $\mathcal{M}$ is $\mathfrak{h}_{m}$ complete and contains the Borel $\sigma$ algebra $\mathcal{B}_{m}$ on $\mathbb{R}^{m}$. Moreover, from its very definition, $\mathfrak{h}_{m}$ is translation invariant since $\mathfrak{h}_{m, \varepsilon}$ is translation invariant for any $\varepsilon>0$; moreover $\mathfrak{h}_{m}$ is finite on compact sets since, for $K$ bounded in $\mathbb{R}^{m}$, there exists $M>0$ such that $K \subset[-M / 2, M / 2]^{m}$ and thus for $\varepsilon>0, \delta>0$, we have ${ }^{5}$ with $a_{k}=-\frac{M}{2}+\varepsilon k$,

$$
\left.[-M / 2, M / 2]^{m} \subset \cup \underset{\substack{\left.\left(k_{1}, \ldots, k_{m}\right) \\ 0 \leq k_{j} \leq[M / \varepsilon]\right]}}{\substack{\text { open with } d_{\infty} \text { diameter }=\varepsilon+2 \delta}} \prod_{1 \leq j \leq m}\right] a_{k_{j}}-\delta, a_{k_{j}}+\varepsilon+\delta[),
$$

so that $\mathfrak{h}_{m, \varepsilon+2 \delta}\left([-M / 2, M / 2]^{m}\right) \leq([M / \varepsilon]+1)^{m}(\varepsilon+2 \delta)^{m} \leq\left(M+\frac{M 2 \delta}{\varepsilon}+\varepsilon+2 \delta\right)^{m}$. With $\delta=\varepsilon^{2} / 2$ we get

$$
\mathfrak{h}_{m, \varepsilon+\varepsilon^{2}}\left([-M / 2, M / 2]^{m}\right) \leq\left(M+\varepsilon M+\varepsilon+\varepsilon^{2}\right)^{m}
$$

so that taking the limit of both sides when $\varepsilon$ goes to 0 , we obtain

$$
\begin{equation*}
\mathfrak{h}_{m}(K) \leq \mathfrak{h}_{m}\left([-M / 2, M / 2]^{m}\right) \leq M^{m}<+\infty \tag{2.6.11}
\end{equation*}
$$

Theorem 2.6.10. Let $\left(\mathbb{R}^{m}, d_{\infty}\right)$ be as above. Definition 2.6 .5 provides a measure space $\left(\mathbb{R}^{m}, \mathfrak{h}_{m}, \mathcal{M}\right)$ where $\mathcal{M}$ is $\mathfrak{h}_{m}$ complete and contains the Borel $\sigma$-algebra $\mathcal{B}_{m}$ on $\mathbb{R}^{m}$. The Lebesgue measure space $\left(\mathbb{R}^{m}, \lambda_{m}, \mathcal{L}_{m}\right)$ given in Definition 2.4.1 is such that $\mathcal{L}_{m} \subset \mathcal{M}$ and $\lambda_{m}$ coincides with $\mathfrak{h}_{m}$ on $\mathcal{L}_{m}$.

Proof. Since $\left(\mathbb{R}^{m}, \lambda_{m}, \mathcal{L}_{m}\right)$ is given by Theorems 2.2.14-2.2.1, it is enough to prove that $\lambda_{m}$ coincides with $\mathfrak{h}_{m}$ on the Borel $\sigma$-algebra $\mathcal{B}_{m}$ : in fact the $\sigma$ algebra $\mathcal{L}_{m}$ is generated by $\mathcal{B}_{m}$ and the subsets of $\lambda_{m}$-negligible Borel sets, so that, if we know that $\mathfrak{h}_{m}=\lambda_{m}$ on $\mathcal{B}_{m}$, the $\lambda_{m}$-negligible Borel sets will be also $\mathfrak{h}_{m}$-negligible and thus will belong to the $\mathfrak{h}_{m}$-complete $\mathcal{M}$.

On the other hand we already know that $\mathfrak{h}_{m}$ is a measure defined on the Borel $\sigma$-algebra $\mathcal{B}_{m}$, finite on compact sets, invariant by translation. To apply (3) in Theorem 2.4.2 and obtain our result, it is enough to prove that $\mathfrak{h}_{m}\left([0,1]^{m}\right)=1$

[^25]and in fact, from (2.6.11) and translation invariance, we are reduced to the proof of $\mathfrak{h}_{m}\left([0,1]^{m} \geq 1\right.$.

Let us assume that $\mathfrak{h}_{m}\left([0,1]^{m}\right)<1$. Then for all $\varepsilon>0$ we can find a (finite) collection of open bounded sets $\left(U_{j, \varepsilon}\right)_{1 \leq j \leq N_{\varepsilon}}$ with diameter $\leq \varepsilon$, covering $[0,1]^{m}$ and such that $\sum_{1 \leq j \leq N_{\varepsilon}}\left(\operatorname{diam} U_{j, \varepsilon}\right)^{m} \leq \mathfrak{h}_{m}\left([0,1]^{m}\right)<1$. Since each $U_{j, \varepsilon}$ is relatively compact, we find from Lemma 2.6.9 and Theorem 2.4.2 that $\lambda_{m}\left(U_{j, \varepsilon}\right) \leq\left(\operatorname{diam} \overline{U_{j, \varepsilon}}\right)^{m}=\left(\operatorname{diam} U_{j, \varepsilon}\right)^{m}$ and this implies

$$
1=\lambda_{m}\left([0,1]^{m}\right) \leq \sum_{1 \leq j \leq N_{\varepsilon}} \lambda_{m}\left(U_{j, \varepsilon}\right) \leq \sum_{1 \leq j \leq N_{\varepsilon}}\left(\operatorname{diam} U_{j, \varepsilon}\right)^{m} \leq \mathfrak{h}_{m}\left([0,1]^{m}\right)<1
$$

which is impossible. The proof of Theorem 2.6.10 is complete.
It is important to note that we have found another way to construct the Lebesgue measure on $\mathbb{R}^{m}$, using the Carathéodory theorem on outer measures (Theorem 2.5.3), Theorem 2.5.4, and the definition and properties of the $m$ dimensional Hausdorff measure on $\mathbb{R}^{m}$. That construction is independent from the Riesz-Markov Theorem 2.2.1 and proceeds from a different perspective, a more set-theoretic approach without using a positive linear form as in the Riesz-Markov argument. It is however an interesting and important piece of information that the two measures constructed by these two different methods indeed coincide.

### 2.7 Notes

Let us follow the new names of mathematicians encountered along the text.
Constantin Carathéodory (1873-1950) was a Greek mathematician.
Michel Chasles (1793-1880) was a French mathematician.
Gottfried Wilhelm Leibniz (1646-1716) was a German philosopher and mathematician, co-inventor with Isaac Newton of Infinitesimal Calculus.
Andrei Markov (1856-1922) was a Russian mathematician.
Frigyes (Frédéric) RiESZ (1880-1956) was a Hungarian mathematician who made fundamental contributions to functional analysis. His younger brother, Marcel RIESZ (1886-1969), was also a mathematician, author of basic contributions in Harmonic Analysis.

Johann Radon (1887-1956) was an Austrian mathematician.

### 2.8 Exercises

## Topology

Exercise 2.8.1. Let $X$ be a topological space and let $f: X \rightarrow \mathbb{R}$. The function $f$ is said to be lower semicontinuous at a point $a \in X$ when

$$
\begin{equation*}
\forall \varepsilon>0, \exists V_{\varepsilon} \in \mathscr{V}_{a}, \forall x \in V_{\varepsilon}, \quad f(a)-\varepsilon<f(x) \tag{2.8.1}
\end{equation*}
$$

The function $f$ is said to be upper semicontinuous at a point $a \in X$ when

$$
\begin{equation*}
\forall \varepsilon>0, \exists V_{\varepsilon} \in \mathscr{V}_{a}, \forall x \in V_{\varepsilon}, \quad f(x)<f(a)+\varepsilon \tag{2.8.2}
\end{equation*}
$$

The function $f$ is said to be lower (resp. upper) semicontinuous on $X$ if it is lower (resp. upper) semicontinuous at every point of $X$.
(1) Prove that $f$ is continuous at $a \in X$ iff it is lower and upper semicontinuous at $a$.
(2) Prove that $f$ is lower semicontinuous on $X$ iff $\{x \in X, f(x)>\alpha\}$ is open for all $\alpha \in \mathbb{R}$. Prove that $f$ is upper semicontinuous on $X$ iff $\{x \in X, f(x)<\alpha\}$ is open for all $\alpha \in \mathbb{R}$.
(3) Let $A \subset X$. Prove that $\mathbf{1}_{A}$ is lower (resp. upper) semicontinuous iff $A$ is open (resp. closed).
(4) Let $\left(f_{i}\right)_{i \in I}$ be a family of lower (resp. upper) semicontinuous functions on $X$. Then $\sup _{i \in I} f_{i}\left(\right.$ resp. $\left.\inf _{i \in I} f_{i}\right)$ is lower (resp. upper) semicontinuous. Note that the former is valued in $(-\infty,+\infty]$ and the latter in $[-\infty,+\infty)$ : our definitions of lower and upper semicontinuity are given by the conditions in (2).
(5) Let $X$ be a non-empty compact topological space and let $f: X \rightarrow \mathbb{R}$ be a lower (resp. upper) semicontinuous function. Then there exists $a \in X$ such that $\inf _{x \in X} f(x)=f(a)\left(\right.$ resp. $\left.\sup _{x \in X} f(x)=f(a)\right)$.
(6) Prove that a function $f: X \rightarrow \mathbb{R}$ is lower (resp. upper) semicontinuous at a point $a \in X$ iff $\liminf _{x \rightarrow a} f(x)=f(a)\left(\right.$ resp. $\left.\limsup _{x \rightarrow a} f(x)=f(a)\right)$.

We recall the following definitions, extending Definition 1.2.11: let $X$ be a topological space, let $f$ be a mapping from $X$ into $\overline{\mathbb{R}}$ and let $a \in X$. We define

$$
\begin{equation*}
\liminf _{x \rightarrow a} f(x)=\sup _{V \in \mathscr{V}_{a}}\left(\inf _{x \in V} f(x)\right), \quad \limsup _{x \rightarrow a} f(x)=\inf _{V \in \mathscr{V}_{a}}\left(\sup _{x \in V} f(x)\right) . \tag{2.8.3}
\end{equation*}
$$

We have for $V_{1}, V_{2} \in \mathscr{V}_{a}$,

$$
\inf _{x \in V_{2}} f(x) \leq \inf _{x \in V_{1} \cap V_{2}} f(x) \leq \sup _{x \in V_{1} \cap V_{2}} f(x) \leq \sup _{x \in V_{1}} f(x)
$$

so that $\inf _{x \in V_{2}} f(x) \leq \inf _{V_{1} \in \mathscr{V}_{a}}\left(\sup _{x \in V_{1}} f(x)\right)=\limsup _{x \rightarrow a} f(x)$ which implies

$$
\begin{equation*}
\liminf _{x \rightarrow a} f(x) \leq \limsup _{x \rightarrow a} f(x) \tag{2.8.4}
\end{equation*}
$$

Answer. (1) Continuity at $a \in X$ is expressed as:

$$
\forall \varepsilon>0, \exists V_{\varepsilon} \in \mathscr{V}_{a}, \quad f\left(V_{\varepsilon}\right) \subset(f(a)-\varepsilon, f(a)+\varepsilon),
$$

thus is equivalent to the conjunction of upper and lower semicontinuity.
(2) We assume that $f$ is lower semicontinuous on $X$ : let $x_{0} \in X$ and $\alpha<f\left(x_{0}\right)$. For $0<\varepsilon=f\left(x_{0}\right)-\alpha$, we find $V \in \mathscr{V}_{x_{0}}$ such that

$$
f(V) \subset\left(f\left(x_{0}\right)-\varepsilon,+\infty\right)=(\alpha,+\infty) \Longrightarrow V \subset f^{-1}(f(V)) \subset f^{-1}((\alpha,+\infty))
$$

implying that $f^{-1}((\alpha,+\infty))$ is open. Conversely, assuming $f^{-1}((\alpha,+\infty))$ open for all $\alpha$, if we are given $x_{0} \in X, \varepsilon>0$, we know that

$$
x_{0} \in\left\{x \in X, f(x)>f\left(x_{0}\right)-\varepsilon\right\} \text { is open, }
$$

entailing (2.8.1). The result on upper semicontinuity can be obtained by remarking that $f$ upper semi-continuous is equivalent to $-f$ lower semicontinuous.
(3) Let $A \subset X$; then we have

$$
\left\{x \in X, \mathbf{1}_{A}(x)>\alpha\right\}= \begin{cases}\emptyset & \text { if } \alpha \geq 1 \\ A & \text { if } 1>\alpha>0 \\ X & \text { if } \alpha \leq 0\end{cases}
$$

so that lower semicontinuity of $\mathbf{1}_{A}$ is equivalent to $A$ open. Upper semicontinuity of $\mathbf{1}_{A}=1-\mathbf{1}_{A^{c}}$ is equivalent to lower semicontinuity of $\mathbf{1}_{A^{c}}$, which is equivalent to $A^{c}$ open, i.e., to $A$ closed.
(4) We have for $\alpha \in \mathbb{R}$ and $\left(f_{i}\right)_{i \in I}$ a family of lower semicontinuous functions

$$
\left\{x \in X, \sup _{i \in I} f_{i}(x)>\alpha\right\}=\cup_{i \in I} \underbrace{\left\{x \in X, f_{i}(x)>\alpha\right\}}_{\text {open }},
$$

so that $\sup _{i \in I} f_{i}$ is lower semicontinuous. Using $\inf _{i \in I} f_{i}=-\sup _{i \in I}\left(-f_{i}\right)$ gives that when $\left(f_{i}\right)_{i \in I}$ is a family of upper semicontinuous functions, so is $\inf _{i \in I} f_{i}$.
(5) Let $f$ be a lower semicontinuous function on a non-empty compact set $X$. Then for $\alpha \in \mathbb{R}, K_{\alpha}=\{x \in X, f(x) \leq \alpha\}$ is a compact set. Let $\beta=\inf _{x \in X} f(x)$ : we have $K_{\alpha} \subset K_{\alpha^{\prime}}$ for $\alpha \leq \alpha^{\prime}$ and for $\alpha>\beta, K_{\alpha} \neq \emptyset$

$$
\cap_{\alpha>\beta}\{x \in X, f(x) \leq \alpha\}=\cap_{\alpha>\beta} K_{\alpha} \text { is a non-empty compact set } L \text { : }
$$

otherwise, we would have

$$
X=\cup_{\alpha>\beta} K_{\alpha}^{c} \underbrace{=}_{\begin{array}{c}
\text { compactness } \\
\text { of } X
\end{array}} \cup_{1 \leq j \leq N} K_{\alpha_{j}}^{c}=\left(\cap_{1 \leq j \leq N} K_{\alpha_{j}}\right)^{c}
$$

implying emptiness for $K_{\min _{1 \leq j \leq N} \alpha_{j}}$. Any $a \in L$ satisfies $f(a)=\beta$.
(6) Let us assume that $f$ is upper semicontinuous at $a$ : then for all $\varepsilon>0, \exists V \in \mathscr{V}_{a}$ so that $f(V) \subset(-\infty, f(a)+\varepsilon)$ and thus $f(a) \leq \sup _{V} f(x) \leq f(a)+\varepsilon$, implying $\lim \sup _{x \rightarrow a} f(x)=f(a)$. Conversely, if the latter property holds, using the very definition of the infimum, we find that for all $\varepsilon>0, \exists V \in \mathscr{V}_{a}$ so that,

$$
f(a) \leq \sup _{V} f(x)<f(a)+\varepsilon \Longrightarrow f(V) \subset(-\infty, f(a)+\varepsilon)
$$

and upper semicontinuity at $a$.
Exercise 2.8.2 (Urysohn's Lemma). Let $\Omega$ be an open subset of a locally compact Hausdorff topological space $X$ and $K$ be a compact subset of $\Omega$. Show that there exists a function $\varphi \in C_{c}(X)$ such that

$$
0 \leq \varphi \leq 1, \quad \varphi_{\mid K}=1, \quad \operatorname{supp} \varphi \subset \Omega
$$

Answer. Note that this result is proven in Proposition 2.1.2 for a metric space. Using the local compactness (see Proposition 10.2.36), we have

$$
K \subset \cup_{x \in K} U_{x}, \quad x \in U_{x} \text { open, relatively compact, } \overline{U_{x}} \subset \Omega,
$$

and the compactness of $K$ entails

$$
K \subset \underbrace{\cup_{1 \leq j \leq N} U_{x_{j}}}_{=V_{0}, \text { open }} \subset \overline{\cup_{1 \leq j \leq N} U_{x_{j}}}=\underbrace{\cup_{1 \leq j \leq N} \overline{U_{x_{j}}}}_{=\overline{V_{0}}, \text { compact }} \subset \Omega .
$$

Repeating the procedure, we can find $V_{1}$ open relatively compact such that

$$
K \subset V_{1} \subset \overline{V_{1}} \subset V_{0} \subset \overline{V_{0}} \subset \Omega
$$

Let us assume that for $q_{1}=0, q_{2}=1, \ldots, q_{n}(n \geq 2)$ distinct rational numbers in $[0,1]$, we are able to find $V_{q_{j}}$ open relatively compact such that

$$
q_{i}<q_{j} \Longrightarrow K \subset \bar{V}_{q_{j}} \subset V_{q_{i}} \subset \bar{V}_{q_{i}} \subset \Omega
$$

Note that this property is proven for $n=2$. Let $q_{n+1} \in \mathbb{Q} \cap(0,1)$ in the complement of $E_{n}=\left\{q_{1}, \ldots, q_{n}\right\}$, and $q_{i}$ the largest element of $E_{n}$ such that $q_{i}<q_{n+1}$ and let $q_{j}$ be the smallest element of $E_{n}$ such that $q_{j}>q_{n+1}$. As above, we can find $V_{q_{n+1}}$ open relatively compact such that

$$
\bar{V}_{q_{j}} \subset V_{q_{n+1}} \subset \bar{V}_{q_{n+1}} \subset V_{q_{i}}
$$

With $\left\{q_{n}\right\}_{n \geq 1}=\mathbb{Q} \cap[0,1]$, we can construct $\left(V_{q_{n}}\right)_{n \geq 1}$ open relatively compact such that

$$
q, q^{\prime} \in \mathbb{Q} \cap[0,1], \quad q^{\prime}<q \Longrightarrow K \subset \bar{V}_{q} \subset V_{q^{\prime}} \subset \bar{V}_{q^{\prime}} \subset \Omega
$$

We define now for $q \in \mathbb{Q} \cap[0,1]$,

$$
\begin{array}{lll}
f_{q}=q \mathbf{1}_{V_{q}}, & f=\sup _{\mathbb{Q} \cap[0,1]} f_{q}, & \text { valued in }[0,1], \text { lower s.c., } \\
g_{q}=(1-q) \mathbf{1}_{\bar{V}_{q}}+q, & g=\inf _{\mathbb{Q} \cap[0,1]} g_{q}, & \text { valued in }[0,1], \text { upper s.c. } \tag{2.8.6}
\end{array}
$$

If $q^{\prime}<q$, we have $V_{q} \subset V_{q^{\prime}}$ and thus on $V_{q}, f_{q}=q \leq g_{q^{\prime}}=\left(1-q^{\prime}\right)+q^{\prime}=1$. If $q<q^{\prime}$, we have $\bar{V}_{q^{\prime}} \subset V_{q}$ and thus on $V_{q}$,

$$
f_{q}=q \leq g_{q^{\prime}}= \begin{cases}1 & \text { on } \bar{V}_{q^{\prime}}, \\ q^{\prime} & \text { on }\left(\bar{V}_{q^{\prime}}\right)^{c} .\end{cases}
$$

We have proven that for all $q, q^{\prime}, f_{q} \leq g_{q^{\prime}}$ which implies $0 \leq f \leq g \leq 1$. On the other hand, $K \subset \cap_{q \in \mathbb{Q} \cap[0,1]} V_{q}$ so that for $x \in K, f_{q}(x)=q$ and thus $f(x)=1$ : $f_{\mid K}=1$. We claim that for all $x, f(x)=g(x)$ : otherwise, we could find $x$ such that $f(x)<g(x)$ and thus $q, q^{\prime} \in \mathbb{Q} \cap[0,1]$ with

$$
0 \leq f(x)<q<q^{\prime}<g(x) \leq 1
$$

so that $x \notin V_{q}$ (since $f_{q}(x)<q$ ) and $x \in \bar{V}_{q^{\prime}}$ (since $g_{q^{\prime}}(x)>q^{\prime}$ ) which is incompatible with $\bar{V}_{q^{\prime}} \subset V_{q}$. Summing-up, the function $f$ is 1 on $K$, valued in $[0,1]$, lower s.c. by construction and upper s.c. since equal to $g$, so is eventually continuous. Since $V_{1} \subset V_{q} \subset V_{0} \subset \bar{V}_{0}$ for all $q \in \mathbb{Q} \cap[0,1]$, the function $f=\sup _{q \in \mathbb{Q} \cap[0,1]} q \mathbf{1}_{V_{q}}$ is vanishing on the open set $\left(\bar{V}_{0}\right)^{c}$ so that $(\operatorname{supp} f)^{c} \supset\left(\bar{V}_{0}\right)^{c}$ and

$$
\operatorname{supp} f \subset \bar{V}_{0} \subset \Omega
$$

Exercise 2.8.3. Let $X$ be a topological space and let $L$ be a positive linear form on $C_{c}(X)$. Show that $L$ is continuous, in the sense that

$$
\begin{gather*}
\forall K \text { compact } \subset X, \exists \gamma_{K}>0, \forall f \in C_{K}(X),|L f| \leq \gamma_{K} \sup |f|,  \tag{2.8.7}\\
\text { where } C_{K}(X)=\left\{f \in C_{c}(X), \operatorname{supp} f \subset K\right\} . \tag{2.8.8}
\end{gather*}
$$

Answer. For $f \in C_{c}(X), \operatorname{supp} f \subset K$ compact, we have with $\chi_{K} \in C_{c}\left(X ; \mathbb{R}_{+}\right)$, $\chi_{K}=1$ on $K$,

$$
-\chi_{K} \sup |f| \leq f \leq \chi_{K} \sup |f| \Longrightarrow|L f| \leq L \chi_{K} \sup |f|
$$

Exercise 2.8.4. Let $(X, d)$ be a metric space such that all closed balls are compact: $(X, d)$ is said to be proper and is locally compact (some locally compact metric spaces are not proper). Let $\Omega$ be an open subset of $X$ and let $K$ be a compact subset of $\Omega$. Find a simpler proof of Proposition 2.1.2: there exists a function $\varphi \in C_{c}(X)$ such that

$$
0 \leq \varphi \leq 1, \quad \varphi_{\mid K}=1, \quad \operatorname{supp} \varphi \subset \Omega
$$

The function $\varphi$ can be chosen to be identically 1 on a neighborhood of $K$.

Answer. We have proven in (2.1.4) that $\epsilon_{0}=\inf _{x \in K, y \notin \Omega} d(x, y)=d\left(K, \Omega^{c}\right)>0$. As a result, we find

$$
\begin{equation*}
K_{\epsilon_{0}}:=\cup_{x \in K} B\left(x, \epsilon_{0}\right) \subset \Omega \tag{2.8.9}
\end{equation*}
$$

since for $y \in B\left(x, \epsilon_{0}\right)$ and $x \in K$, we have $y \in \Omega$ : otherwise, $y \in \Omega^{c}$ and

$$
\epsilon_{0}=d\left(K, \Omega^{c}\right) \leq d(x, y)<\epsilon_{0}
$$

which is impossible. Let us then define for some positive $\epsilon_{1}, \epsilon_{2}$ such that $\epsilon_{1}+\epsilon_{2}<\epsilon_{0}$,

$$
\begin{equation*}
\varphi(x)=\max \left(0,1-\frac{1}{\epsilon_{2}} d\left(x, K_{\epsilon_{1}}\right)\right) . \tag{2.8.10}
\end{equation*}
$$

That function is valued in $[0,1]$ and is continuous as the maximum of two continuous functions. Moreover if $\varphi(x) \neq 0$, then $d\left(x, K_{\epsilon_{1}}\right)<\epsilon_{2}$ so that

$$
\exists y \in K_{\epsilon_{1}}=\cup_{t \in K} B\left(t, \varepsilon_{1}\right), \quad d(x, y)<\epsilon_{2}, \quad \exists t \in K, \quad d(y, t)<\epsilon_{1}
$$

implying $d(t, x)<\epsilon_{1}+\epsilon_{2}$ and $x \in K_{\epsilon_{1}+\epsilon_{2}} \subset\left\{x, d(x, K) \leq \epsilon_{1}+\epsilon_{2}\right\}=L$. The set $L$ is closed (continuity of $d(\cdot, K)$ ) and included in $\Omega$ since $L \subset K_{\epsilon_{0}} \subset \Omega$, so that $\operatorname{supp} \varphi \subset L$. Moreover the set $L$ is compact since if $\left(x_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $L$, we find a sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ in $K$ such that $d\left(x_{n}, y_{n}\right) \leq \epsilon_{1}+\epsilon_{2}$. Extracting a convergent subsequence $\left(y_{n_{k}}\right)_{k \in \mathbb{N}}$ with limit $y \in K$ of $\left(y_{n}\right)_{n \in \mathbb{N}}$, we get

$$
\begin{aligned}
d\left(x_{n_{k}}, y\right) \leq d\left(x_{n_{k}}, y_{n_{k}}\right)+d\left(y_{n_{k}}, y\right) & \leq \epsilon_{1}+\epsilon_{2}+d\left(y_{n_{k}}, y\right) \\
(\text { for } k \text { large enough) } & \leq \epsilon_{1}+\epsilon_{2}+\frac{1}{2}\left(\epsilon_{0}-\epsilon_{1}-\epsilon_{2}\right)=r<\epsilon_{0}
\end{aligned}
$$

The sequence $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$ lies (for $k$ large enough) in $B_{c}(y, r)$, which is assumed to be compact. We can extract another subsequence of $\left(x_{n_{k}}\right)_{k \in \mathbb{N}}$, converging with limit $x \in B_{c}(y, r)$. The inequalities above ensure also that $d(x, y) \leq \epsilon_{1}+\epsilon_{2}$ so that $x \in L$, proving the compactness of $L$.
Remark 2.8.5. Lemma 2.1.1 implies that $\varphi$ is Lipschitz-continuous with a Lipschitz constant $1 / \epsilon_{2}$. Since $\epsilon_{2}$ can be chosen arbitrarily in $\left(0, d\left(K, \Omega^{c}\right)\right.$ ), the function $\varphi$ can be chosen Lipschitz continuous with a Lipschitz constant $>\frac{1}{d\left(K, \Omega^{c}\right)}$.
Exercise 2.8.6 (Partitions of unity on $\mathbb{R}^{m}$ ). We define for $x \in \mathbb{R}^{m}$,

$$
\rho(x)= \begin{cases}\exp -\left(1-|x|^{2}\right)^{-1} & \text { for }|x|<1 \\ 0 & \text { for }|x| \geq 1\end{cases}
$$

where $|x|=\left(\sum_{1 \leq j \leq m} x_{j}^{2}\right)^{1 / 2}$ stands for the Euclidean norm on $\mathbb{R}^{m}$. The function $\rho$ is $C^{\infty}$ with supp $f=\bar{B}(0,1)$ noted $\mathbb{B}^{m}$.

Answer. Let us first consider the function $\rho_{0}$ defined by

$$
\rho_{0}(t)=e^{-1 / t} \text { for } t>0, \quad \rho_{0}(t)=0 \quad \text { for } t \leq 0
$$

Let us prove by induction on $k$ that $\rho_{0} \in C^{k}(\mathbb{R})$ is such that for $t \leq 0, \rho_{0}^{(k)}(t)=0$ and for $t>0, \rho_{0}^{(k)}(t)=p_{k}(1 / t) e^{-1 / t}$, where $p_{k}$ is a polynomial. That property is true for $k=0$ since $\lim _{t \rightarrow 0_{+}} e^{-1 / t}=0$. Assume that the property is true for some $k \geq 0$. Then, since $\rho_{0} \in C^{\infty}\left(\mathbb{R}^{*}\right)$, we get for $t>0$,

$$
\rho_{0}^{(k+1)}(t)=e^{-1 / t} \underbrace{t^{-2}\left(p_{k}(1 / t)-p_{k}^{\prime}(1 / t)\right)}_{\text {polynomial } p_{k+1} \text { in } t^{-1}}, \quad \text { and } \rho_{0}^{(k+1)}(t)=0 \text { for } t<0
$$

We get also that $\lim _{t \rightarrow 0} t^{-1}\left(\rho_{0}^{(k)}(t)-\rho_{0}^{(k)}(0)\right)=\lim _{T \rightarrow+\infty} T p_{k}(T) e^{-T}=0$, so that $\rho_{0}$ has a $(k+1)$ th vanishing derivative at 0 . The function $\rho_{0}^{(k+1)}$ is continuous since $\lim _{T \rightarrow+\infty} p_{k+1}(T) e^{-T}=0$, completing the induction. As a result the function $\rho_{0}$ belongs to $C^{\infty}(\mathbb{R})$, with support $[0,+\infty)$ and is flat at the origin, i.e., $\forall k \in$ $\mathbb{N}, \rho_{0}^{(k)}(0)=0$. We have $\rho(x)=\rho_{0}\left(1-|x|^{2}\right)$ so that $\rho \in C^{\infty}\left(\mathbb{R}^{m} ; \mathbb{R}\right)$, with support equal to the closed unit Euclidean ball.
N.B. The functions $\rho, \rho_{0}$ are paradigmatic examples of $C^{\infty}$ functions which are not real-analytic: the function $\rho_{0}$ cannot be analytic at 0 , since it is not identically 0 near the origin although its Taylor coefficients are all vanishing.

Exercise 2.8.7. The vector space of $C^{\infty}$ compactly supported functions from $\mathbb{R}^{m}$ into $\mathbb{C}$ will be noted $C_{c}^{\infty}\left(\mathbb{R}^{m}\right)$. Let $\Omega$ be an open subset of $\mathbb{R}^{m}$ and let $K$ be a compact subset of $\Omega$. Then there exists a function $\varphi \in C_{c}^{\infty}(\Omega ;[0,1])$ such that $\varphi=1$ on a neighborhood of $K$.

Answer. We recall that ${ }^{6}$

$$
d\left(K, \Omega^{c}\right)=\inf _{x \in K, y \in \Omega^{c}}|x-y|>0
$$

As a result, we have with $\mathbb{B}^{m}$ standing for the closed unit Euclidean ball of $\mathbb{R}^{m}$, $\epsilon_{0}=d\left(K, \Omega^{c}\right), K+\epsilon_{0} \mathbb{B}^{m} \subset \Omega$ : otherwise, we could find $|t|<1, x \in K$ such that $x+\epsilon_{0} t=y \in \Omega^{c}$, implying

$$
0<d\left(K, \Omega^{c}\right) \leq|x-y|<\epsilon_{0}=d\left(K, \Omega^{c}\right)
$$

which is impossible. With the function $\rho$ defined in Exercise 2.8.6, we define with $0<\epsilon \leq \frac{\epsilon_{1}}{2}<\frac{\epsilon_{0}}{4}$,

$$
\varphi(x)=\int \mathbf{1}_{K+\epsilon_{1} \mathbb{B}^{m}}(y) \rho\left((x-y) \epsilon^{-1}\right) \epsilon^{-n} d y\left(\int \rho(t) d t\right)^{-1}
$$

The function $\varphi$ is $C^{\infty}$ and such that

$$
\operatorname{supp} \varphi \subset K+\epsilon_{1} \mathbb{B}^{m}+\epsilon \mathbb{B}^{m} \subset K+\frac{3 \epsilon_{0}}{4} \mathbb{B}^{m} \subset K+\epsilon_{0} \stackrel{\circ}{\mathbb{B}}^{m} \subset \Omega
$$

[^26]Moreover $\varphi=1$ on $K+\frac{\epsilon_{1}}{2} \mathbb{B}^{m}$ (which is a neighborhood of $K$ ), since if $x \in K+$ $\frac{\epsilon_{1}}{2} \mathbb{B}^{m}$, we have, for $y$ satisfying $|x-y| \leq \epsilon$, that $y \in K+\frac{\epsilon_{1}}{2} \mathbb{B}^{m}+\epsilon \mathbb{B}^{m} \subset K+\epsilon_{1} \mathbb{B}^{m}$. As a result, with $\tilde{\rho}=\rho\left(\int \rho(t) d t\right)^{-1}$, for $x \in K+\frac{\epsilon_{1}}{2} \mathbb{B}^{m}$, we have

$$
1=\int \tilde{\rho}\left((x-y) \epsilon^{-1}\right) \epsilon^{-n} d y=\int \tilde{\rho}\left((x-y) \epsilon^{-1}\right) \epsilon^{-n} \mathbf{1}_{K+\epsilon_{1} \mathbb{B}^{m}}(y) d y=\varphi(x)
$$

We note also that, since $\tilde{\rho} \geq 0$ with integral $1, \mathbf{1}_{L}(y) \in\{0,1\}$, we have, for all $x \in \mathbb{R}^{m}, 0 \leq \varphi(x) \leq 1$.

Exercise 2.8.8. Let $\Omega_{1}, \ldots, \Omega_{n}$ be open subsets of $\mathbb{R}^{m}$ and let $K$ be a compact set with $K \subset \Omega_{1} \cup \cdots \cup \Omega_{n}$. Then for each $j \in\{1, \ldots, n\}$, there exists a function $\psi_{j} \in C_{c}^{\infty}\left(\Omega_{j} ;[0,1]\right)$ such that $\sum_{1 \leq j \leq n} \psi_{j} \in C_{c}^{\infty}\left(\cup_{j=1}^{n} \Omega_{j} ;[0,1]\right)$ and

$$
1=\sum_{1 \leq j \leq n} \psi_{j \mid K}
$$

We shall say that $\left(\psi_{j}\right)_{1 \leq j \leq n}$ is a partition of unity on $K$, attached to $\left(\Omega_{j}\right)_{1 \leq j \leq n}$. In particular, for $\theta \in C_{c}^{\infty}\left(\cup_{1 \leq j \leq n} \Omega_{j}\right)$, using the previous result for $K=\operatorname{supp} \theta$, we get

$$
\theta=\sum_{1 \leq j \leq n} \theta_{j}, \quad \text { with } \theta_{j}=\theta \psi_{j} \in C_{c}^{\infty}\left(\Omega_{j}\right)
$$

Answer. A simple inspection of the proof of Theorem 2.1.3 provides smooth functions.

Exercise 2.8.9 (Approximating continuous functions by piecewise affine functions). A function $p: \mathbb{R} \rightarrow \mathbb{R}$ is said to be piecewise affine if there exists $x_{1}<x_{2}<$ $\cdots<x_{N}$ real numbers such that the restriction of $p$ to each interval $\left(x_{j}, x_{j+1}\right)$ for $0 \leq j \leq N+1$ is affine $\left(x_{0}=-\infty, x_{N+1}=+\infty\right)$. Prove that the vector space of compactly supported continuous piecewise affine functions is dense in $C_{c}(\mathbb{R} ; \mathbb{R})$.

Answer. Let $\phi$ be a function in $C_{c}(\mathbb{R} ; \mathbb{R})$, supported in $[a, b]$ and let $\varepsilon \in(0,1)$ be given. We consider $N \in \mathbb{N}$ such that $N=[1+(b-a) / \varepsilon]+1$ and

$$
x_{1}=a<\cdots<x_{j}=a+(j-1) \varepsilon<\cdots<\underbrace{x_{N}=a+(N-1) \varepsilon}_{\geq b} \text {. }
$$

We define

$$
p(x)=\sum_{1 \leq j<N} \mathbf{1}_{\left[x_{j}, x_{j+1}\right)}(x)\left(\phi\left(x_{j}\right)+\frac{x-x_{j}}{x_{j+1}-x_{j}}\left(\phi\left(x_{j+1}\right)-\phi\left(x_{j}\right)\right)\right) .
$$

The function $p$ is piecewise affine, compactly supported in $[a, b+1]$, and verifies

$$
\begin{array}{rlrl}
p\left(x_{j}\right) & =\phi\left(x_{j}\right)=p\left(x_{j_{+}}\right), & \text {for } 1 \leq j<N, \quad p\left(x_{N}\right)=0=\phi\left(x_{N}\right)=p\left(x_{N_{+}}\right), \\
p\left(x_{j_{-}}\right) & =\phi\left(x_{j}\right), & \text { for } 2 \leq j \leq N, & p\left(x_{1}\right)=0=\phi\left(x_{1}\right)=p\left(x_{1-}\right)
\end{array}
$$

thus continuous. We have

$$
p(x)-\phi(x)=\sum_{1 \leq j<N} \mathbf{1}_{\left[x_{j}, x_{j+1}\right)}(x)\left(\phi\left(x_{j}\right)-\phi(x)+\frac{x-x_{j}}{x_{j+1}-x_{j}}\left(\phi\left(x_{j+1}\right)-\phi\left(x_{j}\right)\right)\right),
$$

and thus

$$
\begin{aligned}
& p(x)-\phi(x) \\
& =\sum_{1 \leq j<N} \mathbf{1}_{\left[x_{j}, x_{j+1}\right)}(x)\left\{\left(\phi\left(x_{j}\right)-\phi(x)\right) \frac{x_{j+1}-x}{x_{j+1}-x_{j}}+\frac{x-x_{j}}{x_{j+1}-x_{j}}\left(\phi\left(x_{j+1}\right)-\phi(x)\right)\right\},
\end{aligned}
$$

implying

$$
\sup _{x \in \mathbb{R}}|p(x)-\phi(x)| \leq \sup _{\left|x^{\prime}-x^{\prime \prime}\right| \leq \varepsilon}\left|\phi\left(x^{\prime}\right)-\phi\left(x^{\prime \prime}\right)\right|=\omega(\varepsilon) .
$$

Since $\phi$ is uniformly continuous, we get $\lim _{\varepsilon \rightarrow 0} \omega(\varepsilon)=0$ and the result.
Exercise 2.8.10. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. Prove that there exists a sequence $\left(K_{j}\right)_{j \geq 1}$ of compact subsets of $\Omega$ such that

$$
\begin{equation*}
\Omega=\cup_{j \geq 1} K_{j}, \quad K_{j} \subset \stackrel{\circ}{K}_{j+1} \tag{2.8.11}
\end{equation*}
$$

Prove also that if $K$ is a compact subset of $\Omega$, there exists $j \in \mathbb{N}^{*}$ such that $K \subset K_{j}$.

Answer. Given an open set $\Omega$ of $\mathbb{R}^{n}$, we define for $j \geq 1$,

$$
K_{j}=\left\{x \in \mathbb{R}^{n}, d\left(x, \Omega^{c}\right) \geq 1 / j,|x| \leq j\right\} .
$$

We note from the continuity of $d\left(\cdot, \Omega^{c}\right)$ and of the norm that $K_{j}$ is a closed subset of $\mathbb{R}^{n}$; moreover it is also bounded and thus is a compact subset of $\mathbb{R}^{n}$, and in fact of $\Omega$ since $d\left(x, \Omega^{c}\right)>0$ implies $x \notin \overline{\Omega^{c}}=\Omega^{c}(\Omega$ is open). We have also for $j \geq 1$ that

$$
K_{j} \subset\left\{x \in \mathbb{R}^{n}, d\left(x, \Omega^{c}\right)>\frac{1}{j+1},|x|<j+1\right\} \text { which is open } \subset K_{j+1}
$$

so that $K_{j} \subset \stackrel{\circ}{K}_{j+1}$. Finally, taking $x \in \Omega$, we have $d\left(x, \Omega^{c}\right)>0\left(\Omega^{c}\right.$ is closed) and thus

$$
j \geq \max \left(\frac{1}{d\left(x, \Omega^{c}\right)}, E(|x|)+1\right) \Longrightarrow x \in K_{j}
$$

proving $\Omega=\cup_{j \geq 1} K_{j}$ and the result, since the very last statement follows from

$$
K \subset \Omega=\cup_{j \geq 1} \stackrel{\circ}{K}_{j+1}
$$

which implies the result by the Borel-Lebesgue property and the fact that the sequence $\left(K_{j}\right)$ is increasing.

Exercise 2.8.11 (Dini's Lemma). ${ }^{7}$ Let $a \leq b$ be real numbers and let $f_{n}:[a, b] \rightarrow \mathbb{R}$ be a sequence of continuous functions. We assume that for all $x \in[a, b]$, the sequence $\left(f_{n}(x)\right)$ is decreasing with limit 0 .
(1) Prove that $\left(f_{n}\right)$ converges uniformly towards 0.
(2) Prove that the result of (1) does not hold without the assumption of decreasing monotonicity.

Answer. (1) Reductio ad absurdum ${ }^{8}$ : if the sequence $\left(f_{n}\right)$ were not converging uniformly towards 0 , the sequence $\omega_{n}=\sup _{x \in[a, b]}\left|f_{n}(x)\right|$ is such that there exists $\epsilon_{0}>0$ and a subsequence $\left(\omega_{n_{k}}\right)_{k \in \mathbb{N}}$ such that for all $k, \omega_{n_{k}}>\epsilon_{0}$. As a result for all $k$, there exists $x_{k} \in[a, b]$ such that

$$
f_{n_{k}}\left(x_{k}\right)>\epsilon_{0} .
$$

Thanks to the compactness of $[a, b]$, we may find a subsequence of $\left(x_{k}\right)_{k \in \mathbb{N}}$ converging with limit $c \in[a, b]$. To simplify notation, let us assume that $\left(x_{k}\right)_{k \in \mathbb{N}}$ is converging towards $c$. For $l \geq 0$, we have $n_{k+l} \geq n_{k}$, and thus

$$
f_{n_{k}}\left(x_{k+l}\right) \geq f_{n_{k+l}}\left(x_{k+l}\right)>\epsilon_{0} .
$$

Since $f_{n_{k}}$ is continuous, we find $f_{n_{k}}(c) \geq \epsilon_{0}>0$, contradicting the convergence of the sequence $\left(f_{n}(c)\right)$ towards 0 .
(2) Let us define $\varphi_{n}$ piecewise affine on $[0,1]$,

$$
\varphi_{n}(0)=0, \varphi_{n}(1 / n)=1, \varphi_{n}(t)=0 \text { for } t \geq 2 / n
$$

The sequence of continuous functions $\left(\varphi_{n}\right)$ converges pointwise to 0 , not uniformly since $\sup \left|\varphi_{n}\right|=1$. Moreover the result is incorrect without the continuity assumption: defining $\psi_{n}$ on $[0,1]$ by

$$
\psi_{n}(0)=0=\psi_{n}(t) \text { for } t \geq 1 / n, \quad \psi_{n}(t)=1-n t \text { for } 0<t<1 / n
$$

we find that for all $t \in[0,1]$, the decreasing sequence $\left(\psi_{n}(t)\right)_{n \in \mathbb{N}}$ goes to zero. However, the convergence is not uniform since $\sup _{[0,1]}\left|\psi_{n}\right|=1$.

Exercise 2.8.12 (Support of an $L^{1}$ function). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure such that $X$ is a topological space with $\mathcal{M} \supset \mathcal{B}_{X}$ and $\mu(\Omega)>0$ for any non-empty open set $\Omega$. Let $f \in \mathcal{L}^{1}(\mu)$.
(1) Defining

$$
\begin{equation*}
\operatorname{supp} f=\left\{x \in X, \nexists V \in \mathscr{V}_{x}, f_{\mid V}=0, \mu-a . e .\right\} \tag{2.8.12}
\end{equation*}
$$

prove that $(\operatorname{supp} f)^{c}$ is open and is the largest open set on which $f=0$ a.e.

[^27](2) Prove that $\operatorname{supp} f$ depends only on the class of $f$ modulo equality $\mu$-a.e.
(3) Prove that supp $f$ coincides with Definition (2.1.1) when $f$ is a continuous function.
(4) Show by an example that it would be absurd to take (2.1.1) as a definition for non-continuous functions.

Answer. (1) The complement of $\operatorname{supp} f$ is open, and every open set on which $f$ vanishes a.e. is included in $(\operatorname{supp} f)^{c}$.
(2) is obvious: if $f, \tilde{f}$ coincide a.e. $f_{\mid V}=0$ a.e. is equivalent to $\tilde{f}_{\mid V}=0$ a.e.
(3) It is enough to prove that for a continuous function $f$, and an open set $V$, $f_{\mid V}=0$ a.e. implies $f_{\mid V}=0$. If it were not the case, and $f\left(x_{0}\right) \neq 0$ for some $x_{0} \in V$, the set

$$
\left\{x \in V,|f(x)|>\left|f\left(x_{0}\right)\right| / 2>0\right\}
$$

would be open (thanks to the continuity of $f$ ) and non-empty (contains $x_{0}$ ), thus with a positive measure. As a consequence, $f$ would not be 0 a.e. on $V$, contradicting the assumption.
(4) Taking $f=\mathbf{1}_{\mathbb{Q}}$, we see that $f=0, \lambda_{1}$-a.e., so that supp $f=\emptyset$. Taking (2.1.1) as a definition for the support of $f$ would imply $\operatorname{supp} f=\overline{\mathbb{Q}}=\mathbb{R}$.

## Measure theory

Exercise 2.8.13 (Completion of a measure). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Defining $\mathcal{N}=\bigcup_{E \in \mathcal{M}, \mu(E)=0} \mathcal{P}(E)$, prove that

$$
\mathcal{M}^{\prime}=\{M \cup N\}_{M \in \mathcal{M}, N \in \mathcal{N}}
$$

is the $\sigma$-algebra generated by $\mathcal{M} \cup \mathcal{N}$ and defining for $M \in \mathcal{M}, N \in \mathcal{N}, \mu^{\prime}(M \cup N)=$ $\mu(M)$, prove that this definition is consistent and $\left(X, \mathcal{M}^{\prime}, \mu^{\prime}\right)$ is a measure space such that $\mu_{\mid \mathcal{M}}^{\prime}=\mu$.

Answer. Let $A=M \cup N \in \mathcal{M}^{\prime}, M \in \mathcal{M}, N \in \mathcal{N}, N \subset E \in \mathcal{M}, \mu(E)=0$ :

$$
A^{c}=\left(M^{c} \cap N^{c} \cap E\right) \cup\left(M^{c} \cap N^{c} \cap E^{c}\right)=\underbrace{\left(M^{c} \cap N^{c} \cap E\right)}_{\in \mathcal{N}} \cup \underbrace{\left(M^{c} \cap E^{c}\right)}_{\in \mathcal{M}} \in \mathcal{M}^{\prime} .
$$

Let us consider sequences $A_{n}=M_{n} \cup N_{n} \in \mathcal{M}^{\prime}, M_{n} \in \mathcal{M}, N_{n} \in \mathcal{N}, N_{n} \subset E_{n} \in$ $\mathcal{M}, \mu\left(E_{n}\right)=0$ :

$$
\cup_{n \in \mathbb{N}} A_{n}=\underbrace{\left(\cup_{n \in \mathbb{N}} M_{n}\right)}_{\in \mathcal{M}} \cup\left(\cup_{n \in \mathbb{N}} N_{n}\right)
$$

and since $\cup_{n \in \mathbb{N}} N_{n} \subset \cup_{n \in \mathbb{N}} E_{n}, \mu\left(\cup_{n \in \mathbb{N}} E_{n}\right)=0$, we get $\cup_{n \in \mathbb{N}} A_{n} \in \mathcal{M}^{\prime}$. As a result $\mathcal{M}^{\prime}$ is a $\sigma$-algebra on $X$, containing $\mathcal{M} \cup \mathcal{N}$, so containing the $\sigma$-algebra generated by $\mathcal{M} \cup \mathcal{N}$. On the other hand $\mathcal{M}^{\prime}$ is included in the $\sigma$-algebra generated by $\mathcal{M} \cup \mathcal{N}$.

Let $M^{\prime} \in \mathcal{M}^{\prime}, M^{\prime}=M_{j} \cup N_{j}, M_{j} \in \mathcal{M}, N_{j} \subset E_{j} \in \mathcal{M}, \mu\left(E_{j}\right)=0, j=, 1,2$. Then since $M_{1} \subset M_{1} \cup N_{1}=M_{2} \cup N_{2} \subset M_{2} \cup E_{2}$,

$$
\mu\left(M_{1}\right) \leq \mu\left(M_{2} \cup E_{2}\right)=\mu\left(M_{2}\right) \Longrightarrow \mu\left(M_{1}\right) \leq \mu\left(M_{2}\right)
$$

(similarly $\mu\left(M_{2}\right) \leq \mu\left(M_{1}\right)$ ), so that $\mu^{\prime}\left(M^{\prime}\right)=\mu\left(M_{1}\right)$ is defined without ambiguity. Let us consider a pairwise disjoint sequence in $\mathcal{M}^{\prime}: A_{n}=M_{n} \cup N_{n} \in \mathcal{M}^{\prime}, M_{n} \in$ $\mathcal{M}, N_{n} \in \mathcal{N}, N_{n} \subset E_{n} \in \mathcal{M}, \mu\left(E_{n}\right)=0$. We have

$$
\mu^{\prime}\left(\cup A_{n}\right)=\mu^{\prime}(\underbrace{\left(\cup_{n \in \mathbb{N}} M_{n}\right)}_{\in \mathcal{M}} \cup \underbrace{\left(\cup_{n \in \mathbb{N}} N_{n}\right)}_{\mathcal{N}})=\mu\left(\cup_{n \in \mathbb{N}} M_{n}\right)
$$

and since the $M_{n}$ are also pairwise disjoint $\left(M_{n} \subset A_{n}\right)$, we get

$$
\mu^{\prime}\left(\cup A_{n}\right)=\sum \mu\left(M_{n}\right)=\sum \mu^{\prime}\left(A_{n}\right)
$$ qed.

Exercise 2.8.14. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of complex-valued measurable functions on $X$. We shall say that $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges locally in measure towards a measurable function $f$ if

$$
\begin{equation*}
\forall \alpha>0, \forall Y \in \mathcal{M} \text { with } \mu(Y)<\infty, \lim _{n} \mu\left(\left\{x \in Y,\left|f_{n}(x)-f(x)\right|>\alpha\right\}\right)=0 \tag{2.8.13}
\end{equation*}
$$

We shall say that $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges globally in measure towards a measurable function $f$ if

$$
\begin{equation*}
\forall \alpha>0, \quad \lim _{n} \mu\left(\left\{x \in X,\left|f_{n}(x)-f(x)\right|>\alpha\right\}\right)=0 \tag{2.8.14}
\end{equation*}
$$

Assume that $\mu$ is $\sigma$-finite, i.e., there exists a sequence $\left(X_{k}\right)_{k \in \mathbb{N}}$ in $\mathcal{M}$ such that $X=\cup_{k \in \mathbb{N}} X_{k}$ and for all $k \in \mathbb{N}, \mu\left(X_{k}\right)<+\infty$. Prove that the Lebesgue dominated convergence theorem holds with local convergence in measure replacing pointwise convergence in the assumptions.

Answer. Assuming $\left|f_{n}\right| \leq g \in \mathcal{L}^{1}(\mu)$, we have for $\alpha>0, Y_{k}=\cup_{0 \leq l \leq k} X_{l}$,

$$
\begin{aligned}
\int_{X}\left|f_{n}-f\right| d \mu= & \int_{Y_{k} \cap\left\{\left|f_{n}-f\right| \leq \alpha\right\}}\left|f_{n}-f\right| d \mu+\int_{Y_{k}^{c} \cap\left\{\left|f_{n}-f\right| \leq \alpha\right\}}\left|f_{n}-f\right| d \mu \\
& +\int_{Y_{k} \cap\left\{\left|f_{n}-f\right|>\alpha\right\}}\left|f_{n}-f\right| d \mu+\int_{Y_{k}^{c} \cap\left\{\left|f_{n}-f\right|>\alpha\right\}}\left|f_{n}-f\right| d \mu \\
\leq & \alpha \mu\left(Y_{k}\right)+\int_{Y_{k}^{c}} 2 g d \mu+\int_{Y_{k} \cap\left\{\left|f_{n}-f\right|>\alpha\right\}} 2 g d \mu
\end{aligned}
$$

Using Proposition 1.7.10, we find that for all $\alpha>0$ and all integers $k$,

$$
\begin{equation*}
\underset{n}{\limsup } \int_{X}\left|f_{n}-f\right| d \mu \leq \alpha \mu\left(Y_{k}\right)+\int_{Y_{k}^{c}} 2 g d \mu, \tag{2.8.15}
\end{equation*}
$$

so that, for all $k$,

$$
\begin{equation*}
\limsup _{n} \int_{X}\left|f_{n}-f\right| d \mu \leq \int_{X} 2 g \mathbf{1}_{Y_{k}^{c}} d \mu \tag{2.8.16}
\end{equation*}
$$

We have also $+\infty>\int_{X} 2 g d \mu=\int_{Y_{k}} 2 g d \mu+\int_{Y_{k}^{c}} 2 g d \mu$, and by Beppo Levi's theorem $\lim _{k} \int_{Y_{k}} 2 g d \mu=\int_{X} 2 g d \mu$ which implies $\lim _{k} \int_{Y_{k}^{c}} 2 g d \mu=0$ : the inequality (2.8.16) gives the result $\lim _{n} \int_{X}\left|f_{n}-f\right|=0$.

To sum-up, for a sequence $\left(f_{n}\right)$ in $L^{1}(\mu), f$ measurable,

$$
\left.\begin{array}{l}
f_{n} \underset{\substack{\text { in } \\
\left|f_{n}\right| \leq g \in L^{1}(\mu) \\
\text { and }}}{\stackrel{\text { convergence }}{\longrightarrow}} f  \tag{2.8.17}\\
\\
\hline
\end{array}\right\} \Longrightarrow f_{n} \xrightarrow[L^{1}(\mu)]{ } f
$$

Exercise 2.8.15. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions and $f$ be a measurable function.
(1) Prove that if $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges a.e. towards $f$, it implies that $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges locally in measure towards $f$.
(2) Prove that the converse of the previous statement does not hold in general.

Answer. (1) Let $\alpha>0$ and $Y$ a measurable set with finite measure:

$$
\mu\left(\left\{x \in Y,\left|f_{n}(x)-f(x)\right|>\alpha\right\}\right)=\int_{Y} \mathbf{1}_{\left\{\left|f_{n}-f\right|>\alpha\right\}} d \mu
$$

The function $\mathbf{1}_{\left\{\left|f_{n}-f\right|>\alpha\right\}}$ converges a.e. pointwise to 0 and is dominated by $1 \in$ $\mathcal{L}^{1}(Y)$. As a result the Lebesgue dominated convergence gives the result.
(2) cf. Exercise 2.8.23.

Exercise 2.8.16 (Borel-Cantelli Lemma). Let $X$ be a set, $\mu^{*}$ be an outer measure on $X$ and let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a countable family of subsets of $X$. Then

$$
\sum_{n \in \mathbb{N}} \mu^{*}\left(A_{n}\right)<+\infty \Longrightarrow \mu^{*}\left(\limsup _{n} A_{n}\right)=0
$$

where we have defined $\lim \sup _{n} A_{n}=\cap_{n \geq 0}\left(\cup_{k \geq n} A_{k}\right)$.
Answer. We have

$$
0 \leq \mu^{*}\left(\underset{n}{\limsup } A_{n}\right) \leq \mu^{*}\left(\cup_{k \geq n} A_{k}\right) \leq \sum_{k \geq n} \mu^{*}\left(A_{k}\right) \underset{n \rightarrow+\infty}{\longrightarrow} 0
$$

Exercise 2.8.17. We define $\mu^{*}$ on $\mathcal{P}(\mathbb{R})$ by $\mu^{*}(A)=\inf \left\{\sum_{j \in \mathbb{N}}\left(b_{j}-a_{j}\right)\right\}$, where $\left.\cup_{j \in \mathbb{N}}\right] a_{j}, b_{j}[$ runs among the coverings of $A$ by open bounded intervals. Show that $\mu^{*}$ is an outer measure on $\mathbb{R}$ (see Definition 2.2.4).

Answer. Since an open subset of $\mathbb{R}$ is a countable union of bounded open intervals, this appears as similar to Lemma 2.6.2 for $\kappa=1$ and $X=\mathbb{R}$, but a simple direct proof may be useful. Properties (2.2.5), (2.2.6) are obvious. Let us prove (2.2.7). Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of subsets of $\mathbb{R}$. We may assume that all $\mu^{*}\left(A_{n}\right)$ are finite, otherwise (2.2.7) is trivially satisfied. Let $\epsilon>0$ be given. For each $n \in \mathbb{N}$, we consider a countable family of bounded open intervals $\left(I_{k}^{n}\right)_{k \in \mathbb{N}}$ such that

$$
A_{n} \subset \cup_{k \in \mathbb{N}} I_{k}^{n}, \quad \mu^{*}\left(A_{n}\right) \leq \sum_{k \in \mathbb{N}}\left|I_{k}^{n}\right|<\mu^{*}\left(A_{n}\right)+\epsilon 2^{-n-1}
$$

where $\left|I_{k}^{n}\right|$ is the length of $I_{k}^{n}$. We find $\cup_{n \in \mathbb{N}} A_{n} \subset \cup_{n, k \in \mathbb{N}} I_{k}^{n}$ and thus

$$
\begin{aligned}
\mu^{*}\left(\cup_{n \in \mathbb{N}} A_{n}\right) & \leq \sum_{n, k \in \mathbb{N}}\left|I_{k}^{n}\right|=\sum_{n \in \mathbb{N}}\left(\sum_{k \in \mathbb{N}}\left|I_{k}^{n}\right|\right) \\
& \leq \sum_{n \in \mathbb{N}}\left(\mu^{*}\left(A_{n}\right)+\epsilon 2^{-n-1}\right)=\epsilon+\sum_{n \in \mathbb{N}} \mu^{*}\left(A_{n}\right)
\end{aligned}
$$

for any $\epsilon>0$, proving the result.
Exercise 2.8.18. Let $\varepsilon>0$ be given. Construct a dense open subset $\Omega$ of $\mathbb{R}$ such that its Lebesgue measure $\lambda_{1}(\Omega)<\varepsilon$.

Answer. We set $\mathbb{Q}=\left\{x_{n}\right\}_{n \geq 1}$ and we define

$$
\left.\Omega=\cup_{n \geq 1}\right] x_{n}-\epsilon 2^{-n-2}, x_{n}+\epsilon 2^{-n-2}[,
$$

open as a union of open sets, dense since it contains $\mathbb{Q}$ and with Lebesgue measure

$$
\lambda_{1}(\Omega) \leq \sum_{n \geq 1} \epsilon 2^{-n-1}=\epsilon / 2<\epsilon
$$

Exercise 2.8.19 (A non-measurable set). We define on $[0,1]$ the equivalence relation $x \sim y$ means $x-y \in \mathbb{Q}$. Let us recall the statement of the Axiom of Choice: let $I$ be a non-empty set and let $\left(X_{i}\right)_{i \in I}$ be a family of sets. Then

$$
\forall i \in I, X_{i} \neq \emptyset \quad \Longrightarrow \quad \prod_{i \in I} X_{i} \neq \emptyset
$$

For $X \subset \mathbb{R}$ and $t \in \mathbb{R}$, we shall write $X+t=\{x+t\}_{x \in X}$.
(1) Using the axiom of choice, show that there exists a subset $A$ of $[0,1]$ defined by taking a single element in each equivalence class of $\sim$.
(2) Let $\varphi: \mathbb{N} \rightarrow \mathbb{Q} \cap[-1,1]$ be a bijective mapping. We define $A_{n}=A+\varphi(n)$. Show that

$$
[0,1] \subset \cup_{n \in \mathbb{N}} A_{n} \subset[-1,2]
$$

(3) Show that there is no positive measure $\mu$ defined on $\mathcal{P}(\mathbb{R})$, invariant by translation (i.e., such that $\mu(X)=\mu(X+t)$ for all subsets $X$ of $\mathbb{R}$ and all real number $t$ ), and such that $\mu([a, b])=b-a$ for $a \leq b$.
(4) Show that $A \notin \mathcal{L}$, where $\mathcal{L}$ is the Lebesgue $\sigma$-algebra on $\mathbb{R}$.

Answer. (1) The quotient set $[0,1] / \sim$, is the set of equivalence classes $\left\{X_{i}\right\}_{i \in I}$. Each $X_{i}$ is an equivalence class and is thus non-empty. Using the axiom of choice, we may find a family $\left(x_{i}\right)_{i \in I}$ of elements of $[0,1]$ such that $X_{i}$ is the equivalence class of $x_{i}$. Let us define $A=\left\{x_{i}\right\}_{i \in I}$.
(2) The set $\mathbb{Q} \cap[-1,1]$ is infinite countable, thus equipotent to $\mathbb{N}$. Let $x \in[0,1]$. There exists $i \in I$ such that $x \sim x_{i}$, i.e., $x-x_{i} \in \mathbb{Q}$. As a consequence, $x=x_{i}+\rho$ with $\rho \in \mathbb{Q}$ and since both $x$ and $x_{i}$ belong to $[0,1], \rho$ belongs to $[-1,1]$ so that there exists $n \in \mathbb{N}$ such that $\rho=\varphi(n)$. This implies $x \in A_{n}=A+\varphi(n)$. Moreover, we have

$$
A_{n} \subset[0,1]+[-1,1] \subset[-1,2] .
$$

(3) Let us assume that there exists such a measure. We note first that for $n \neq m$ integers, we have $A_{n} \cap A_{m}=\emptyset$ : if $x \in A_{n} \cap A_{m}$, we get with $i, j \in I$,

$$
x=x_{i}+\varphi(n)=x_{j}+\varphi(m)
$$

and thus $x_{i} \sim x_{j}$, so that $x_{i}=x_{j}$, and $\varphi(n)=\varphi(m)$ entailing $m=n$ since $\varphi$ is injective. We would have

$$
1=\mu([0,1]) \leq \mu\left(\cup_{n \in \mathbb{N}} A_{n}\right)=\sum_{n \in \mathbb{N}} \mu\left(A_{n}\right)=\sum_{n \in \mathbb{N}} \mu(A) \leq \mu([-1,2])=3,
$$

which is impossible, since the first inequality implies $\mu(A)>0$ whereas the next one gives $\mu(A)=0$.
(4) The set $A$ cannot belong to $\mathcal{L}$, since, if it were the case, the previous inequalities would hold for the Lebesgue measure $\lambda_{1}$ on $\mathbb{R}$, leading as above to a contradiction.

## Calculations

## Exercise 2.8.20.

(1) Determine the values of the real parameter $\alpha$ for which $\int_{0}^{1} \frac{d x}{x^{\alpha}}$ converges.
(2) Determine the values of the real parameter $\alpha$ for which $\int_{1}^{+\infty} \frac{d x}{x^{\alpha}}$ converges.
(3) Prove that the harmonic series (general term $1 / n$ ) is divergent. Show that the sequence

$$
x_{n}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n-1}+\frac{1}{n}-\ln n
$$

converges.
(4) Show that $\lim _{A \rightarrow+\infty} \int_{0}^{A} \frac{\sin x}{x} d x$ exists. ${ }^{9}$
(5) Show that $\int_{0}^{+\infty}\left|\frac{\sin x}{x}\right| d x=+\infty$.

Answer. Using $\ln x=\int_{1}^{x} \frac{d t}{t}$ for $x>0$ and $\frac{d}{d x}\left(\frac{x^{-\alpha+1}}{-\alpha+1}\right)=x^{-\alpha}$ for $\alpha \neq 1$ we get
(1) for $\alpha<1$ and
(2) for $\alpha>1$.

[^28](3) We have
$$
x_{n}=\sum_{1 \leq k \leq n}\left(\frac{1}{k}-\int_{k}^{k+1} \frac{d t}{t}\right)+\int_{n}^{n+1} \frac{d t}{t}=\sum_{1 \leq k \leq n} \int_{k}^{k+1} \frac{t-k}{k t} d t+\ln \left(1+\frac{1}{n}\right) .
$$

For $1 \leq k$, we have

$$
0 \leq \int_{k}^{k+1} \frac{t-k}{k t} d t \leq \int_{k}^{k+1} \frac{1}{k t} d t \leq \int_{k}^{k+1} \frac{1}{k^{2}} d t=\frac{1}{k^{2}}
$$

so that the series with general term $\int_{k}^{k+1} \frac{t-k}{k t} d t$ converges. Since $\lim _{n \rightarrow \infty} \ln \left(1+\frac{1}{n}\right)=0$, we get convergence for the sequence $\left(x_{n}\right)$. This implies that, with $\gamma=\lim x_{n}$,

$$
\sum_{1 \leq k \leq n} \frac{1}{k}=\ln n+\gamma+\varepsilon_{n}, \quad \lim \varepsilon_{n}=0
$$

(4) The function $\sin x / x$ is continuous on $\mathbb{R}$, takes the value 1 at $x=0$. For $A \geq \pi / 2$,

$$
I(A)=\int_{\pi / 2}^{A} \frac{\sin t}{t} d t=\left[\frac{-\cos t}{t}\right]_{\pi / 2}^{A}-\int_{\pi / 2}^{A} \frac{\cos t}{t^{2}} d t=-A^{-1} \cos A-\int_{\pi / 2}^{A} \frac{\cos t}{t^{2}} d t
$$

Since $|\cos A| \leq 1$ and $\left|t^{-2} \cos t\right| \leq t^{-2}$, the rhs converges for $A \rightarrow+\infty$.
(5) For $A \geq 1$,

$$
\begin{aligned}
\ln A=\int_{1}^{A} \frac{d x}{x} & =\int_{1}^{A} \frac{\cos (2 x)}{x} d x+\int_{1}^{A} \frac{2 \sin ^{2} x}{x} d x \\
& \leq \int_{1}^{A} \frac{\cos (2 x)}{x} d x+2 \int_{1}^{A} \frac{|\sin x|}{x} d x
\end{aligned}
$$

and the rhs goes to $+\infty$ with $A$. Since we can prove as in (3) that $\int_{1}^{A} x^{-1} \cos (2 x) d x$ has a finite limit when $A \rightarrow+\infty$, we get the result.
N.B. The limit of the sequence $\left(x_{n}\right)$ is the so-called Euler constant, denoted by the letter $\gamma$. An approximate value is
0.577215664901532860606512090082402431042159335939923598805767234884867726777664

This important constant remains quite mysterious and it is not even known whether it is an algebraic number. For more mathematical details, see http:// mathworld.wolfram.com/Euler-MascheroniConstant.html. To know the first 100 digits type with Mathematica N [EulerGamma, 100].

## Exercise 2.8.21.

(1) Calculate $\lim _{n \rightarrow \infty} \int_{0}^{n}\left(1-\frac{x}{n}\right)^{n} d x$.
(2) Let $z \in \mathbb{C}$ such that $\operatorname{Re} z>0$. Show that

$$
\lim _{n \rightarrow \infty} \int_{0}^{n} x^{z-1}\left(1-\frac{x}{n}\right)^{n} d x=\int_{0}^{+\infty} x^{z-1} e^{-x} d x=\Gamma(z)
$$

Answer. For $x \geq 0$, we have $\lim _{n \rightarrow+\infty}\left(1-\frac{x}{n}\right)^{n}=e^{-x}$ (calculate the logarithm). Also for all $\theta>-1$, we have $\ln (1+\theta) \leq \theta(\theta \mapsto \theta-\ln (1+\theta)$ is decreasing on $(-1,0]$, increasing on $[0,+\infty))$ so that for $0 \leq x<n$, we have

$$
\ln \left(1-\frac{x}{n}\right) \leq-\frac{x}{n} \quad \text { and thus } \quad 0 \leq \mathbf{1}_{[0, n]}(x)\left(1-\frac{x}{n}\right)^{n} \leq e^{-x}
$$

We can use the Lebesgue dominated convergence theorem for both questions; the answer for (1) is $1=\Gamma(1)$.
Exercise 2.8.22. Give an example of a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ in $C_{c}^{0}\left([0,1], \mathbb{R}_{+}\right)$converging pointwise to 0 such that

$$
\int_{0}^{1} f_{n}(x) d x \rightarrow+\infty
$$

Answer. Piecewise affine $f_{n}$ equal to $n^{2}$ at $1 / n, 0$ at $0,2 / n$.
Exercise 2.8.23. Find a sequence of step functions $f_{n}:[0,1] \longrightarrow \mathbb{R}_{+}$such that $\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(x) d x=0$ and so that the sequence $\left(f_{n}(x)\right)_{n \in \mathbb{N}}$ is divergent for any $x \in[0,1]$.

Answer. For $0 \leq k<m$ integers, we consider the function

$$
F_{k, m}(x)=\mathbf{1}_{\left[\frac{k}{m}, \frac{k+1}{m}[ \right.}(x)
$$

and we set

$$
\begin{aligned}
f_{0}= & F_{0,1} \\
f_{1}= & F_{0,2}, \quad f_{2}=F_{1,2} \\
f_{3}= & F_{0,3}, \quad f_{4}=F_{1,3}, \quad f_{5}=F_{2,3} \\
& \ldots \\
f_{\frac{m(m-1)}{2}}= & F_{0, m}, \ldots, f_{\frac{m(m-1)}{2}+k}=F_{k, m}, \ldots, f_{\frac{m(m-1)}{2}+m-1}=F_{m-1, m} .
\end{aligned}
$$

A simple drawing will convince the reader that for a fixed $x$, the sequence $f_{n}(x)$ takes an infinite number of times the values 0 and 1 , proving its divergence.

We prove this result formally below. We note that the sequence $\left(\frac{m(m-1)}{2}\right)_{m \geq 1}$ is strictly increasing, with value 0 for $m=1$ and goes to $+\infty$. As a result, for all integer $n \geq 0$, there exists a unique integer $m_{n} \geq 1$ such that

$$
\frac{m_{n}\left(m_{n}-1\right)}{2} \leq n<\frac{m_{n}\left(m_{n}+1\right)}{2}
$$

so that

$$
n=\frac{m_{n}\left(m_{n}-1\right)}{2}+k_{n}, \quad \text { with } 0 \leq k_{n}<\frac{m_{n} 2}{2}=m_{n}
$$

We note $\lim _{n \rightarrow+\infty} m_{n}=+\infty$ since $m_{n}+1>\sqrt{2 n}$. For $n \geq 0$, we set

$$
f_{n}(x)=F_{k_{n}, m_{n}}(x) .
$$

We have

$$
\int_{0}^{1} f_{n}(x) d x=\int_{0}^{1} F_{k_{n}, m_{n}}(x) d x=1 / m_{n} \longrightarrow 0 \quad \text { for } n \rightarrow+\infty
$$

Let $x \in[0,1]$ be given. Let $n \geq 3$ be an integer such that $f_{n}(x)=1$ : then

$$
\frac{k_{n}}{m_{n}} \leq x<\frac{1+k_{n}}{m_{n}}
$$

and if $k_{n}<m_{n}-1$, we have

$$
\begin{aligned}
\frac{m_{n}\left(m_{n}-1\right)}{2} \leq n<n+1 & =\frac{m_{n}\left(m_{n}-1\right)}{2}+k_{n}+1 \\
& <\frac{m_{n}\left(m_{n}-1\right)}{2}+m_{n}=\frac{m_{n}\left(m_{n}+1\right)}{2}
\end{aligned}
$$

so that $m_{n+1}=m_{n}$ and $f_{n+1}(x)=F_{1+k_{n}, m_{n}}(x)=0$. If $f_{n}(x)=1$ and $k_{n}=m_{n}-1$, we have $\frac{m_{n}-1}{m_{n}} \leq x<1$ and
$n+1=\frac{m_{n}\left(m_{n}-1\right)}{2}+m_{n}=\frac{m_{n}\left(m_{n}+1\right)}{2}, \quad$ so that $\quad m_{n+1}=1+m_{n}, k_{n+1}=0$.
We get then

$$
f_{n+1}(x)=F_{0,1+m_{n}}(x)=0 \quad \text { since } \frac{1}{1+m_{n}} \leq \frac{m_{n}-1}{m_{n}} \text { since } m_{n} \geq 2
$$

As a result,

$$
\begin{equation*}
\text { for } n \geq 3, \quad f_{n}(x)=1 \Longrightarrow f_{n+1}(x)=0 \tag{2.8.18}
\end{equation*}
$$

Moreover for $x \in\left[0,1\left[\right.\right.$ and $n \geq 0$, we have $0 \leq m_{n} x<m_{n}$ so that

$$
k=E\left(m_{n} x\right) \in\left\{0, \ldots, m_{n}-1\right\}
$$

We consider $n^{\prime}=\frac{m_{n}\left(m_{n}-1\right)}{2}+k \geq \frac{m_{n}\left(m_{n}-1\right)}{2}$. We have

$$
k \leq m_{n} x<1+k, \quad \frac{k}{m_{n}} \leq x<\frac{1+k}{m_{n}}
$$

so that

$$
\begin{equation*}
f_{n^{\prime}}(x)=F_{k, m_{n}}(x)=1 \tag{2.8.19}
\end{equation*}
$$

implying that the sequence $f_{n}(x)$ takes the value 1 an infinite number of times. Since it takes also an infinite number of times the value 0 from (2.8.18), it cannot converge. We can also define $f_{n}(1)=\left(1+(-1)^{n}\right) / 2$. Using piecewise affine functions, it is possible to modify the above example so that the $f_{n}$ are continuous.

Exercise 2.8.24. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f: X \rightarrow \mathbb{C}$ be a measurable function.
(1) Prove that if $f \in \mathcal{L}^{1}(\mu)$, then $\lim _{n} n \mu(\{|f| \geq n\})=0$. Is the converse true?
(2) Prove that if $f \in \mathcal{L}^{1}(\mu)$, then $\sum_{n \geq 1} \frac{1}{n^{2}} \int_{|f| \leq n}|f|^{2} d \mu<+\infty$. Is the converse true?

Answer. (1) We have

$$
\begin{aligned}
& 0 \leq n \mu(\{|f| \geq n\})=\int_{X} n \mathbf{1}_{\{|f| \geq n\}} d \mu \leq \int_{X}|f| \mathbf{1}_{\{|f| \geq n\}} d \mu \\
& 0 \leq g_{n}=|f| \mathbf{1}_{\{|f| \geq n\}} \leq|f| \in \mathcal{L}^{1}(\mu) \quad \text { and } \lim _{n \rightarrow \infty}|f(x)| \mathbf{1}_{\{|f| \geq n\}}(x)=0
\end{aligned}
$$

The Lebesgue dominated convergence theorem implies that

$$
\lim _{n} \int_{X}|f| \mathbf{1}_{\{|f| \geq n\}} d \mu=0
$$

and the result. The converse is not true: the positive continuous function on $\left[0, e^{-1}\right]$ given by $g(x)=x \ln \left(x^{-1}\right)$ has derivative $\ln \left(x^{-1}\right)-1$ and is thus increasing on $\left[0, e^{-1}\right]$ from $g(0)=0$ to $g\left(e^{-1}\right)=e^{-1}$. We have

$$
\int_{0}^{e^{-1}} \frac{d x}{g(x)}=\int_{0}^{e^{-1}} \frac{d x}{x \ln \left(x^{-1}\right)}=\int_{e}^{+\infty} \frac{d u}{u \ln (u)}=\lim _{A \rightarrow+\infty} \ln (\ln A)=+\infty
$$

However for $n \geq 1$,

$$
\left\{x \in\left[0, e^{-1}\right], \frac{1}{g(x)} \geq n\right\}=\left\{x \in\left[0, e^{-1}\right], g(x) \leq n^{-1}\right\}=\left[0, x_{n}\right]
$$

where $x_{n} \in\left[0, e^{-1}\right]$ is characterized by $x_{n} \ln \left(x_{n}^{-1}\right)=g\left(x_{n}\right)=n^{-1}$, which implies

$$
n \mu\left(\left\{x \in\left[0, e^{-1}\right], \frac{1}{g(x)} \geq n\right\}\right)=n x_{n}=\frac{1}{\left|\ln x_{n}\right|} \longrightarrow 0
$$

since $x_{n} \longrightarrow 0_{+}$. Property in (1) can hold without $f$ (here $\left.1 / g\right) \in \mathcal{L}^{1}$.
(2) For $f \in \mathcal{L}^{1}$, we have

$$
\sum_{n \geq 1} \frac{1}{n^{2}} \int_{|f| \leq n}|f|^{2} d \mu=\int\left(\sum_{n \geq 1} n^{-2}|f|^{2} \mathbf{1}_{\{|f| \leq n\}}\right) d \mu
$$

With

$$
\begin{aligned}
F(x)=\sum_{n \geq 1} n^{-2}|f(x)|^{2} \mathbf{1}_{\{|f| \leq n\}}(x) & =\sum_{n \geq \max (|f(x)|, 1)} n^{-2}|f(x)|^{2} \\
& =|f(x)|^{2} \sum_{n \geq \max (|f(x)|, 1)} n^{-2}
\end{aligned}
$$

using for $N \geq 1, \sum_{n \geq N} n^{-2} \leq \min \left(\frac{\pi^{2}}{6}, \frac{1}{N-1}\right)$, we get

$$
0 \leq F(x) \leq \min \left(\frac{\pi^{2}}{6}, \frac{1}{\max (|f(x)|, 1)-1}\right)|f(x)|^{2} \leq \begin{cases}\frac{\pi^{2}}{6}|f(x)|^{2} & \text { if }|f(x)| \leq 2 \\ \frac{|f(x)|^{2}}{|f(x)|-1} & \text { if }|f(x)|>2\end{cases}
$$

Since for $|f(x)| \leq 2$ we have $\frac{\pi^{2}}{6}|f(x)|^{2} \leq \frac{\pi^{2}}{6}|f(x)||f(x)| \leq|f(x)| \frac{2 \pi^{2}}{6} \leq 4|f(x)|$ and for $|f(x)|>2$,

$$
\frac{|f(x)|^{2}}{|f(x)|-1}=\frac{|f(x)|}{|f(x)|-1}|f(x)| \leq 2|f(x)|
$$

we get

$$
0 \leq F(x) \leq 4|f(x)|
$$

proving the result. The converse is not true since with $f(x)=\frac{1}{x} \mathbf{1}_{[1,+\infty[ }(x)$ (which is not in $\mathcal{L}^{1}$ ), we have nevertheless

$$
\sum_{n \geq 1} \frac{1}{n^{2}} \int_{|f| \leq n}|f|^{2} d \mu=\sum_{n \geq 1} \frac{1}{n^{2}} \int_{x \geq 1} \frac{1}{x^{2}} d x=\pi^{2} / 6
$$

$N$.B. Looking at $F_{f}=\sum_{n \geq 1} \frac{1}{n^{2}}|f|^{2} \mathbf{1}\{|f| \leq n\}$ we have

$$
F_{f}=\mathbf{1}\{|f| \leq 1\}|f|^{2}+\mathbf{1}\{|f|>1\}|f|^{2} \sum_{n \geq|f|} \frac{1}{n^{2}}
$$

so that, with some positive constant $C$,

$$
\mathbf{1}\{|f| \leq 1\}|f|^{2}+C^{-1} \mathbf{1}\{|f|>1\}|f| \leq F_{f} \leq \mathbf{1}\{|f| \leq 1\}|f|^{2}+C \mathbf{1}\{|f|>1\}|f|
$$

As a result, $F_{f} \in \mathcal{L}^{1}$ is equivalent to

$$
\mathbf{1}\{|f| \leq 1\}|f|^{2} \quad \text { and } \quad \mathbf{1}\{|f|>1\}|f| \in \mathcal{L}^{1} .
$$

When $f$ belongs to $\mathcal{L}^{1}$, both conditions are satisfied. Conversely, we may have $F_{f} \in \mathcal{L}^{1}$ without $f \in \mathcal{L}^{1}$ since $\mathbf{1}\{|f| \leq 1\}|f|$ may fail to be integrable. However if $F_{f} \in \mathcal{L}^{1}$ and $\mu$ has finite total mass (i.e., $\mu(X)<+\infty$ ), we have $\mathbf{1}\{|f| \leq 1\}|f| \leq 1$ which is integrable, so that $f$ is integrable.

Exercise 2.8.25. What are the limits of the following sequences?

$$
u_{n}=\sum_{k \geq 1} \frac{n}{n k^{2}+k+1}, v_{n}=\sum_{1 \leq k \leq 2 n} \frac{n^{2}}{k n^{2}+k^{2}}, w_{n}=\sum_{1 \leq k \leq n^{2}} \frac{\sin k}{k^{2}}\left(\frac{k}{k+1}\right)^{n}
$$

Answer. For $k$ integer $\geq 1$, we have $\lim _{n \rightarrow+\infty} \frac{n}{n k^{2}+k+1}=\frac{1}{k^{2}}$ and moreover

$$
\frac{n}{n k^{2}+k+1}=\frac{1}{k^{2}+(k / n)+(1 / n)} \leq \frac{1}{k^{2}}=F(k), \quad \sum_{k \geq 1} F(k)<\infty
$$

We apply the Lebesgue dominated convergence theorem on the measure space

$$
\left(\mathbb{N}, \mu=\sum_{k \geq 1} \delta_{k}, \mathcal{P}(\mathbb{N})\right)
$$

to the sequence $\left(f_{n}\right)_{n \geq 1}$ defined by $f_{n}(k)=\frac{n}{n k^{2}+k+1}$. This gives

$$
u_{n}=\int_{\mathbb{N}} f_{n} d \mu \underset{n \rightarrow+\infty}{\longrightarrow} \int_{\mathbb{N}}\left(\lim _{n} f_{n}\right) d \mu=\sum_{k \geq 1} \frac{1}{k^{2}}=\frac{\pi^{2}}{6}
$$

Using the same measure space and the sequence of positive functions $\left(g_{n}\right)_{n \geq 1}$ defined by

$$
g_{n}(k)= \begin{cases}\frac{n^{2}}{k n^{2}+k^{2}} & \text { for } 1 \leq k \leq 2 n \\ 0 & \text { otherwise }\end{cases}
$$

we get from Fatou's lemma,

$$
+\infty=\sum_{k \geq 1} \frac{1}{k}=\int_{\mathbb{N}} \liminf _{n} g_{n} d \mu \leq \liminf _{n} \int_{\mathbb{N}} g_{n} d \mu=\liminf _{n} v_{n}
$$

so that $\lim _{n} v_{n}=+\infty$. With the same measure space and the sequence of functions $\left(h_{n}\right)_{n \geq 1}$ defined by

$$
h_{n}(k)= \begin{cases}\frac{\sin k}{k^{2}}\left(\frac{k}{k+1}\right)^{n} & \text { if } 1 \leq k \leq n^{2} \\ 0 & \text { otherwise }\end{cases}
$$

we note that $\left|h_{n}(k)\right| \leq F(k)$ where $F$ is defined above. The Lebesgue dominated convergence theorem gives

$$
\lim _{n} w_{n}=\int_{\mathbb{N}}\left(\lim _{n} h_{n}\right) d \mu=\sum_{k \geq 1} \lim _{n \rightarrow+\infty}\left(\frac{\sin k}{k^{2}}\left(\frac{k}{k+1}\right)^{n}\right)=\sum_{k \geq 1} 0=0
$$

The last point can be checked directly without using the Lebesgue dominated convergence theorem: for any integer $m \geq 1$, we have

$$
\left|w_{n}\right| \leq \sum_{1 \leq k \leq m} \frac{1}{k^{2}}\left(\frac{m}{m+1}\right)^{n}+\sum_{k>m} \frac{1}{k^{2}} \leq \frac{\pi^{2}}{6}\left(\frac{m}{m+1}\right)^{n}+\sum_{k>m} \frac{1}{k^{2}}
$$

and thus

$$
\limsup _{n \rightarrow+\infty}\left|w_{n}\right| \leq \sum_{k>m} \frac{1}{k^{2}}, \quad \text { so that } \quad \limsup _{n \rightarrow+\infty}\left|w_{n}\right| \leq \inf _{m \geq 1} \sum_{k>m} \frac{1}{k^{2}}=0
$$

since $\sum_{k>m} \frac{1}{k^{2}}$ is the remainder of a converging series.
Exercise 2.8.26. Determine the limits of the following sequences.

$$
I_{n}=\int_{0}^{1} \frac{n}{1+x^{2}} \tanh \left(\frac{x}{n}\right) d x, \quad J_{n}=\int_{0}^{1} \frac{n e^{-x}}{n x+1} d x
$$

Answer. Setting $f_{n}(x)=\frac{n}{1+x^{2}} \tanh \left(\frac{x}{n}\right)$, we find

$$
\lim _{n \rightarrow+\infty} f_{n}(x)=\frac{x}{1+x^{2}} \quad \text { and } \quad\left|f_{n}(x)\right| \leq \frac{x}{1+x^{2}} \sup _{\alpha>0}\left(\frac{\tanh \alpha}{\alpha}\right)
$$

The Lebesgue dominated convergence theorem implies

$$
\lim _{n \rightarrow+\infty} I_{n}=\int_{0}^{1} \frac{x}{1+x^{2}} d x=\frac{1}{2}\left[\ln \left(1+x^{2}\right)\right]_{0}^{1}=\frac{\ln 2}{2}
$$

We have $J_{n}=\int_{0}^{1} e^{-x}\left(x+\frac{1}{n}\right)^{-1} d x$ and Fatou's lemma gives, with

$$
\begin{gathered}
g_{n}(x)=e^{-x}\left(x+\frac{1}{n}\right)^{-1} \\
+\infty=\int_{0}^{1} e^{-x} x^{-1} d x=\int_{0}^{1}\left(\liminf _{n} g_{n}(x)\right) d x \leq \liminf _{n} \int_{0}^{1} g_{n}(x) d x=\liminf _{n} J_{n} .
\end{gathered}
$$

## Chapter 3

## Spaces of Integrable Functions

### 3.1 Convexity inequalities (Jensen, Hölder, Minkowski)

Definition 3.1.1 (Convex function of one real variable). Let $I$ be an interval of $\mathbb{R}$. A function $\phi: I \rightarrow \mathbb{R}$ is said to be convex if for all $x_{0}, x_{1} \in I$ and $\theta \in[0,1]$, we have

$$
\begin{equation*}
\phi\left((1-\theta) x_{0}+\theta x_{1}\right) \leq(1-\theta) \phi\left(x_{0}\right)+\theta \phi\left(x_{1}\right) . \tag{3.1.1}
\end{equation*}
$$

We note that $x_{\theta}=(1-\theta) x_{0}+\theta x_{1}$ ranges over the interval $\left[x_{0}, x_{1}\right]$ (or $\left.\left[x_{1}, x_{0}\right]\right)$ when $\theta$ ranges over $[0,1]$ so that $x_{\theta} \in I$ and (3.1.1) makes sense. The function $\phi$ is said to be concave if $-\phi$ is convex.

The best explanation is encapsulated in Figure 3.1: a function is convex if the segments joining the points $\left(x_{j}, \phi\left(x_{j}\right)\right), j=0,1$ are above the curve of $\phi$. In that picture, above the $x$-axis, we wrote only the $y$-coordinate of each point. Note also that on the vertical line $x=x_{\theta}$, the $y$-coordinate $(1-\theta) \phi\left(x_{0}\right)+\theta \phi\left(x_{1}\right)$ can be calculated with the Thales theorem.

Proposition 3.1.2. Let $I$ be an interval of $\mathbb{R}$ and $\phi: I \rightarrow \mathbb{R}$ be a function.
(1) For $\phi$ differentiable, $\phi$ is convex iff $\phi^{\prime}$ is increasing.
(2) For $\phi$ twice differentiable, $\phi$ is convex iff $\phi^{\prime \prime} \geq 0$.
(3) If $\phi$ is convex, then $\phi$ is continuous on $I$.
(4) The function $x \mapsto e^{x}$ is convex on $\mathbb{R}$.

Proof. Let us first give some equivalent properties to (3.1.1). A function $\phi: I \rightarrow \mathbb{R}$ is convex iff for all $x, y, z \in I$,

$$
x_{0}=x<y=x_{\theta}<x_{1}=z \Longrightarrow \phi(y) \leq \underbrace{\frac{z-y}{z-x}}_{1-\theta} \phi(x)+\underbrace{\frac{y-x}{z-x}}_{\theta} \phi(z) .
$$



Figure 3.1: Convex function

Property (3.1.1) is thus equivalent to the following: for all $x, y, z \in I$,

$$
\begin{equation*}
x<y<z \Longrightarrow \frac{\phi(y)-\phi(x)}{y-x} \leq \frac{\phi(z)-\phi(x)}{z-x} \leq \frac{\phi(z)-\phi(y)}{z-y}, \tag{3.1.2}
\end{equation*}
$$

since the first inequality is equivalent to $\phi\left(x_{\theta}\right)-\phi\left(x_{0}\right) \leq \theta\left(\phi\left(x_{1}\right)-\phi\left(x_{0}\right)\right)$ and the second one to $(1-\theta)\left(\phi\left(x_{1}\right)-\phi\left(x_{0}\right)\right) \leq \phi\left(x_{1}\right)-\phi\left(x_{\theta}\right)$, both are equivalent to (3.1.1). Figure 3.2 describes (3.1.2). The lines $X Y, X Z, Y Z$ through the points $X(x, \phi(x)), Y(y, \phi(y))$ and $Z(z, \phi(z))$ on the graph of $\phi$ have slopes increasing with lexicographic order: $X Y \preccurlyeq X Z \preccurlyeq Y Z$.

Let us prove (1). Let $\varphi$ be a convex differentiable function on $I$ and let $x_{1}<x_{2}$ be points of $I$. For $0<\epsilon<\left(x_{2}-x_{1}\right) / 2$, we have

$$
x_{1}<x_{1}+\epsilon<x_{2}-\epsilon<x_{2} .
$$

Using inequalities (3.1.2) for the triples $x_{1}<x_{1}+\epsilon<x_{2}-\epsilon$ and $x_{1}+\epsilon<x_{2}-\epsilon<x_{2}$, we get

$$
\frac{\varphi\left(x_{1}+\epsilon\right)-\varphi\left(x_{1}\right)}{\epsilon} \leq \frac{\varphi\left(x_{2}-\epsilon\right)-\varphi\left(x_{1}+\epsilon\right)}{x_{2}-x_{1}-2 \epsilon} \leq \frac{\varphi\left(x_{2}\right)-\varphi\left(x_{2}-\epsilon\right)}{\epsilon}
$$

so that, taking the limit when $\epsilon \rightarrow 0_{+}$, we obtain

$$
\varphi^{\prime}\left(x_{1}\right) \leq \frac{\varphi\left(x_{2}\right)-\varphi\left(x_{1}\right)}{x_{2}-x_{1}} \leq \varphi^{\prime}\left(x_{2}\right)
$$



Figure 3.2: Description of (3.1.2)
proving that $\varphi^{\prime}$ is increasing. Conversely, let $\varphi$ be a differentiable function on $I$, with an increasing derivative. For $x<y<z$ in $I$, there exists $\tilde{y} \in] x, y[, \tilde{z} \in] y, z[$ such that

$$
\frac{\varphi(y)-\varphi(x)}{y-x}=\varphi^{\prime}(\tilde{y}) \leq \varphi^{\prime}(\tilde{z})=\frac{\varphi(z)-\varphi(y)}{z-y}
$$

implying convexity for $\varphi$, completing the proof of (1). Property (2) follows from the equivalence, true for $\psi$ differentiable on an interval $I$,

$$
\psi \text { increasing } \Longleftrightarrow \psi^{\prime} \geq 0
$$

Property (4) follows from (2). Let us prove (3). Let $\varphi$ be a convex function defined on an interval $I$ (with non-empty interior) and let $a<b$ be real numbers such that $[a, b] \subset \stackrel{\circ}{I}$. With $a<x_{1}<x_{2}<b$, applying (3.1.2), we find

$$
\begin{equation*}
\frac{\varphi\left(x_{1}\right)-\varphi(a)}{x_{1}-a} \leq \frac{\varphi\left(x_{2}\right)-\varphi(a)}{x_{2}-a} \quad \text { and } \quad \frac{\varphi(b)-\varphi\left(x_{1}\right)}{b-x_{1}} \leq \frac{\varphi(b)-\varphi\left(x_{2}\right)}{b-x_{2}} \tag{3.1.3}
\end{equation*}
$$

which implies

$$
\frac{\varphi\left(x_{1}\right)-\varphi(a)}{x_{1}-a}\left(x_{2}-a\right)+\varphi(a) \leq \varphi\left(x_{2}\right) \leq \varphi(b)-\left(b-x_{2}\right) \frac{\varphi(b)-\varphi\left(x_{1}\right)}{b-x_{1}}
$$

Taking the limit when $x_{2} \rightarrow x_{1+}$, we get

$$
\begin{aligned}
\varphi\left(x_{1}\right)=\varphi\left(x_{1}\right)-\varphi(a)+\varphi(a) & \leq \liminf _{x_{2} \rightarrow x_{1+}} \varphi\left(x_{2}\right) \leq \limsup _{x_{2} \rightarrow x_{1}} \varphi\left(x_{2}\right) \\
& \leq \varphi(b)-\left(\varphi(b)-\varphi\left(x_{1}\right)\right)=\varphi\left(x_{1}\right)
\end{aligned}
$$

implying

$$
\begin{equation*}
\lim _{x_{2} \rightarrow x_{1+}} \varphi\left(x_{2}\right)=\varphi\left(x_{1}\right) \tag{3.1.4}
\end{equation*}
$$

Similarly, from (3.1.3), we find

$$
\varphi(b)-\left(b-x_{1}\right) \frac{\varphi(b)-\varphi\left(x_{2}\right)}{b-x_{2}} \leq \varphi\left(x_{1}\right) \leq\left(x_{1}-a\right) \frac{\varphi\left(x_{2}\right)-\varphi(a)}{x_{2}-a}+\varphi(a)
$$

which implies

$$
\begin{aligned}
\varphi\left(x_{2}\right)=\varphi(b)-\left(\varphi(b)-\varphi\left(x_{2}\right)\right) & \leq \liminf _{x_{1} \rightarrow x_{2}-} \varphi\left(x_{1}\right) \leq \limsup _{x_{1} \rightarrow x_{2}-} \varphi\left(x_{1}\right) \\
& \leq \varphi\left(x_{2}\right)-\varphi(a)+\varphi(a)=\varphi\left(x_{2}\right)
\end{aligned}
$$

so that $\lim _{x_{1} \rightarrow x_{2-}} \varphi\left(x_{1}\right)=\varphi\left(x_{2}\right)$. The combination of left and right continuity ((3.1.4)) give the result.

Theorem 3.1.3 (Jensen inequality). Let $(X, \mathcal{M}, \mu)$ be a probability space (measure space where $\mu$ is a positive measure such that $\mu(X)=1$ ). Let $I$ be a non-empty open interval of $\mathbb{R}, f: X \rightarrow I$ be a function in $\mathcal{L}^{1}(\mu)$ and let $\varphi: I \rightarrow \mathbb{R}$ be a convex function. Then $\varphi \circ f=\psi+g$, where $\psi \in \mathcal{L}^{1}(\mu)$ and $g$ is measurable $\geq 0$. Moreover $\int_{X} f d \mu \in I$ and

$$
\varphi\left(\int_{X} f d \mu\right) \leq \int_{X}(\varphi \circ f) d \mu
$$

with $\int_{X}(\varphi \circ f) d \mu=+\infty$ whenever $\int_{X} g d \mu=+\infty$.
Proof. We set $t_{0}=\int_{X} f d \mu$ and $I=(a, b)$ where $-\infty \leq a<b \leq+\infty$. Let us prove first that $t_{0}<b$ : it is true whenever $b=+\infty$ since $f \in \mathcal{L}^{1}(\mu)$. If $b<+\infty$, since $f$ is valued in $I$ and $\mu$ is a probability measure, we have

$$
t_{0}=\int_{X} f d \mu \leq \int_{X} b d \mu=b \mu(X)=b
$$

If the equality $t_{0}=b$ were satisfied, we would have $0=\int_{X}(b-f) d \mu$, and since the function $b-f$ is non-negative and belongs to $\mathcal{L}^{1}(\mu)$, Proposition 1.7.1 implies $b=f, \mu$-a.e., so at least in a point, which is not possible since $f$ is valued in $(a, b)$. We prove of course similarly that $t_{0}>a$, so that $\int_{X} f d \mu \in I$. Using now the convexity of $\varphi$ on $I$, we get

$$
\begin{equation*}
\beta=\sup _{\substack{s<t_{0} \\ s \in I}} \frac{\varphi\left(t_{0}\right)-\varphi(s)}{t_{0}-s} \leq \inf _{\substack{u>t_{0} \\ u \in I}} \frac{\varphi(u)-\varphi\left(t_{0}\right)}{u-t_{0}}<+\infty \tag{3.1.5}
\end{equation*}
$$

As a consequence, we have

$$
s \in I, s<t_{0} \Longrightarrow \varphi\left(t_{0}\right)-\varphi(s) \leq \beta\left(t_{0}-s\right), \quad \text { i.e., } \quad \varphi(s) \geq \varphi\left(t_{0}\right)-\beta\left(t_{0}-s\right)
$$

and moreover (3.1.5) implies

$$
u \in I, u>t_{0} \Longrightarrow \varphi(u)-\varphi\left(t_{0}\right) \geq \beta\left(u-t_{0}\right), \quad \text { i.e., } \quad \varphi(u) \geq \varphi\left(t_{0}\right)-\beta\left(t_{0}-u\right),
$$

so that $\forall \sigma \in I, \varphi(\sigma) \geq \varphi\left(t_{0}\right)-\beta\left(t_{0}-\sigma\right)$. Since $f$ is valued in $I$, we obtain

$$
\forall x \in X, \quad \varphi(f(x)) \geq \varphi\left(t_{0}\right)-\beta\left(t_{0}-f(x)\right)
$$

entailing

$$
\varphi \circ f=\underbrace{\varphi\left(t_{0}\right)-\beta\left(t_{0}-f\right)}_{=\psi \in \mathcal{L}^{1}(\mu)}+\underbrace{\varphi \circ f-\varphi\left(t_{0}\right)+\beta\left(t_{0}-f\right)}_{=g \text { measurable } \geq 0},
$$

since $\mu$ is a probability, $f \in \mathcal{L}^{1}(\mu)$ and $\varphi \circ f$ is measurable ( $\varphi$ is continuous from Proposition 3.1.2 and $f$ is measurable). If $g$ belongs to $\mathcal{L}^{1}(\mu)$, we find $\varphi \circ f \in \mathcal{L}^{1}(\mu)$ and

$$
\int_{X}(\varphi \circ f) d \mu \geq \int_{X}\left(\varphi\left(t_{0}\right)-\beta\left(t_{0}-f\right)\right) d \mu=\varphi\left(t_{0}\right)-\beta t_{0}+\beta t_{0}=\varphi\left(\int_{X} f d \mu\right)
$$

If $\int_{X} g d \mu=+\infty$, with $0 \leq \psi_{ \pm} \in \mathcal{L}^{1}(\mu)$, we have

$$
\varphi \circ f+\psi_{-}=\psi_{+}+g \geq 0 \Longrightarrow \int_{X}\left(\varphi \circ f+\psi_{-}\right) d \mu=+\infty
$$

so that we may define $\int_{X}(\varphi \circ f) d \mu=+\infty$ in that case.
Remark 3.1.4. Let $I$ be an interval of $\mathbb{R}$ and $\varphi: I \rightarrow \mathbb{R}$ be a convex function. Then for any integer $n \geq 1$ and any $n$-tuple $\left(\theta_{1}, \ldots, \theta_{n}\right)$ of non-negative real numbers such that $\sum_{1 \leq j \leq n} \theta_{j}=1$, we have with $x_{1}, \ldots, x_{n} \in I$,

$$
\begin{equation*}
\varphi\left(\sum_{1 \leq j \leq n} \theta_{j} x_{j}\right) \leq \sum_{1 \leq j \leq n} \theta_{j} \varphi\left(x_{j}\right) \tag{3.1.6}
\end{equation*}
$$

That property is equivalent to convexity (obviously stronger since (3.1.1) is (3.1.6) with $n=2$ ): it follows from convexity as a consequence of Jensen's inequality applied to

$$
X=\{1, \ldots, n\}, \quad \mu=\sum_{1 \leq j \leq n} \theta_{j} \delta_{j}, \quad \begin{array}{ccccc}
X & \xrightarrow{f} & I \xrightarrow{\varphi} & \mathbb{R} \\
j & \mapsto & x_{j} \mapsto & \varphi\left(x_{j}\right)
\end{array},
$$

since Theorem 3.1.3 provides

$$
\begin{aligned}
\varphi\left(\sum_{1 \leq j \leq n} \theta_{j} x_{j}\right) & =\varphi\left(\sum_{1 \leq j \leq n} \theta_{j} f(j)\right)=\varphi\left(\int_{X} f d \mu\right) \\
& \leq \int_{X}(\varphi \circ f) d \mu=\sum_{1 \leq j \leq n} \theta_{j}(\varphi \circ f)(j)=\sum_{1 \leq j \leq n} \theta_{j} \varphi\left(x_{j}\right) .
\end{aligned}
$$

Note also that (3.1.6) is easily proven inductively on $n$ for a convex function $\varphi$.

Lemma 3.1.5 (Geometric mean - Arithmetic mean inequality). Let $a_{1}, \ldots, a_{n}$ be positive numbers and $\theta_{1}, \ldots, \theta_{n}$ be non-negative such that $\sum_{1 \leq j \leq n} \theta_{j}=1$. Then
geometric mean of the $a_{j} \quad$ arithmetic mean of the $a_{j}$

$$
\begin{equation*}
\overbrace{\prod_{1 \leq j \leq n} a_{j}^{\theta_{j}}} \leq \overbrace{\sum_{1 \leq j \leq n} \theta_{j} a_{j}} \tag{3.1.7}
\end{equation*}
$$

and equality holds iff $a_{1}=\cdots=a_{n}$.
Proof. Using the previous remark along with the convexity of the exponential function, we find

$$
\prod_{1 \leq j \leq n} a_{j}^{\theta_{j}}=\prod_{1 \leq j \leq n} e^{\theta_{j} \ln a_{j}} \leq \sum_{1 \leq j \leq n} \theta_{j} e^{\ln a_{j}}=\sum_{1 \leq j \leq n} \theta_{j} a_{j}
$$

Defining on $\left(\mathbb{R}_{+}^{*}\right)^{n}$ the function $\psi\left(a_{1}, \ldots, a_{n}\right)=\sum_{1 \leq j \leq n} \theta_{j} a_{j}-\prod_{1 \leq j \leq n} a_{j}^{\theta_{j}}$, we note that $\psi$ is non-negative and we may assume that the numbers $\theta_{j}$ are all positive (if $\theta_{j}=0$, the function $\psi$ does not depend on $a_{j}$ ). If that smooth non-negative function is vanishing at some point of $\left(\mathbb{R}_{+}^{*}\right)^{n}$, then its differential should be 0 . As a result, we have

$$
0=\frac{\partial \psi}{\partial a_{j}}=\theta_{j}-\theta_{j} a_{j}^{-1} \sum_{1 \leq k \leq n} a_{k}^{\theta_{k}} \Longrightarrow a_{j}=\sum_{1 \leq k \leq n} a_{k}^{\theta_{k}}
$$

since $\theta_{j}>0$, proving the last result.
In the sequel to this book, we shall use the following notation: Let $1<p<$ $+\infty$ be a real number. We set $p^{\prime}=\frac{p}{p-1}$ and we shall say that $p^{\prime}$ is the conjugate exponent of $p$, characterized by

$$
\begin{equation*}
\frac{1}{p}+\frac{1}{p^{\prime}}=1 \tag{3.1.8}
\end{equation*}
$$

When $p=1$ (resp. $p=+\infty)$ we define $p^{\prime}=+\infty\left(\right.$ resp. $\left.p^{\prime}=1\right)$.
Theorem 3.1.6 (Hölder \& Minkowski inequalities). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f, g: X \rightarrow \mathbb{C}$ be measurable functions, let $1<p<+\infty$ and $p^{\prime}$ its conjugate exponent. Then,

$$
\begin{align*}
\int_{X}|f g| d \mu & \leq\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}\left(\int_{X}|g|^{p^{\prime}} d \mu\right)^{1 / p^{\prime}} \quad \text { (Hölder) }  \tag{1}\\
\left(\int_{X}|f+g|^{p} d \mu\right)^{1 / p} & \leq\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}+\left(\int_{X}|g|^{p} d \mu\right)^{1 / p} \text { (Minkowski). } \tag{2}
\end{align*}
$$

Proof. We may assume that $f, g$ are valued in $\mathbb{R}_{+}$. We can also suppose that $\int_{X} f^{p} d \mu>0$ and $\int_{X} g^{p^{\prime}} d \mu>0$. Otherwise, from Proposition 1.7.1(1) we would have $f=0 \mu$-a.e. or $g=0 \mu$-a.e., so that $f g=0 \mu$-a.e., trivializing (1) since the lhs is 0 . Also, we can assume that $\int_{X} f^{p} d \mu<+\infty$ and $\int_{X} g^{p^{\prime}} d \mu<+\infty$ : otherwise since these quantities are both positive, their product would be $+\infty$, trivializing (1) since the rhs is $+\infty$. Under these assumptions, we define

$$
A=\left(\int_{X} f^{p} d \mu\right)^{1 / p}, \quad B=\left(\int_{X} g^{p^{\prime}} d \mu\right)^{1 / p^{\prime}}(\text { we have } 0<A, B<+\infty)
$$

and

$$
F=\frac{f}{A}, \quad G=\frac{g}{B} \quad \text { so that } \quad \int_{X} F^{p} d \mu=\int_{X} G^{p^{\prime}} d \mu=1
$$

From inequality (3.1.7), we get

$$
F G=\left(F^{p}\right)^{1 / p}\left(G^{p^{\prime}}\right)^{1 / p^{\prime}} \leq \frac{1}{p} F^{p}+\frac{1}{p^{\prime}} G^{p^{\prime}},
$$

entailing

$$
\int_{X} F G d \mu \leq \int_{X}\left(\frac{1}{p} F^{p}+\frac{1}{p^{\prime}} G^{p^{\prime}}\right) d \mu=1, \quad \text { i.e., } \quad \int_{X} f g d \mu \leq A B
$$

proving (1). Let us now prove (2), assuming as we may that $f$ and $g$ are nonnegative such that $\int_{X} f^{p} d \mu$ and $\int_{X} g^{p} d \mu$ are finite. We have

$$
(f+g)^{p}=f(f+g)^{p-1}+g(f+g)^{p-1}
$$

and applying (1), we find

$$
\begin{aligned}
\int_{X}(f+g)^{p} d \mu \leq & \left(\int_{X} f^{p} d \mu\right)^{1 / p}\left(\int_{X}(f+g)^{(p-1) p^{\prime}} d \mu\right)^{1 / p^{\prime}} \\
& +\left(\int_{X} g^{p} d \mu\right)^{1 / p}\left(\int_{X}(f+g)^{(p-1) p^{\prime}} d \mu\right)^{1 / p^{\prime}}
\end{aligned}
$$

Since $(p-1) p^{\prime}=p$, we get

$$
\begin{equation*}
\int_{X}(f+g)^{p} d \mu \leq\left[\left(\int_{X} f^{p} d \mu\right)^{1 / p}+\left(\int_{X} g^{p} d \mu\right)^{1 / p}\right]\left(\int_{X}(f+g)^{p} d \mu\right)^{1 / p^{\prime}} \tag{3.1.9}
\end{equation*}
$$

The mapping $t \mapsto t^{p}$ from $\mathbb{R}_{+}$into itself is convex since $p \geq 1$ (increasing derivative) and this implies $\left(\frac{f+g}{2}\right)^{p} \leq \frac{1}{2} f^{p}+\frac{1}{2} g^{p}$. As a result, the lhs of (3.1.9) is finite and we obtain the sought result

$$
\left[\int_{X}(f+g)^{p} d \mu\right]^{1-\frac{1}{p^{\prime}}=\frac{1}{p}} \leq\left(\int_{X} f^{p} d \mu\right)^{1 / p}+\left(\int_{X} g^{p} d \mu\right)^{1 / p}
$$

## $3.2 \quad L^{p}$ spaces

Definition 3.2.1. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $1 \leq p<+\infty$ be a real number. The space $\mathcal{L}^{p}(\mu)$ is the set of measurable functions $f: X \rightarrow \mathbb{C}$ such that

$$
\begin{equation*}
\int_{X}|f|^{p} d \mu<+\infty \tag{3.2.1}
\end{equation*}
$$

i.e., such that $|f|^{p} \in \mathcal{L}^{1}(\mu)$ (cf. Definition 1.6.6). As in Definition 1.7.2, we define $L^{p}(\mu)=\mathcal{L}^{p}(\mu) / \sim$ where $\sim$ stands for the equality $\mu$-a.e. For $f \in \mathcal{L}^{p}(\mu)$, we set

$$
\begin{equation*}
\|f\|_{L^{p}(\mu)}=\left(\int_{X}|f|^{p} d \mu\right)^{1 / p} \tag{3.2.2}
\end{equation*}
$$

Notation. We shall note $L^{p}\left(\mathbb{R}^{d}\right)$ the space $L^{p}\left(\lambda_{d}\right)$ where $\lambda_{d}$ is the Lebesgue measure on $\mathbb{R}^{d}$ and $\ell^{p}(\mathbb{N})$ the space of complex-valued sequences $\left(a_{k}\right)_{k \in \mathbb{N}}$ such that $\sum_{k \in \mathbb{N}}\left|a_{k}\right|^{p}<+\infty$.

Lemma 3.2.2. The quantity (3.2.2) depends only on the class of $f$ in $\mathcal{L}^{p}(\mu)$ and $L^{p}(\mu)$ is a normed vector space for the norm (3.2.2).

Proof of the lemma. We prove first that $\mathcal{L}^{p}(\mu)$ is a vector space on $\mathbb{C}$. Let $f, g$ : $X \rightarrow \mathbb{C}$ be measurable functions and $\alpha, \beta$ be complex numbers. Minkowski's inequality implies for $f, g \in \mathcal{L}^{p}(\mu)$.

$$
\|\alpha f+\beta g\|_{L^{p}(\mu)} \leq\|\alpha f\|_{L^{p}(\mu)}+\|\beta g\|_{L^{p}(\mu)}=|\alpha|\|f\|_{L^{p}(\mu)}+|\beta|\|g\|_{L^{p}(\mu)}<+\infty
$$

The space $L^{p}(\mu)$ is the quotient of $\mathcal{L}^{p}(\mu)$ by the subspace $\left\{f \in \mathcal{L}^{p}(\mu), f \sim 0\right\}$. Moreover (3.2.2) depends only on the class of $f$ (cf. Proposition 1.7.1(1)) and is a norm on $L^{p}(\mu)$ : The separation property follows from Proposition 1.7.1(1), homogeneity from Proposition 1.5.4(2) and triangle inequality from Theorem 3.1.6(2).

We want now to define the spaces $\mathcal{L}^{\infty}(\mu)$ and $L^{\infty}(\mu)$ of (essentially) bounded functions. Before we give such a definition, let us check the following example: we define

$$
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(x)= \begin{cases}1 & \text { for } x \notin \mathbb{Q} \\ x & \text { for } x \in \mathbb{Q}\end{cases}
$$

easily seen to be measurable ${ }^{1}$. Although that function is not bounded, it is "essentially" bounded in the following sense: with $\lambda_{1}$ standing for the Lebesgue measure on $\mathbb{R}$, we have

$$
\lambda_{1}(\{x \in \mathbb{R},|f(x)|>1\}) \leq \lambda_{1}(\mathbb{Q})=0 .
$$

[^29]Lemma 3.2.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f: X \rightarrow \mathbb{C}$ be a measurable mapping such that there exists $M \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\mu(\{x \in X,|f(x)|>M\})=0 \tag{3.2.3}
\end{equation*}
$$

Then we shall say that $f$ belongs to $\mathcal{L}^{\infty}(\mu)$. The set $\mathcal{L}^{\infty}(\mu)$ is a vector space on $\mathbb{C}$. The quantity

$$
\begin{equation*}
\|f\|=\inf \left\{M \in \mathbb{R}_{+}, \mu(\{|f|>M\})=0\right\} \tag{3.2.4}
\end{equation*}
$$

is a semi-norm on $\mathcal{L}^{\infty}(\mu)$ (i.e., satisfies homogeneity and triangle inequality). If $f_{1}, f_{2}$ belong to $\mathcal{L}^{\infty}(\mu)$ with $f_{1}=f_{2} \mu$-a.e., then $\left\|f_{1}\right\|=\left\|f_{2}\right\|$.

Proof. We have

$$
\forall k \geq 1, \mu\left(\left\{|f|>\frac{1}{k}+\|f\|\right\}\right)=0
$$

and since $\{|f|>\|f\|\}=\cup_{k \geq 1}\left\{|f|>\frac{1}{k}+\|f\|\right\}$, we find (a countable union of negligible sets is negligible)

$$
\begin{equation*}
\mu(\{|f|>\|f\|\})=0 \tag{3.2.5}
\end{equation*}
$$

Let $f, g$ be in $\mathcal{L}^{\infty}(\mu)$. The inclusions

$$
\{|f| \leq\|f\|\} \cap\{|g| \leq\|g\|\} \subset\{|f+g| \leq\|f\|+\|g\|\}
$$

imply $\{|f|>\|f\|\} \cup\{|g|>\|g\|\} \supset\{|f+g|>\|f\|+\|g\|\}$, so that

$$
\mu(\{|f+g|>\|f\|+\|g\|\})=0
$$

and thus $f+g \in \mathcal{L}^{\infty}(\mu)$ along with $\|f+g\| \leq\|f\|+\|g\|$. Also for $\alpha \in \mathbb{C}$ and $f \in \mathcal{L}^{\infty}(\mu)$, we find readily $\alpha f \in \mathcal{L}^{\infty}(\mu)$ and $\|\alpha f\|=|\alpha|\|f\|$. To prove the last statement, we write with $N \in \mathcal{M}, \mu(N)=0,\left|f_{1}\right| \mathbf{1}_{N^{c}}=\left|f_{2}\right| \mathbf{1}_{N^{c}}$ which implies for $M>0$,

$$
\mu\left(\left\{\left|f_{1}\right|>M\right\}\right)=\mu\left(\left\{\left|f_{1}\right| \mathbf{1}_{N^{c}}>M\right\}\right)=\mu\left(\left\{\left|f_{2}\right| \mathbf{1}_{N^{c}}>M\right\}\right)=\mu\left(\left\{\left|f_{2}\right|>M\right\}\right)
$$

entailing $\left\|f_{1}\right\|=\left\|f_{2}\right\|$.
Definition 3.2.4. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. We define $L^{\infty}(\mu)$ as the quotient of $\mathcal{L}^{\infty}(\mu)$ by the relation of equality $\mu$-a.e. For $f \in \mathcal{L}^{\infty}(\mu)$, we have

$$
\begin{equation*}
\|f\|_{L^{\infty}(\mu)}=\inf \left\{M \in \mathbb{R}_{+}, \mu(|f|>M)=0\right\}:=\operatorname{esssup}|f| . \tag{3.2.6}
\end{equation*}
$$

This quantity depends only on the class of $f$ in $\mathcal{L}^{\infty}(\mu)$ and $L^{\infty}(\mu)$ is a normed vector space for the norm (3.2.6). We shall denote by $L^{\infty}\left(\mathbb{R}^{d}\right)$ the space $L^{\infty}\left(\lambda_{d}\right)$ where $\lambda_{d}$ is the Lebesgue measure on $\mathbb{R}^{d}$ and $\ell^{\infty}(\mathbb{N})$ the space of complex-valued sequences $\left(a_{k}\right)_{k \in \mathbb{N}}$ such that $\sup _{k \in \mathbb{N}}\left|a_{k}\right|<+\infty$.

Using the previous lemma, we have only to verify the separation axiom of the norm: if $\|f\|=0$ for some $f \in \mathcal{L}^{\infty}(\mu)$, then for any $k \in \mathbb{N}^{*}$, we have

$$
\mu(\{|f|>1 / k\})=0 \Longrightarrow \mu(\{f \neq 0\})=\mu\left(\cup_{k \geq 1}\{|f|>1 / k\}\right)=0
$$

so that (3.2.6) is a norm on the vector space $L^{\infty}(\mu)$.
Remark 3.2.5. Let $f$ be in $L^{\infty}(\mu)$. We have

$$
\|f\|_{L^{\infty}(\mu)}=\inf _{\substack{A \in \mathcal{M} \\ \mu\left(A^{c}\right)=0}}\left(\sup _{x \in A}|f(x)|\right)
$$

In fact if $f \in L^{\infty}(\mu), A \in \mathcal{M}, \mu\left(A^{c}\right)=0$, we have $f \sim f \mathbf{1}_{A}$ and thus

$$
\|f\|_{L^{\infty}(\mu)}=\left\|f \mathbf{1}_{A}\right\|_{L^{\infty}(\mu)} \leq \sup _{x \in A}|f(x)| .
$$

Conversely if $f \in L^{\infty}(\mu)$, we saw that $\mu\left(\left\{|f|>\|f\|_{L^{\infty}(\mu)}\right\}\right)=0$. Defining

$$
A=\left\{|f| \leq\|f\|_{L^{\infty}(\mu)}\right\}
$$

we find $\mu\left(A^{c}\right)=0$ and $\|f\|_{L^{\infty}(\mu)}=\left\|f \mathbf{1}_{A}\right\|_{L^{\infty}(\mu)} \leq \sup _{x \in A}|f(x)| \leq\|f\|_{L^{\infty}(\mu)}$.
Proposition 3.2.6. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $1 \leq p, p^{\prime} \leq+\infty$ be conjugate exponents (i.e., $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ ), $f \in L^{p}(\mu)$ and $g \in L^{p^{\prime}}(\mu)$. Then the product fg belongs to $L^{1}(\mu)$ and we have

$$
\|f g\|_{L^{1}(\mu)} \leq\|f\|_{L^{p}(\mu)}\|g\|_{L^{p^{\prime}}(\mu)}
$$

Proof. For $1<p<+\infty$, it is Hölder inequality (Theorem 3.1.6(1)). If $p=1$, then $p^{\prime}=+\infty$ and we have

$$
|f(x) g(x)| \leq|f(x)|\|g\|_{L^{\infty}(\mu)} \quad \mu \text {-a.e. }
$$

which gives the result by integration using Theorem 1.7.4.
Remark 3.2.7. Although the spaces $L^{p}(\mu)$ are quotients and its elements are classes of functions in $\mathcal{L}^{p}(\mu)$, we shall speak about functions of $L^{p}(\mu)$, keeping in mind that they could be modified on negligible sets.

Theorem 3.2.8. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $p \in[1,+\infty]$. Then $L^{p}(\mu)$ is a Banach space (complete normed vector space) and $L^{2}(\mu)$ is a Hilbert space (complete pre-Hilbertian space).

Proof. We assume first $1 \leq p<+\infty$ and consider a Cauchy sequence $\left(f_{n}\right)_{n \geq 1}$ in $L^{p}(\mu)$, i.e., such that

$$
\begin{equation*}
\forall \epsilon>0, \exists N_{\epsilon}, \forall n, m \geq N_{\epsilon},\left\|f_{n}-f_{m}\right\|_{L^{p}(\mu)} \leq \epsilon \tag{3.2.7}
\end{equation*}
$$

We claim that there exists a strictly increasing sequence of indices

$$
\begin{equation*}
1 \leq n_{1}<n_{2}<\cdots<n_{k}<n_{k+1}<\cdots \text { such that }\left\|f_{n_{k+1}}-f_{n_{k}}\right\| \leq 2^{-k} \tag{3.2.8}
\end{equation*}
$$

In fact, using (3.2.7), we can find $n_{1} \geq 1$ such that $\forall p \geq 0,\left\|f_{p+n_{1}}-f_{n_{1}}\right\| \leq 2^{-1}$. Let us assume that we have found $1 \leq n_{1}<n_{2}<\cdots<n_{k}$ such that

$$
\begin{equation*}
\forall p \geq 0, \forall j \in\{1, \ldots, k\}, \quad\left\|f_{p+n_{j}}-f_{n_{j}}\right\| \leq 2^{-j} \tag{3.2.9}
\end{equation*}
$$

From (3.2.7), we can find $m_{k}$ such that $\forall p \geq 0, \forall m \geq m_{k},\left\|f_{p+m}-f_{m}\right\| \leq 2^{-k-1}$. We define now

$$
n_{k+1}=\max \left(1+n_{k}, m_{k}\right)
$$

and we check $n_{k}<n_{k+1}$ and $\forall p \geq 0,\left\|f_{p+n_{k+1}}-f_{n_{k+1}}\right\| \leq 2^{-k-1}$. This allows us to construct a strictly increasing sequence $\left(n_{k}\right)_{k \geq 1}$ satisfying (3.2.9) which implies Claim (3.2.8). For $k \geq 1$, we define now the non-negative measurable functions

$$
\begin{equation*}
g_{k}=\sum_{1 \leq j \leq k}\left|f_{n_{j+1}}-f_{n_{j}}\right|, \quad g=\sum_{j \geq 1}\left|f_{n_{j+1}}-f_{n_{j}}\right| \tag{3.2.10}
\end{equation*}
$$

Using (3.2.8) and the triangle inequality for the norm $L^{p}(\mu)$, we find

$$
\left\|g_{k}\right\|_{L^{p}(\mu)} \leq \sum_{1 \leq j \leq k}\left\|f_{n_{j+1}}-f_{n_{j}}\right\|_{L^{p}(\mu)} \leq \sum_{1 \leq j \leq k} 2^{-j} \leq 1
$$

so that Fatou's lemma 1.6.4 implies

$$
\int_{X}\left(|g|^{p}=\lim _{k}\left|g_{k}\right|^{p}=\liminf _{k}\left|g_{k}\right|^{p}\right) d \mu \leq \liminf _{k} \int_{X}\left|g_{k}\right|^{p} d \mu \leq 1,
$$

proving $g \in L^{p}(\mu),\|g\|_{L^{p}(\mu)} \leq 1$ and $0 \leq g<+\infty \mu$-a.e. (cf. Proposition 1.7.1 (4)). As a consequence, the telescopic series $\sum_{j \geq 1}\left(f_{n_{j+1}}(x)-f_{n_{j}}(x)\right)$ is absolutely converging $\mu$-a.e., i.e., on a measurable set $A$ such that $\mu\left(A^{c}\right)=0$. Let us define

$$
f(x)=\left(f_{n_{1}}(x)+\sum_{j \geq 1}\left(f_{n_{j+1}}(x)-f_{n_{j}}(x)\right)\right) \mathbf{1}_{A}(x)
$$

Since $f_{n_{1}}(x)+\sum_{1 \leq j \leq k}\left(f_{n_{j+1}}(x)-f_{n_{j}}(x)\right)=f_{n_{k+1}}(x)$, we find

$$
f(x)=\lim _{k} f_{n_{k}}(x), \quad \mu \text {-a.e. }
$$

Let $\epsilon>0$ be given and $N_{\epsilon}$ be an integer such that (3.2.7) is fulfilled. Fatou's lemma implies for $m \geq N_{\epsilon}$,

$$
\int_{X}\left(\left|f-f_{m}\right|^{p}=\underset{k}{\liminf }\left|f_{n_{k}}-f_{m}\right|^{p}\right) d \mu \leq \liminf _{k} \int_{X}\left|f_{n_{k}}-f_{m}\right|^{p} d \mu \leq \epsilon^{p}
$$

As a result, $f-f_{m}$ belongs to $L^{p}(\mu)$ as well as $f=f-f_{m}+f_{m}$ and we have

$$
\left\|f-f_{m}\right\|_{L^{p}(\mu)} \underset{m \rightarrow+\infty}{\longrightarrow} 0, \quad \text { qed for } 1 \leq p<+\infty
$$

In particular, $L^{2}(\mu)$ is complete for the norm

$$
\begin{equation*}
\|u\|_{L^{2}(\mu)}=\left(\int_{X} u \bar{u} d \mu\right)^{1 / 2} \tag{3.2.11}
\end{equation*}
$$

For $u, v \in L^{2}(\mu)$, Proposition 3.2.6 implies that $u \bar{v}$ belongs to $L^{1}(\mu)$ so that

$$
\begin{equation*}
L^{2}(\mu) \times L^{2}(\mu) \ni(u, v) \mapsto \int_{X} u \bar{v} d \mu=B(u, v) \tag{3.2.12}
\end{equation*}
$$

is a sesquilinear Hermitian form, i.e., for $\lambda_{1}, \lambda_{2} \in \mathbb{C}, u, v \in L^{2}(\mu)$,

$$
\begin{equation*}
B\left(\lambda_{1} u_{1}+\lambda_{2} u_{2}, v\right)=\lambda_{1} B\left(u_{1}, v\right)+\lambda_{2} B\left(u_{2}, v\right), \quad \overline{B(v, u)}=B(u, v) \tag{3.2.13}
\end{equation*}
$$

The vector space $L^{2}(\mu)$ equipped with the norm (3.2.11) is thus a Hilbert space. We need now to check the case $p=+\infty$. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a Cauchy sequence in $L^{\infty}(\mu)$. We define for $n, m \in \mathbb{N}$ the sets

$$
\begin{gather*}
A_{n}=\left\{x \in X,\left|f_{n}(x)\right|>\left\|f_{n}\right\|_{L^{\infty}(\mu)}\right\}  \tag{3.2.14}\\
B_{n, m}=\left\{x \in X,\left|f_{n}(x)-f_{m}(x)\right|>\left\|f_{n}-f_{m}\right\|_{L^{\infty}(\mu)}\right\} \tag{3.2.15}
\end{gather*}
$$

and we note that they are both negligible (from (3.2.5)). Let us define

$$
E=\cup_{n \in \mathbb{N}} A_{n} \cup \cup_{k, l \in \mathbb{N}} B_{k, l} .
$$

As a countable union of negligible sets, $E$ is negligible and for $x \in E^{c}, n, m \in \mathbb{N}$,

$$
\begin{align*}
\left|f_{n}(x)-f_{m}(x)\right| & \leq\left\|f_{n}-f_{m}\right\|_{L^{\infty}(\mu)}  \tag{3.2.16}\\
\left|f_{n}(x)\right| & \leq\left\|f_{n}\right\|_{L^{\infty}(\mu)} \leq \sup _{\mathbb{N}}\left\|f_{n}\right\|_{L^{\infty}(\mu)}=M_{0}<+\infty . \tag{3.2.17}
\end{align*}
$$

The very last inequality follows from the assumption (3.2.7) since the triangle inequality implies in a normed space

$$
\left\|f_{n}\right\| \leq\left\|f_{n}-f_{m}\right\|+\left\|f_{m}\right\|, \quad\left\|f_{m}\right\| \leq\left\|f_{n}-f_{m}\right\|+\left\|f_{n}\right\|
$$

so that

$$
\begin{equation*}
\left|\left\|f_{n}\right\|-\left\|f_{m}\right\|\right|=\max \left(\left\|f_{n}\right\|-\left\|f_{m}\right\|,\left\|f_{m}\right\|-\left\|f_{n}\right\|\right) \leq\left\|f_{n}-f_{m}\right\| \tag{3.2.18}
\end{equation*}
$$

proving that the sequence of real numbers $\left(\left\|f_{n}\right\|\right)_{n \in \mathbb{N}}$ is a Cauchy sequence, thus is bounded. For $x \in E^{c}$, the sequence of complex numbers $\left(f_{n}(x)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence, thus converging (with a limit $\leq M_{0}$ in modulus). Let us now define

$$
f(x)= \begin{cases}\lim _{n} f_{n}(x) & \text { for } x \in E^{c} \\ 0 & \text { for } x \in E\end{cases}
$$

The function $f$ belongs to $L^{\infty}(\mu)$ (note that $f$ is measurable as a pointwise limit of the measurable $f_{n} \mathbf{1}_{E^{c}}$ ) and $\|f\|_{L^{\infty}(\mu)} \leq M_{0}$. Moreover, using (3.2.7), for $\epsilon>0$ and $n \geq N_{\epsilon}$ we have

$$
\left|f_{n}(x)-f(x)\right| \mathbf{1}_{E^{c}}(x)=\lim _{m}\left|f_{n}(x)-f_{m}(x)\right| \mathbf{1}_{E^{c}}(x) \leq \limsup _{m}\left\|f_{n}-f_{m}\right\|_{L^{\infty}(\mu)} \leq \epsilon
$$

Since $\mu(E)=0$, we find $\left\|f_{n}-f\right\|_{L^{\infty}(\mu)} \leq \sup _{x \in E^{c}}\left|f_{n}(x)-f(x)\right| \mathbf{1}_{E^{c}}(x) \leq \epsilon$, proving the convergence in $L^{\infty}(\mu)$ of the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$. The proof of Theorem 3.2.8 is complete.

Along the proof of the previous theorem, we have obtained the following result, which is of independent interest.
Lemma 3.2.9. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure, let $p \in[1,+\infty)$ and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a convergent sequence in $L^{p}(\mu)$. Then there exists a subsequence $\left(f_{n_{k}}\right)_{k \in \mathbb{N}}$ converging pointwise $\mu$-a.e.

We have seen in Exercise 2.8.23 that a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ can be converging in $L^{1}(\mathbb{R})$ and nevertheless be such that for all $x \in \mathbb{R}$, the sequence $\left(f_{n}(x)\right)_{n \in \mathbb{N}}$ is divergent, proving that extracting a subsequence is necessary to get a.e. convergence from convergence in $L^{1}$.

The following theorem is an extension to $L^{p}$ of Proposition 1.7.8.
Theorem 3.2.10. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $p \in[1,+\infty)$. Let $f_{n}: X \rightarrow \mathbb{C}$ be a sequence of measurable functions converging $\mu$-a.e. towards $f$.
(1) Let us assume that for all $n \in \mathbb{N}, f_{n} \in \mathcal{L}^{p}(\mu)$ and the numerical sequence $\left\|f_{n}\right\|_{L^{p}(\mu)}$ is bounded above. Then $f \in \mathcal{L}^{p}(\mu)$.
(2) We assume that $\lim _{n \rightarrow \infty}\left\|f_{n}\right\|_{L^{p}(\mu)}=\|f\|_{L^{p}(\mu)}$. Then the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges in $L^{p}(\mu)$ towards $f$, i.e.,

$$
\lim _{n \rightarrow \infty} \int_{X}\left|f_{n}-f\right|^{p} d \mu=0
$$

Proof. The function $f$ is measurable as a simple limit of measurable functions. Moreover, Fatou's lemma implies

$$
\int_{X}|f|^{p} d \mu=\int_{X} \liminf _{n}\left|f_{n}\right|^{p} d \mu \leq \liminf _{n} \int_{X}\left|f_{n}\right|^{p} d \mu \leq \sup _{n} \int_{X}\left|f_{n}\right|^{p} d \mu<+\infty
$$

which proves (1). Let us prove (2). We define

$$
\begin{equation*}
g_{n}=\left|f_{n}-f\right|^{p}-\left|f_{n}\right|^{p}+|f|^{p}, \tag{3.2.19}
\end{equation*}
$$

and for a given $\lambda>0$, we find

$$
\int_{X}\left|g_{n}\right| d \mu=\underbrace{\int_{X}\left|g_{n}\right| \mathbf{1}_{\left\{\left|f_{n}\right| \leq \lambda|f|\right\}} d \mu}_{\varepsilon_{\lambda}(n)}+\int_{X}\left|g_{n}\right| \mathbf{1}_{\left\{\left|f_{n}\right|>\lambda|f|\right\}} d \mu
$$

We note that $\left|g_{n}\right| \mathbf{1}_{\left\{\left|f_{n}\right| \leq \lambda|f|\right\}}$ converges pointwise to 0 since $g_{n}$ converges pointwise to 0 . Moreover we have

$$
\begin{aligned}
\mathbf{1}_{\left\{\left|f_{n}\right| \leq \lambda|f|\right\}}\left|g_{n}\right| & \leq \mathbf{1}_{\left\{\left|f_{n}\right| \leq \lambda|f|\right\}}\left(\left|f_{n}\right|^{p}+|f|^{p}+\left|\left|f_{n}\right|+|f|\right|^{p}\right) \\
& \leq|f|^{p}\left(\lambda^{p}+1+(\lambda+1)^{p}\right) \in \mathcal{L}^{1}(\mu)
\end{aligned}
$$

Lebesgue's dominated convergence theorem implies then $\lim _{n} \varepsilon_{\lambda}(n)=0$. Moreover, we have, noting that $f_{n} \neq 0$ on $\left\{\left|f_{n}\right|>\lambda|f|\right\}$,

For a complex number $z$ such that $|z|<1$, we have

$$
\left||1-z|^{p}-1\right| \leq p 2^{p-1}| | 1-z|-1| \leq p 2^{p-1}|z|:
$$

the first inequality comes from the mean value theorem for the function $t \mapsto t^{p}$ between 1 and $|1-z|$, and the next one follows from the triangle inequalities

$$
|1-z| \leq 1+|z| \quad \text { and } \quad 1 \leq|1-z|+|z|
$$

As a result for $\lambda>1$, we find

$$
\left|g_{n}\right| \mathbf{1}_{\left\{\left|f_{n}\right|>\lambda|f|\right\}} \leq\left|f_{n}\right|^{p}\left(1+p 2^{p-1}\right) / \lambda
$$

which implies $\int_{X}\left|g_{n}\right| d \mu \leq \varepsilon_{n}(\lambda)+\frac{1+p 2^{p-1}}{\lambda} \int_{X}\left|f_{n}\right|^{p} d \mu$. Consequently, for all $\lambda>1$, we get

$$
\limsup _{n \rightarrow+\infty} \int_{X}\left|g_{n}\right| d \mu \leq \frac{p 2^{p-1}+1}{\lambda} \lim _{n \rightarrow+\infty} \int_{X}\left|f_{n}\right|^{p} d \mu
$$

implying $\lim _{n} \int_{X}\left|g_{n}\right| d \mu=0$, and thus $\lim _{n} \int_{X} g_{n} d \mu=0$. Going back to the definition of $g_{n}$ in (3.2.19) we find now

$$
\begin{aligned}
0 & =\lim _{n}\left(\int_{X}\left(\left|f_{n}-f\right|^{p}-\left|f_{n}\right|^{p}+|f|^{p}\right) d \mu\right) \\
& =\lim _{n}\left(\int_{X}\left|f_{n}-f\right|^{p} d \mu-\int_{X}\left|f_{n}\right|^{p} d \mu+\int_{X}|f|^{p} d \mu\right)
\end{aligned}
$$

Since we have assumed that $\lim _{n} \int_{X}\left|f_{n}\right|^{p} d \mu=\int_{X}|f|^{p} d \mu$, we obtain the result

$$
\lim _{n} \int_{X}\left|f_{n}-f\right|^{p} d \mu=0
$$

$N . B$. The statement of the previous theorem does not hold for $p=+\infty$ : on the real line we may consider the $L^{\infty}$ function $f=\mathbf{1}_{[-1,1]}$ which has norm 1 . It is easy to find a sequence of continuous functions $f_{n}$ with compact support in $[-2,2]$
converging pointwise towards $f$ with $L^{\infty}$ norm equal to 1 with norm 1 (take $f_{n}$ continuous piecewise affine, equal to 1 on $[-1,1]$, equal to 0 on the complement of $\left.\left(-1-\frac{1}{n}, 1+\frac{1}{n}\right)\right)$. However it is not possible that the sequence $\left(f_{n}\right)$ converges in the $L^{\infty}$ norm towards $f$, since the continuity of the $\left(f_{n}\right)$ must be preserved by uniform limit, although $f$ has discontinuity points.
Proposition 3.2.11. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $1 \leq p<+\infty$. We define

$$
\begin{equation*}
S=\{s: X \rightarrow \mathbb{C}, \text { measurable, } s(X) \text { finite with } \mu(\{s \neq 0\})<+\infty\} \tag{3.2.20}
\end{equation*}
$$

The set $S$ is dense in $L^{p}(\mu)$.
Proof. Let $s$ be in $S$ and let $\alpha_{1}, \ldots, \alpha_{m}$ be the distinct non-zero values taken by $s$. We have

$$
\begin{equation*}
s=\sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}}, \quad A_{j}=s^{-1}\left(\left\{\alpha_{j}\right\}\right), \quad \mu\left(A_{j}\right) \leq \mu(\{s \neq 0\})<+\infty \tag{3.2.21}
\end{equation*}
$$

Since the $A_{j}$ are pairwise disjoint, we find

$$
\begin{equation*}
\int_{X}|s|^{p} d \mu=\sum_{1 \leq j \leq m}\left|\alpha_{j}\right|^{p} \mu\left(A_{j}\right)<+\infty \tag{3.2.22}
\end{equation*}
$$

proving the inclusion $S \subset L^{p}(\mu)$. Let $f$ be a positive function belonging to $L^{p}(\mu)$. Using the approximation Theorem 1.3.3, we find an increasing sequence of simple functions $\left(s_{k}\right)_{k \in \mathbb{N}}$ converging pointwise to $f$. Each $s_{k}$ belongs to $S$ since for $s$ simple $\leq f$, taking the distinct non-negative values $\alpha_{1}, \ldots, \alpha_{m}$ on the pairwise disjoint sets $A_{1}, \ldots A_{m}$, we have

$$
s=\sum_{1 \leq j \leq m} \alpha_{j} \mathbf{1}_{A_{j}}, \quad \sum_{\substack{1 \leq j \leq m \\ \alpha_{j}>0}} \alpha_{j}^{p} \mu\left(A_{j}\right)=\int_{X} s^{p} d \mu \leq \int_{X} f^{p} d \mu<+\infty
$$

which implies $\mu\left(A_{j}\right)<+\infty$ whenever $\alpha_{j}>0$ and thus

$$
\mu(\{s \neq 0\})=\sum_{\substack{1 \leq j \leq m \\ \alpha_{j}>0}} \mu\left(A_{j}\right)<+\infty
$$

proving $s \in S$. Going back to the sequence $\left(s_{k}\right)_{k \in \mathbb{N}}$, we have

$$
0 \leq\left(f-s_{k}\right)^{p}=\left|f-s_{k}\right|^{p} \leq f^{p} \in L^{1}(\mu) \text { and }\left(f-s_{k}\right)^{p} \rightarrow 0 \text { pointwise. }
$$

Using Lebesgue's dominated convergence Theorem 1.6.8, this gives

$$
\int_{X}\left|f-s_{k}\right|^{p} d \mu \rightarrow 0, \quad \text { i.e., } \lim _{k}\left\|f-s_{k}\right\|_{L^{p}(\mu)}=0
$$

We conclude the proof by writing $f \in L^{p}(\mu)$ as

$$
\begin{equation*}
f=(\operatorname{Re} f)_{+}-(\operatorname{Re} f)_{-}+i(\operatorname{Im} f)_{+}-i(\operatorname{Im} f)_{-} \tag{3.2.23}
\end{equation*}
$$

Remark 3.2.12. The previous proposition does not hold for $p=+\infty$ when $\mu(X)=$ $+\infty$. For instance, the function 1 in $L^{\infty}(\mu)$ cannot be approximated in $L^{\infty}(\mu)$ norm by a function $s$ which is 0 on the complement of a set $A$ with finite measure: we have

$$
\|1-s\|_{L^{\infty}(\mu)} \geq\left\|(1-s) \mathbf{1}_{A^{c}}\right\|_{L^{\infty}(\mu)}=\left\|\mathbf{1}_{A^{c}}\right\|_{L^{\infty}(\mu)}=1
$$

since $\mu\left(A^{c}\right)=+\infty>0$. However, when $p=+\infty$, we always have the following property.

Proposition 3.2.13. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. We define

$$
\begin{equation*}
S_{\infty}=\{s: X \rightarrow \mathbb{C}, \text { measurable, } s(X) \text { finite }\} \tag{3.2.24}
\end{equation*}
$$

The set $S_{\infty}$ is dense in $L^{\infty}(\mu)$. In particular, when $\mu(X)<+\infty$, we have $S_{\infty}=S$, where $S$ is defined by (3.2.20), and Proposition 3.2.11 holds true in that case for $p=+\infty$.

Proof. Let $0 \leq f \in L^{\infty}(\mu)$ : we find $N$ negligible such that $\tilde{f}=f \mathbf{1}_{N^{c}}$ is bounded non-negative. Theorem 1.3.3 implies that there exists an increasing sequence of simple functions $\left(s_{k}\right)_{k \in \mathbb{N}}$ converging uniformly towards $\tilde{f}$. Of course each $s_{k}$ belongs to $S_{\infty}$ and thus to $L^{\infty}(\mu)$ and we have

$$
\left\|f-s_{k}\right\|_{L^{\infty}(\mu)}=\left\|\tilde{f}-s_{k}\right\|_{L^{\infty}(\mu)} \leq \sup _{x \in X}\left|\tilde{f}(x)-s_{k}(x)\right|_{k \rightarrow+\infty}^{\longrightarrow} 0
$$

We conclude by decomposing $f$ as in (3.2.23).

### 3.3 Integrals depending on a parameter

## Continuity

Theorem 3.3.1. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $Y$ be a metric space, let $y_{0} \in Y$ and let $f: X \times Y \rightarrow \mathbb{C}$ be a mapping such that:
(1) For all $y \in Y$, the mapping $\left\{\begin{array}{rlc}X & \rightarrow & \mathbb{C} \\ x & \mapsto & f(x, y)\end{array}\right.$ belongs to $\mathcal{L}^{1}(\mu)$.
(2) The mapping $\left\{\begin{array}{llc}Y & \rightarrow & \mathbb{C} \\ y & \mapsto & f(x, y)\end{array}\right.$ is continuous at $y_{0}, \mu$-a.e. with respect to $x$.
(3) There exists a function $0 \leq g \in \mathcal{L}^{1}(\mu)$ such that, $\mu$-a.e. in $x \in X$, for all $y \in Y,|f(x, y)| \leq g(x)$.

Then the function $F$ defined by

$$
\begin{equation*}
F(y)=\int_{X} f(x, y) d \mu(x) \tag{3.3.1}
\end{equation*}
$$

is continuous at $y_{0}$. In particular, if the assumption (2) holds for all $y \in Y$, we find that $F$ is continuous on $Y$.

Remark 3.3.2. Assumption (2) means that there exists $N \in \mathcal{M}$ such that $\mu(N)=0$ so that for all $x \in N^{c}$, the mapping $y \mapsto f(x, y)$ is continuous at $y_{0}$. Assumption (3) means that there exists $N \in \mathcal{M}$ such that $\mu(N)=0$ and

$$
\begin{equation*}
\sup _{y \in Y}|f(x, y)| \mathbf{1}_{N^{c}}(x) \in \mathcal{L}^{1}(\mu) \tag{3.3.2}
\end{equation*}
$$

We note also that (1) allows us to define $F$ by (3.3.1).
Proof. Let $\left(y_{n}\right)_{n \geq 1}$ be a sequence in $Y$ converging towards $y_{0}$. We check

$$
F\left(y_{n}\right)-F\left(y_{0}\right)=\int_{X}(\underbrace{f\left(x, y_{n}\right)-f\left(x, y_{0}\right)}_{f_{n}(x)}) d \mu(x)
$$

Thanks to (2), the sequence $\left(f_{n}\right)_{n \geq 1}$ converges pointwise a.e. to 0 ; moreover (3) implies $\left|f_{n}\right| \leq 2 g$, $\mu$-a.e. We can apply Lebesgue's dominated convergence Theorem 1.7.5 entailing the sought result $\lim _{n \rightarrow+\infty} F\left(y_{n}\right)=F\left(y_{0}\right)$.

When the space $Y$ is locally compact, the domination hypothesis (3) can be localized to any compact subset of $Y$.

Corollary 3.3.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $Y$ be a locally compact metric space, and let $f: X \times Y \rightarrow \mathbb{C}$ such that (1) above is satisfied, as well as (2) for all $y$ in $Y$. If for any compact subset $K$ of $Y$, there exists a non-negative function $g_{K} \in \mathcal{L}^{1}(\mu)$ such that, $\mu$-a.e. with respect to $x \in X$,

$$
\begin{equation*}
\sup _{y \in K}|f(x, y)| \leq g_{K}(x) \tag{3.3.3}
\end{equation*}
$$

then $F$ defined by (3.3.1) is continuous on $Y$.
Proof. Since $Y$ is locally compact, it is enough to check continuity for $F$ restricted to any compact set, so we can apply the previous theorem.

## Differentiability

Theorem 3.3.4. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $Y$ be an open subset of $\mathbb{R}^{m}$, and $f: X \times Y \rightarrow \mathbb{C}$ be a mapping such that:
(1) For all $y \in Y$, the mapping $\left\{\begin{array}{clc}X & \rightarrow & \mathbb{C} \\ x & \mapsto & f(x, y)\end{array}\right.$ belongs to $\mathcal{L}^{1}(\mu)$.
(2) For all $x \in X$, the mapping $\left\{\begin{array}{llc}Y & \rightarrow & \mathbb{C} \\ y & \mapsto & f(x, y)\end{array}\right.$ is differentiable on $Y$.
(3) For any compact subset $K \subset Y$, there exists a non-negative function $g_{K} \in$ $\mathcal{L}^{1}(\mu)$ such that, for all $x \in X$,

$$
\begin{equation*}
\sup _{y \in K}\left\|d_{y} f(x, y)\right\| \leq g_{K}(x) \tag{3.3.4}
\end{equation*}
$$

Then the function $F$ defined by (3.3.1) is differentiable on $Y, d_{y} f(\cdot, y) \in \mathcal{L}^{1}(\mu)$ and

$$
\begin{equation*}
d F(y)=\int_{X} d_{y} f(x, y) d \mu(x) \tag{3.3.5}
\end{equation*}
$$

Remark 3.3.5. The differential $d_{y} f(x, y)$ is a vector in $\mathbb{C}^{m}$ (a complex-valued linear form on $\mathbb{R}^{m}$ ) whose Euclidean norm is taken in (3.3.4). For that vector, to belong to $\mathcal{L}^{1}(\mu)$ means that each component belongs to $\mathcal{L}^{1}(\mu)$. For all $T \in \mathbb{R}^{m}$, the mapping from $X$ into $\mathbb{C}$, defined by $x \mapsto d_{y} f(x, y) \cdot T$ belongs to $\mathcal{L}^{1}(\mu)$ : first of all,

$$
d_{y} f(x, y) \cdot T=\lim _{k \rightarrow+\infty} k(f(x, y+T / k)-f(x, y))
$$

implying measurability, and also (3.3.4) gives

$$
\int_{X}\left|d_{y} f(x, y) \cdot T\right| d \mu(x)<+\infty
$$

Proof. Let $y \in Y$ and $r>0$ such that the closed ball $\bar{B}(y, r)$ is included in $Y$. For $h \in \mathbb{R}^{m}$ such that $\|h\| \leq r$, we check

$$
\begin{aligned}
F(y+h)-F(y) & =\int_{X}(f(x, y+h)-f(x, y)) d \mu(x) \\
& =\int_{X}\left[d_{y} f(x, y) \cdot h+\epsilon_{x, y}(h)\|h\|\right] d \mu(x)
\end{aligned}
$$

where we have

$$
\begin{equation*}
\lim _{h \rightarrow 0} \epsilon_{x, y}(h)=\epsilon_{x, y}(0)=0 \tag{3.3.6}
\end{equation*}
$$

Since the function $x \mapsto d_{y} f(x, y) \cdot h$ belongs to $\mathcal{L}^{1}(\mu)$, it is true also for $\epsilon_{x, y}(h)$ and we find

$$
F(y+h)-F(y)=\int_{X} d_{y} f(x, y) \cdot h d \mu(x)+\int_{X} \epsilon_{x, y}(h) d \mu(x)\|h\|
$$

Using the mean value inequality, we get

$$
\left|\epsilon_{x, y}(h)\right|\|h\| \leq \sup _{\theta \in[0,1]}\left\|d_{y} f(x, y+\theta h)\right\|\|h\|+\left\|d_{y} f(x, y)\right\|\|h\|
$$

so that from (3.3.4)

$$
\begin{equation*}
\left|\epsilon_{x, y}(h)\right| \leq 2 \sup _{z \in \bar{B}(y, r)}\left\|d_{z} f(x, z)\right\| \leq 2 g_{K}(x) \in \mathcal{L}^{1}(\mu) \tag{3.3.7}
\end{equation*}
$$

with $K=\bar{B}(y, r)$. Inequalities (3.3.7) and (3.3.6) allow us to use Lebesgue's dominated convergence theorem to show that, for any sequence $\left(h_{k}\right)_{k \in \mathbb{N}}$ converging to 0 in $\mathbb{R}^{m}$, we have $\lim _{k \rightarrow+\infty} \int_{X}\left|\epsilon_{x, y}\left(h_{k}\right)\right| d \mu(x)=0$. This implies

$$
F(y+h)-F(y)=\int_{X} d_{y} f(x, y) \cdot h d \mu(x)+\eta_{y}(h)\|h\|
$$

with $\eta_{y}(h)=\int_{X} \epsilon_{x, y}(h) d \mu(x)$, and $\lim _{h \rightarrow 0} \eta_{y}(h)=0$. We find thus that the mapping $F$ is differentiable at any point $y \in Y$ with $d F(y) \cdot h=\int_{X} d_{y} f(x, y) \cdot h d \mu(x)$, concluding the proof.

Remark 3.3.6. It would be harmless of course to replace $\int_{X} f(x, y) d \mu(x)$ by$\int_{X \backslash N} f(x, y) d \mu(x)$ where $N$ is negligible and thus to use a.e. assumptions. This is in fact a consequence of Theorem 3.3.4 where $X$ could be replaced by $X \backslash N$. However, the situation here is slightly different from the a.e. assumption in Theorem 3.3.1: in the latter the hypothesis (3) is uniform with respect to $y \in Y$, as expressed by (3.3.2), whereas it is not the case for (1) when it is valid for all $y_{0} \in Y$. In fact, in that case, (1) requires that for each $y_{0} \in Y$, there exists a negligible set $N$ (which could depend on $y_{0}$ ) so that, for all $x \in N^{c}$, the mapping $y \mapsto f(x, y)$ is continuous at $y_{0}$.

## Holomorphy

Theorem 3.3.7. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $U$ be an open subset of $\mathbb{C}$, and let $f: X \times U \rightarrow \mathbb{C}$ be a mapping satisfying the following properties.
(1) For all $z \in U$, the mapping $\left\{\begin{array}{ccc}X & \rightarrow & \mathbb{C} \\ x & \mapsto & f(x, z)\end{array}\right.$ belongs to $\mathcal{L}^{1}(\mu)$.
(2) For all $x \in X$, the mapping $\left\{\begin{array}{llc}U & \rightarrow & \mathbb{C} \\ z & \mapsto & f(x, z)\end{array}\right.$ is holomorphic on $U$.
(3) For every compact subset $K$ of $U$, there exists a non-negative function $g_{K} \in$ $\mathcal{L}^{1}(\mu)$ such that for all $x \in X$,

$$
\begin{equation*}
\sup _{z \in K}|f(x, z)| \leq g_{K}(x) \tag{3.3.8}
\end{equation*}
$$

Then the function $F$ defined by (3.3.1) is holomorphic on $U$ and for all $k \in \mathbb{N}$, the mapping

$$
X \ni x \mapsto \frac{\partial^{k} f}{\partial z^{k}}(x, z) \in \mathbb{C}
$$

belongs to $\mathcal{L}^{1}(\mu)$ and

$$
\begin{equation*}
F^{(k)}(z)=\int_{X} \frac{\partial^{k} f}{\partial z^{k}}(x, z) d \mu(x) \tag{3.3.9}
\end{equation*}
$$

Remark 3.3.8. It is important to note that Assumption (3.3.8) is apparently very weak since we require only the local domination of the function itself, and not like in (3.3.4) a control of the derivative. In fact, the holomorphy assumption and Cauchy formula allow us to deduce from this some estimates for the derivatives. Generally speaking, the oscillations of holomorphic functions (e.g., the values of the derivatives) are controlled by the values of the functions. More precisely, the topology on $\mathscr{H}(U)$ (holomorphic functions on the open set $U$ ) is given by the countable family of semi-norms

$$
\sup _{z \in K_{j}}|u(z)|, \quad K_{j} \text { compact, such that } \cup_{j \in \mathbb{N}} K_{j}=U
$$

which makes $\mathscr{H}(U)$ a Fréchet space ${ }^{2}$.
Proof. Let $z_{0} \in U$ and $r_{0}>0$ such that the closed ball $K_{0}=\bar{B}\left(z_{0}, r_{0}\right)$ is included in $U$. Let $\left(z_{n}\right)_{n \geq 1}$ be a sequence in $\bar{B}\left(z_{0}, r_{0} / 2\right) \backslash\left\{z_{0}\right\}$ with limit $z_{0}$. With $z_{n}=$ $z_{0}+h_{n}$, let $\Gamma_{0}$ be the circle with center $z_{0}$ and radius $r_{0}$ : we have, using Cauchy's formula

$$
\begin{aligned}
F\left(z_{0}+h_{n}\right)-F\left(z_{0}\right) & =\int_{X}\left[f\left(x, z_{0}+h_{n}\right)-f\left(x, z_{0}\right)\right] d \mu(x) \\
& =\int_{X} \frac{1}{2 i \pi}\left[\oint_{\Gamma_{0}} \frac{f(x, \xi)}{\xi-z_{0}-h_{n}} d \xi-\oint_{\Gamma_{0}} \frac{f(x, \xi)}{\xi-z_{0}} d \xi\right] d \mu(x) \\
& =\int_{X} \frac{1}{2 i \pi}\left[\oint_{\Gamma_{0}} \frac{f(x, \xi)}{\xi-z_{0}}\left(\frac{\xi-z_{0}}{\xi-z_{0}-h_{n}}-1\right) d \xi\right] d \mu(x) \\
& =h_{n} \int_{X} \underbrace{\frac{1}{2 i \pi}\left[\oint_{\Gamma_{0}} \frac{f(x, \xi)}{\xi-z_{0}} \frac{1}{\xi-z_{0}-h_{n}} d \xi\right]}_{G_{n}(x)} d \mu(x)
\end{aligned}
$$

We claim that for all $x \in X$,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} G_{n}(x)=\frac{1}{2 i \pi} \oint_{\Gamma_{0}} \frac{f(x, \xi)}{\left(\xi-z_{0}\right)^{2}} d \xi=\frac{\partial f}{\partial z}\left(x, z_{0}\right) \tag{3.3.10}
\end{equation*}
$$

[^30]Indeed, for $\xi \in \Gamma_{0}$, we have $\left|\xi-z_{0}\right|=r_{0},\left|\xi-z_{0}-h_{n}\right| \geq\left|\xi-z_{0}\right|-\left|h_{n}\right|=r_{0}-\left|h_{n}\right| \geq$ $r_{0} / 2$, which implies for all $x \in X$,

$$
\frac{|f(x, \xi)|}{\left|\xi-z_{0}\right|\left|\xi-z_{0}-h_{n}\right|} \leq \frac{2|f(x, \xi)|}{r_{0}^{2}}
$$

so that for $\xi=z_{0}+r_{0} e^{i \theta}$,

$$
\begin{equation*}
\frac{\left|i r_{0} e^{i \theta}\right|}{|2 i \pi|} \frac{\left|f\left(x, z_{0}+r_{0} e^{i \theta}\right)\right|}{r_{0}\left|r_{0} e^{i \theta}-h_{n}\right|} \leq \frac{1}{\pi} \frac{\left|f\left(x, z_{0}+r_{0} e^{i \theta}\right)\right|}{r_{0}}=\Omega(\theta) \in L^{1}([0,2 \pi]) \tag{3.3.11}
\end{equation*}
$$

Since for $\theta \in[0,2 \pi]$, we have

$$
\lim _{n \rightarrow+\infty} \frac{i r_{0} e^{i \theta}}{2 i \pi} \frac{f\left(x, z_{0}+r_{0} e^{i \theta}\right)}{r_{0} e^{i \theta}\left(r_{0} e^{i \theta}-h_{n}\right)}=\frac{i r_{0} e^{i \theta}}{2 i \pi} \frac{f\left(x, z_{0}+r_{0} e^{i \theta}\right)}{r_{0}^{2} e^{2 i \theta}}
$$

this implies from (3.3.11)

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} G_{n}(x) & =\lim _{n \rightarrow+\infty} \frac{1}{2 i \pi} \oint_{\Gamma_{0}} \frac{f(x, \xi)}{\left(\xi-z_{0}\right)\left(\xi-z_{0}-h_{n}\right)} d \xi \\
& =\lim _{n \rightarrow+\infty} \frac{1}{2 i \pi} \int_{0}^{2 \pi} \frac{f\left(x, z_{0}+r_{0} e^{i \theta}\right)}{r_{0} e^{i \theta}\left(r_{0} e^{i \theta}-h_{n}\right)} i r_{0} e^{i \theta} d \theta \\
& =\frac{1}{2 i \pi} \int_{0}^{2 \pi} \frac{f\left(x, z_{0}+r_{0} e^{i \theta}\right)}{r_{0}^{2} e^{2 i \theta}} i r_{0} e^{i \theta} d \theta \\
& =\frac{1}{2 i \pi} \oint_{\Gamma_{0}} \frac{f(x, \xi)}{\left(\xi-z_{0}\right)^{2}} d \xi=\frac{\partial f}{\partial z}\left(x, z_{0}\right),
\end{aligned}
$$

which proves Claim (3.3.10). Moreover, we have

$$
\left|G_{n}(x)\right| \leq \frac{2 \pi r_{0}}{2 \pi} \frac{2}{r_{0}} \sup _{\xi \in \Gamma_{0}}|f(x, \xi)| \leq 2 g_{K_{0}}(x) \in L^{1}(\mu)
$$

Applying Lebesgue's dominated convergence to the sequence $G_{n}$, we find that the mapping $x \mapsto \frac{\partial f}{\partial z}\left(x, z_{0}\right)$ belongs to $L^{1}(\mu)$ and

$$
\lim _{n \rightarrow+\infty} h_{n}^{-1}\left(F\left(z_{0}+h_{n}\right)-F\left(z_{0}\right)\right)=\int_{X} \frac{\partial f}{\partial z}\left(x, z_{0}\right) d \mu(x)
$$

for all $z_{0} \in U$. We get then (1), (2) for $\frac{\partial f}{\partial z}$ as well as (3) using Cauchy's formula. We conclude by a trivial induction argument.

Let us end this section with a couple of examples. In the first place, we consider the Gamma function, defined a priori on $H_{0}=\{z \in \mathbb{C}, \operatorname{Re} z>0\}$ by

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{+\infty} t^{z-1} e^{-t} d t \tag{3.3.12}
\end{equation*}
$$

Thanks to Theorem 3.3.7, we prove that $\Gamma$ is holomorphic on $H_{0}$, and is such that

$$
\begin{equation*}
\forall z \in H_{0}, \quad \Gamma(z+1)=z \Gamma(z) \tag{3.3.13}
\end{equation*}
$$

a functional equation allowing us to extend $\Gamma$ meromorphically to $\mathbb{C}$ with simple poles at $\{-k\}_{k \in \mathbb{N}}$ with residue $\frac{(-1)^{k}}{k!}$. We note that for $n \in \mathbb{N}$, we have $\Gamma(n+1)=n$ ! as well as $\Gamma(1 / 2)=\sqrt{\pi}$.

The Zeta function is defined a priori on $H_{1}=\{s \in \mathbb{C}, \operatorname{Re} s>1\}$ by

$$
\begin{equation*}
\zeta(s)=\sum_{n \geq 1} \frac{1}{n^{s}} \tag{3.3.14}
\end{equation*}
$$

Theorem 3.3.7 implies that $\zeta$ is holomorphic on $H_{1}$. This function can be extended meromorphically to $\mathbb{C}$ with a single pole at 1 with residue 1 . It can be proven also that for $\operatorname{Re} s>1$,

$$
\begin{equation*}
\zeta(s)=\prod_{p \in \mathcal{P}}\left(1-p^{-s}\right)^{-1} \tag{3.3.15}
\end{equation*}
$$

where $\mathcal{P}$ stands for the sequence of prime numbers. Most notably, the distribution of prime numbers has an intimate connection with the location of the zeroes of the $\zeta$ function, as pointed out first by Riemann. In particular the Hadamard-de la Vallée-Poussin Theorem

$$
\begin{equation*}
\operatorname{card}\{p \in \mathcal{P}, p \leq x\} \stackrel{\text { def }}{=} \pi(x) \underset{x \rightarrow+\infty}{\sim} \frac{x}{\ln x} \tag{3.3.16}
\end{equation*}
$$

follows from the fact that the $\zeta$ function does not vanish on $\overline{H_{1}}$. The Riemann hypothesis, a most famous unsolved mathematical problem (November 2012 speaking) stated by Riemann in 1859, asserts that the non-real zeroes of the $\zeta$ function are located on the critical line $\left\{s \in \mathbb{C}, \operatorname{Re} s=\frac{1}{2}\right\}$. Another important function is the so-called function $\xi$, which is entire (i.e., holomorphic on $\mathbb{C}$ ), defined by

$$
\begin{equation*}
\xi(s)=\zeta(s) \Gamma(s / 2) \pi^{-s / 2} \frac{1}{2} s(s-1) \tag{3.3.17}
\end{equation*}
$$

and which verifies the functional equation

$$
\begin{equation*}
\xi(s)=\xi(1-s) \tag{3.3.18}
\end{equation*}
$$

The Jacobi function $\theta_{J}$, is defined for $\operatorname{Re} z>0$ by

$$
\begin{equation*}
\theta_{J}(z)=\sum_{n \in \mathbb{Z}} e^{-\pi n^{2} z} \tag{3.3.19}
\end{equation*}
$$

Theorem 3.3.7 implies that $\theta_{J}$ is holomorphic on $H_{0}$. The Modular Property of $\theta_{J}$ is expressed as

$$
\begin{equation*}
\theta_{J}(1 / z)=z^{1 / 2} \theta_{J}(z) \tag{3.3.20}
\end{equation*}
$$

The Beta function is defined for $x, y \in H_{0}$ by

$$
\begin{equation*}
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t \tag{3.3.21}
\end{equation*}
$$

and the following formula is easily proven:

$$
\begin{equation*}
B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \tag{3.3.22}
\end{equation*}
$$

Manifold other examples of applications of Theorem 3.3.7 occur in the mathematical literature and we refer the reader to the exercises sections as well as to our Appendix 10.5 for examples related to the Airy functions, Bessel functions, elliptic integrals, Fresnel integrals...

### 3.4 Continuous functions in $L^{p}$ spaces

Theorem 3.4.1. Let $1 \leq p<+\infty$ and let $\Omega$ be an open subset of $\mathbb{R}^{m}$. The space $C_{c}(\Omega)$ of complex-valued continuous compactly supported functions in $\Omega$ is dense in $L^{p}(\Omega)$.

Proof. From Proposition 3.2.11, we know the density of $S$ (see (3.2.20)) in $L^{p}(\Omega)$. Thus we need only to consider a Borel set $A \subset \Omega$ with finite measure and prove that we can approximate $\mathbf{1}_{A}$ in $L^{p}$-norm by a function of $C_{c}(\Omega)$.

Let $\epsilon>0$ be given. From Theorem 2.2.14, we find a closed set $F$ and an open set $V$ of $\Omega$ such that

$$
\begin{equation*}
F \subset A \subset V, \quad \lambda_{m}(V \backslash F)<\epsilon^{p} / 2^{p} \tag{3.4.1}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\int_{\Omega}\left|\mathbf{1}_{A}-\mathbf{1}_{V}\right|^{p} d \lambda_{m}=\int_{\Omega} \mathbf{1}_{V \backslash A}^{p} d \lambda_{m}=\lambda_{m}(V \backslash A)<\epsilon^{p} / 2^{p} \tag{3.4.2}
\end{equation*}
$$

Moreover we have

$$
\lambda_{m}(V)=\lambda_{m}(A)+\lambda_{m}(V \backslash A) \leq \lambda_{m}(A)+\lambda_{m}(V \backslash F) \leq \lambda_{m}(A)+\epsilon^{p} / 2^{p}<+\infty .
$$

Using (2.4.3) in the proof of Theorem 2.4.2, we find $\chi \in C_{c}(V ;[0,1])$ such that

$$
\lambda_{m}(V)-\epsilon^{p} / 2^{p}<\int_{\Omega} \chi d \lambda_{m} \leq \lambda_{m}(V)=\sup _{\chi \in C_{c}(V ;[0,1])} \int_{\Omega} \chi d \lambda_{m}<+\infty
$$

so that

$$
\begin{equation*}
\int_{\Omega}\left|\mathbf{1}_{V}-\chi\right|^{p} d \lambda_{m}=\int_{V}|1-\chi|^{p} d \lambda_{m} \leq \int_{V}(1-\chi) d \lambda_{m}=\lambda_{m}(V)-\int_{V} \chi d \lambda_{m}<\epsilon^{p} / 2^{p} \tag{3.4.3}
\end{equation*}
$$

We get then from (3.4.2), (3.4.3) the inequality $\left\|\mathbf{1}_{A}-\chi\right\|_{L^{p}(\Omega)}<\epsilon$ and the result.

Remark 3.4.2. Of course Theorem 3.4.1 does not hold for $p=+\infty$ since for all $\chi \in C_{c}(\Omega),\left\|\mathbf{1}_{\Omega}-\chi\right\|_{L^{\infty}(\Omega)}=1$. On the other hand, thanks to Proposition 3.2.13, the space $S_{\infty}$ is dense in $L^{\infty}(\Omega)$.

Theorem 3.4.3. Let $1 \leq p<+\infty$ and let $\Omega$ be an open set of $\mathbb{R}^{m}$. The space $C_{c}^{\infty}(\Omega)$ is dense in $L^{p}(\Omega)$.
Proof. Let $\chi$ be in $C_{c}(\Omega)$ and $\rho_{0} \in C_{c}^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}_{+}\right), \operatorname{supp} \rho_{0}=\bar{B}(0,1), \int_{\mathbb{R}^{d}} \rho_{0}(x) d x=$ 1 (we may for instance consider the function $\rho$ of Exercise 2.8.6 divided by its integral). For $\epsilon>0$, we define

$$
\begin{equation*}
\chi_{\epsilon}(x)=\int_{\mathbb{R}^{m}} \rho_{0}\left((x-y) \epsilon^{-1}\right) \epsilon^{-m} \chi(y) d y \tag{3.4.4}
\end{equation*}
$$

Theorem 3.3.4 implies that $\chi_{\epsilon}$ is a $C^{\infty}$ function on $\mathbb{R}^{m}$. Moreover we have

$$
\operatorname{supp} \chi_{\epsilon} \subset \operatorname{supp} \chi+\epsilon \bar{B}(0,1) \subset \Omega \text { for } \epsilon \text { small enough }(\text { cf. (2.1.4)). }
$$

Using a dilation-translation change of coordinates in this integral of a compactly supported continuous function (see Lemma 2.4.5), we get

$$
\chi_{\epsilon}(x)-\chi(x)=\int_{\mathbb{R}^{m}} \rho_{0}(z)(\chi(x+\epsilon z)-\chi(x)) d z
$$

and since $\chi$ is uniformly continuous we find

$$
\left|\chi_{\epsilon}(x)-\chi(x)\right| \leq \sup _{\left|x_{1}-x_{2}\right| \leq \epsilon}\left|\chi\left(x_{1}\right)-\chi\left(x_{2}\right)\right|=\theta(\epsilon) \underset{\epsilon \rightarrow 0}{\rightarrow} 0
$$

so that $\int_{\mathbb{R}^{d}}\left|\chi_{\epsilon}(x)-\chi(x)\right|^{p} d x \leq \theta(\epsilon)^{p} \lambda_{m}(\operatorname{supp} \chi+\epsilon \bar{B}(0,1)) \underset{\epsilon \rightarrow 0}{\rightarrow} 0$.
Remark 3.4.4. For $1 \leq p<+\infty$, the space $L^{p}(\Omega)$ is thus the completion of $C_{c}(\Omega)$ for the norm $L^{p}$. We could have defined $L^{p}(\Omega)$ using that completion argument, but we would have to manipulate classes of Cauchy sequences of continuous functions and this would be inelegant as well as complicated. Instead, we were able to realize $L^{p}$ as a space of functions modulo the equality a.e. and it is much simpler this way. We shall see in Exercise 3.7 .26 that the completion of $C_{c}\left(\mathbb{R}^{m}\right)$ for the $L^{\infty}$ norm is not $L^{\infty}\left(\mathbb{R}^{m}\right)$ but $C_{(0)}\left(\mathbb{R}^{m}\right)$, the space of continuous functions going to 0 at infinity, i.e., continuous functions $f$ on $\mathbb{R}^{m}$ such that

$$
\lim _{R \rightarrow+\infty}\left\{\sup _{|x| \geq R}|f(x)|\right\}=0
$$

We shall end this chapter with an important consequence of Theorem 3.4.3.
Lemma 3.4.5 (Riemann-Lebesgue Lemma). Let $u$ be in $L^{1}\left(\mathbb{R}^{m}\right)$. We define

$$
\begin{equation*}
\widehat{u}(\xi)=\int_{\mathbb{R}^{m}} e^{-2 i \pi x \cdot \xi} u(x) d x \quad(\text { Fourier transform of } u) . \tag{3.4.5}
\end{equation*}
$$

Then we have $\quad \widehat{u}(\xi) \underset{|\xi| \rightarrow \infty}{\longrightarrow} 0$. Moreover the function $\hat{u}$ is uniformly continuous on $\mathbb{R}^{m}$.

Proof. We note first that (3.4.5) is meaningful as the integral of an $L^{1}$ function and we have also

$$
\begin{equation*}
\sup _{\xi \in \mathbb{R}^{m}}|\widehat{u}(\xi)| \leq\|u\|_{L^{1}\left(\mathbb{R}^{m}\right)} \tag{3.4.6}
\end{equation*}
$$

Let $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{m}\right)$. With $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in \mathbb{N}^{m}$, we define

$$
\begin{equation*}
D^{\alpha}=D_{1}^{\alpha_{1}} \ldots D_{m}^{\alpha_{m}}, \quad D_{j}=\frac{1}{2 i \pi} \frac{\partial}{\partial x_{j}}, \quad \xi^{\alpha}=\xi_{1}^{\alpha_{1}} \ldots \xi_{m}^{\alpha_{m}} \tag{3.4.7}
\end{equation*}
$$

Theorem 3.3.4 implies the identities

$$
\begin{equation*}
\xi_{1} \widehat{\varphi}(\xi)=\widehat{D_{1} \varphi}(\xi), \quad \widehat{D^{\alpha} \varphi}(\xi)=\xi^{\alpha} \widehat{\varphi}(\xi) \tag{3.4.8}
\end{equation*}
$$

entailing $\left(1+|\xi|^{2}\right) \widehat{\varphi}(\xi)=\operatorname{Fourier}\left(\varphi+\sum_{1 \leq j \leq m} D_{j}^{2} \varphi\right)$. We find thus

$$
\left(1+|\xi|^{2}\right)|\widehat{\varphi}(\xi)| \leq\left\|\varphi+\sum_{1 \leq j \leq m} D_{j}^{2} \varphi\right\|_{L^{1}\left(\mathbb{R}^{m}\right)}
$$

which implies $\lim _{|\xi| \rightarrow+\infty} \widehat{\varphi}(\xi)=0$. For $u \in L^{1}\left(\mathbb{R}^{m}\right)$, we have

$$
|\widehat{u}(\xi)| \leq \mid \widehat{(u-\varphi})(\xi)\left|+|\widehat{\varphi}(\xi)| \leq\|u-\varphi\|_{L^{1}\left(\mathbb{R}^{m}\right)}+|\widehat{\varphi}(\xi)|\right.
$$

so that for all $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{m}\right)$,

$$
\limsup _{|\xi| \rightarrow \infty}|\widehat{u}(\xi)| \leq\|u-\varphi\|_{L^{1}\left(\mathbb{R}^{m}\right)} \Longrightarrow \limsup _{|\xi| \rightarrow \infty}|\widehat{u}(\xi)| \leq \inf _{\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{m}\right)}\|u-\varphi\|_{L^{1}\left(\mathbb{R}^{m}\right)}=0
$$

We have also $\widehat{u}(\xi+\eta)-\widehat{u}(\xi)=\int_{\mathbb{R}^{m}} e^{-2 i \pi x \cdot \xi}\left(e^{-2 i \pi x \cdot \eta}-1\right) u(x) d x$, so that

$$
|\widehat{u}(\xi+\eta)-\widehat{u}(\xi)| \leq \int_{\mathbb{R}^{m}}|u(x)| \underbrace{\left|e^{-2 i \pi x \cdot \eta}-1\right|}_{\leq 2} d x
$$

and Lebesgue's dominated convergence theorem shows that, for all $\xi \in \mathbb{R}^{m}$,

$$
\lim _{\eta \rightarrow 0}|\widehat{u}(\xi+\eta)-\widehat{u}(\xi)|=0
$$

proving continuity, which is also a consequence of Theorem 3.3.1. We have also for $R>1,|\eta| \leq 1$,

$$
|\widehat{u}(\xi+\eta)-\widehat{u}(\xi)| \leq \sup _{|\xi| \leq R}|\widehat{u}(\xi+\eta)-\widehat{u}(\xi)|+2 \sup _{|\xi| \geq R-1}|\hat{u}(\xi)|
$$

so that for $0<\varepsilon<1$, if $\omega_{\rho}$ is a modulus of continuity ${ }^{3}$ of the continuous function $\hat{u}$ on the compact set $\{|x| \leq \rho\}$

$$
\sup _{|\eta| \leq \varepsilon, \xi \in \mathbb{R}^{m}}|\widehat{u}(\xi+\eta)-\widehat{u}(\xi)| \leq \omega_{R+1}(\varepsilon)+2 \sup _{|\xi| \geq R-1}|\hat{u}(\xi)|,
$$

[^31]proving that the limsup of the lhs when $\varepsilon$ goes to 0 is smaller than
$$
2 \sup _{|\xi| \geq R-1}|\hat{u}(\xi)|, \quad \text { for all } R>1
$$

Since that quantity is already proven to go to 0 when $R$ goes to $+\infty$, we obtain the uniform continuity of $\hat{u}$.

The next result shows that, on a measure space $X$ with finite measure, pointwise convergence of a sequence of (measurable) functions induces uniform convergence on a set with measure arbitrarily close to $\mu(X)$.
Theorem 3.4.6 (Egoroff's theorem). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure such that $\mu(X)<+\infty$. Let $f_{n}: X \rightarrow \mathbb{C}$ be a sequence of measurable functions converging pointwise towards a function $f$. Then for any $\epsilon>0$, there exists $A_{\epsilon} \in \mathcal{M}$ with $\mu\left(A_{\epsilon}\right)<\epsilon$ and such that the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges uniformly on $X \backslash A_{\epsilon}$.

Proof. For $k \geq 1, n$, integers, we define

$$
E_{n}^{k}=\cap_{p \geq n}\left\{x \in X,\left|f_{p}(x)-f(x)\right| \leq 1 / k\right\}
$$

Claim. For all $k \geq 1, X=\cup_{n \in \mathbb{N}} E_{n}^{k}$. In fact, for any $x \in X$, we have $\lim _{m} f_{m}(x)=$ $f(x)$ so that for all $k \geq 1$, there exists an integer $n$ such that for all $p \geq n$,

$$
\left|f_{p}(x)-f(x)\right| \leq 1 / k
$$

i.e., $x \in E_{n}^{k}$, proving the claim. We note also that $E_{n}^{k} \subset E_{n+1}^{k}$ and from Proposition 1.4.4(2), this gives $\lim _{n} \mu\left(E_{n}^{k}\right)=\mu(X)$. Since $\mu(X)<+\infty$, for all $\epsilon>0$ and for all $k \geq 1$, there exists $N_{k}$ such that

$$
\forall n \geq N_{k}, \quad \mu\left(E_{n}^{k}\right) \geq \mu(X)-\epsilon 2^{-k}
$$

We may thus assume that there exists a sequence $\left(n_{k}\right)_{k \geq 1}$ strictly increasing such that

$$
\mu\left(E_{n_{k}}^{k}\right) \geq \mu(X)-\epsilon 2^{-k}
$$

Indeed, we may define $n_{k}=k-1+\max _{1 \leq j \leq k} N_{j}$ : we have then

$$
N_{k} \leq n_{k}=k-1+\max _{1 \leq j \leq k} N_{j} \leq k-1+\max _{1 \leq j \leq k+1} N_{j}<k+\max _{1 \leq j \leq k+1} N_{j}=n_{k+1}
$$

Let $\epsilon>0$ be given. We define $F=\cup_{k \geq 1} F_{k}$ with $F_{k}=\left(E_{n_{k}}^{k}\right)^{c}$. We have

$$
\mu\left(F_{k}\right)=\mu(X)-\mu\left(E_{n_{k}}^{k}\right) \leq \epsilon 2^{-k}
$$

and thus $\mu(F) \leq \sum_{k \geq 1} \mu\left(F_{k}\right) \leq \epsilon$. With $B=F^{c}$ and thus $\mu\left(B^{c}\right) \leq \epsilon$, we get

$$
B=\cap_{k \geq 1} F_{k}^{c}=\cap_{k \geq 1} E_{n_{k}}^{k}
$$

providing $\sup _{x \in B}\left|f_{n}(x)-f(x)\right| \leq \sup _{x \in E_{n_{k}}^{k}}\left|f_{n}(x)-f(x)\right| \leq 1 / k \quad$ if $n \geq n_{k}$. The sequence $\left(\sup _{x \in B}\left|f_{n}(x)-f(x)\right|\right)_{n \in \mathbb{N}}$ is thus converging with limit 0 .

Remark 3.4.7. The assumption $\mu(X)<+\infty$ is not dispensable. We consider the Lebesgue measure $\lambda_{1}$ on $\mathbb{R}$ and the sequence converging pointwise to 0 given by $f_{n}(x)=\mathbf{1}_{[0,1]}(x-n)$. If $A$ is measurable with the Lebesgue measure $\leq 1 / 2$ and $f_{n}$ converges uniformly on $A^{c}$, we must have

$$
0=\lim _{n}\left(\sup _{x \in A^{c}} \mathbf{1}_{[0,1]}(x-n)\right)
$$

which implies $A^{c} \cap[n, n+1]=\emptyset$ for $n \geq N$, and thus

$$
A \supset[n, n+1] \Longrightarrow \lambda_{1}(A) \geq 1, \quad \text { contradicting the assumption. }
$$

Theorem 3.4.8 (Lusin's theorem). Let ( $X, d$ ) be a locally compact metric space and let $\mu$ be a Borel measure on $X$ such that Properties (1), (2), (3) in Theorem 2.2.14 are satisfied (this includes the case of the Lebesgue measure on $\mathbb{R}^{m}$ ).

Let $f: X \rightarrow \mathbb{C}$ be a measurable function and let $A$ be a measurable set such that $\mu(A)<+\infty$ and $f$ vanishes on $A^{c}$. Let $\varepsilon>0$ be given; then there exists $\phi \in C_{c}(X ; \mathbb{C})$ such that

$$
\begin{equation*}
\mu(\{x \in X, f(x) \neq \phi(x)\})<\varepsilon \tag{3.4.9}
\end{equation*}
$$

Proof. We assume first that $0 \leq f<1$ and $A$ is compact. We define $s_{k}$ by (1.3.1) and we have $s_{0}=0,2 E\left(2^{k-1} f\right) \leq E\left(2^{k} f\right) \leq 1+2 E\left(2^{k-1} f\right)$ so that for $k \geq 1$,

$$
2^{k}\left(s_{k}-s_{k-1}\right)=E\left(2^{k} f\right)-2 E\left(2^{k-1} f\right) \in\{0,1\}=\mathbf{1}_{A_{k}}
$$

and from Theorem 1.3.3, $f=\sum_{k>1} 2^{-k} \mathbf{1}_{A_{k}}$. This implies in particular that $\cup_{k \geq 1} A_{k} \subset A$, since $x \in \cup_{k \geq 1} A_{k} \Longrightarrow f(x)>0 \Longrightarrow x \notin A^{c}$. For each $A_{k}$ and $\varepsilon_{k}>0$ we can find

$$
F_{k} \text { closed } \subset A_{k} \subset V_{k} \text { open, } \quad \mu\left(V_{k} \backslash F_{k}\right)<\varepsilon_{k}
$$

We may assume that $A$ compact $\subset V_{0}$ open $\subset \overline{V_{0}}$ compact. Note that $F_{k}$ is compact as a closed subset of the compact set $A$, so that we can find $\varphi_{k} \in C_{c}\left(V_{k} ;[0,1]\right)$ with $\varphi_{k}=1$ on $F_{k}$; we may also assume that $V_{k} \subset V_{0}$ since $A_{k} \subset A \subset V_{0}$. We set now $W=\cup_{k \geq 1}\left(V_{k} \backslash F_{k}\right)$, and choosing $\varepsilon_{k}=\varepsilon 2^{-k}$ for some positive number $\varepsilon$, we have

$$
\mu(W)<\sum_{k \geq 1} \varepsilon_{k} \leq \varepsilon
$$

We define $\phi=\sum_{k \geq 1} 2^{-k} \varphi_{k}$, which belongs to $C_{\bar{V}_{0}}(X)$ and we have

$$
\phi(x)-f(x)=\sum_{k \geq 1} 2^{-k} \underbrace{\left(\varphi_{k}(x)-\mathbf{1}_{A_{k}}(x)\right)}_{=0 \text { on } F_{k} \cup V_{k}^{c}} \Longrightarrow(\phi-f) \mathbf{1}_{W^{c}}=0
$$

proving the result in that case and also in the case where $f$ is bounded measurable and $A$ compact.

Case $f$ bounded and $\mu(A)<+\infty$. The inner regularity of $\mu$ implies that for any $\varepsilon>0$, we can find $K$ compact $\subset A$ such that

$$
\mu(A)-\varepsilon<\mu(K) \leq \mu(A) \Longrightarrow \mu(A \backslash K)<\varepsilon
$$

We can find $\chi \in C_{c}(X)$ equal to 1 on $K$, supported in a neighborhood $V$ of $K$ such that $\mu(V \backslash K)<\varepsilon$ and $\bar{V}$ is compact. The function $\chi f$ vanishes on $(\bar{V})^{c}$ and we may apply the previous result. Since $\chi=1$ on $K$, we obtain the result in that case.
General case. We consider $B_{n}=\{x \in X,|f(x)|>n\} \subset A$ and we note that $\cap_{n} B_{n}=\emptyset$. This implies from Proposition 1.4.4(3) that $\lim _{n} \mu\left(B_{n}\right)=0$. Since $f$ coincides with the bounded function $\mathbf{1}_{B_{n}^{c}} f$, except on $B_{n}$, whose measure goes to 0 , this gives the result.

### 3.5 On various notions of convergence

We collect in this section the various properties linked to the several convergence modes met in the text.
Definition 3.5.1. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{C}$.
(1) The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges almost everywhere towards $f$ if there exists $N \in \mathcal{M}$, such that $\mu(N)=0$ and

$$
\forall x \in N^{c}, \quad \lim _{n} f_{n}(x)=f(x)
$$

(2) The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges in measure towards $f$ if

$$
\forall \epsilon>0, \quad \lim _{n} \mu\left(\left\{x \in X,\left|f_{n}(x)-f(x)\right|>\epsilon\right\}\right)=0
$$

(3) The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ converges in the space $L^{1}(\mu)$ towards $f \in L^{1}(\mu)$ if

$$
\lim _{n}\left\|f_{n}-f\right\|_{L^{1}(\mu)}=0
$$

(4) The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ satisfies the dominated convergence criterion if (1) holds and if $g(x)=\sup _{n \in \mathbb{N}}\left|f_{n}(x)\right|$ is such that $g \in L^{1}(\mu)$.
Theorem 3.5.2. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{C}$. With the notation of Definition 3.5.1, we have the following properties.
(i) $(4) \Longrightarrow(3) \cap(1)$.
(ii) $(3) \Longrightarrow(2)$.
(iii) (2) does not imply (1) in general, but it is true for a subsequence.
(iv) (3) does not imply (1) in general, but it is true for a subsequence.
(v) $(1) \Longrightarrow(2)$ if $\mu(X)<+\infty$ and not in general without this condition.

Proof. Assertion (i) is the Lebesgue dominated convergence Theorem 1.7.5. Statement (ii) follows from the inequality

$$
\mu\left(\left\{x \in X,\left|f_{n}(x)-f(x)\right|>\epsilon\right\}\right) \leq \int_{X} \frac{1}{\epsilon}\left|f_{n}-f\right| d \mu=\epsilon^{-1}\left\|f_{n}-f\right\|_{L^{1}(\mu)}
$$

The first part of (iii) follows from the example in Exercise 2.8.23 in which is displayed a sequence $\left(f_{n}\right)$ of non-negative measurable functions converging in $L^{1}([0,1])$ towards 0 (thus in measure from the already proven (ii)) such that sequence $\left(f_{n}(x)\right)_{n \in \mathbb{N}}$ diverges for every $x \in[0,1]$. Let us prove the second part of (iii): let $\left(f_{n}\right)$ be a sequence converging to $f$ in measure. This implies that

$$
\forall k \geq 0, \exists N_{k} \in \mathbb{N}, \forall n \geq N_{k}, \quad \mu\left(\left\{\left|f_{n}-f\right|>2^{-k}\right\}\right)<2^{-k}
$$

Let us assume that we have found $N_{0}<N_{1}<\cdots<N_{l}$ such that the above property is true for $k=0, \ldots, l$. Then using that

$$
\lim _{n} \mu\left(\left\{\left|f_{n}-f\right|>2^{-l-1}\right\}\right)=0
$$

we may find $N_{l+1}>N_{l}$ such that $\mu\left(\left\{\left|f_{n}-f\right|>2^{-l-1}\right\}\right)<2^{-l-1}$ for $n \geq N_{l+1}$. Let us consider the subsequence $\left(f_{N_{k}}\right)_{k \in \mathbb{N}}$. We define $E_{k}=\left\{x,\left|f_{N_{k}}(x)-f(x)\right|>2^{-k}\right\}$. We know that $\mu\left(E_{k}\right)<2^{-k}$ and $\left|f(x)-f_{N_{k}}(x)\right| \leq 2^{-k}$ if $x \notin E_{k}$. Defining $F_{m}=\cup_{k>m} E_{k}$ we find that $\mu\left(F_{m}\right) \leq 2^{-m}$ and moreover

$$
\forall x \in F_{m}^{c}, \forall k>m, \quad\left|f_{N_{k}}(x)-f(x)\right| \leq 2^{-k} \Longrightarrow \forall x \in F_{m}^{c}, \lim _{k \rightarrow+\infty} f_{N_{k}}(x)=f(x)
$$

The set $F=\cap_{m \geq 0} F_{m}$ has measure 0 and for each $x \in F^{c}=\cup_{m \geq 0} F_{m}^{c}$, we have $\lim _{k \rightarrow+\infty} f_{N_{k}}(x)=f(x)$, proving the sought result. The first part of statement (iv) follows from Exercise 2.8.23 and the second part from Lemma 3.2.9. The first part of statement (v) follows from (1) in Exercise 3.7.12 and the second part from Remark 3.7.13.

Theorem 3.5.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{C}$. With the notation of Definition 3.5.1, we have the following properties.
(j) For $p \in[1,+\infty)$, (1) and $\lim _{n}\left\|f_{n}\right\|_{L^{p}(\mu)}=\|f\|_{L^{p}(\mu)}$ imply convergence in the space $L^{p}(\mu)$.
(jj) Local convergence in measure (see (2.8.14)) and domination $\left(\sup _{n}\left|f_{n}(x)\right| \in\right.$ $\left.L^{1}(\mu)\right)$ imply (3).

Proof. Statement (j) is Theorem 3.2.10. Statement (jj) follows from Ex. 2.8.14.

### 3.6 Notes

Much more on the topic of convexity can be obtained from L. Hörmander's monograph, Notions of Convexity ([33]).

Let us follow alphabetically the names of mathematicians encountered in the text.

George Airy (1801-1892) was an English mathematician and astronomer. The intensity of light near a caustic was the initial reason for his invention of the now called Airy function.
Friedrich Bessel (1784-1846) was a German mathematician, astronomer.
Dmitri Egoroff (1869-1931) was a Russian mathematician.
Augustin Fresnel (1788-1827) was a French engineer who contributed significantly to the establishment of the theory of wave optics.
Jacques Hadamard (1865-1963) was a French mathematician of extraordinary breadth and depth. He proved the Prime Number Theory at the same time as Charles de la Vallée-Poussin (1866-1962).
Otto Hölder (1859-1937), a German mathematician who proved his inequality in 1884.
Carl Gustav Jacobi (1804-1851) was a German mathematician, creator of the theory of elliptic functions.
Johan Jensen (1859-1925) was a Danish mathematician, who proved in 1906 the fundamental inequality bearing his name.
Nikolai Lusin (1883-1950) was a Russian mathematician, a Ph.D. student of Dmitri Egoroff.
Hermann Minkowski (1864-1909) was a professor at the university of Göttingen. He also taught in Zürich where Albert Einstein attended his lectures.
Thales of Miletus lived from 624 BC to 547 BC. Miletus is a city in Asia Minor (now located in Turkey). Thales seems to be the first known Greek philosopher as well as a scientist, mathematician and a professional engineer. Thales' theorem is now in fact one of the axioms in the definition of vector spaces:

$$
\lambda \cdot(x+y)=\lambda \cdot x+\lambda \cdot y
$$

where $\lambda$ is a scalar (e.g., a real number for real vector spaces) and $x, y$ are vectors.

### 3.7 Exercises

Exercise 3.7.1. Let $\left(a_{j}\right)_{1 \leq j \leq n}$ and $\left(\theta_{j}\right)_{1 \leq j \leq n}$ be as in Lemma 3.1.5. Prove the harmonic mean - geometric mean - arithmetic mean inequality

$$
\left(\sum_{1 \leq j \leq n} \theta_{j} a_{j}^{-1}\right)^{-1} \leq \prod_{1 \leq j \leq n} a_{j}^{\theta_{j}} \leq \sum_{1 \leq j \leq n} \theta_{j} a_{j}
$$

and also that, if any of the inequalities above is an equality, we have $a_{1}=\cdots=a_{n}$.
Answer. The second inequality is proven in Lemma 3.1.5; also proven there is the fact that the equality holds iff all $a_{j}$ are equal. With $b_{j}=a_{j}^{-1}$, the first inequality is equivalent to the second one, completing the answer.
N.B. The above inequality will be called HGA inequality and the second one GA.

Exercise 3.7.2 (Logarithmic convexity). Let $f: I \longrightarrow \mathbb{R}_{+}^{*}$ be a function defined on an interval I of the real line. The function $f$ is said to be log-convex when $\ln f$ is a convex function.
(1) Prove that a log-convex function is convex.
(2) Give an example of a convex function valued in $\mathbb{R}_{+}^{*}$ which is not log-convex.
(3) Prove that the $\Gamma$ function is log-convex on $\mathbb{R}_{+}$.
(4) Prove that the Gamma function is the only positive valued function $f$ defined on $\mathbb{R}_{+}^{*}$ such that

- $f(1)=1$,
- $\forall x>0, f(x+1)=x f(x)$,
- $f$ is log-convex.

Answer. (1) In the case where $f$ is twice differentiable and log-convex, we have with $\phi$ convex twice differentiable

$$
\begin{equation*}
f=e^{\phi}, \quad f^{\prime}=e^{\phi} \phi^{\prime}, \quad f^{\prime \prime}=e^{\phi}\left({\phi^{\prime}}^{2}+\phi^{\prime \prime}\right) \geq 0 \tag{3.7.1}
\end{equation*}
$$

implying convexity for $f$. Without the assumption of differentiability, we find with $x_{0}, x_{1} \in I, \theta \in(0,1), x_{\theta}=(1-\theta) x_{0}+\theta x_{1}$,

$$
f\left(x_{\theta}\right)=e^{\phi\left(x_{\theta}\right)} \leq e^{(1-\theta) \phi\left(x_{0}\right)+\theta \phi\left(x_{1}\right)} \underbrace{\leq}_{\mathrm{GA}}(1-\theta) e^{\phi\left(x_{0}\right)}+\theta e^{\phi\left(x_{1}\right)}
$$

proving convexity for $f$.
(2) The function $\mathbb{R} \ni x \mapsto x^{2}+1 \in \mathbb{R}_{+}^{*}$ is obviously convex but not log-convex. With $\phi(x)=\ln \left(1+x^{2}\right)$, we have

$$
\phi^{\prime}(x)=\frac{2 x}{1+x^{2}}, \quad \phi^{\prime \prime}(x)=\frac{2\left(1+x^{2}\right)-2 x 2 x}{\left(1+x^{2}\right)^{2}}=\frac{2\left(1-x^{2}\right)}{\left(1+x^{2}\right)^{2}}
$$

and since $\phi^{\prime \prime}$ takes negative values, Proposition 3.1.2(2) implies that $\phi$ is not convex.
$(3,4)$ See Lemmas 10.5.4 and 10.5.5 in Section 10.5.
Exercise 3.7.3 (Hermite-Hadamard inequality). Let $a<b \in \mathbb{R}$ and let $\phi:[a, b] \rightarrow$ $\mathbb{R}$ be a convex function. Prove that

$$
\begin{equation*}
\phi\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} \phi(t) d t \leq \frac{\phi(a)+\phi(b)}{2} \tag{3.7.2}
\end{equation*}
$$

Answer. Using an affine rescaling, we may assume that $[a, b]=[0,1]$. We have for $\theta \in[0,1 / 2]$,

$$
\phi\left(\frac{1}{2}\right)=\phi\left(\frac{1}{2}\left(\frac{1}{2}-\theta\right)+\frac{1}{2}\left(\frac{1}{2}+\theta\right)\right) \leq \frac{1}{2} \phi\left(\frac{1}{2}-\theta\right)+\frac{1}{2} \phi\left(\frac{1}{2}+\theta\right)
$$

so that, integrating for $\theta \in[0,1 / 2]$, we get

$$
\begin{aligned}
\frac{1}{2} \phi\left(\frac{1}{2}\right) & \leq \frac{1}{2} \int_{0}^{1 / 2} \phi\left(\frac{1}{2}-\theta\right) d \theta+\int_{0}^{1 / 2} \frac{1}{2} \phi\left(\frac{1}{2}+\theta\right) d \theta \\
& =\frac{1}{2} \int_{0}^{1 / 2} \phi(t) d t+\frac{1}{2} \int_{1 / 2}^{1} \phi(t) d t=\frac{1}{2} \int_{0}^{1} \phi(t) d t
\end{aligned}
$$

which is the first inequality. On the other hand, for $t \in[0,1]$, we have

$$
\phi(t)=\phi((1-t) 0+t 1) \leq(1-t) \phi(0)+t \phi(1)
$$

so that, integrating for $t \in[0,1]$, we get

$$
\int_{0}^{1} \phi(t) d t \leq \frac{\phi(0)}{2}\left[(1-t)^{2}\right]_{1}^{0}+\frac{\phi(1)}{2}\left[t^{2}\right]_{0}^{1}=\frac{\phi(0)+\phi(1)}{2}
$$

Exercise 3.7.4 (Karamata's inequality). Let $\phi: I \longrightarrow \mathbb{R}$ be a convex function defined on an interval of the real line. Prove that for $\left(x_{j}\right)_{1 \leq j \leq n},\left(y_{j}\right)_{1 \leq j \leq n}$ decreasing finite sequences in I such that

$$
\text { for all } i \text { with } 1 \leq i<n, \quad \sum_{1 \leq j \leq i} y_{j} \leq \sum_{1 \leq j \leq i} x_{j}, \quad \sum_{1 \leq j \leq n} y_{j}=\sum_{1 \leq j \leq n} x_{j},
$$

we have $\sum_{1 \leq j \leq n} \phi\left(y_{j}\right) \leq \sum_{1 \leq j \leq n} \phi\left(x_{j}\right)$.

Answer. With $a_{1}<a_{2}<a_{3}<a_{4}$ and $[i j]=\frac{\phi\left(a_{j}\right)-\phi\left(a_{i}\right)}{a_{j}-a_{i}}$, we have from the convexity of $\phi$

$$
[12] \leq[13] \leq[14] \leq[24] \leq[34]
$$

This implies that for $x^{\prime \prime}<x^{\prime}, y^{\prime \prime}<y^{\prime}$, we have, assuming all four points distinct,

$$
\begin{equation*}
\frac{\phi\left(y^{\prime \prime}\right)-\phi\left(x^{\prime \prime}\right)}{y^{\prime \prime}-x^{\prime \prime}} \leq \frac{\phi\left(y^{\prime}\right)-\phi\left(x^{\prime}\right)}{y^{\prime}-x^{\prime}} \tag{3.7.3}
\end{equation*}
$$

since one of the following situations occurs:

- $x^{\prime \prime}<x^{\prime}<y^{\prime \prime}<y^{\prime}$ so that (3.7.3) means [13] $\leq[24]$,
- $x^{\prime \prime}<y^{\prime \prime}<x^{\prime}<y^{\prime}$ so that (3.7.3) means $[12] \leq[34]$,
- $x^{\prime \prime}<y^{\prime \prime}<y^{\prime}<x^{\prime}$ so that (3.7.3) means $[12] \leq[34]$,
- $y^{\prime \prime}<x^{\prime \prime}<y^{\prime}<x^{\prime}$ so that (3.7.3) means $[12] \leq[34]$,
- $y^{\prime \prime}<y^{\prime}<x^{\prime \prime}<x^{\prime}$ so that (3.7.3) means [13] $\leq[24]$.

Assuming all the points are distinct, this proves that

$$
\sigma_{i+1}=\frac{\phi\left(y_{i+1}\right)-\phi\left(x_{i+1}\right)}{y_{i+1}-x_{i+1}} \leq \sigma_{i}=\frac{\phi\left(y_{i}\right)-\phi\left(x_{i}\right)}{y_{i}-x_{i}}
$$

and thus, with $Y_{i}=\sum_{j \leq i} y_{j}, X_{i}=\sum_{j \leq i} x_{j}$

$$
\begin{aligned}
\sum_{1 \leq i \leq n}\left(\phi\left(x_{i}\right)-\phi\left(y_{i}\right)\right) & =\sum_{1 \leq i \leq n} \sigma_{i}\left(x_{i}-y_{i}\right)=\sum_{1 \leq i \leq n} \sigma_{i}\left(X_{i}-X_{i-1}-Y_{i}+Y_{i-1}\right) \\
& =\sum_{1 \leq i \leq n} \sigma_{i}\left(X_{i}-Y_{i}\right)-\sum_{0 \leq i \leq n-1} \sigma_{i+1}\left(X_{i}-Y_{i}\right) \\
& =\sum_{1 \leq i \leq n-1}\left(\sigma_{i}-\sigma_{i+1}\right)\left(X_{i}-Y_{i}\right)+\sigma_{n}\left(X_{n}-Y_{n}\right) \\
& =\sum_{1 \leq i \leq n-1}\left(\sigma_{i}-\sigma_{i+1}\right)\left(X_{i}-Y_{i}\right) \geq 0 .
\end{aligned}
$$

We can get rid of the assumption that all points are distinct since we have only used the expression $\sigma_{i}\left(x_{i}-y_{i}\right)=\phi\left(x_{i}\right)-\phi\left(y_{i}\right)$, which is 0 whenever $x_{i}=y_{i}$.

Exercise 3.7.5. Let $\varphi: I \rightarrow \mathbb{R}$ be a convex function defined on an interval $I$ of $\mathbb{R}$. Let $[a, b] \subset I$ and $a<x_{1}<x_{2}<b$. Show that

$$
\frac{\varphi\left(x_{1}\right)-\varphi(a)}{x_{1}-a}\left(x_{2}-a\right)+\varphi(a) \leq \varphi\left(x_{2}\right) \leq \varphi(b)-\left(b-x_{2}\right) \frac{\varphi(b)-\varphi\left(x_{1}\right)}{b-x_{1}}
$$

Prove that $\varphi$ is continuous on $\dot{I}$. Give an example of a convex function defined on $[0,1]$ and continuous only on $(0,1)$.

Answer. Continuity of $\varphi$ is proven in Proposition 3.1.2. On the other hand the function

$$
\varphi(x)= \begin{cases}1 & \text { if } x \in\{0,1\} \\ 0 & \text { if } x \in] 0,1[ \end{cases}
$$

is convex on $[0,1]$ : Property (3.1.1) is verified for $\theta \in] 0,1\left[\right.$ if $0 \leq x_{0}<x_{1} \leq 1$ since $\left.x_{\theta} \in\right] 0,1\left[\right.$; also (3.1.1) holds for $\theta \in\{0,1\}$ and for $x_{0}=x_{1}$.

Exercise 3.7.6. Let $u, v$ be positive log-convex functions defined on some interval $I$ of the real line. Prove that $u+v$ is log-convex.
Answer. We calculate for $\theta \in[0,1], x_{0}, x_{1} \in I$, setting $u=e^{\phi}, v=e^{\psi}$, with $\phi, \psi$ convex on $I$,

$$
\begin{aligned}
& \ln \left(u\left((1-\theta) x_{0}+\theta x_{1}\right)+v\left((1-\theta) x_{0}+\theta x_{1}\right)\right) \\
& \quad=\ln \left(e^{\phi\left((1-\theta) x_{0}+\theta x_{1}\right)}+e^{\psi\left((1-\theta) x_{0}+\theta x_{1}\right)}\right) \\
& \quad \leq \ln \left(e^{(1-\theta) \phi\left(x_{0}\right)+\theta \phi\left(x_{1}\right)}+e^{(1-\theta) \psi\left(x_{0}\right)+\theta \psi\left(x_{1}\right)}\right)
\end{aligned}
$$

With $a_{0}=u\left(x_{0}\right)^{1-\theta}, a_{1}=u\left(x_{1}\right)^{\theta}, b_{0}=v\left(x_{0}\right)^{1-\theta}, b_{1}=v\left(x_{1}\right)^{\theta}$ we have from Hölder's inequality,

$$
a_{0} a_{1}+b_{0} b_{1} \leq\left(a_{0}^{1 /(1-\theta)}+b_{0}^{1 /(1-\theta)}\right)^{1-\theta}\left(a_{1}^{1 / \theta}+b_{1}^{1 / \theta}\right)^{\theta}
$$

so that

$$
\begin{aligned}
& \ln \left(e^{(1-\theta) \phi\left(x_{0}\right)+\theta \phi\left(x_{1}\right)}+e^{(1-\theta) \psi\left(x_{0}\right)+\theta \psi\left(x_{1}\right)}\right) \\
& \quad \leq(1-\theta) \ln \left(a_{0}^{1 /(1-\theta)}+b_{0}^{1 /(1-\theta)}\right)+\theta \ln \left(a_{1}^{1 / \theta}+b_{1}^{1 / \theta}\right) \\
& \quad=(1-\theta) \ln \left(u\left(x_{0}\right)+v\left(x_{0}\right)\right)+\theta \ln \left(u\left(x_{1}\right)+v\left(x_{1}\right)\right) .
\end{aligned}
$$

We have thus proven

$$
\begin{aligned}
& \ln \left(u\left((1-\theta) x_{0}+\theta x_{1}\right)+v\left((1-\theta) x_{0}+\theta x_{1}\right)\right) \\
& \quad \leq(1-\theta) \ln \left(u\left(x_{0}\right)+v\left(x_{0}\right)\right)+\theta \ln \left(u\left(x_{1}\right)+v\left(x_{1}\right)\right)
\end{aligned}
$$

which is the log-convexity of $u+v$.
Exercise 3.7.7. Determine the set of real numbers $\alpha, \beta, \gamma$ such that
$u_{\alpha}(t)=\frac{t^{\alpha} e^{-t}}{\left(1+t^{1 / 2}\right)} \in L^{1}\left(\mathbb{R}_{+}\right), v_{\beta}(t)=\frac{\sin t}{t^{\beta} e^{t}} \in L^{1}\left(\mathbb{R}_{+}\right), w_{\gamma}(t)=\frac{\ln |t|}{|t|^{\gamma}} \in L^{1}([-1,1])$.
Answer. $\alpha>-1$ : if that condition is fulfilled, $u_{\alpha}$ belongs to $L^{1}\left(\mathbb{R}_{+}\right)$and conversely if $u_{\alpha} \in L^{1}\left(\mathbb{R}_{+}\right)$, then $u_{\alpha} \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}\right)$and thus $t^{\alpha} \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}\right)$, implying $\alpha>-1$.
$\beta<2$ : if that condition is fulfilled, $v_{\beta}$ belongs to $L^{1}\left(\mathbb{R}_{+}\right)$since $v_{\beta} \in$ $L^{1}([r,+\infty))$ for all $\beta \in \mathbb{R}$, all $r>0$ and $v_{\beta}(t) \sim t^{1-\beta}$ in a neighborhood of

0 . Conversely, if $v_{\beta} \in L^{1}\left(\mathbb{R}_{+}\right)$, then $v_{\beta} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}\right)$and thus $t^{1-\beta} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}\right)$, implying $1-\beta>-1$, i.e., $\beta<2$.
$\gamma<1$ : using the parity of $w_{\gamma}$ setting $t=1 / x$, we find that $w_{\gamma} \in L^{1}([-1,1])$ is equivalent to $x^{\gamma-2} \ln x \in L^{1}([1,+\infty))$ which is equivalent to $\gamma-2<-1$, i.e., $\gamma<1$.

## Exercise 3.7.8.

(1) Let $E$ be a normed vector space. Prove that $E$ is complete iff the normally convergent series are convergent ( a series $\sum u_{n}$ is normally convergent whenever $\left.\sum\left\|u_{n}\right\|<+\infty\right)$.
(2) Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\sum u_{n}$ be a normally convergent series in $L^{1}(\mu)$. Prove that $\sum u_{n}(x)$ converges $\mu$ a.e.
(3) Let $\left(f_{n}\right)_{n \geq 1}$ be a sequence in $L^{1}(\mu)$ such that $\sum_{n \geq 1}\left\|f_{n+1}-f_{n}\right\|_{L^{1}(\mu)}<+\infty$. Prove that the sequence $\left(f_{n}\right)$ converges in $L^{1}(\mu)$ and also $\mu$-a.e. Compare this with Exercise 2.8.22.

Answer. (1) Let us assume first that $E$ is complete; let $\sum u_{n}$ be a normally convergent series. We define $S_{n}=\sum_{0 \leq k \leq n} u_{k}$, and we have for $p \geq 0$,

$$
\left\|S_{n+p}-S_{n}\right\|=\left\|\sum_{n<k \leq n+p} u_{k}\right\| \leq \sum_{n<k \leq n+p}\left\|u_{k}\right\| \leq \sum_{n<k}\left\|u_{k}\right\|=\epsilon_{n}
$$

Since the numerical series $\sum\left\|u_{k}\right\|$ converges, we have $\lim _{n} \epsilon_{n}=0$ and $\left(S_{n}\right)$ is a Cauchy sequence, thus converges. Conversely, let $E$ be a normed vector space in which normally convergent series are convergent. Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a Cauchy sequence. For all $\epsilon>0$, there exists $N_{\epsilon}$ such that, for $n \geq N_{\epsilon}, m \geq N_{\epsilon}$,

$$
\left\|u_{n}-u_{m}\right\| \leq \epsilon
$$

Using that property, we may find $n_{1} \in \mathbb{N}$ such that, for all $p \geq 0$,

$$
\left\|u_{n_{1}+p}-u_{n_{1}}\right\| \leq 1 / 2
$$

Also, we may find $n_{2}>n_{1} \in \mathbb{N}$ such that for all $p \geq 0$,

$$
\left\|u_{n_{2}+p}-u_{n_{2}}\right\| \leq 1 / 2^{2}
$$

and more generally, we may construct a strictly increasing sequence of integers $n_{1}<n_{2}<\cdots<n_{j}$ such that for all $p \geq 0$,

$$
\left\|u_{n_{j}+p}-u_{n_{j}}\right\| \leq 2^{-j}
$$

The series $\sum_{j \geq 1}\left(u_{n_{j+1}}-u_{n_{j}}\right)$ is normally convergent, thus converges. Since

$$
\sum_{1 \leq j<l}\left(u_{n_{j+1}}-u_{n_{j}}\right)=u_{n_{l}}-u_{n_{1}}
$$

the sequence $\left(u_{n_{l}}\right)_{l \in \mathbb{N}}$ is convergent. As a subsequence of a Cauchy sequence, this implies that $\left(u_{n}\right)_{n \in \mathbb{N}}$ is indeed convergent: let $w$ be the limit of $\left(u_{n_{l}}\right)_{l \in \mathbb{N}}$. We have

$$
\left\|u_{n}-w\right\| \leq\left\|u_{n}-u_{n_{l}}\right\|+\left\|u_{n_{l}}-w\right\| .
$$

Let $\epsilon>0$ be given and $n \geq N_{\epsilon}$. Since $n_{l}$ goes to infinity with $l$, we get

$$
\left\|u_{n}-w\right\| \leq \limsup _{l \rightarrow+\infty}\left\|u_{n}-u_{n_{l}}\right\|+\limsup _{l \rightarrow+\infty}\left\|u_{n_{l}}-w\right\| \leq \epsilon+0=\epsilon
$$

entailing convergence for the sequence $\left(u_{n}\right)$.
(2) Since $L^{1}(\mu)$ is complete, the series $\sum u_{n}$ converges in $L^{1}(\mu)$. Moreover, since

$$
\sum_{n \in \mathbb{N}} \int_{X}\left|u_{n}\right| d \mu<+\infty
$$

Corollary 1.6.2 implies $\int_{X}\left(\sum_{n \in \mathbb{N}}\left|u_{n}\right|\right) d \mu=\sum_{n \in \mathbb{N}} \int_{X}\left|u_{n}\right| d \mu<+\infty$, proving that $\sum_{n \in \mathbb{N}}\left|u_{n}\right|$ belongs to $L^{1}(\mu)$. As a result, that function is $\mu$-a.e. finite, i.e., for $N \in \mathcal{M}$, with $\mu(N)=0$,

$$
\forall x \in N^{c}, \quad \sum_{n \in \mathbb{N}}\left|u_{n}(x)\right|<+\infty
$$

so that for all $x \in N^{c}$, the series $\sum_{n \in \mathbb{N}} u_{n}(x)$ converges.
N.B. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a convergent sequence in $L^{1}(\mu)$; we may find a subsequence converging $\mu$-a.e. (Lemma 3.2.9). Extracting a subsequence cannot be dispensed with, as shown by Exercise 2.8.23. Moreover if $\lim _{n} f_{n}=f$ in $L^{1}$ and $\left(f_{n}\right)$ converges $\mu$-a.e. towards $g$, then $g=f \mu$-a.e.: for $\epsilon>0, n \in \mathbb{N}$,

$$
\begin{aligned}
& \mu(\{x,|f(x)-g(x)| \geq \epsilon\}) \\
& \quad \leq \mu\left(\left\{x,\left|f(x)-f_{n}(x)\right| \geq \epsilon / 2\right\}\right)+\mu\left(\left\{x,\left|g(x)-f_{n}(x)\right| \geq \epsilon / 2\right\}\right)
\end{aligned}
$$

so that

$$
\mu(\{x,|f(x)-g(x)| \geq \epsilon\}) \leq 2 \epsilon^{-1} \int_{X}\left|f-f_{n}\right| d \mu+\mu\left(\left\{x,\left|g(x)-f_{n}(x)\right| \geq \epsilon / 2\right\}\right)
$$

proving

$$
\mu(\{x,|f(x)-g(x)| \geq \epsilon\}) \leq \underset{n}{\lim \sup } \mu\left(\left\{x,\left|g(x)-f_{n}(x)\right| \geq \epsilon / 2\right\}\right)=0, \quad \text { qed. }
$$

(3) The series $\sum_{k}\left(f_{k}-f_{k-1}\right)$ is normally convergent thus convergent in $L^{1}$ from (1). Since

$$
S_{n}=\sum_{1 \leq k \leq n}\left(f_{k}-f_{k-1}\right)=f_{n}-f_{0}
$$

the sequence $\left(f_{n}\right)$ converges in $L^{1}$. Moreover from(2), $\sum_{k}\left(f_{k}(x)-f_{k-1}(x)\right)$ converges $\mu$-a.e., so that $\left(f_{k}(x)\right)$ converges $\mu$-a.e.
$N . B$. Convergence $\mu$-a.e. does not imply convergence in $L^{1}$ as shown by Exercise 2.8.22. See however Exercises 2.8.15 and 2.8.14 for the weak notion of convergence in measure, weaker than $\mu$-a.e. convergence, which along with a domination assumption, implies convergence in $L^{1}$.

Exercise 3.7.9. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. $(X, \mathcal{M}, \mu)$ is said to be $\sigma$-finite whenever there exists a sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of elements of $\mathcal{M}$ such that for all $n, \mu\left(X_{n}\right)<+\infty$ and $X=\cup_{n \in \mathbb{N}} X_{n}$ (see Exercise 2.8.14). Show that $(X, \mathcal{M}, \mu)$ is $\sigma$-finite iff there exists $f \in \mathcal{L}^{1}(\mu)$ such that for all $x \in X, f(x)>0$.

Answer. We suppose first that $(X, \mathcal{M}, \mu)$ is $\sigma$-finite. We consider

$$
\begin{equation*}
f(x)=\sum_{n \in \mathbb{N}} \frac{\mathbf{1}_{X_{n}}(x)}{2^{n}\left(\mu\left(X_{n}\right)+1\right)} \tag{3.7.4}
\end{equation*}
$$

For all $x \in X$, we have $f(x)>0$ (since $x$ belongs to one $X_{n}$ ) and

$$
\int_{X}|f| d \mu \leq \sum_{n \in \mathbb{N}} \frac{\mu\left(X_{n}\right)}{2^{n}\left(\mu\left(X_{n}\right)+1\right)} \leq 2
$$

Conversely, if there exists $f \in \mathcal{L}^{1}(\mu)$ such that for all $x \in X, f(x)>0$, we define for $n \in \mathbb{N}$,

$$
X_{n}=\{x \in X, f(x)>1 /(n+1)\} .
$$

We have $X=\cup_{n \in \mathbb{N}} X_{n}$ since for $x \in X, f(x)>0$, so that $f(x)>1 /(n+1)$ for $n \geq E(1 / f(x))$. On the other hand since $f$ is positive and belongs to $\mathcal{L}^{1}(\mu)$,

$$
\mu\left(X_{n}\right) \leq \int_{X}(n+1) f d \mu=(n+1) \int_{X} f d \mu<+\infty
$$

Exercise 3.7.10. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f: X \rightarrow \mathbb{C}$ be a measurable function such that $\mu(\{x \in X, f(x) \neq 0\})>0$. For $p \in[1,+\infty)$, we define

$$
\varphi(p)=\int_{X}|f|^{p} d \mu \quad \text { and } \quad J=\{p \in[1,+\infty), \varphi(p)<+\infty\}
$$

(1) Let $p_{0} \leq p_{1} \in J$. With $\theta \in[0,1]$ and $p_{\theta}=(1-\theta) p_{0}+\theta p_{1}$, show that $p_{\theta} \in J$ (hint: use Hölder's inequality).
(2) Prove that $\varphi$ is positive on $J$ and $\ln \varphi$ is convex on $J$.
(3) We assume that there exists $r_{0} \in[1,+\infty)$ such that $f \in L^{r_{0}}(\mu) \cap L^{\infty}(\mu)$. Prove that $f \in L^{p}(\mu)$ for $p \in\left[r_{0},+\infty\right]$. Show that

$$
\lim _{p \rightarrow+\infty}\|f\|_{L^{p}(\mu)}=\|f\|_{L^{\infty}(\mu)}
$$

(4) We assume that there exists $r_{0} \in[1,+\infty)$ such that $f \in L^{p}(\mu)$ for $p \in$ $\left[r_{0},+\infty\right)$. Show that if $f \notin L^{\infty}(\mu)$ we have

$$
\lim _{p \rightarrow+\infty}\|f\|_{L^{p}(\mu)}=+\infty
$$

Answer. The assumption $\mu(\{|f|>0\})>0$ implies $\varphi(p)>0$ for all $p \geq 1(\varphi(p)=0$ would imply $f=0, \mu$-a.e.). For $\theta \in(0,1)$, using Hölder's inequality, we have

$$
\begin{aligned}
0<\varphi\left(p_{\theta}\right) & =\int_{X} \overbrace{|f|^{p_{0}(1-\theta)}}^{\in L_{|f|^{\frac{1}{1-\theta}}}^{\in L^{\frac{1}{\theta} \theta}}} d \mu \\
& \leq\left(\int_{X}|f|^{p_{0}} d \mu\right)^{1-\theta}\left(\int_{X}|f|^{p_{1}} d \mu\right)^{\theta}=\varphi\left(p_{0}\right)^{1-\theta} \varphi\left(p_{1}\right)^{\theta},
\end{aligned}
$$

proving (1), (2).
(3) We have $|f| \leq\|f\|_{L^{\infty}} \mu$-a.e., so that $\int_{X}|f|^{p} d \mu \leq \int_{X}|f|^{r_{0}} d \mu\|f\|_{L^{\infty}}^{p-r_{0}}<+\infty$ for $p \geq r_{0}$ and thus

$$
0<\varphi(p)^{\frac{1}{p}} \leq \varphi\left(r_{0}\right)^{\frac{1}{p}}\|f\|_{L^{\infty}}^{1-\frac{r_{0}}{p}} \underset{p \rightarrow+\infty}{\longrightarrow}\|f\|_{L^{\infty}}
$$

We have also $\|f\|_{L^{\infty}}>0$ (otherwise $f=0 \mu$-a.e.). Let $\epsilon$ such that $0<\epsilon<\|f\|_{L^{\infty}}$; we note that

$$
+\infty>\int_{X}|f|^{p} d \mu \geq \int_{|f| \geq\|f\|_{L^{\infty}-\epsilon}}|f|^{p} d \mu \geq\left(\|f\|_{L^{\infty}}-\epsilon\right)^{p} \mu\left(\left\{|f|>\|f\|_{L^{\infty}}-\epsilon\right\}\right)
$$

entailing

$$
\varphi(p)^{1 / p} \geq \overbrace{\mu\left(\left\{|f|>\|f\|_{L^{\infty}}-\epsilon\right\}\right.})^{1 / p}\left(\|f\|_{L^{\infty}}-\epsilon\right) \underset{p \rightarrow+\infty}{\longrightarrow}\|f\|_{L^{\infty}}-\epsilon .
$$

Finally, we obtain $\lim _{p \rightarrow+\infty}\|f\|_{L^{p}}=\|f\|_{L^{\infty}}$ since

$$
\forall \epsilon>0,\|f\|_{L^{\infty}}-\epsilon \leq \underset{p}{\liminf }\|f\|_{L^{p}} \leq \limsup _{p}\|f\|_{L^{p}} \leq\|f\|_{L^{\infty}}
$$

(4) Since $f \notin L^{\infty}$, for all $n \in \mathbb{N}, \mu(\{|f|>n\})>0$ and thus

$$
\varphi(p) \geq \int_{|f|>n}|f|^{p} d \mu \geq n^{p} \mu(\{|f|>n\}) \Longrightarrow\|f\|_{L^{p}} \geq \mu(\{|f|>n\})^{1 / p} n
$$

which implies $\forall n \in \mathbb{N}, \quad \liminf \inf _{p \rightarrow+\infty}\|f\|_{L^{p}} \geq n$, and thus $\lim _{p \rightarrow+\infty}\|f\|_{L^{p}}=+\infty$.
Exercise 3.7.11. Let $(X, \mathcal{M}, \mu)$ be a probability space. Let $f, g$ be measurable functions from $X$ into $] 0,+\infty)$ such that for all $x \in X, f(x) g(x) \geq 1$. Show that $\int_{X} f d \mu \int_{X} g d \mu \geq 1$.
Answer. We have $1=\mu(X) \leq \int_{X} f^{1 / 2} g^{1 / 2} d \mu \leq\left(\int_{X} f d \mu\right)^{1 / 2}\left(\int_{X} g d \mu\right)^{1 / 2}$.

Exercise 3.7.12. Let $(X, \mathcal{M}, \mu)$ be a probability space. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions from $X$ into $\mathbb{R}$. Let $f: X \rightarrow \mathbb{R}$ be a measurable function. The sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ is said to converge in measure ${ }^{4}$ towards $f$ if for all $\epsilon>0$,

$$
\lim _{n} \mu\left(\left\{\left|f_{n}-f\right|>\epsilon\right\}\right)=0
$$

(1) Show that, if $f_{n}$ converges towards $f \mu$-a.e., then $f_{n}$ converges towards $f$ in measure.
(2) Let $p \in[1,+\infty]$ and $f_{n}, f \in L^{p}(\mu)$ such that $f_{n}$ converges towards $f$ in $L^{p}(\mu)$. Show that $f_{n}$ converges towards $f$ in measure.

Answer. (1) If $\left(f_{n}\right)$ converges towards $f \mu$-a.e., there exists $N \in \mathcal{M}$ such that $\mu(N)=0$ and $\forall x \in N^{c}, \lim _{n \rightarrow+\infty}\left|f_{n}(x)-f(x)\right|=0$. As a result for $\epsilon>0$, Lebesgue's dominated convergence implies

$$
\lim _{n} \mu\left(\left\{\left|f_{n}-f\right|>\epsilon\right\}\right)=\lim _{n} \int_{X} \mathbf{1}_{\left\{\left|f_{n}-f\right|>\epsilon\right\}} d \mu=0
$$

since $\mathbf{1}_{\left\{\left|f_{n}-f\right|>\epsilon\right\}}(x)=0$ when $\left|f_{n}(x)-f(x)\right| \leq \epsilon$ and thus the sequence $\mathbf{1}_{\left\{\left|f_{n}-f\right|>\epsilon\right\}}$ converges towards $0 \mu$-a.e. and is bounded above by 1 , which is in $L^{1}$ since $\mu$ is a probability.
(2) If $p<+\infty$ and $\epsilon>0$, we have

$$
\begin{aligned}
\mu\left(\left\{\left|f_{n}-f\right|>\epsilon\right\}\right) & =\int_{X} \mathbf{1}_{\left\{\left|f_{n}-f\right|>\epsilon\right\}} d \mu \\
& \leq \epsilon^{-p} \int_{X}\left|f_{n}-f\right|^{p} d \mu=\epsilon^{-p}\left\|f_{n}-f\right\|_{L^{p}}^{p} \underset{n \rightarrow+\infty}{\longrightarrow} 0
\end{aligned}
$$

If $p=+\infty$, we note that for $\alpha>0$,

$$
\|g\|_{L^{\infty}(\mu)} \leq \alpha \Longrightarrow \mu(\{|g|>\alpha\})=0
$$

As a result if $\lim _{n}\left\|f_{n}-f\right\|_{L^{\infty}(\mu)}=0$ and $\epsilon>0$, we have

$$
\text { for } n \geq N_{\epsilon},\left\|f_{n}-f\right\|_{L^{\infty}(\mu)} \leq \epsilon
$$

and thus $\mu\left(\left\{\left|f_{n}-f\right|>\epsilon\right\}\right)=0$. The sequence $\left(\mu\left(\left\{\left|f_{n}-f\right|>\epsilon\right\}\right)\right)_{n \in \mathbb{N}}$ is stationary equal to 0 for $n \geq N_{\epsilon}$.
N.B. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $1 \leq$ $p<+\infty$, and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence converging towards $f$ in $L^{p}(\mu)$ : then it converges as well in measure, as proven by the previous inequalities and there is no need here to assume $\mu(X)<+\infty$.

[^32]Remark 3.7.13. On the contrary, the assumption $\mu(X)<+\infty$ cannot be dispensed with for (1) since for instance the sequence $f_{n}$ defined on $\mathbb{R}$ by $f_{n}(x)=\frac{x}{n} \mathbf{1}_{\left[0, n^{2}\right]}(x)$ goes to 0 pointwise although

$$
\mu\left(\left\{\left|f_{n}(x)\right|>\epsilon\right\}\right)=\mu\left(\left\{n^{2} \geq x>n \epsilon\right\}\right)=n^{2}-n \epsilon \underset{n \rightarrow+\infty}{\longrightarrow}+\infty
$$

We may note that this sequence belongs to $\cap_{p \geq 1} L^{p}(\mathbb{R})$, without converging in any $L^{p}$ since it would contradict (2).

Exercise 3.7.14. Let $(X, \mathcal{M}, \mu)$ be a probability space and let $f \in L^{\infty}(\mu)$ be different from the zero function. We set $\alpha_{n}=\|f\|_{L^{n}(\mu)}^{n}$. Prove that $\alpha_{n+1} / \alpha_{n}$ tends towards $\|f\|_{L^{\infty}(\mu)}$ (hint: use Exercise 3.7.10).
Answer. We note first that $0<\alpha_{n}<+\infty$ since on the one hand

$$
\alpha_{n} \leq\|f\|_{L^{\infty}(\mu)}^{n} \mu(X)=\|f\|_{L^{\infty}(\mu)}^{n}<+\infty
$$

and on the other hand $\alpha_{n}=0$ would imply $f=0 \mu$-a.e. and thus $f=0$ in $L^{\infty}(\mu)$. For $n \in \mathbb{N}$, we have

$$
\alpha_{n+1}=\int_{X}|f|^{n+1} d \mu \leq\|f\|_{L^{\infty}(\mu)} \int_{X}|f|^{n} d \mu=\|f\|_{L^{\infty}(\mu)} \alpha_{n}
$$

and thus using Jensen's inequality (Theorem 3.1.3), we get

$$
\alpha_{n}^{1+\frac{1}{n}}=\left(\int_{X}|f|^{n} d \mu\right)^{\frac{n+1}{n}} \leq \int_{X}\left(|f|^{n}\right)^{\frac{n+1}{n}} d \mu=\alpha_{n+1} \leq\|f\|_{L^{\infty}(\mu)} \alpha_{n}
$$

so that

$$
\|f\|_{L^{n}(\mu)}=\alpha_{n}^{\frac{1}{n}} \leq \frac{\alpha_{n+1}}{\alpha_{n}} \leq\|f\|_{L^{\infty}(\mu)}
$$

Using Exercise 3.7.10 (3), we get $\lim _{n \rightarrow+\infty}\|f\|_{L^{n}(\mu)}=\|f\|_{L^{\infty}(\mu)}$, and the previous inequalities imply the result.
$N . B$. The same statement is true for a measure space $(X, \mathcal{M}, \mu)$ where $\mu$ is a positive measure and $f$ such that

$$
0 \neq f \in \cap_{p \geq 1} L^{p}(\mu)
$$

In fact, we have as above $\alpha_{n+1} \leq \alpha_{n}\|f\|_{L^{\infty}(\mu)}$ and

$$
\alpha_{n}=\int_{X}|f|^{n} d \mu=\|f\|_{L^{1}(\mu)} \int_{X}|f|^{n-1} \frac{|f| d \mu}{\|f\|_{L^{1}(\mu)}}
$$

Using Jensen's inequality, we obtain with the probability measure $d \nu=\frac{|f| d \mu}{\|f\|_{L^{1}(\mu)}}$,

$$
\begin{aligned}
\alpha_{n}^{1+\frac{1}{n-1}} & =\|f\|_{L^{1}(\mu)}^{1+\frac{1}{n-1}}\left(\int_{X}|f|^{n-1} d \nu\right)^{\frac{n}{n-1}} \leq\|f\|_{L^{1}(\mu)}^{\frac{n}{n-1}} \int_{X}|f|^{n} d \nu \\
& =\|f\|_{L^{1}(\mu)}^{\frac{n}{n-1}-1} \int_{X}|f|^{n+1} d \mu=\alpha_{n+1}\|f\|_{L^{1}(\mu)}^{\frac{1}{n-1}}
\end{aligned}
$$

so that

$$
\left(\alpha_{n}^{\frac{1}{n}}\right)^{\frac{n}{n-1}}\|f\|_{L^{1}(\mu)}^{-\frac{1}{n-1}}=\alpha_{n}^{\frac{1}{n-1}}\|f\|_{L^{1}(\mu)}^{-\frac{1}{n-1}} \leq \frac{\alpha_{n+1}}{\alpha_{n}} \leq\|f\|_{L^{\infty}(\mu)} .
$$

Using Exercise 3.7.10 (3), we get $\lim _{n \rightarrow+\infty}\|f\|_{L^{n}(\mu)}=\|f\|_{L^{\infty}(\mu)}$, and the previous inequalities imply the result.

Exercise 3.7.15. Let $p \in\left[1,+\infty\left[\right.\right.$ and $h \in \mathbb{R}^{d}$. For $u \in L^{p}\left(\mathbb{R}^{d}\right)$, we define $\left(\tau_{h} u\right)(x)=u(x-h)$. Show that $\left\|\tau_{h} u\right\|_{L^{p}}=\|u\|_{L^{p}}$ and

$$
\lim _{h \rightarrow 0}\left\|\tau_{h} u-u\right\|_{L^{p}}=0
$$

Answer. The equality of $L^{p}$ norms is due to the translation invariance of Lebesgue's measure. Let $\varphi \in C_{c}^{0}\left(\mathbb{R}^{d}\right)$. Considering the compact set $K=\{x+t\}_{x \in \operatorname{supp} \varphi,|t| \leq 1}$, and $|h| \leq 1$, we have

$$
\left\|\tau_{h} \varphi-\varphi\right\|_{L^{p}}^{p}=\int_{\mathbb{R}^{d}}|\varphi(x-h)-\varphi(x)|^{p} d x \leq \lambda_{d}(K) \sup _{x \in K}|\varphi(x-h)-\varphi(x)|^{p} \underset{h \rightarrow 0}{\longrightarrow} 0
$$

from the uniform continuity of $\varphi$. This gives
$\left\|\tau_{h} u-u\right\|_{L^{p}} \leq\left\|\tau_{h} u-\tau_{h} \varphi\right\|_{L^{p}}+\left\|\tau_{h} \varphi-\varphi\right\|_{L^{p}}+\|\varphi-u\|_{L^{p}}=\left\|\tau_{h} \varphi-\varphi\right\|_{L^{p}}+2\|\varphi-u\|_{L^{p}}$, so that for all functions $\varphi \in C_{c}^{0}\left(\mathbb{R}^{d}\right)$,

$$
\limsup _{h \rightarrow 0}\left\|\tau_{h} u-u\right\|_{L^{p}} \leq 2\|\varphi-u\|_{L^{p}}
$$

We get $\lim \sup _{h \rightarrow 0}\left\|\tau_{h} u-u\right\|_{L^{p}} \leq 2 \inf _{\varphi \in C_{c}^{0}\left(\mathbb{R}^{d}\right)}\|\varphi-u\|_{L^{p}}=0$, since $C_{c}^{0}\left(\mathbb{R}^{d}\right)$ is dense in $L^{p}\left(\mathbb{R}^{d}\right)$ for all $p \in[1,+\infty[$.

Exercise 3.7.16. Find the values of $p \in[1,+\infty]$ for which the following functions are in $L^{p}\left(\mathbb{R}_{+}\right): f_{1}(t)=1 /(1+t), f_{2}(t)=1 /(\sqrt{t}(1+t)), f_{3}(t)=1 /\left(\sqrt{t}(\ln t)^{2}+1\right)$, $f_{4}(t)=t^{-1 / 2} \sin \left(t^{-1}\right)$.
Answer. We have the following equivalences, justified below:

$$
\begin{array}{ll}
\int_{0}^{+\infty}\left|f_{1}(t)\right|^{p} d t=\int_{0}^{+\infty} \frac{d t}{(1+t)^{p}}<+\infty & \Longleftrightarrow \\
\int_{0}^{+\infty}\left|f_{2}(t)\right|^{p} d t=\int_{0}^{+\infty} \frac{d t}{t^{p / 2}(1+t)^{p}}<+\infty & \Longleftrightarrow \\
\int_{0}^{+\infty}\left|f_{3}(t)\right|^{p} d t=\int_{0}^{+\infty} \frac{d t}{\left(1+\sqrt{t}(\ln t)^{2}\right)^{p}}<+\infty & \Longleftrightarrow \\
\int_{0}^{+\infty}\left|f_{4}(t)\right|^{p} d t=\int_{0}^{+\infty} \frac{\left|\sin \left(t^{-1}\right)\right|^{p}}{t^{p / 2}}<+\infty & \\
\int_{0}^{+\infty} & \Longleftrightarrow \\
\frac{2}{3}<p<2
\end{array}
$$

We note that for $f_{3}$, the square of the $L^{2}$ norm is bounded above by

$$
e+\int_{e}^{+\infty} \frac{d t}{t(\ln t)^{4}}=e+\int_{1}^{+\infty} s^{-4} d s<+\infty
$$

Since $t^{p / 2}(\ln t)^{2 p} \geq 1$ for $t \geq e$, the $p$ th power of the $L^{p}$ norm of $f_{3}$ for $1 \leq p<2$ is bounded below by

$$
2^{-p} \int_{e}^{+\infty} \frac{d t}{t^{p / 2}(\ln t)^{2 p}}=2^{-p} \int_{1}^{+\infty} e^{s \overbrace{\left(1-\frac{p}{2}\right)}^{>0}} s^{-2 p} d s=+\infty .
$$

Moreover we have

$$
\int_{0}^{+\infty} \frac{\left|\sin \left(t^{-1}\right)\right|^{p}}{t^{p / 2}} d t=\int_{0}^{+\infty} \frac{|\sin s|^{p}}{s^{2-\frac{p}{2}}} d s<+\infty
$$

if $2-\frac{p}{2}>1, \frac{3 p}{2}-2>-1$, i.e., if $\frac{2}{3}<p<2$. Moreover if $p=2$, the same computation gives for $\epsilon>0$,

$$
\int_{\epsilon}^{\epsilon^{-1}} \frac{\left|\sin \left(t^{-1}\right)\right|^{p}}{t^{p / 2}} d t=\int_{\epsilon}^{\epsilon^{-1}} \frac{\sin ^{2} s}{s} d s \geq \int_{1}^{\epsilon^{-1}} \frac{\sin ^{2} s}{s} d s \underset{\epsilon \rightarrow 0_{+}}{\longrightarrow}+\infty
$$

by an argument similar to Exercise 2.8.20 (4): we note that $\frac{\sin ^{2} s}{s}=\frac{1-\cos (2 s)}{2 s}$ and the integral $\int_{1}^{+\infty} \frac{\cos (2 s)}{s} d s$ converges. On the other hand, if $p>2, p=2+2 \theta$, $\theta>0$,

$$
\begin{aligned}
\int_{\epsilon}^{\epsilon^{-1}} \frac{\left|\sin \left(t^{-1}\right)\right|^{p}}{t^{p / 2}} d t & \geq \int_{1}^{\epsilon^{-1}} \frac{(\sin s)^{2+2 \theta}}{s^{1-\theta}} d s \\
& \geq 2^{-2-2 \theta} \int_{\left\{1 \leq s \leq \epsilon^{-1},|\sin s| \geq 1 / 2\right\}} s^{\theta-1} d s \quad \underset{\epsilon \rightarrow 0_{+}}{\longrightarrow}+\infty
\end{aligned}
$$

since $\sin s \geq 1 / 2$ on $\cup_{k \in \mathbb{Z}}\left[\frac{\pi}{6}+2 k \pi, \frac{5 \pi}{6}+2 k \pi\right]$ and consequently

$$
\begin{aligned}
\int_{\left\{1 \leq s \leq \epsilon^{-1},|\sin s| \geq 1 / 2\right\}} s^{\theta-1} d s & \geq \frac{1}{\theta} \sum_{\substack{k \geq 1 \\
\frac{5 \pi}{6}+2 k \pi \leq \epsilon^{-1}}}\left[\left(\frac{5 \pi}{6}+2 k \pi\right)^{\theta}-\left(\frac{\pi}{6}+2 k \pi\right)^{\theta}\right] \\
& \geq \sum_{\substack{k \geq 1 \\
\frac{5 \pi}{6}+2 k \pi \leq \epsilon^{-1}}} \frac{2 \pi}{3}\left(\frac{5 \pi}{6}+2 k \pi\right)^{\theta-1} \underset{\epsilon \rightarrow 0_{+}}{\longrightarrow}+\infty
\end{aligned}
$$

For $p \leq 2 / 3$, the integrand is equivalent near $0_{+}$to $s^{\frac{3 p}{2}-2}$ and $\frac{3 p}{2}-2 \leq-1$, so that the integral diverges.

Exercise 3.7.17. Let $n \geq 1$ be an integer and $f_{n}$ defined on $\mathbb{R}$ by

$$
f_{n}(x)=\frac{n^{\alpha}}{(|x|+n)^{\beta}}, \quad \text { with } \beta>1
$$

(1) For $1 \leq p \leq+\infty$, show that $f_{n} \in L^{p}(\mathbb{R})$ and calculate $\left\|f_{n}\right\|_{p}$.
(2) Prove that $g_{n}$ defined by $g_{n}(x)=n^{\gamma} e^{-n|x|}$ belongs to $L^{p}(\mathbb{R})$ for all $p \geq 1$.
(3) Deduce from the previous questions that for $1 \leq p<q \leq+\infty$ the topologies on $L^{p} \cap L^{q}$ induced by $L^{p}$ and $L^{q}$ cannot be compared.
Answer. (1) For $p \geq 1, \beta>1$,

$$
\begin{aligned}
\left\|f_{n}\right\|_{p}^{p}=2 \int_{0}^{+\infty} \frac{n^{\alpha p}}{(x+n)^{\beta p}} d x & =2 \int_{0}^{+\infty} \frac{n^{(\alpha-\beta) p+1}}{(y+1)^{\beta p}} d y \\
& =2 n^{(\alpha-\beta) p+1}\left[\frac{(y+1)^{-\beta p+1}}{-\beta p+1}\right]_{0}^{+\infty}=\frac{2 n^{(\alpha-\beta) p+1}}{\beta p-1}
\end{aligned}
$$

so that $\left\|f_{n}\right\|_{p}=2^{\frac{1}{p}}(\beta p-1)^{-\frac{1}{p}} n^{\alpha-\beta+\frac{1}{p}}$. Moreover we have $\left\|f_{n}\right\|_{\infty}=n^{\alpha-\beta}$.
(2) We have $\left\|g_{n}\right\|_{\infty}=n^{\gamma}$ and for $p \geq 1$,

$$
\left\|g_{n}\right\|_{p}^{p}=n^{\gamma p} 2 \int_{0}^{+\infty} e^{-n p x} d x=\frac{n^{\gamma p} 2}{n p}, \quad \text { i.e., }\left\|g_{n}\right\|_{p}=n^{\gamma-\frac{1}{p}} 2^{\frac{1}{p}} p^{-\frac{1}{p}}
$$

(3) We calculate for $1 \leq p<q \leq+\infty$,

$$
\frac{\left\|f_{n}\right\|_{p}}{\left\|f_{n}\right\|_{q}}=n^{\frac{1}{p}-\frac{1}{q}} \overbrace{C_{1}(p, q, \beta)}^{\begin{array}{c}
\text { depends only } \\
\text { on } p, q, \beta
\end{array}} \overbrace{n \rightarrow+\infty}^{\longrightarrow}+\infty, \quad \frac{\left\|g_{n}\right\|_{p}}{\left\|g_{n}\right\|_{q}}=n^{\frac{1}{q}-\frac{1}{p}} \overbrace{C_{2}(p, q)}^{\begin{array}{c}
\text { depends only } \\
\text { on } p, q
\end{array}} \quad \underset{n \rightarrow+\infty}{\longrightarrow} 0
$$

If the topologies on $L^{p} \cap L^{q}$ induced respectively by $L^{p}$ and $L^{q}$ were comparable, we would have for instance for a sequence $\left(\varphi_{n}\right)$ of $L^{p} \cap L^{q}$,

$$
\lim _{L^{p}} \varphi_{n}=0 \Longrightarrow \lim _{L^{q}} \varphi_{n}=0
$$

This is contradicted by the choice $\varphi_{n}=n^{-\gamma+\frac{1}{q}} g_{n}$ since

$$
\lim _{n}\left\|\varphi_{n}\right\|_{p}=\lim _{n} n^{\frac{1}{q}-\frac{1}{p}} 2^{1 / p} p^{-1 / p}=0
$$

whereas $\left\|\varphi_{n}\right\|_{q}=2^{1 / q} q^{-1 / q}>0$ which is independent of $n$ (true also for $q=+\infty$ ). It is not possible either to have for a sequence $\left(\varphi_{n}\right)$ in $L^{p} \cap L^{q}$,

$$
\lim _{L^{q}} \varphi_{n}=0 \Longrightarrow \lim _{L^{p}} \varphi_{n}=0 .
$$

Choosing $\varphi_{n}=n^{-\alpha+\beta-\frac{1}{p}} f_{n}$ gives

$$
\lim _{n}\left\|\varphi_{n}\right\|_{q}=\lim _{n} n^{-\alpha+\beta-\frac{1}{p}+\alpha-\beta+\frac{1}{q}} 2^{1 / q}(\beta q-1)^{-1 / q}=0
$$

whereas $\left\|\varphi_{n}\right\|_{p}=n^{-\alpha+\beta-\frac{1}{p}+\alpha-\beta+\frac{1}{p}} 2^{1 / p}(\beta p-1)^{-1 / p}=2^{1 / p}(\beta p-1)^{-1 / p}>0$, is independent of $n$.

Exercise 3.7.18. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $\left.p, p^{\prime} \in\right] 1,+\infty\left[\right.$ such that $1 / p+1 / p^{\prime}=1$. A sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ in $L^{p}(\mu)$ will be said to converge weakly towards $f \in L^{p}(\mu)$ if for all $g \in L^{p^{\prime}}(\mu)$,

$$
\lim _{n} \int_{X} f_{n} g d \mu=\int_{X} f g d \mu
$$

(1) Show that convergence in $L^{p}$ implies weak convergence.
(2) Show that the converse is not true.

Answer. (1) Let $\left(f_{n}\right)$ be a sequence in $L^{p}$ converging towards $f$ in $L^{p}$. Then for all $g \in L^{p^{\prime}}$, using Hölder's inequality

$$
\left|\int_{X}\left(f_{n}-f\right) g d \mu\right| \leq\left\|f_{n}-f\right\|_{L^{p}}\|g\|_{L^{p^{\prime}}} \underset{n \rightarrow+\infty}{\longrightarrow} 0
$$

(2) The converse is untrue since $f_{n}(x)=\mathbf{1}_{[0,1]}(x) e^{i n x}$ has norm 1 in $L^{p}(\mathbb{R})$ and converges weakly in $L^{p}$ since for $g \in L^{p^{\prime}}(\mathbb{R})$, and $\varphi \in C_{c}^{\infty}(\mathbb{R})$, $\operatorname{supp} \varphi \subset[0,1]$

$$
\int_{0}^{1} g(x) e^{i n x} d x=\int_{0}^{1}(g(x)-\varphi(x)) e^{i n x} d x+\int_{\mathbb{R}} \varphi(x) e^{i n x} d x
$$

Since we have $\int \varphi(x) e^{i n x} d x=(i n)^{-1} \int \varphi(x) \frac{d}{d x}\left(e^{i n x}\right) d x=(-i n)^{-1} \int \varphi^{\prime}(x) e^{i n x} d x$, we get

$$
\begin{aligned}
\limsup _{n \rightarrow+\infty}\left|\int_{0}^{1} g(x) e^{i n x} d x\right| & \leq \int_{0}^{1}|g(x)-\varphi(x)| d x \\
& \leq\left(\int_{0}^{1}|g(x)-\varphi(x)|^{p^{\prime}} d x\right)^{1 / p^{\prime}}=\left\|g \mathbf{1}_{[0,1]}-\varphi\right\|_{L^{p^{\prime}}}
\end{aligned}
$$

for all $\varphi \in C_{c}^{\infty}(\mathbb{R}), \operatorname{supp} \varphi \subset[0,1]$. Since these functions are dense in $L^{p^{\prime}}([0,1])$ according to Theorem 3.4.3 (here $p>1$ and thus $p^{\prime}<+\infty$ ), we get

$$
\inf _{\varphi \in C_{c}^{\infty}(\mathbb{R}), \operatorname{supp} \varphi \subset[0,1]}\left\|g \mathbf{1}_{[0,1]}-\varphi\right\|_{L^{p^{\prime}}}=0
$$

and $\lim _{n} \int_{0}^{1} g(x) e^{i n x} d x=0$.
N.B. 1. We note that $\left(e^{i n x}\right)$ goes to 0 in $L^{\infty}$-weak*, which means that for all functions $g$ in $L^{1}(\mathbb{R}), \lim _{n} \int_{\mathbb{R}} g(x) e^{i n x} d x=0$ : this is the Riemann-Lebesgue lemma (Lemma 3.4.5).
$N . B .2$. Let us give another counterexample. Let $f \in C_{c}(\mathbb{R})$ with norm 1 in $L^{p}(\mathbb{R})$; we consider the sequence $\left(f_{n}\right)$ with norm 1 in $L^{p}(\mathbb{R})$ defined by $f_{n}(x)=n^{1 / p} f(n x)$. That sequence goes to 0 weakly in $L^{p}(\mathbb{R})$, since for $g \in L^{p^{\prime}}(\mathbb{R})$, we have for $\varphi \in C_{c}(\mathbb{R})$,

$$
\int_{\mathbb{R}} f_{n}(x) g(x) d x=\int_{\mathbb{R}} f_{n}(x)(g(x)-\varphi(x)) d x+\int_{\mathbb{R}} f(y) \varphi(y / n) d y n^{\frac{1}{p}-1}
$$

which implies, since $\left|f(y) \varphi(y / n) d y n^{\frac{1}{p}-1}\right| \leq|f(y)|(\sup |\varphi|) n^{-1 / p^{\prime}}$,

$$
\limsup _{n}\left|\int_{\mathbb{R}} f_{n}(x) g(x) d x\right| \leq\|g-\varphi\|_{L^{p^{\prime}}} \Longrightarrow \lim _{n} \int_{\mathbb{R}} f_{n}(x) g(x) d x=0
$$

Note that if $f \in L^{p}(\mathbb{R})$ has norm 1 , the result remains the same since for $\psi \in$ $C_{c}(\mathbb{R})$,

$$
f_{n}(x)=n^{1 / p} f(n x)=n^{1 / p} \psi(n x)+n^{1 / p} f(n x)-n^{1 / p} \psi(n x) .
$$

For $g \in L^{p^{\prime}}(\mathbb{R})$, we have thus

$$
\begin{aligned}
& \underset{n}{\limsup }\left|\int_{\mathbb{R}} f_{n}(x) g(x) d x\right| \\
& \quad \leq \limsup _{n}\left|\int_{\mathbb{R}} \psi_{n}(x) g(x) d x\right|+\underset{n}{\limsup } \int_{\mathbb{R}} n^{-1 / p^{\prime}}|f(y)-\psi(y) \| g(y / n)| d y \\
& \quad \leq\|g\|_{L^{p^{\prime}}}\|f-\psi\|_{L^{p}}
\end{aligned}
$$

which implies $\lim _{n} \int_{\mathbb{R}} f_{n}(x) g(x) d x=0$. If $p=1$ and $f$ is a function in $L^{1}$ with integral 1, the sequence $f_{n}(x)=n f(n x)$ does not go to 0 weakly: in particular if $g \in C(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$, we have

$$
\lim _{n} \int_{\mathbb{R}} f_{n}(x) g(x) d x=g(0)
$$

In fact the function $f_{n}$ is also in $L^{1}$ with integral 1 and

$$
\int_{\mathbb{R}} f_{n}(x) g(x) d x-g(0)=\int_{\mathbb{R}} f_{n}(x)(g(x)-g(0)) d x=\int_{\mathbb{R}} f(y)(g(y / n)-g(0)) d y
$$

Since $|f(y)(g(y / n)-g(0))| \leq|f(y)| 2 \sup |g|$, and by continuity of $g$ at 0 ,

$$
\lim _{n} f(y)(g(y / n)-g(0))=0
$$

Lebesgue's dominated convergence gives the result $(\ddagger)$.
$N . B$. 3. Another counterexample is given by $f_{n}(x)=f(x-n)$ where $f \in L^{p}(\mathbb{R})$ has norm 1 in $L^{p}$ Each $f_{n}$ has norm 1 in $L^{p}$ and nevertheless for $g \in L^{p^{\prime}}, \varphi \in C_{c}(\mathbb{R})$, we have for a fixed $A>0$,

$$
\begin{aligned}
\int_{\mathbb{R}} f_{n}(x) g(x) d x= & \int_{\mathbb{R}} f(y)(g(y+n)-\varphi(y+n)) d y \\
& +\int_{\{|y| \leq A\}} f(y) \varphi(y+n) d y+\int_{\{|y|>A\}} f(y) \varphi(y+n) d y
\end{aligned}
$$

which implies

$$
\begin{aligned}
\limsup _{n}\left|\int_{\mathbb{R}} f_{n}(x) g(x) d x\right| & \leq\|g-\varphi\|_{L^{p^{\prime}}}+\limsup _{n} \int_{\{|y|>A\}}|f(y) \| \varphi(y+n)| d y \\
& \leq\|g-\varphi\|_{L^{p^{\prime}}}+\left(\int_{\{|y|>A\}}|f(y)|^{p} d y\right)^{1 / p}\|\varphi\|_{L^{p^{\prime}}}
\end{aligned}
$$

Taking the infimum with respect to $A$ in the rhs, we get

$$
\limsup _{n}\left|\int_{\mathbb{R}} f_{n}(x) g(x) d x\right| \leq\|g-\varphi\|_{L^{p^{\prime}}}, \quad \text { for all } \varphi \in C_{c}(\mathbb{R})
$$

so that $\lim _{n} \int_{\mathbb{R}} f_{n}(x) g(x) d x=0$.

Exercise 3.7.19. Let $\mu$ be a positive measure defined on the Borel $\sigma$-algebra of $\mathbb{R}$ such that $\mu(\mathbb{R})<+\infty$. We define $f(x)=\int_{\mathbb{R}} e^{i t x} d \mu(t)$. Show that $f$ is continuous on $\mathbb{R}$. Show that if

$$
\frac{1}{h^{2}}(2 f(0)-f(h)-f(-h))
$$

has a limit when $h$ goes to 0 , then $\int_{\mathbb{R}} t^{2} d \mu(t)<+\infty$ and $f$ is of class $C^{2}$.
Answer. Let $\left(x_{k}\right)$ be a convergent sequence of real numbers with limit $x$. Using $\mu(\mathbb{R})<+\infty$, we have

$$
\left|e^{i t x_{k}}-e^{i t x}\right| \leq 2 \in L^{1}(\mu), \quad \text { and } \lim _{k} e^{i t x_{k}}=e^{i t x}
$$

and Lebesgue's dominated convergence theorem gives $\lim _{k} f\left(x_{k}\right)=f(x)$. We note that

$$
\frac{1}{h^{2}}(2 f(0)-f(h)-f(-h))=h^{-2} \int_{\mathbb{R}}(2-2 \cos t h) d \mu(t) \underset{h \rightarrow 0}{\longrightarrow} L
$$

From Fatou's lemma, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}} \liminf _{h \rightarrow 0}\left(h^{-2}|2-2 \cos t h|\right) d \mu(t) \\
& \quad \leq \liminf _{h \rightarrow 0} \int_{\mathbb{R}}(h^{-2}|\underbrace{2-2 \cos t h}_{\geq 0}|) d \mu(t)=\liminf _{h \rightarrow 0} h^{-2} \int_{\mathbb{R}}(2-2 \cos t h) d \mu(t)=L
\end{aligned}
$$

Since

$$
\lim _{h \rightarrow 0} h^{-2}(2-2 \cos t h)=\lim _{h \rightarrow 0} h^{-2}\left(2-2\left[1-2 \sin ^{2}(t h / 2)\right]\right)=\lim _{h \rightarrow 0} \frac{4 \sin ^{2}(t h / 2)}{h^{2}}=t^{2}
$$

we get

$$
\int_{\mathbb{R}} t^{2} d \mu(t) \leq L<+\infty
$$

We note incidentally that

$$
\int_{\mathbb{R}}|t| d \mu(t) \leq\left(\int_{\mathbb{R}} t^{2} d \mu(t)\right)^{1 / 2} \mu(\mathbb{R})^{1 / 2} \leq(L \mu(\mathbb{R}))^{1 / 2}<+\infty
$$

Using Theorem 3.3.4, we find that $f$ is twice differentiable and

$$
f^{\prime \prime}(x)=-\int_{\mathbb{R}} e^{i t x} t^{2} d \mu(t)
$$

That formula and Condition $(\Upsilon)$ ensure continuity for $f^{\prime \prime}$, using Theorem 3.3.1.
Exercise 3.7.20. Show that $\ell^{\infty}(\mathbb{N})$ and $L^{\infty}(\mathbb{R})$ are not separable. (Hint: reductio ad absurdum.)

Answer. Assume that $\ell^{\infty}(\mathbb{N})$ contains a countable dense subset $\left\{x_{n}\right\}_{n \in \mathbb{N}}$. Each element $x_{n}$ is a bounded sequence $\left(x_{n, k}\right)_{k \in \mathbb{N}}$, i.e., such that

$$
\sup _{k \geq 0}\left|x_{n, k}\right|=\left\|x_{n}\right\|_{l \infty(\mathbb{N})}<+\infty
$$

The triangle inequality implies
$2 \leq\left|1+x_{0,0}\right|+\left|1-x_{0,0}\right| \leq 2 \max \left(\left|1+x_{0,0}\right|,\left|1-x_{0,0}\right|\right)=2 \max \left(\left|-1-x_{0,0}\right|,\left|1-x_{0,0}\right|\right)$
and thus $\max \left(\left|-1-x_{0,0}\right|,\left|1-x_{0,0}\right|\right) \geq 1$. We may thus find $y_{0} \in\{-1,1\}$ such that $\left|y_{0}-x_{0,0}\right| \geq 1$. Let us assume that we have found $y_{0}, \ldots, y_{k} \in\{-1,1\}$ such that

$$
\forall l \in\{0, \ldots, k\}, \quad\left|y_{l}-x_{l, l}\right| \geq 1
$$

As above, we may find $y_{k+1} \in\{-1,1\}$ such that

$$
\left|y_{k+1}-x_{k+1, k+1}\right| \geq 1
$$

We have thus constructed a sequence $y=\left(y_{k}\right)_{k \in \mathbb{N}}$ such that $\forall k \in \mathbb{N},\left|y_{k}\right|=1$ (and thus this sequence belongs to $\ell^{\infty}(\mathbb{N})$ ) such that

$$
\left\|y-x_{n}\right\|_{l_{\infty}(\mathbb{N})}=\sup _{k \in \mathbb{N}}\left|y_{k}-x_{n, k}\right| \geq\left|y_{n}-x_{n, n}\right| \geq 1 .
$$

This contradicts the density of $\left\{x_{n}\right\}_{n \in \mathbb{N}}$.
Let $\left\{\varphi_{n}\right\}_{n \in \mathbb{Z}}$ be a countable subset of $L^{\infty}(\mathbb{R})$. We have

$$
\mathbb{R}=\cup_{m \in \mathbb{Z}} I_{m}, \quad I_{m}=[m, m+1[.
$$

The triangle inequality implies
$2 \leq\left\|1+\varphi_{n}\right\|_{L^{\infty}\left(I_{n}\right)}+\left\|1-\varphi_{n}\right\|_{L^{\infty}\left(I_{n}\right)} \leq 2 \max \left(\left\|-1-\varphi_{n}\right\|_{L^{\infty}\left(I_{n}\right)},\left\|1-\varphi_{n}\right\|_{L^{\infty}\left(I_{n}\right)}\right)$.
For all $n \in \mathbb{Z}$, we may thus find $\theta_{n} \in\{-1,1\}$, such that

$$
\left\|\theta_{n}-\varphi_{n}\right\|_{L^{\infty}\left(I_{n}\right)} \geq 1
$$

The function

$$
\psi(x)=\sum_{n \in \mathbb{Z}} \theta_{n} \mathbf{1}_{I_{n}}(x)=\sum_{n \in \mathbb{N}, \theta_{n}=1} \mathbf{1}_{I_{n}}(x)-\sum_{n \in \mathbb{N}, \theta_{n}=-1} \mathbf{1}_{I_{n}}(x)
$$

belongs to $L^{\infty}(\mathbb{R})$ and has norm $1(\psi$ is measurable since it takes two values $-1,1$ and $\psi^{-1}(\{1\})$ and $\psi^{-1}(\{-1\})$ are countable unions of intervals). Moreover for $n \in \mathbb{Z}$,

$$
\left\|\psi-\varphi_{n}\right\|_{L^{\infty}(\mathbb{R})} \geq\left\|\psi-\varphi_{n}\right\|_{L^{\infty}\left(I_{n}\right)}=\left\|\theta_{n}-\varphi_{n}\right\|_{L^{\infty}\left(I_{n}\right)} \geq 1
$$

making impossible the density of $\left\{\varphi_{n}\right\}_{n \in \mathbb{Z}}$.
Exercise 3.7.21. Here, $L^{p}$ stands for the space $L^{p}(\mu)$ where $\mu$ is the Lebesgue measure on $] 0,+\infty\left[\right.$ and $\|u\|_{p}$ is the $L^{p}$ norm of $u$.
(1) Let $f:] 0,+\infty[\rightarrow \mathbb{R}$, be a continuous function with compact support in $] 0,+\infty[$. For $x>0$, we set

$$
(H f)(x)=\frac{1}{x} \int_{0}^{x} f(t) d t
$$

For $p>1$, show that $H f$ belongs to $L^{p}$.
(2) For $f$ as in (1), taking non-negative values, show that

$$
\|H f\|_{p} \leq \frac{p}{p-1}\|f\|_{p}
$$

(hint: $F=H f$ is also a non-negative function, integrate by parts in

$$
\int_{0}^{+\infty} F(x)^{p} \frac{d}{d x}(x) d x
$$

(3) For $f$ as in (1), show ( $\sharp$ ).
(4) Show that the mapping $H: C_{c}(] 0,+\infty[) \longrightarrow L^{p}$ is uniquely extendable to $L^{p}$ and verifies $(\sharp)$ for all $f \in L^{p}$.
(5) Show that the constant $\frac{p}{p-1}$ in ( $\sharp$ ) cannot be replaced by a smaller constant (hint: take $f(x)=x^{-1 / p}$ on $[1, \lambda], 0$ elsewhere and let $\lambda$ go to $+\infty$ ).

Answer. (1) Since $f$ is supported in $[a, b]$ with $0<a \leq b<+\infty, H f$ vanishes on $] 0, a]$ and is bounded above by $\frac{1}{x} \int_{a}^{b}|f(t)| d t$ elsewhere. As a result,

$$
\int_{0}^{+\infty}|H f(x)|^{p} d x \leq \int_{a}^{+\infty} x^{-p} d x\left(\int_{a}^{b}|f(t)| d t\right)^{p}<+\infty, \quad \text { since } p>1
$$

(2) With $f$ as in (1), taking non-negative values, the function $F=H f$ is also non-negative. Thus

$$
\|F\|_{p}^{p}=\int_{a}^{+\infty} F(x)^{p} d x
$$

Since $x F(x)=\int_{0}^{x} f(t) d t$, the function $x \mapsto x F(x)$ is differentiable on $] 0,+\infty[$ with a derivative $f$. Thus on $] 0,+\infty\left[, F\right.$ is differentiable and $x F^{\prime}(x)+F(x)=f(x)$. For $N \geq a$, we have

$$
\begin{aligned}
\int_{a}^{N} F(x)^{p} d x & =\left[x F(x)^{p}\right]_{a}^{N}-\int_{a}^{N} x p F(x)^{p-1} F^{\prime}(x) d x \\
& =N F(N)^{p}-\int_{a}^{N} p F(x)^{p-1}(f(x)-F(x)) d x
\end{aligned}
$$

so that for $N \geq b$

$$
p \int_{a}^{b} F(x)^{p-1} f(x) d x=p \int_{a}^{N} F(x)^{p-1} f(x) d x=(p-1) \int_{a}^{N} F(x)^{p} d x+N F(N)^{p}
$$

From (1), we know that $0 \leq F(N) \leq N^{-1} \int_{a}^{b} f(t) d t$, and taking the limit when $N$ goes to $+\infty$ in the above equality, we get

$$
p \int_{a}^{b} F(x)^{p-1} f(x) d x=(p-1) \int_{a}^{+\infty} F(x)^{p} d x
$$

i.e.,

$$
\|F\|_{p}^{p}=\frac{p}{p-1} \int_{0}^{+\infty} F(x)^{p-1} f(x) d x
$$

With $1 / p+1 / q=1$, i.e., $q=p /(p-1)$, Hölder's inequality implies

$$
\begin{aligned}
\|F\|_{p}^{p} & =\frac{p}{p-1} \int_{0}^{+\infty} F(x)^{p-1} f(x) d x \\
& \leq \frac{p}{p-1}\left(\int_{0}^{+\infty} F(x)^{(p-1) q} d x\right)^{1 / q}\left(\int_{0}^{+\infty} f(x)^{p} d x\right)^{1 / p}=\frac{p}{p-1}\|F\|_{p}^{p-1}\|f\|_{p}
\end{aligned}
$$

which is ( $\sharp$ ).
(3) With $f$ as in (1), we set

$$
f_{+}(x)=\max (f(x), 0)=\frac{1}{2}(|f(x)|+f(x)), f_{-}(x)=\frac{1}{2}(|f(x)|-f(x))
$$

so that the functions $f_{ \pm}$are non-negative continuous with compact support and $f=f_{+}-f_{-}$as well as $f_{-} f_{+}=0$, so that $H f=H f_{+}-H f_{-}$. Since the functions $H f_{ \pm}$are non-negative, we have

$$
\begin{aligned}
\|H f\|_{p}^{p} & =\int_{0}^{+\infty}\left|\left(H f_{+}\right)(x)-\left(H f_{-}\right)(x)\right|^{p} d x \\
& \leq \int_{0}^{+\infty} \max \left(\left[\left(H f_{+}\right)(x)\right]^{p},\left[\left(H f_{-}\right)(x)\right]^{p}\right) d x
\end{aligned}
$$

$$
\begin{aligned}
& \leq \int_{0}^{+\infty}\left(\left[\left(H f_{+}\right)(x)\right]^{p}+\left[\left(H f_{-}\right)(x)\right]^{p}\right) d x=\left\|H f_{+}\right\|_{p}^{p}+\left\|H f_{-}\right\|_{p}^{p} \\
& \leq\left(\frac{p}{p-1}\right)^{p}\left(\left\|f_{+}\right\|_{p}^{p}+\left\|f_{-}\right\|_{p}^{p}\right)=\left(\frac{p}{p-1}\right)^{p} \int_{0}^{+\infty}\left(f_{+}(x)^{p}+f_{-}(x)^{p}\right) d x \\
& =\left(\frac{p}{p-1}\right)^{p} \int_{0}^{+\infty}|f(x)|^{p} d x=\left(\frac{p}{p-1}\right)^{p}\|f\|_{p}^{p}
\end{aligned}
$$

providing ( $\sharp$ ) for continuous functions with compact support in $] 0,+\infty[$.
(4) Let $1<p<+\infty$ and let $f \in L^{p}$. Then in $L^{p}, f=\lim f_{k}$ where $f_{k}$ is continuous with compact support. Since

$$
\left\|H f_{k}-H f_{l}\right\|_{p} \leq \frac{p}{p-1}\left\|f_{k}-f_{l}\right\|_{p}
$$

the sequence $\left(H f_{k}\right)$ is a Cauchy sequence, thus is converging. On the other hand if $\left(\tilde{f}_{k}\right)$ is another sequence with limit $f$ in $L^{p}$, we have

$$
\left\|H f_{k}-H \tilde{f}_{k}\right\|_{p} \leq \frac{p}{p-1}\left\|f_{k}-\tilde{f}_{k}\right\|_{p}
$$

and thus $H f_{k}$ and $H \tilde{f}_{k}$ are converging towards the same limit. We can thus define without ambiguity, $H f=\lim H f_{k}$. Moreover, if $\tilde{H}$ extends $H$ on $L^{p}$ and is continuous, we shall have

$$
\tilde{H} f=\lim \tilde{H} f_{k}=\lim H f_{k}=H f
$$

Moreover since $\|u\|_{p} \leq\|v\|_{p}+\|u-v\|_{p}$ and $\|v\|_{p} \leq\|u\|_{p}+\|v-u\|_{p}$ and thus $\left|\|H f\|_{p}-\left\|H f_{k}\right\|_{p}\right| \leq\left\|H f-H f_{k}\right\|_{p}$, we get

$$
\|H f\|_{p}=\lim \left\|H f_{k}\right\|_{p} \leq \limsup \frac{p}{p-1}\left\|f_{k}\right\|_{p}=\frac{p}{p-1}\|f\|_{p}
$$

(5) For $x>0$, the function $t \mapsto \mathbf{1}_{(0, x)}(t) f(t)$ belongs to $L^{1}$ since it is the product of an $L^{p}$ function with an $L^{q}$ function $\left(\mathbf{1}_{(0, x)} \in L^{q}\right.$ since $\left.\int\left|1_{(0, x)}(t)\right|^{q} d t=x\right)$. Let $f \in L^{p}$. We may set for $x>0$,

$$
K f(x)=\frac{1}{x} \int_{0}^{x} f(t) d t=\frac{1}{x} \int_{0}^{+\infty} \underbrace{\mathbf{1}_{(0, x)}(t) f(t)}_{\in L^{1}} d t
$$

Moreover if $\left(f_{k}\right)$ is a sequence in $C_{c}(] 0,+\infty[)$ such that $\lim f_{k}=f$ in $L^{p}$, then for all $x>0, \lim f_{k}=f$ in $L^{1}(0, x) \supset L^{p}(0, x)$ since using Hölder's inequality $\|f\|_{L^{1}(0, x)} \leq x^{1 / q}\|f\|_{L^{p}(0, x)}$. As a result for $x>0$,

$$
(K f)(x)=\frac{1}{x} \lim _{\mathbb{R}} \int_{0}^{x} f_{k}(t) d t=\lim _{\mathbb{R}}\left(H f_{k}\right)(x)
$$

But the sequence $\left(H f_{k}\right)$ converges in $L^{p}$ with limit $H f$. We may thus extract a sequence converging almost everywhere towards $H f$. Thus for almost all $x>0$, $(K f)(x)=(H f)(x)$ and thus the functions $H f$ and $K f$ coincide in $L^{p}$.

For $\lambda \geq 1$, we consider the function $f_{\lambda}$ defined in (5). Since $\frac{1}{q}=\frac{p-1}{p}$, we have

$$
\begin{aligned}
& \text { for } 0<x \leq 1,\left(H f_{\lambda}\right)(x)=0 \\
& \text { for } 1 \leq x \leq \lambda,\left(H f_{\lambda}\right)(x)=x^{-1} \int_{1}^{x} t^{-1 / p} d t=q x^{-1}\left(x^{1 / q}-1\right)=q\left(x^{-1 / p}-x^{-1}\right) \\
& \text { and for } \lambda \leq x,\left(H f_{\lambda}\right)(x)=x^{-1} \int_{1}^{\lambda} t^{-1 / p} d t=q x^{-1}\left(\lambda^{1 / q}-1\right)
\end{aligned}
$$

Consequently, we get

$$
\begin{aligned}
\left\|H f_{\lambda}\right\|_{p} & =\left(\int_{0}^{+\infty}\left|\left(H f_{\lambda}\right)(x)\right|^{p} d x\right)^{1 / p} \\
& =q\left(\int_{1}^{\lambda}\left(x^{-1 / p}-x^{-1}\right)^{p} d x+\int_{\lambda}^{+\infty} x^{-p}\left(\lambda^{1 / q}-1\right)^{p} d x\right)^{1 / p} \\
& =q\left(\int_{1}^{\lambda} x^{-1}\left(1-x^{-1 / q}\right)^{p} d x+\frac{\lambda^{1-p}}{p-1}\left(\lambda^{1 / q}-1\right)^{p}\right)^{1 / p} \\
& =q\left(\ln \lambda+\int_{1}^{\lambda} x^{-1}\left(\left(1-x^{-1 / q}\right)^{p}-1\right) d x+O(1)\right)^{1 / p} \\
& =q(\ln \lambda+O(1))^{1 / p}
\end{aligned}
$$

We have also $\left\|f_{\lambda}\right\|_{p}=\left(\int_{1}^{\lambda} x^{-1} d x\right)^{1 / p}=(\ln \lambda)^{1 / p}$ so that, defining

$$
\mu=\sup _{f \in L^{p}, f \neq 0} \frac{\|H f\|_{p}}{\|f\|_{p}}
$$

we get $\frac{p}{p-1}=\lim _{\lambda \rightarrow+\infty} \frac{\left\|H f_{\lambda}\right\|_{p}}{\left\|f_{\lambda}\right\|_{p}} \leq \mu \leq \frac{p}{p-1}$, proving $\mu=\frac{p}{p-1}$.
Exercise 3.7.22. Let $u$ be a function in $L^{1}(\mathbb{R})$. We set for $\xi \in \mathbb{R}$,

$$
\widetilde{u}(\xi)=\int_{\mathbb{R}} u(x) \cos (x \xi) d x
$$

(1) Show that $\widetilde{u}$ belongs to $L^{\infty}$. Show that the function $\widetilde{u}$ is uniformly continuous on $\mathbb{R}$.
(2) Show that for $\varphi \in C_{c}^{1}, \lim _{|\xi| \rightarrow+\infty} \widetilde{\varphi}(\xi)=0$.
(3) Show that $\lim _{|\xi| \rightarrow+\infty} \widetilde{u}(\xi)=0$.

Answer. An immediate consequence of the Riemann-Lebesgue Lemma 3.4.5.

Exercise 3.7.23. For $n \in \mathbb{N}$ and $x \geq 0$, we define $f_{n}(x)=\frac{n e^{-x}}{n x^{1 / 2}+1} \cos x$.
(1) Show that $f_{n}$ belongs to $L^{1}\left(\mathbb{R}_{+}\right)$.
(2) Show that the sequence $a_{n}=\int_{\mathbb{R}_{+}} f_{n}(x) d x$ converges towards $\int_{\mathbb{R}_{+}} f(x) d x$ for some $f \in L^{1}\left(\mathbb{R}_{+}\right)$.

Answer. (1) For $x \geq 0$, we have $\left|f_{n}(x)\right| \leq e^{-x} x^{-1 / 2}=g(x)$. The functions $f_{n}$ and $g$ are continuous on $\mathbb{R}_{+}^{*}$ and belong to $L^{1}\left(\mathbb{R}_{+}\right)$since bounded from above by $\mathbf{1}_{[0,1]}(x) x^{-1 / 2}+\mathbf{1}_{[1,+\infty]}(x) e^{-x}$.
(2) For $x>0$, we have $\lim _{n} f_{n}(x)=f(x)=e^{-x} x^{-1 / 2} \cos x$. Since $\left|f_{n}\right| \leq g \in$ $L^{1}\left(\mathbb{R}_{+}\right)$, Lebesgue's dominated convergence theorem implies $f \in L^{1}\left(\mathbb{R}_{+}\right)$and $\lim _{n} a_{n}=\int_{\mathbb{R}_{+}} f(x) d x$. Note that

$$
\int_{0}^{+\infty} f(x) d x=\operatorname{Re} \int_{0}^{+\infty} e^{-(1+i) x} x^{-1 / 2} d x
$$

We have for $z>0$, using Section 10.5,

$$
\int_{0}^{+\infty} e^{-z x} x^{-1 / 2} d x=z^{-1 / 2} \int_{0}^{+\infty} e^{-t} t^{-1 / 2} d t=z^{-1 / 2} \Gamma(1 / 2)=\pi^{1 / 2} z^{-1 / 2}
$$

So with the results of Section 10.5, we obtain by analytic continuation of holomorphic functions on $\operatorname{Re} z>0$,

$$
\pi^{1 / 2} e^{-\frac{1}{2} \log z}=\int_{0}^{+\infty} e^{-z x} x^{-1 / 2} d x
$$

implying $\int_{0}^{+\infty} e^{-(1+i) x} x^{-1 / 2} d x=\pi^{1 / 2} e^{-\frac{1}{2} \log (1+i)}=\pi^{1 / 2} 2^{-1 / 4} e^{-i \pi / 8}$ and thus

$$
\lim _{n} a_{n}=\pi^{1 / 2} 2^{-1 / 4} \cos (\pi / 8)=\pi^{1 / 2} \frac{\sqrt{1+\sqrt{2}}}{2}
$$

Exercise 3.7.24. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure.
(1) Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of elements of $\mathcal{M}$ such that $\sum_{n \in \mathbb{N}} \mu\left(A_{n}\right)<+\infty$. For $n \in \mathbb{N}$, we set $B_{n}=\cup_{k \geq n} A_{k}$. Show that $\mu\left(\cap_{n \in \mathbb{N}} B_{n}\right)=0$.
(2) Let $\nu$ be a positive measure on $(X, \mathcal{M})$. We shall say that $\nu$ is dominated by $\mu$ whenever

$$
\forall A \in \mathcal{M}, \mu(A)=0 \Longrightarrow \nu(A)=0
$$

Assuming $\nu(X)<+\infty$, show that if $\nu$ is dominated by $\mu$,

$$
\forall \epsilon>0, \exists \delta>0, \forall A \in \mathcal{M}, \mu(A)<\delta \Longrightarrow \nu(A)<\epsilon
$$

Answer. (1) We have $\mu\left(B_{n}\right) \leq \sum_{k \geq n} \mu\left(A_{k}\right)$ which goes to 0 when $n$ goes to infinity as the remainder of a converging series. For all $n \in \mathbb{N}$, we have

$$
0 \leq \mu\left(\cap_{k \in \mathbb{N}} B_{k}\right) \leq \mu\left(B_{n}\right) \Longrightarrow \mu\left(\cap_{k \in \mathbb{N}} B_{k}\right)=0
$$

(2) Reductio ad absurdum: if the required property is not satisfied, $\exists \epsilon_{0}>0$ such that for all $n \in \mathbb{N}, \exists A_{n} \in \mathcal{M}$ such that

$$
\mu\left(A_{n}\right)<2^{-n} \quad \text { and } \quad \nu\left(A_{n}\right) \geq \epsilon_{0}
$$

Since the series $\sum_{n} \mu\left(A_{n}\right)$ converges, we find from (1) that

$$
0=\mu\left(\cap_{n \in \mathbb{N}}\left(\cup_{k \geq n} A_{k}\right)\right) \quad\left(\Longrightarrow \nu\left(\cap_{n \in \mathbb{N}}\left(\cup_{k \geq n} A_{k}\right)\right)=0\right)
$$

Using $\nu(X)<+\infty$, we have $B_{n}=\cup_{k \geq n} A_{k}, B_{n} \supset B_{n+1}$ and $\lim \nu\left(B_{n}\right)=$ $\nu\left(\cap_{n} B_{n}\right)=0$ and thus

$$
0=\nu\left(\cap_{n \in \mathbb{N}}\left(\cup_{k \geq n} A_{k}\right)\right)=\lim _{n \rightarrow \infty} \nu\left(\left(\cup_{k \geq n} A_{k}\right)\right) \geq \limsup \nu\left(A_{n}\right) \geq \epsilon_{0}>0
$$

which is a contradiction.
Exercise 3.7.25. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure such that $\mu(X)<+\infty$. A family of measurable functions $\left(u_{i}\right)_{i \in I}$ is said to be equi-integrable whenever

$$
\lim _{t \rightarrow+\infty}\left(\sup _{i \in I} \int_{E_{i}(t)}\left|u_{i}\right| d \mu\right)=0, \text { with } \quad E_{i}(t)=\left\{x \in X,\left|u_{i}(x)\right|>t\right\} .
$$

(1) Let $\left(u_{i}\right)_{i \in I}$ be a family of measurable functions from $X$ into $\mathbb{C}$. Show that if $\left(u_{i}\right)_{i \in I}$ is equi-integrable, then

$$
\forall \epsilon>0, \exists \delta>0, \forall A \in \mathcal{M}, \mu(A)<\delta \Longrightarrow \sup _{i \in I} \int_{A}\left|u_{i}\right| d \mu<\epsilon
$$

(2) Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable equi-integrable functions from $X$ into $\mathbb{C}, \mu$-a.e. converging towards a function $u$. Show that for $\epsilon>0$, we have

$$
\lim _{n \rightarrow+\infty} \mu\left(\left\{\left|u_{n}-u\right|>\epsilon\right\}\right)=0
$$

Show that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges in $L^{1}(\mu)$.
Answer. (1) Let us assume that the required condition does not hold. There exists $\epsilon_{0}>0$ such that for all $n \in \mathbb{N}$, there exists $A_{n} \in \mathcal{M}$ with $\mu\left(A_{n}\right)<1 / n$ and

$$
\sup _{i \in I} \int_{A_{n}}\left|u_{i}\right| d \mu \geq \epsilon_{0}
$$

Consequently for $t \geq 0$

$$
\begin{aligned}
& t \mu\left(A_{n}\right)+\sup _{i \in I} \int_{A_{n} \cap\left\{\left|u_{i}\right|>t\right\}}\left|u_{i}\right| d \mu \\
& \quad \geq \sup _{i \in I} \int_{A_{n} \cap\left\{\left|u_{i}\right|>t\right\}}\left|u_{i}\right| d \mu+\sup _{i \in I} \int_{A_{n} \cap\left\{\left|u_{i}\right| \leq t\right\}}\left|u_{i}\right| d \mu \geq \epsilon_{0},
\end{aligned}
$$

which implies for $t_{n}=\frac{n \epsilon_{0}}{2} \rightarrow+\infty$ with $n$,

$$
\sup _{i \in I} \int_{\left|u_{i}\right|>t_{n}}\left|u_{i}\right| d \mu \geq \sup _{i \in I} \int_{A_{n} \cap\left\{\left|u_{i}\right|>t_{n}\right\}}\left|u_{i}\right| d \mu \geq \epsilon_{0}-t_{n} \mu\left(A_{n}\right) \geq \frac{\epsilon_{0}}{2},
$$

contradicting the assumption of equi-integrability.
(2) We check for $M>\epsilon>0$;

$$
\begin{aligned}
& \int_{X}\left|u_{n}-u\right| d \mu=\int_{\left|u_{n}-u\right| \leq \epsilon}\left|u_{n}-u\right| d \mu+\int_{\left|u_{n}-u\right|>\epsilon}\left|u_{n}-u\right| d \mu \\
& \quad \leq \epsilon \mu(X)+\int_{\left|u_{n}-u\right|>\epsilon,\left|u_{n}\right| \leq M}\left|u_{n}\right| d \mu+\int_{\left|u_{n}-u\right|>\epsilon,\left|u_{n}\right|>M}\left|u_{n}\right| d \mu+\int_{\left|u_{n}-u\right|>\epsilon}|u| d \mu \\
& \quad \leq \epsilon \mu(X)+M \mu\left(\left\{\left|u_{n}-u\right|>\epsilon\right\}\right)+\int_{\left|u_{n}\right|>M}\left|u_{n}\right| d \mu+\int_{\left|u_{n}-u\right|>\epsilon}|u| d \mu .
\end{aligned}
$$

Consequently, we have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \int_{X}\left|u_{n}-u\right| d \mu \leq \epsilon \mu(X) & +M \limsup _{n \rightarrow \infty}\left(\mu\left(\left\{\left|u_{n}-u\right|>\epsilon\right\}\right)\right) \\
& +\sup _{n \in \mathbb{N}} \int_{\left|u_{n}\right|>M}\left|u_{n}\right| d \mu+\limsup _{n \rightarrow \infty} \int_{\left|u_{n}-u\right|>\epsilon}|u| d \mu .
\end{aligned}
$$

But we know that for $\epsilon>0$,

$$
\lim _{n \rightarrow \infty}\left(\mu\left(\left\{\left|u_{n}-u\right|>\epsilon\right\}\right)\right)=0
$$

In fact, we have $A_{n}=\left\{\left|u_{n}-u\right|>\epsilon\right\} \subset B_{n}=\cup_{k \geq n}\left\{\left|u_{k}-u\right|>\epsilon\right\}$ and $B_{n}$ is decreasing (and $\mu(X)<+\infty$ ), so that with

$$
B=\cap_{n \in \mathbb{N}} B_{n}, \quad \mu(B)=\lim _{n} \mu\left(B_{n}\right) .
$$

Since $B=\cap_{n \in \mathbb{N}} B_{n}=\cap_{n \in \mathbb{N}}\left(\cup_{k \geq n}\left\{\left|u_{k}-u\right|>\epsilon\right\}\right)$ for $x \in B$, for all $n \in \mathbb{N}$, there exists $k \geq n$ such that $\left|u_{k}(x)-u(x)\right|>\epsilon$, so that the sequence $u_{l}(x)$ does not converge towards $u(x)$. Since we have assumed that the convergence $\mu$-a.e. holds, we get that $B$ has zero measure and $\mu\left(B_{n}\right)$ converges to 0 . As a result for all $M \geq \epsilon>0$,

$$
\limsup _{n \rightarrow \infty} \int_{X}\left|u_{n}-u\right| d \mu \leq \epsilon \mu(X)+\sup _{n \in \mathbb{N}} \int_{\left|u_{n}\right|>M}\left|u_{n}\right| d \mu+\limsup _{n \rightarrow \infty} \int_{\left|u_{n}-u\right|>\epsilon}|u| d \mu
$$

Taking the limit when $M \rightarrow+\infty$, we find, by using equi-integrability, that

$$
\limsup _{n \rightarrow \infty} \int_{X}\left|u_{n}-u\right| d \mu \leq \epsilon \mu(X)+\limsup _{n \rightarrow \infty} \int_{\left|u_{n}-u\right|>\epsilon}|u| d \mu .
$$

But we have proven that $\mu\left(A_{n}\right)$ goes to 0 . From (1), we find that

$$
\sup _{j \in \mathbb{N}} \int_{A_{n}}\left|u_{j}\right| d \mu \rightarrow 0, \quad \text { for } n \rightarrow \infty
$$

Fatou's lemma implies

$$
\begin{aligned}
0 \leq \int_{A_{n}}|u| d \mu=\int_{A_{n}} \liminf _{j}\left|u_{j}\right| d \mu & \leq \liminf _{j} \int_{A_{n}}\left|u_{j}\right| d \mu \\
& \leq \sup _{j \in \mathbb{N}} \int_{A_{n}}\left|u_{j}\right| d \mu \rightarrow 0 \quad(n \rightarrow+\infty)
\end{aligned}
$$

and thus $\lim _{n} \int_{\left|u_{n}-u\right|>\epsilon}|u| d \mu=0$. Finally for all $\epsilon>0$,

$$
\limsup _{n \rightarrow \infty} \int_{X}\left|u_{n}-u\right| d \mu \leq \epsilon \mu(X)
$$

providing the result $\lim _{n \rightarrow \infty} \int_{X}\left|u_{n}-u\right| d \mu=0$.
Exercise 3.7.26. Let $X$ be a locally compact Hausdorff topological space. We define

$$
\begin{equation*}
C_{(0)}(X)=\left\{f \in C(X ; \mathbb{R}), \forall \varepsilon>0, \exists K_{\varepsilon} \text { compact, } \sup _{x \notin K_{\varepsilon}}|f(x)| \leq \varepsilon\right\} \tag{3.7.5}
\end{equation*}
$$

(1) Prove that the functions of $C_{(0)}(X)$ are also bounded on $X$. Prove that $C_{(0)}(X)=C_{c}(X)$ whenever $X$ is compact.
(2) Prove that $C_{(0)}(X)$ is a Banach space for the norm $\|f\|=\sup _{x \in X}|f(x)|$.
(3) Prove that $C_{c}(X)$ is dense in $C_{(0)}(X)$.
$N . B$. This exercise proves in particular that the completion of $C_{c}\left(\mathbb{R}^{m}\right)$ for the $L^{\infty}$ norm is $C_{(0)}\left(\mathbb{R}^{m}\right)$, a proper subset of $L^{\infty}\left(\mathbb{R}^{m}\right)$. We have seen in Theorem 3.4.1 that for $1 \leq p<+\infty$, the completion of $C_{c}\left(\mathbb{R}^{m}\right)$ for the $L^{p}$ norm is $L^{p}\left(\mathbb{R}^{m}\right)$.
Answer. (1) If $f$ belongs to $C_{(0)}(X)$, there exists a compact set $K_{1}$ such that $\sup _{x \notin K_{1}}|f(x)| \leq 1$ : as a result,

$$
\sup _{x \in X}|f(x)| \leq \max \left(\sup _{x \notin K_{1}}|f(x)|, \sup _{x \in K_{1}}|f(x)|\right)<+\infty .
$$

The last statement of the first question is obvious by taking $K_{\varepsilon}=X$.
(2) The mapping $C_{(0)}(X) \ni f \mapsto\|f\|$ obviously satisfies the axioms of a norm (see, e.g., (1.2.12)). Let us now consider a Cauchy sequence $\left(f_{j}\right)_{j \in \mathbb{N}}$ in $C_{(0)}(X)$ : this implies that for every $x \in X$, the sequence of real numbers $\left(f_{j}(x)\right)_{j \in \mathbb{N}}$ is a Cauchy sequence, thus converges. Let us define $f(x)=\lim _{j} f_{j}(x)$. Since $X$ is locally compact, each point $x_{0} \in X$ has a compact neighborhood $K_{0}$. Defining $g_{j}=f_{j \mid K_{0}}, g=f_{\mid K_{0}}$, we see that $\left(g_{j}\right)_{j \in \mathbb{N}}$ is a Cauchy sequence in $C\left(K_{0} ; \mathbb{R}\right)$
converging uniformly towards $g$ : this implies that $g$ is continuous on $K_{0}$ since, for $x, x^{\prime} \in K$, the inequality

$$
\left|g\left(x^{\prime}\right)-g(x)\right| \leq\left|g\left(x^{\prime}\right)-g_{j}\left(x^{\prime}\right)\right|+\left|g_{j}\left(x^{\prime}\right)-g_{j}(x)\right|+\left|g_{j}(x)-g(x)\right|
$$

and the continuity of $g_{j}$ implies

$$
\limsup _{x^{\prime} \rightarrow x}\left|g\left(x^{\prime}\right)-g(x)\right| \leq 2 \sup _{y \in K_{0}}\left|g_{j}(y)-g(y)\right| \leq 2 \limsup _{k}\left\|f_{j}-f_{k}\right\|=2 \varepsilon_{j}
$$

Since $\left(f_{j}\right)$ is a Cauchy sequence, $\lim _{j} \varepsilon_{j}=0$, and thus $g$ is continuous on $K_{0}$, which is a neighborhood of $x_{0}$ : this implies continuity for $f$ on a neighborhood of any point, thus continuity of $f$ on $X$.

Let $\delta>0$ be given. We have, for $x \in X, j \in \mathbb{N}$,

$$
\begin{aligned}
|f(x)| \leq\left|f(x)-f_{j}(x)\right|+\left|f_{j}(x)\right| & =\lim _{k}\left|f_{k}(x)-f_{j}(x)\right|+\left|f_{j}(x)\right| \\
& \leq \underset{k}{\limsup }\left\|f_{k}-f_{j}\right\|+\left|f_{j}(x)\right|=\varepsilon_{j}+\left|f_{j}(x)\right|
\end{aligned}
$$

Let $j$ be such that $\varepsilon_{j} \leq \delta / 2$ (possible since $\lim _{j} \varepsilon_{j}=0$ ) and let $K_{j, \delta}$ be a compact subset such that $\sup _{K_{j, \delta}^{c}}\left|f_{j}\right| \leq \delta / 2$ (possible since $f_{j} \in C_{(0)}(X)$ ). We obtain $\sup _{K_{j, \delta}^{c}}|f| \leq \delta$ and $f$ belongs to $C_{(0)}(X)$. Moreover the inequality

$$
\left|f(x)-f_{j}(x)\right|=\lim _{k}\left|f_{k}(x)-f_{j}(x)\right| \leq \underset{k}{\limsup }\left\|f_{k}-f_{j}\right\|=\varepsilon_{j}
$$

implies $\lim _{j}\left\|f-f_{j}\right\|=0$, that is the convergence of the sequence $\left(f_{j}\right)$ towards $f$ in $C_{(0)}(X)$.
(3) Let $\varepsilon>0$ be given and let $f \in C_{(0)}(X)$. There exists a compact set $K$ such that $\sup _{K^{c}}|f| \leq \varepsilon$. On the other hand, using Urysohn's Lemma (cf. Exercise 2.8.2), we may find a function $\varphi \in C_{c}(X ;[0,1])$ such that $\varphi_{\mid K}=1$. The function $g=f \varphi$ belongs to $C_{c}(X)$ and we have

$$
|g(x)-f(x)|=\mathbf{1}_{K^{c}}(x)|f(x)|(1-\varphi(x)) \leq \varepsilon
$$

so that $\|g-f\| \leq \varepsilon$, proving the density of $C_{c}(X)$ in $C_{(0)}(X)$.

## Exercise 3.7.27.

(1) Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Show that if $\mu(X)<+\infty$, the assumptions $1 \leq q \leq p \leq+\infty$ imply $L^{p}(\mu) \subset L^{q}(\mu)$ continuously. Show that the conditions $1 \leq q \leq p \leq+\infty$ imply $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right) \subset$ $L_{\text {loc }}^{q}\left(\mathbb{R}^{n}\right)$.
(2) Show that the conditions $1<q<p<+\infty$ imply $\ell^{1}(\mathbb{N}) \subset \ell^{q}(\mathbb{N}) \subset \ell^{p}(\mathbb{N}) \subset$ $\ell^{\infty}(\mathbb{N})$ with continuous injections and strict inclusions. Show that the inclusion

$$
\ell^{1}(\mathbb{N}) \subset \cap_{q>1} \ell^{q}(\mathbb{N}) \quad \text { is strict. }
$$

(3) Let $p, q \in[1,+\infty]$ be two distinct indices. Show that $L^{p}\left(\mathbb{R}^{n}\right)$ is not included in $L^{q}\left(\mathbb{R}^{n}\right)$.

Answer. Exercise 3.7.10 gives several details related to the present exercise.
(1) Using Hölder's inequality, we get

$$
\|u\|_{L^{q}}^{q}=\int_{X}|u|^{q} d \mu \leq\left\||u|^{q}\right\|_{L^{p / q}}\|1\|_{L^{r}}, \quad \frac{q}{p}+\frac{1}{r}=1
$$

so that $\|u\|_{L^{q}} \leq\|u\|_{L^{p}} \mu(X)^{\frac{1}{q}-\frac{1}{p}}$. The same proof gives the inclusion of local spaces since we integrate on compact sets. Note that for $L_{\text {loc }}^{p}$ spaces, the exponent $p$ is an index of regularity.
(2) Let $1<q<p<+\infty$ and let $x=\left(x_{n}\right)_{n \in \mathbb{N}}$ an element $\ell^{q}$. We have

$$
\|x\|_{\ell^{p}}^{p}=\sum_{n \geq 0}\left|x_{n}\right|^{p} \leq \sup _{n \in \mathbb{N}}\left|x_{n}\right|^{p-q} \sum_{n \geq 0}\left|x_{n}\right|^{q} \leq\left(\sum_{n \in \mathbb{N}}\left|x_{n}\right|^{q}\right)^{\frac{p}{q}-1+1}
$$

so that $\|x\|_{\ell^{p}} \leq\|x\|_{\ell^{q}}$ and this works as well for $q=1$ and $p=+\infty$, proving the continuous injections. The inclusions are strict since for $\alpha>0,1 \leq p<+\infty$, we have

$$
\left(n^{-\alpha}\right)_{n \geq 1} \in \ell^{p} \Longleftrightarrow \alpha p>1
$$

so that for $1<r_{1}<q<r_{2}<p<r_{3}<+\infty$,

$$
\left(n^{-1 / r_{1}}\right)_{n \geq 1} \in \ell^{q} \backslash \ell^{1}, \quad\left(n^{-1 / r_{2}}\right)_{n \geq 1} \in \ell^{p} \backslash \ell^{q}, \quad\left(n^{-1 / r_{3}}\right)_{n \geq 1} \in \ell^{\infty} \backslash \ell^{p}
$$

Moreover the sequence

$$
\left(\frac{1}{n \ln n}\right)_{n \geq 2} \in \cap_{q>1} \ell^{q}(\mathbb{N}) \backslash \ell^{1}(\mathbb{N})
$$

proving the last assertion of question 2. Similarly the inclusion

$$
L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{n}\right) \subset \cap_{1 \leq p<+\infty} L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right)
$$

is strict since $\ln |x| \in \cap_{1 \leq p<+\infty} L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right) \backslash L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{n}\right)$. Also for $1<q<+\infty$, the inclusion

$$
L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{n}\right) \subset \cap_{1 \leq p<q} L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right)
$$

is strict since $|x|^{-\frac{n}{q}} \in \cap_{1 \leq p<q} L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right) \backslash L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{n}\right)$.
(3) See Exercises 3.7.16, 3.7.17. We note also that for $1 \leq p<q \leq+\infty$ and $\chi \in C_{c}^{0}\left(\mathbb{R}^{n}\right), \chi(0)=1$,

$$
\chi(x)|x|^{-\frac{n}{p}+\epsilon} \in L^{p}, \quad \chi(x)|x|^{-\frac{n}{p}+\epsilon} \notin L^{q}
$$

provided $\epsilon>0, \quad-\frac{q n}{p}+q \epsilon<-n, \quad$ i.e., $\quad 0<\epsilon<\frac{n}{q}\left(\frac{q}{p}-1\right)$. Moreover, we have

$$
(1+|x|)^{-\frac{n}{q}-\sigma} \in L^{q}, \quad(1+|x|)^{-\frac{n}{q}-\sigma} \notin L^{p}
$$

provided $0<\sigma, \quad \frac{n p}{q}+\sigma p<n \quad$ i.e., $\quad 0<\sigma<\frac{n}{p}\left(1-\frac{p}{q}\right)$.

Exercise 3.7.28. Let $m$ be an integer $\geq 1$. We denote by $\langle$,$\rangle the standard dot-$ product on $\mathbb{R}^{m}$. Let $A$ be a real $m \times m$, positive definite symmetric matrix (i.e., $\langle A x, x\rangle>0$ for $x \neq 0$ ).
(1) Show that the function $f$ defined by $f(x)=\exp \{-\langle A x, x\rangle\}$ belongs to $L^{1}\left(\mathbb{R}^{m}\right)$.
(2) Show that

$$
\int_{\mathbb{R}^{m}} \exp \{-\langle A x, x\rangle\} d x=\pi^{m / 2}(\operatorname{det} A)^{-1 / 2}
$$

(3) Let $B$ be an $m \times m$ matrix. Show that

$$
\int_{\mathbb{R}^{m}}\langle B x, x\rangle \exp -\{\langle A x, x\rangle\} d x=\frac{1}{2} \pi^{m / 2}(\operatorname{det} A)^{-1 / 2} \operatorname{trace}\left(B A^{-1}\right)
$$

(4) Let $F$ be the function from $\mathbb{R}$ into $\mathbb{C}$ defined by $F(t)=\int_{\mathbb{R}} e^{i t x} e^{-x^{2}} d x$. Show that $F$ is of class $C^{1}$ on $\mathbb{R}$ and verifies $2 F^{\prime}(t)+t F(t)=0$. Give an explicit expression for $F$.
(5) For $y \in \mathbb{R}^{m}$, calculate $\int_{\mathbb{R}^{m}} \exp \{i\langle y, x\rangle-\langle A x, x\rangle\} d x$.

Answer. (1) The function $f$ is continuous on $\mathbb{R}^{m}$. There exists $\Omega \in O(m)$ such that $A=\Omega D^{t} \Omega$ where $D$ is the diagonal matrix with the (positive) eigenvalues of $A$, denoted by $\alpha_{i}$. The function $f$ satisfies

$$
\exp \{-\langle A x, x\rangle\} \leq \exp \left\{-\alpha_{\min }\|x\|^{2}\right\}, \quad \alpha_{\min }=\min _{1 \leq i \leq m} \alpha_{i}>0
$$

which implies integrability.
(2) We have

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp \{-\langle A x, x\rangle\} d x & =\int_{\mathbb{R}^{m}} \exp \left\{-\left\langle\Omega D^{\dagger} \Omega x, x\right\rangle\right\} d x \\
& =\int_{\mathbb{R}^{m}} \exp \left\{-\left\langle D^{\dagger} \Omega x,{ }^{\dagger} \Omega x\right\rangle\right\} d x
\end{aligned}
$$

and with the change of variables $y={ }^{\dagger} \Omega x$, we get, since $|\operatorname{det} \Omega|=1$ :

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp \{-\langle A x, x\rangle\} d x & =\int_{\mathbb{R}^{m}} \exp \{-\langle D y, y\rangle\}|\operatorname{det} \Omega| d y \\
& =\int_{\mathbb{R}^{m}} \exp \left\{-\sum_{i=1}^{m} \alpha_{i} y_{i}^{2}\right\} d y
\end{aligned}
$$

Since $\operatorname{det} A=\prod_{i=1}^{m} \alpha_{i}$, we get

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp \{-\langle A x, x\rangle\} d x & =\prod_{i=1}^{m} \int_{\mathbb{R}} \exp \left\{-\alpha_{i} y_{i}^{2}\right\} d y_{i} \\
& =\prod_{i=1}^{m} \sqrt{\frac{1}{\alpha_{i}}} \int_{\mathbb{R}} \exp \left\{-t_{i}^{2}\right\} d t_{i}=\sqrt{\frac{\pi^{m}}{\operatorname{det} A}}
\end{aligned}
$$

(3) The same calculation as in the previous question gives

$$
\begin{aligned}
I_{A, B} & =\int_{\mathbb{R}^{m}} e^{-\langle A x, x\rangle}\langle B x, x\rangle d x=\int_{\mathbb{R}^{m}} e^{-\langle D y, y\rangle}\left\langle{ }^{t} \Omega B \Omega y, y\right\rangle d y \\
& =\int_{\mathbb{R}^{m}} \sum_{1 \leq j, k \leq m} c_{j, k} y_{j} y_{k} \exp \left\{-\pi \sum_{1 \leq j \leq m} \alpha_{j} y_{j}^{2}\right\} d y \\
& =\int_{\mathbb{R}^{m}} \sum_{1 \leq j \leq m} c_{j, j} y_{j}^{2} \exp \left\{-\sum_{1 \leq j \leq m} \alpha_{j} y_{j}^{2}\right\} d y
\end{aligned}
$$

with $\left(c_{j, k}\right)_{1 \leq j, k \leq m}={ }^{t} \Omega B \Omega$. We note that for $a>0$,

$$
\int_{\mathbb{R}} e^{-a t^{2}} t^{2} d t=-\frac{d}{d a}\left(\int_{\mathbb{R}} e^{-a t^{2}} d t\right)=-\frac{d}{d a}\left(\pi^{1 / 2} a^{-1 / 2}\right)=\frac{1}{2} \pi^{1 / 2} a^{-3 / 2}
$$

so that

$$
I_{A, B}=\sum_{1 \leq j \leq m} \frac{1}{2} c_{j, j} \alpha_{j}^{-1} \pi^{m / 2} \prod_{1 \leq k \leq m} \alpha_{k}^{-1 / 2}=\frac{1}{2} \pi^{m / 2}(\operatorname{det} A)^{-1 / 2} \sum_{1 \leq j \leq m} c_{j, j} \alpha_{j}^{-1}
$$

Since trace $M N=\operatorname{trace} N M$, we have

$$
\begin{aligned}
\sum_{1 \leq j \leq m} c_{j, j} \alpha_{j}^{-1} & =\operatorname{trace}\left({ }^{t} \Omega B \Omega D^{-1}\right)=\operatorname{trace}\left({ }^{t} \Omega B \Omega\left({ }^{t} \Omega A \Omega\right)^{-1}\right) \\
& =\operatorname{trace}\left({ }^{t} \Omega B A^{-1} \Omega\right)=\operatorname{trace} B A^{-1}
\end{aligned}
$$

which is the sought result.
(4) We may apply Theorem 3.3.4:
(i) For all $t$, the mapping $x \longmapsto e^{i t x} e^{-x^{2}}$ is continuous and $\sup _{t \in \mathbb{R}}\left|e^{i t x} e^{-x^{2}}\right|=$ $e^{-x^{2}}$ which is integrable on $\mathbb{R}$. $F$ is thus well defined on $\mathbb{R}$.
(ii) For all $x$ in $\mathbb{R}$, the mapping $t \longmapsto e^{i t x} e^{-x^{2}}$ is of class $C^{1}$ on $\mathbb{R}$ with derivative $i x e^{i t x} e^{-x^{2}}$.
(iii) Moreover $\sup _{t \in \mathbb{R}}\left|i x e^{i t x} e^{-x^{2}}\right|=|x| e^{-x^{2}}$ which is integrable on $\mathbb{R}$.

As a result $F$ is of class $C^{1}$ on $\mathbb{R}$ and

$$
\forall t \in \mathbb{R}, \quad F^{\prime}(t)=\int_{\mathbb{R}} i x e^{i t x} e^{-x^{2}} d x
$$

Integrating by parts gives

$$
F^{\prime}(t)=\left[-\frac{i}{2} e^{i t x} e^{-x^{2}}\right]+\frac{i}{2} \int_{\mathbb{R}} i t e^{i t x} e^{-x^{2}} d x=-\frac{t}{2} F(t)
$$

Since $F(0)=\sqrt{\pi}$ we obtain $\forall t \in \mathbb{R}, \quad F(t)=\sqrt{\pi} \exp \left\{-t^{2} / 4\right\}$.
(5) As in the first question

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\langle A x, x\rangle d x & =\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\left\langle\Omega D^{t} \Omega x, x\right\rangle d x \\
& =\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\left\langle D^{t} \Omega x,{ }^{t} \Omega x\right\rangle d x
\end{aligned}
$$

The change of variables $z==^{t} \Omega x$ gives

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\langle A x, x\rangle d x & =\int_{\mathbb{R}^{m}} \exp i\langle y, \Omega z\rangle \exp -\langle D z, z\rangle|\operatorname{det} \Omega| d z \\
& =\int_{\mathbb{R}^{m}} \exp i\langle\Omega y, z\rangle \exp -\langle D z, z\rangle d z
\end{aligned}
$$

so that

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\langle A x, x\rangle d x & =\int_{\mathbb{R}^{m}} \prod_{j=1}^{m} \exp i\left({ }^{t} \Omega y\right)_{j} z_{j} \exp -\alpha_{j} z_{j}^{2} d z \\
& =\prod_{j=1}^{m} \int_{\mathbb{R}} \exp i\left({ }^{t} \Omega y\right)_{j} z_{j} \exp -\alpha_{j} z_{j}^{2} d z_{j}
\end{aligned}
$$

Using the change of variable $x_{j}=\sqrt{\alpha_{j}} z_{j}$ in each integral we get

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\langle A x, x\rangle d x & =\prod_{j=1}^{m} \frac{1}{\sqrt{\alpha_{j}}} \int_{\mathbb{R}}\left(\exp i\left({ }^{t} \Omega y\right)_{j} x_{j} / \sqrt{\alpha_{j}}\right) \exp -x_{j}^{2} d x_{j} \\
& =\prod_{j=1}^{m} \frac{1}{\sqrt{\alpha_{j}}} F\left(\left({ }^{t} \Omega y\right)_{j} / \sqrt{\alpha_{j}}\right)
\end{aligned}
$$

and the previous question gives

$$
\begin{aligned}
\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\langle A x, x\rangle d x & =\sqrt{\frac{\pi^{m}}{\operatorname{det} A}} \exp -\frac{1}{4} \sum_{j=1}^{m} \frac{1}{\alpha_{j}}\left({ }^{t} \Omega y\right)_{j}^{2} \\
& =\sqrt{\frac{\pi^{m}}{\operatorname{det} A}} \exp -\frac{1}{4}\left\langle D^{-1} \Omega y,{ }^{t} \Omega y\right\rangle
\end{aligned}
$$

so that, since $A^{-1}=\Omega D^{-1 t} \Omega$,

$$
\int_{\mathbb{R}^{m}} \exp i\langle y, x\rangle \exp -\langle A x, x\rangle d x=\sqrt{\frac{\pi^{m}}{\operatorname{det} A}} \exp -\frac{1}{4}\left\langle A^{-1} y, y\right\rangle
$$

Exercise 3.7.29. We define $c_{0}$ as the space of sequences of complex numbers converging to 0 .
(1) Show that the space $c_{0}$ is a closed subspace of $\ell^{\infty}$.
(2) Show that the spaces $c_{0}, \ell^{p}$, for $1 \leq p<+\infty$ are separable.

Answer. (1) Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $c_{0}$ converging towards $u$ in $\ell^{\infty}$. Each $u_{n}$ is a sequence $\left(a_{k, n}\right)_{k \in \mathbb{N}}$ such that $\lim _{k} a_{k, n}=0$ and $u=\left(b_{k}\right)_{k \in \mathbb{N}} \in \ell^{\infty}$. We have

$$
\left|b_{k}\right| \leq\left|b_{k}-a_{k, n}\right|+\left|a_{k, n}\right| \leq\left\|u-u_{n}\right\|+\left|a_{k, n}\right|,
$$

so that $\forall n \in \mathbb{N}$, $\lim \sup _{k}\left|b_{k}\right| \leq\left\|u-u_{n}\right\|$, and taking the infimum on $n$ of the rhs implies $\lim \sup _{k}\left|b_{k}\right|=0$, and $u \in c_{0}$.
(2) Let us define the countable set

$$
D=\cup_{N \in \mathbb{N}}\left\{\left(y_{k}\right)_{k \in \mathbb{N}}, y_{k} \in \mathbb{Q}+i \mathbb{Q}, y_{k}=0 \text { for } k>N\right\} .
$$

Then $D$ is dense in $c_{0}$ : let $u=\left(x_{k}\right)_{k \in \mathbb{N}}$ be in $c_{0}$ and let $\epsilon>0$ be given. Then there exists $N_{\epsilon}$ such that $\sup _{k \geq N_{\epsilon}}\left|x_{k}\right|<\epsilon / 2$. Moreover, by density of $\mathbb{Q}$ in $\mathbb{R}$, there exists $\left(y_{k}\right)_{0 \leq k \leq N_{\epsilon}}$ such that each $y_{k} \in \mathbb{Q}+i \mathbb{Q}$ and $\max _{0 \leq k \leq N_{\epsilon}}\left|x_{k}-y_{k}\right|<\epsilon / 2$. With $v=\left(y_{k}\right)_{k \in \mathbb{N}}\left(y_{k}=0\right.$ for $\left.k>N_{\epsilon}\right)$, we have $v \in D$ and

$$
\|u-v\|_{\infty} \leq \max _{0 \leq k \leq N_{\epsilon}}\left|x_{k}-y_{k}\right|+\sup _{k \geq N_{\epsilon}}\left|x_{k}\right|<\epsilon
$$

proving the sought property.
The set $D$ is also dense in $\ell^{p}$ for $1 \leq p<+\infty$ : let $u=\left(x_{k}\right)_{k \in \mathbb{N}}$ be in $\ell^{p}$ and let $\epsilon>0$ be given. Then there exists $N_{\epsilon}$ such that

$$
\sum_{k \geq N_{\epsilon}}\left|x_{k}\right|^{p}<\epsilon^{p} / 2
$$

Moreover, by density of $\mathbb{Q}$ in $\mathbb{R}$, there exists $\left(y_{k}\right)_{0 \leq k \leq N_{\epsilon}}$ such that each $y_{k} \in \mathbb{Q}+i \mathbb{Q}$ and

$$
\max _{0 \leq k \leq N_{\epsilon}}\left|x_{k}-y_{k}\right|^{p}<\frac{\epsilon^{p}}{2 N_{\epsilon}+1}
$$

With $v=\left(y_{k}\right)_{k \in \mathbb{N}}\left(y_{k}=0\right.$ for $\left.k>N_{\epsilon}\right)$, we have $v \in D$ and

$$
\|u-v\|_{p}^{p}=\sum_{0 \leq k \leq N_{\epsilon}}\left|x_{k}-y_{k}\right|^{p}+\sum_{k \geq N_{\epsilon}}\left|x_{k}\right|^{p}<\epsilon^{p}
$$

proving the sought property.
Exercise 3.7.30. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Prove that $L^{1}(\mu) \subset L^{\infty}(\mu)$ if and only if

$$
\begin{equation*}
\inf _{\substack{E \in \mathcal{M} \\ \mu(E)>0}} \mu(E)>0 \tag{3.7.6}
\end{equation*}
$$

Prove that, when this condition is satisfied, we have for $1 \leq p \leq q \leq \infty, L^{p}(\mu) \subset$ $L^{q}(\mu)$. Give an example of such a measured space.

Answer. Let us assume first that (3.7.6) holds with an infimum equal to $\alpha>0$ and let $f \in L^{1}(\mu)$ be different from 0 . If $f$ were not in $L^{\infty}(\mu)$, for every $k \in \mathbb{N}$, we would have

$$
\mu(\underbrace{\{x \in X,|f(x)|>k\}}_{E_{k}})>0,
$$

so that

$$
+\infty>\|f\|_{L^{1}(\mu)} \geq \int_{E_{k}}|f| d \mu \geq k \mu\left(E_{k}\right) \geq k \alpha \underset{k \rightarrow+\infty}{\longrightarrow}+\infty
$$

which is impossible. We obtain thus $f \in L^{\infty}(\mu)$. With $\epsilon>0$, assuming that $f$ is not 0 and $\epsilon \in\left(0,\|f\|_{L^{\infty}(\mu)}\right)$, we define

$$
F_{\epsilon}=\left\{x \in X,|f|>\|f\|_{L^{\infty}(\mu)}-\epsilon\right\} .
$$

We find $\mu\left(F_{\epsilon}\right)>0$ and thus $\mu\left(F_{\epsilon}\right) \geq \alpha>0$. As a result for every $\epsilon \in\left(0,\|f\|_{L^{\infty}(\mu)}\right)$, we get

$$
\|f\|_{L^{1}(\mu)} \geq \int_{F_{\epsilon}}|f| d \mu \geq\left(\|f\|_{L^{\infty}(\mu)}-\epsilon\right) \mu\left(F_{\epsilon}\right) \geq \alpha\left(\|f\|_{L^{\infty}(\mu)}-\epsilon\right)
$$

implying $\|f\|_{L^{\infty}(\mu)} \leq \alpha^{-1}\|f\|_{L^{1}(\mu)}$. We remark that if $1 \leq p<+\infty$, we find also under (3.7.6),

$$
f \in L^{p}(\mu) \Longrightarrow|f|^{p} \in L^{1}(\mu) \Longrightarrow|f|^{p} \in L^{\infty}(\mu)
$$

We note also that, assuming (3.7.6) and $1 \leq p<q<+\infty$, we find from the previous argument that if $f \in L^{p}(\mu)$, we obtain that $|f|^{p}$ belongs to $L^{\infty}(\mu)$ with

$$
\begin{aligned}
\left\||f|^{p}\right\|_{L^{\infty}} \leq & \alpha^{-1}\left\||f|^{p}\right\|_{L^{1}}=\alpha^{-1}\|f\|_{L^{p}}^{p} \\
& \Longrightarrow \int|f|^{q} d \mu \leq \int|f|^{p} d \mu\|f\|_{L^{\infty}}^{q-p} \leq\left(\alpha^{-1}\right)^{\frac{q-p}{p}}\|f\|_{L^{p}}^{p+q-p} \\
& \Longrightarrow\|f\|_{L^{q}(\mu)} \leq\left(\alpha^{-1}\right)^{\frac{q-p}{p q}}\|f\|_{L^{p}}
\end{aligned}
$$

proving that $f \in L^{q}(\mu)$ (with a continuous injection).
Conversely, let us assume that $L^{1}(\mu) \subset L^{\infty}(\mu)$. If for any $k \in \mathbb{N}^{*}$, we could find $E_{k} \in \mathcal{M}$ such that $0<\mu\left(E_{k}\right)<2^{-k}$, then

$$
\left\|f=\sum_{k \geq 1} k \mathbf{1}_{E_{k}}\right\|_{L^{1}(\mu)} \leq \sum_{k \geq 1} k \mu\left(E_{k}\right)<+\infty \Longrightarrow f \in L^{1}(\mu) \Longrightarrow f \in L^{\infty}(\mu)
$$

but since $\mu\left(E_{k}\right)>0$, we have $\|f\|_{L^{\infty}(\mu)} \geq k$ for all $k \in \mathbb{N}$, which is impossible.
The most typical example is given by the $\ell^{p}$ spaces $(1 \leq p \leq+\infty)$ which are the $L^{p}$ spaces for the measured space

$$
(\mathbb{N}, \mathcal{P}(\mathbb{N}), \mu), \quad \mu=\sum_{k \in \mathbb{N}} \delta_{k}
$$

Here $\mu$ is the counting measure on $\mathbb{N}$ so that $\mu(E) \geq 1$ if $E$ is not empty.

Exercise 3.7.31. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f_{1}, \ldots, f_{N}$ be non-negative measurable functions and let $p_{1}, \ldots, p_{N} \in[1,+\infty]$ such that

$$
\sum_{1 \leq j \leq N} \frac{1}{p_{j}}=1
$$

Prove that $\int_{X} f_{1} \ldots f_{N} d \mu \leq \prod_{1 \leq j \leq N}\left\|f_{j}\right\|_{L^{p_{j}}(\mu)}$.
Answer. When $N=2$, this is Hölder's inequality. We may assume that all $f_{j}$ are not vanishing $\mu$-a.e. (otherwise the lhs is 0 ) and that each $f_{j}$ belongs to $L^{p_{j}}(\mu)$ (otherwise the rhs is $+\infty$ as the product of positive quantities in $\overline{\mathbb{R}}_{+}$with one of them $+\infty$ ). Induction on $N$ : let $N \geq 2$ and $p_{1}, \ldots, p_{N+1} \in[1,+\infty]$ with $\sum_{1 \leq j \leq N+1} \frac{1}{p_{j}}=1$. Applying Hölder's inequality we find

$$
\int_{X} f_{1} \ldots f_{N} f_{N+1} d \mu \leq\left\|\prod_{1 \leq j \leq N} f_{j}\right\|_{L^{p_{N+1}^{\prime}(\mu)}}\left\|f_{N+1}\right\|_{L^{p_{N+1}}(\mu)}
$$

Since $\sum_{1 \leq j \leq N} \frac{p_{N+1}^{\prime}}{p_{j}}=1$ (ensuring that $p_{j} / p_{N+1}^{\prime} \geq 1$ ) and

$$
\left\|\prod_{1 \leq j \leq N} f_{j}\right\|_{L^{p_{N+1}^{\prime}(\mu)}}=\left\|\prod_{1 \leq j \leq N} f_{j}^{p_{N+1}^{\prime}}\right\|_{L^{1}(\mu)}^{\frac{1}{p_{N+1}^{\prime}}}
$$

we may use the induction hypothesis to obtain

$$
\left\|\prod_{1 \leq j \leq N} f_{j}\right\|_{L^{p_{N+1}^{\prime}(\mu)}} \leq\left(\prod_{1 \leq j \leq N}\left\|f_{j}^{p_{N+1}^{\prime}}\right\|_{L^{p_{j} / p_{N+1}^{\prime}}}\right)^{\frac{1}{p_{N+1}^{\prime}}}
$$

The rhs of that inequality equals $\prod_{1 \leq j \leq N}\left\|f_{j}\right\|_{L^{p_{j}}}$, and with $(\sharp)$ this provides the answer.

## Chapter 4

## Integration on a Product Space

### 4.1 Product of measurable spaces

Definition 4.1.1 ( $\sigma$-algebra on a product space). Let $\left(X_{1}, \mathcal{M}_{1}\right),\left(X_{2}, \mathcal{M}_{2}\right)$ be measurable spaces. We define the product $\sigma$-algebra of $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ as the $\sigma$-algebra on $X_{1} \times X_{2}$ generated by the sets $A_{1} \times A_{2}$, where $A_{j} \in \mathcal{M}_{j}, j=1,2$ (such a set $A_{1} \times A_{2}$ will be called a Cartesian rectangle, CAR for short). That $\sigma$-algebra will be denoted by $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$.

We note that $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ is the smallest $\sigma$-algebra (i.e., the intersection of $\sigma$-algebras) on $X_{1} \times X_{2}$ such that the canonical projections $\pi_{j}: X_{1} \times X_{2} \rightarrow$ $X_{j}, \pi_{j}\left(\left(x_{1}, x_{2}\right)\right)=x_{j}, j=1,2$ are measurable. First of all $\pi_{1}$ is measurable since for $A_{1} \in \mathcal{M}_{1}$, we have $\pi_{1}^{-1}\left(A_{1}\right)=A_{1} \times X_{2}$ which is a CAR, thus belongs to $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ (same for $\pi_{2}$ ). Moreover if $\mathcal{T}$ is a $\sigma$-algebra on $X_{1} \times X_{2}$ such that $\pi_{j}$ are measurable, then for $A_{j} \in \mathcal{M}_{j}, \mathcal{T}$ contains $\pi_{1}^{-1}\left(A_{1}\right)=A_{1} \times X_{2}$ and $\pi_{2}^{-1}\left(A_{2}\right)=X_{1} \times A_{2}$, thus their intersection

$$
\left(A_{1} \times X_{2}\right) \cap\left(X_{1} \times A_{2}\right)=A_{1} \times A_{2} .
$$

The $\sigma$-algebra $\mathcal{T}$ contains the CAR and thus the $\sigma$-algebra generated by the CAR, i.e., $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$.

Remark 4.1.2. Let $f_{j}: X_{j} \rightarrow \mathbb{C}(j=1,2)$ be measurable mappings. We define the tensor product $f_{1} \otimes f_{2}$ by

$$
\begin{array}{cccc}
f_{1} \otimes f_{2}: & X_{1} \times X_{2} & \rightarrow & \mathbb{C} \\
& \left(x_{1}, x_{2}\right) & \mapsto & f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) .
\end{array}
$$

The mapping $f_{1} \otimes f_{2}$ is the product $\left(f_{1} \circ \pi_{1}\right)\left(f_{2} \circ \pi_{2}\right)$; since each $f_{j} \circ \pi_{j}$ is measurable (cf. Lemma 1.1.6), Theorem 1.2.7 shows that their product is also measurable.

Proposition 4.1.3. Let $\left(X_{1}, \mathcal{M}_{1}\right),\left(X_{2}, \mathcal{M}_{2}\right),(Y, \mathcal{T})$ be measurable spaces and let $f: X_{1} \times X_{2} \rightarrow Y$ be a measurable mapping. Then
(1) $\forall x_{1} \in X_{1}$, the mapping $f\left(x_{1}, \cdot\right): x_{2} \in X_{2} \mapsto f\left(x_{1}, x_{2}\right) \in Y$ is measurable, $\forall x_{2} \in X_{2}$, the mapping $f\left(\cdot, x_{2}\right): x_{1} \in X_{1} \mapsto f\left(x_{1}, x_{2}\right) \in Y$ is measurable.
(2) For $A \in \mathcal{M}_{1} \otimes \mathcal{M}_{2}$, and $\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}$, we define

$$
\begin{align*}
& A\left(x_{1}, \cdot\right)=\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in A\right\} \\
& A\left(\cdot, x_{2}\right)=\left\{x_{1} \in X_{1},\left(x_{1}, x_{2}\right) \in A\right\} \tag{4.1.1}
\end{align*}
$$

The set $A\left(x_{1}, \cdot\right)$ belongs to $\mathcal{M}_{2}$ and $A\left(\cdot, x_{2}\right)$ belongs to $\mathcal{M}_{1}$.
Let us check first Figure 4.1 with the "vertical slice" $A\left(x_{1}, \cdot\right)$. Of course drawing an horizontal slice would be easy, but the picture would not gain much.


Figure 4.1: Vertical slice

$$
\mathbf{A} \in \mathcal{M}_{1} \otimes \mathcal{M}_{2}, \quad A\left(x_{1}, \cdot\right)=\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in A\right\}
$$

Proof of the proposition. Let $B$ be in $\mathcal{T}$. For $x_{1} \in X_{1}$, we have

$$
\begin{aligned}
f\left(x_{1}, \cdot\right)^{-1}(B) & =\left\{x_{2} \in X_{2}, f\left(x_{1}, x_{2}\right) \in B\right\} \\
& =\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in f^{-1}(B)\right\}=\left(f^{-1}(B)\right)\left(x_{1}, \cdot\right)
\end{aligned}
$$

Since $f$ is measurable, the set $f^{-1}(B)$ belongs to $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$; it is thus enough to prove (2) to obtain (1). We define

$$
\mathcal{M}=\left\{E \subset X_{1} \times X_{2}, \forall x_{1} \in X_{1}, \forall x_{2} \in X_{2}, E\left(x_{1}, \cdot\right) \in \mathcal{M}_{2}, E\left(\cdot, x_{2}\right) \in \mathcal{M}_{1}\right\}
$$

We note that $E \in \mathcal{M}$ implies $E^{c} \in \mathcal{M}$ : for $x_{1} \in X_{1}$, we have

$$
\begin{aligned}
\left(E^{c}\right)\left(x_{1}, \cdot\right) & =\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in E^{c}\right\} \\
& =\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \notin E\right\}=(\underbrace{E\left(x_{1}, \cdot\right)}_{\substack{\in \mathcal{M}_{2} \\
\text { since } E \in \mathcal{M}}})^{c}
\end{aligned}
$$

and thus $\left(E^{c}\right)\left(x_{1}, \cdot\right) \in \mathcal{M}_{2}$ since $\mathcal{M}_{2}$ is stable by complement as a $\sigma$-algebra. We prove as well that, for $x_{2} \in X_{2}$, we have $\left(E^{c}\right)\left(\cdot, x_{2}\right) \in \mathcal{M}_{1}$, so that $E^{c} \in \mathcal{M}$. Moreover if $\left(E_{k}\right)_{k \in \mathbb{N}}$ is a sequence of $\mathcal{M}$, then $\cup_{k \in \mathbb{N}} E_{k} \in \mathcal{M}$ : for $x_{1} \in X_{1}$, we have

$$
\left(\cup_{k \in \mathbb{N}} E_{k}\right)\left(x_{1}, \cdot\right)=\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in \cup_{k \in \mathbb{N}} E_{k}\right\}=\cup_{k \in \mathbb{N}}(\underbrace{E_{k}\left(x_{1}, \cdot\right)}_{\substack{\in \mathcal{M}_{2} \\ \text { since } E_{k} \in \mathcal{M}}})
$$

which belongs to $\mathcal{M}_{2}$ since $\mathcal{M}_{2}$ is stable by countable union, as a $\sigma$-algebra. Since we can get by the same proof, mutatis mutandis, that for $x_{2} \in X_{2},\left(\cup_{k \in \mathbb{N}} E_{k}\right)\left(\cdot, x_{2}\right)$ belongs to $\mathcal{M}_{1}$, we have indeed proven that $\cup_{k \in \mathbb{N}} E_{k} \in \mathcal{M}$. We note also that the CAR belongs to $\mathcal{M}$ : let $A_{j}$ be in $\mathcal{M}_{j}, j=1,2$. For $x_{1} \in X_{1}$, we have

$$
\left(A_{1} \times A_{2}\right)\left(x_{1}, \cdot\right)=\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in A_{1} \times A_{2}\right\}=\left\{\begin{array}{cc}
\emptyset, & \text { if } x_{1} \notin A_{1} \\
A_{2}, & \text { if } x_{1} \in A_{1}
\end{array}\right] \in \mathcal{M}_{2}
$$

We prove as well that for $x_{2} \in X_{2}$, we have $\left(A_{1} \times A_{2}\right)\left(\cdot, x_{2}\right) \in \mathcal{M}_{1}$. As a result, $\mathcal{M}$ is a $\sigma$-algebra on $X_{1} \times X_{2}$ containing the CAR, and thus the $\sigma$-algebra $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$, which is generated by the CAR. This completes the proof of (2) and of the Proposition.

Remark 4.1.4. Let $d \in \mathbb{N}$ and let $\mathcal{B}_{d}$ be the Borel $\sigma$-algebra on $\mathbb{R}^{d}$. Then if $d_{1}, d_{2} \in$ $\mathbb{N}$, we have

$$
\begin{equation*}
\mathcal{B}_{d_{1}+d_{2}}=\mathcal{B}_{d_{1}} \otimes \mathcal{B}_{d_{2}} \tag{4.1.2}
\end{equation*}
$$

We prove first $\mathcal{B}_{d_{1}+d_{2}} \supset \mathcal{B}_{d_{1}} \otimes \mathcal{B}_{d_{2}}: \mathcal{B}_{d_{1}+d_{2}}$ is a $\sigma$-algebra such that the projections are measurable (since they are continuous), thus contains the smallest $\sigma$-algebra $\mathcal{B}_{d_{1}} \otimes \mathcal{B}_{d_{2}}$ making these projections measurable. Moreover, from Lemma 1.2.6, the $\sigma$-algebra $\mathcal{B}_{d_{1}+d_{2}}$ is generated by the compact rectangles $\prod_{1 \leq j \leq d_{1}+d_{2}}\left[a_{j}, b_{j}\right]$ which are also CARs (equal to $\left.\prod_{1 \leq j \leq d_{1}}\left[a_{j}, b_{j}\right] \prod_{d_{1}+1 \leq j \leq d_{1}+d_{2}}\left[a_{j}, b_{j}\right]\right)$. Consequently, using the notation in Definition 1.1.3, we have

$$
\mathcal{B}_{d_{1}} \otimes \mathcal{B}_{d_{2}} \subset \mathcal{B}_{d_{1}+d_{2}}=\mathcal{M}(\text { compact rectangles }) \subset \mathcal{M}(\mathrm{cAR})=\mathcal{B}_{d_{1}} \otimes \mathcal{B}_{d_{2}}
$$

### 4.2 Tensor product of sigma-finite measures

Lemma 4.2.1. Let $\left(X_{1}, \mathcal{M}_{1}, \mu_{1}\right),\left(X_{2}, \mathcal{M}_{2}, \mu_{2}\right)$ be measure spaces where the $\mu_{j}$ are positive $\sigma$-finite measures (i.e., $X_{j}=\cup_{k \in \mathbb{N}} E_{k}^{j}$, with $\mu_{j}\left(E_{k}^{j}\right)<+\infty$ ). Let $A$ be in $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$. Defining $\varphi_{1}\left(x_{1}\right)=\mu_{2}\left(A\left(x_{1}, \cdot\right)\right), \varphi_{2}\left(x_{2}\right)=\mu_{1}\left(A\left(\cdot, x_{2}\right)\right)$, the functions $\varphi_{j}$ are $\mathcal{M}_{j}$ measurable $(j=1,2)$ and

$$
\begin{equation*}
\int_{X_{1}} \varphi_{1} d \mu_{1}=\int_{X_{2}} \varphi_{2} d \mu_{2} \tag{b}
\end{equation*}
$$

Proof. Let us first assume that $A=A_{1} \times A_{2}$ with $A_{j} \in \mathcal{M}_{j}$. We have

$$
\left(A_{1} \times A_{2}\right)\left(x_{1}, \cdot\right)=\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in A_{1} \times A_{2}\right\}=\left\{\begin{array}{cll}
\emptyset & \text { if } & x_{1} \notin A_{1} \\
A_{2} & \text { if } & x_{1} \in A_{1}
\end{array}\right.
$$

and this implies

$$
\varphi_{1}\left(x_{1}\right)=\left\{\begin{array}{cc}
0 & \text { if } \quad x_{1} \notin A_{1} \\
\mu_{2}\left(A_{2}\right) & \text { if } \quad x_{1} \in A_{1}
\end{array}\right.
$$

i.e., $\varphi_{1}=\mu_{2}\left(A_{2}\right) \cdot \mathbf{1}_{A_{1}}, \varphi_{2}=\mu_{1}\left(A_{1}\right) \cdot \mathbf{1}_{A_{2}}$, so that if $\mu_{1}\left(A_{1}\right)$ and $\mu_{2}\left(A_{2}\right)$ are both finite,

$$
\int_{X_{1}} \varphi_{1} d \mu_{1}=\mu_{2}\left(A_{2}\right) \mu_{1}\left(A_{1}\right)=\int_{X_{2}} \varphi_{2} d \mu_{2}
$$

Moreover if $\mu_{2}\left(A_{2}\right)=+\infty$ and $\mu_{1}\left(A_{1}\right)=0$, we have $\varphi_{1}=0, \mu_{1}$-a.e. and $\varphi_{2}=0$, proving the result in that case as well. If $\mu_{2}\left(A_{2}\right)=+\infty$ and $\mu_{1}\left(A_{1}\right)>0$, we find $\int_{X_{1}} \varphi_{1} d \mu_{1}=+\infty=\int_{X_{2}} \varphi_{2} d \mu_{2}$, so that the sought property is proven when $A$ is a CAR. Let us now define

$$
\begin{equation*}
\mathcal{R}=\left\{A \in \mathcal{M}_{1} \otimes \mathcal{M}_{2},(b) \text { holds true }\right\} \tag{4.2.1}
\end{equation*}
$$

We have already proven that

$$
\begin{equation*}
\mathcal{R} \supset \mathrm{CAR} \tag{4.2.2}
\end{equation*}
$$

Moreover, we claim that if $\left(A_{j}\right)_{j \in \mathbb{N}}$ is an increasing sequence of $\mathcal{R}$, then

$$
\begin{equation*}
\cup_{j \in \mathbb{N}} A_{j} \in \mathcal{R} \tag{4.2.3}
\end{equation*}
$$

Indeed, defining $\varphi_{1, j}\left(x_{1}\right)=\mu_{2}\left(A_{j}\left(x_{1}, \cdot\right)\right), \quad \varphi_{2, j}\left(x_{2}\right)=\mu_{2}\left(A_{j}\left(\cdot, x_{2}\right)\right)$, the sequence $A_{j}\left(x_{1}, \cdot\right)=\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in A_{j}\right\}$ is increasing with union $A\left(x_{1}, \cdot\right)$. As a result, we have $0 \leq \varphi_{1, j}\left(x_{1}\right) \uparrow \varphi_{1}\left(x_{1}\right), 0 \leq \varphi_{2, j}\left(x_{2}\right) \uparrow \varphi_{2}\left(x_{2}\right)$, and Beppo Levi's theorem implies

$$
\int_{X_{1}} \varphi_{1, j} d \mu_{1} \uparrow \int_{X_{1}} \varphi_{1} d \mu_{1} \quad \text { and } \quad \int_{X_{2}} \varphi_{2, j} d \mu_{2} \uparrow \int_{X_{2}} \varphi_{2} d \mu_{2}
$$

Since each $A_{j}$ belongs to $\mathcal{R}$, we have $\int_{X_{1}} \varphi_{1, j} d \mu_{1}=\int_{X_{2}} \varphi_{2, j} d \mu_{2}$, proving Claim (4.2.3). Moreover, we claim that if $\left(A_{j}\right)_{j \in \mathbb{N}}$ is a sequence of pairwise disjoint elements of $\mathcal{R}$, we have

$$
\begin{equation*}
\cup_{j \in \mathbb{N}} A_{j} \in \mathcal{R} \tag{4.2.4}
\end{equation*}
$$

In fact, considering the increasing sequence $B_{n}=\cup_{0 \leq j \leq n} A_{k}$, and using (4.2.3), we see that it is enough to check that if $A_{1}, A_{2}$ are disjoint elements of $\mathcal{R}$, then $A_{1} \cup A_{2} \in \mathcal{R}$. We have indeed

$$
\left(A_{1} \cup A_{2}\right)\left(x_{1}, \cdot\right)=\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in A_{1} \cup A_{2}\right\}=\underbrace{A_{1}\left(x_{1}, \cdot\right) \cup A_{2}\left(x_{1}, \cdot\right)}_{\text {disjoint union }},
$$

so that $\mu_{2}\left(A_{1} \cup A_{2}\right)\left(x_{1}, \cdot\right)=\mu_{2}\left(A_{1}\left(x_{1}, \cdot\right)\right)+\mu_{2}\left(A_{2}\left(x_{1}, \cdot\right)\right)$ and

$$
\begin{aligned}
& \int_{X_{1}} \overbrace{\mu_{2}\left(A_{1} \cup A_{2}\right)\left(x_{1}, \cdot\right)}^{\varphi_{1}\left(x_{1}\right)} d \mu_{1}\left(x_{1}\right) \\
& \quad=\int_{X_{1}} \mu_{2}\left(A_{1}\left(x_{1}, \cdot\right)\right) d \mu_{1}\left(x_{1}\right)+\int_{X_{1}} \mu_{2}\left(A_{2}\left(x_{1}, \cdot\right)\right) d \mu_{1}\left(x_{1}\right) .
\end{aligned}
$$

Since both $A_{1}, A_{2}$ belong to $\mathcal{R}$, we have proven Claim (4.2.4). Moreover, for $A_{1} \in \mathcal{M}_{1}, A_{2} \in \mathcal{M}_{2}$ with $\mu_{j}\left(A_{j}\right)<\infty, j=1,2$, and for $\left(Q_{j}\right)$ a decreasing sequence in $\mathcal{R}$ such that $A_{1} \times A_{2} \supset Q_{j}$, we claim that

$$
\begin{equation*}
Q=\cap_{j} Q_{j} \in \mathcal{R} \tag{4.2.5}
\end{equation*}
$$

Indeed, let us define

$$
\varphi_{1, j}\left(x_{1}\right)=\mu_{2}\left(Q_{j}\left(x_{1}, \cdot\right)\right)=\mu_{2}\left(\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in Q_{j}\right\}\right) \leq \mu_{2}\left(A_{2}\right)<+\infty
$$

Using Proposition 1.4.4(3), we get

$$
\begin{aligned}
& \varphi_{1, j}\left(x_{1}\right) \rightarrow \varphi_{1}\left(x_{1}\right)=\mu_{2}\left(\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in Q\right\}\right) \\
& \mu_{1}\left(Q_{j}\left(\cdot, x_{2}\right)\right)=\varphi_{2, j}\left(x_{2}\right) \rightarrow \varphi_{2}\left(x_{2}\right)=\mu_{1}\left(\left\{x_{1} \in X_{1},\left(x_{1}, x_{2}\right) \in Q\right\}\right)
\end{aligned}
$$

We have also

$$
0 \leq \varphi_{1, j}\left(x_{1}\right) \leq \mu_{2}\left(\left\{x_{2} \in X_{2},\left(x_{1}, x_{2}\right) \in A_{1} \times A_{2}\right\}\right)=\psi_{1}\left(x_{1}\right)
$$

But we have already seen in (4.2.1) that $\int_{X_{1}} \psi_{1} d \mu_{1}=\mu_{1}\left(A_{1}\right) \mu_{2}\left(A_{2}\right)$ (a finite quantity here). We may thus apply the Lebesgue dominated convergence theorem and get

$$
\int_{X_{1}} \varphi_{1, j} d \mu_{1} \rightarrow \int_{X_{1}} \varphi_{1} d \mu_{1} \quad \text { and } \quad \int_{X_{2}} \varphi_{2, j} d \mu_{2} \rightarrow \int_{X_{2}} \varphi_{2} d \mu_{2}
$$

Since $Q_{j}$ belongs to $\mathcal{R}$, we find $\int_{X_{1}} \varphi_{1, j} d \mu_{1}=\int_{X_{2}} \varphi_{2, j} d \mu_{2}$ proving Claim (4.2.5). We need a definition.

Definition 4.2.2. Let $X$ be a set and $\mathcal{S}$ be a subset of the powerset $\mathcal{P}(X)$. The set $\mathcal{S}$ is said to be a Monotone Class on $X$ when for $\left(A_{j}\right)_{j \in \mathbb{N}}$ increasing sequence of $\mathcal{S}$, $\left(B_{j}\right)_{j \in \mathbb{N}}$ decreasing sequence of $\mathcal{S}, \cup_{j \in \mathbb{N}} A_{j} \in \mathcal{S}, \cap_{j \in \mathbb{N}} B_{j} \in \mathcal{S}$. Note that if $\left(\mathcal{T}_{i}\right)_{i \in I}$ is a family of monotone classes on $X$, then $\cap_{i \in I} \mathcal{T}_{i}$ is also a monotone class on $X$.

Since $\mu_{1}$ is $\sigma$-finite, we can find a sequence $\left(X_{1, k}\right)$ of elements of $\mathcal{M}_{1}$ such that

$$
X_{1}=\cup_{k \in \mathbb{N}} X_{1, k}, \quad \mu_{1}\left(X_{1, k}\right)<+\infty
$$

We may as well assume that the $X_{1, k}$ are pairwise disjoint. Let $\left(X_{2, l}\right)$ be a sequence with the same properties with respect to $\left(X_{2}, \mathcal{M}_{2}, \mu_{2}\right)$. We define the set

$$
\begin{equation*}
\mathcal{S}=\left\{A \in \mathcal{M}_{1} \otimes \mathcal{M}_{2}, \forall(k, l), A \cap\left(X_{1, k} \times X_{2, l}\right) \in \mathcal{R}\right\} \tag{4.2.6}
\end{equation*}
$$

Then we claim that $\mathcal{S}$ is a monotone class. Indeed, let $A_{j} \in \mathcal{M}_{1} \otimes \mathcal{M}_{2}$ be an increasing sequence such that $A_{j} \cap\left(X_{1, k} \times X_{2, l}\right) \in \mathcal{R}$. From (4.2.3), we find that $\cup_{j} A_{j}$ belongs to $\mathcal{S}$. Similarly (4.2.5) and the fact that $\mu_{1}\left(X_{1, k}\right), \mu_{2}\left(X_{2, l}\right)$ are both finite imply the property on decreasing sequences, proving the claim. As a result, $\mathcal{S}$ is a monotone class included in $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$, containing the Car ((4.2.2)) and countable pairwise disjoint unions of CARs ((4.2.4)).

Lemma 4.2.3. $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ is the smallest monotone class on $X_{1} \times X_{2}$ which contains finite unions of CARs.

Let us take provisionally that lemma for granted. We get then $\mathcal{S}=\mathcal{M}_{1} \otimes \mathcal{M}_{2}$. As a consequence, if $A \in \mathcal{M}_{1} \otimes \mathcal{M}_{2}$, then $A \cap\left(X_{1, k} \times X_{2, l}\right)$ satisfy the property of Lemma 4.2.1, so that using

$$
A=\cup_{k, l}\left\{A \cap\left(X_{1, k} \times X_{2, l}\right)\right\} \quad \text { (disjoint union) }
$$

we find from (4.2.4) that $A \in \mathcal{R}$, concluding the proof of Lemma 4.2.1.
Proof of Lemma 4.2.3. $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ is a $\sigma$-algebra, thus a monotone class. We may thus consider the monotone class $\mathcal{T}$ defined as
$\mathcal{T}=$ intersection of monotone classes containing the finite unions of cars.
Since $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ is a monotone class containing the finite unions of CARs, we get that $\mathcal{M}_{1} \otimes \mathcal{M}_{2} \supset \mathcal{T}$. We need to prove the other inclusion. Note that it is enough to prove that $\mathcal{T}$ is a $\sigma$-algebra: if that it is so, $\mathcal{T}$ will contain the CAR, thus the $\sigma$-algebra generated by the CAR, that is $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$. We note that

$$
\begin{align*}
\left(A_{1} \times A_{2}\right) \cap\left(B_{1} \times B_{2}\right) & =\left(A_{1} \cap B_{1}\right) \times\left(A_{2} \cap B_{2}\right)  \tag{4.2.7}\\
\left(A_{1} \times A_{2}\right) \backslash\left(B_{1} \times B_{2}\right) & =\left[\left(A_{1} \backslash B_{1}\right) \times A_{2}\right] \cup\left[\left(A_{1} \cap B_{1}\right) \times\left(A_{2} \backslash B_{2}\right)\right] \tag{4.2.8}
\end{align*}
$$

We see that the difference of two Cars is a disjoint union of two Cars. Then the symmetric difference of two CARs is as disjoint union of four CARs, the union of two CARs is a disjoint union of five CARs. We find that the set

$$
\begin{equation*}
\mathcal{E}=\text { finite disjoint unions of CARs }, \tag{4.2.9}
\end{equation*}
$$

is stable by union, intersection, and symmetric difference. For $P \subset X_{1} \times X_{2}$, we set

$$
\Omega(P)=\left\{Q \subset X_{1} \times X_{2}, P \backslash Q, Q \backslash P, P \cup Q \in \mathcal{T}\right\}
$$

We see at once that

$$
\begin{equation*}
Q \in \Omega(P) \Longleftrightarrow P \in \Omega(Q) \tag{4.2.10}
\end{equation*}
$$

Moreover, if $\left(Q_{j}\right)_{j \in \mathbb{N}}$ is an increasing sequence of $\Omega(P)$ and $Q=\cup_{j} Q_{j}$, we have

$$
P \backslash Q=P \cap Q^{c}=P \cap \cap_{j} Q_{j}^{c}=\cap_{j}\left(P \cap Q_{j}^{c}\right)
$$

and since $P \cap Q_{j}^{c}$ is decreasing and in $\mathcal{T}$ (which is a monotone class), we find that $P \backslash Q \in \mathcal{T}$. We prove similarly that $Q \backslash P, P \cup Q \in \mathcal{T}$. As a result, $\Omega(P)$ is a monotone class. Let $P \in \mathcal{E}$ : if $Q \in \mathcal{E}$, we have $Q \in \Omega(P)$ since we have already seen that $\mathcal{E}$ is stable by union, intersection and symmetric difference. We find

$$
\mathcal{E} \subset \Omega(P) \text { for } P \in \mathcal{E}
$$

Since $\Omega(P)$ is a monotone class, using the very definition of $\mathcal{T}$, we find

$$
\mathcal{T} \subset \Omega(P) \text { for } P \in \mathcal{E}
$$

Consequently, if $Q \in \mathcal{T}$, we have

$$
P \in \mathcal{E} \underset{(\sharp)}{\Longrightarrow} \mathcal{T} \subset \Omega(P) \underset{Q \in \mathcal{T}}{\Longrightarrow} Q \in \Omega(P) \underset{(4.2 .10)}{\Longrightarrow} P \in \Omega(Q),
$$

so that $\mathcal{E} \subset \Omega(Q)$. Since $\Omega(Q)$ is a monotone class, we find

$$
\mathcal{T} \subset \Omega(Q) \text { for } \mathrm{Q} \in \mathcal{T}
$$

Finally for $P, Q \in \mathcal{T}$, we have $\mathcal{T} \subset \Omega(Q)$ which implies $P \in \Omega(Q)$ and thus $P \backslash Q, Q \backslash P, P \cup Q \in \mathcal{T}$. We get then

$$
\begin{aligned}
& X_{1} \times X_{2} \in \mathcal{E} \subset \mathcal{T} \\
& \text { if } Q \in \mathcal{T}, Q^{c}=(\underbrace{X_{1} \times X_{2}}_{\in \mathcal{T}} \backslash \overbrace{Q}^{\in \mathcal{T}}) \in \mathcal{T} \\
& \left(Q_{j} \in \mathcal{T}\right)_{j \in \mathbb{N}}, P_{n}=\cup_{1 \leq j \leq n} Q_{j} \in \mathcal{T}, \text { monotone class, thus } \cup_{n} P_{n} \in \mathcal{T}
\end{aligned}
$$

proving that $\mathcal{T}$ is a $\sigma$-algebra, completing the proof of Lemma 4.2.3.
Definition 4.2.4 (Tensor product of $\sigma$-finite measures). Let $\left(X_{1}, \mathcal{M}_{1}, \mu_{1}\right)$ and $\left(X_{2}, \mathcal{M}_{2}, \mu_{2}\right)$ be measure spaces where each $\mu_{j}$ is a $\sigma$-finite positive measure. For $A \in \mathcal{M}_{1} \otimes \mathcal{M}_{2}$, using the notation (4.1.1) and Lemma 4.2 .1 we set

$$
\left(\mu_{1} \otimes \mu_{2}\right)(A)=\int_{X_{1}} \mu_{2}\left(A\left(x_{1}, \cdot\right)\right) d \mu_{1}\left(x_{1}\right)=\int_{X_{2}} \mu_{1}\left(A\left(\cdot, x_{2}\right)\right) d \mu_{2}\left(x_{2}\right)
$$

Then $\mu_{1} \otimes \mu_{2}$ is a $\sigma$-finite positive measure. From the proof of Lemma 4.2.1 we find that for $A_{j} \in \mathcal{M}_{j}, j=1,2,\left(\mu_{1} \otimes \mu_{2}\right)\left(A_{1} \times A_{2}\right)=\mu_{1}\left(A_{1}\right) \cdot \mu_{2}\left(A_{2}\right)$ (with the convention $0 \cdot \infty=0$ ).

Indeed, if $\left(A_{k}\right)_{k \in \mathbb{N}}$ is a pairwise disjoint sequence of $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$, if $x_{1} \in X_{1}$, then $A_{k}\left(x_{1}, \cdot\right)$ is measurable (Proposition 4.1.3 (2)) and, using (4.1.1), we find $\left(\cup_{k \in \mathbb{N}} A_{k}\right)\left(x_{1}, \cdot\right)=\cup_{k \in \mathbb{N}} \underbrace{A_{k}\left(x_{1}, \cdot\right)}_{\text {pairwise disjoint }}$, so that

$$
\begin{equation*}
\mu_{2}\left(\left(\cup_{k \in \mathbb{N}} A_{k}\right)\left(x_{1}, \cdot\right)\right)=\sum_{k \in \mathbb{N}} \mu_{2}\left(A_{k}\left(x_{1}, \cdot\right)\right) \tag{4.2.11}
\end{equation*}
$$

Lemma 4.2.1 implies that the mappings $x_{1} \mapsto \mu_{2}\left(A_{k}\left(x_{1}, \cdot\right)\right)$ are measurable and Corollary 1.6.2 gives

$$
\begin{aligned}
\left(\mu_{1} \otimes \mu_{2}\right)\left(\cup_{k \in \mathbb{N}} A_{k}\right) & \stackrel{\text { déf. }}{=} \int_{X_{1}} \mu_{2}\left(\left(\cup_{k \in \mathbb{N}} A_{k}\right)\left(x_{1}, \cdot\right)\right) d \mu_{1}\left(x_{1}\right) \\
& \stackrel{(4.2 .2)}{=} \int_{X_{1}}\left(\sum_{k \in \mathbb{N}} \mu_{2}\left(A_{k}\left(x_{1}, \cdot\right)\right)\right) d \mu_{1}\left(x_{1}\right) \\
& \stackrel{\text { cor. } .6 .6 .2}{=} \sum_{k \in \mathbb{N}} \int_{X_{1}} \mu_{2}\left(A_{k}\left(x_{1}, \cdot\right)\right) d \mu_{1}\left(x_{1}\right)=\sum_{k \in \mathbb{N}}\left(\mu_{1} \otimes \mu_{2}\right)\left(A_{k}\right),
\end{aligned}
$$

which is the sought result. Moreover the measure $\mu_{1} \otimes \mu_{2}$ is $\sigma$-finite since if we have with $j=1,2, X_{j}=\cup_{k \in \mathbb{N}} X_{j, k}$ with $X_{j, k} \in \mathcal{M}_{j}$ and $\mu_{j}\left(X_{j, k}\right)<+\infty$, we get $X_{1} \times X_{2}=\cup_{(k, l) \in \mathbb{N} \times \mathbb{N}}\left(X_{1, k} \times X_{2, l}\right)$, and thus

$$
\left(\mu_{1} \otimes \mu_{2}\right)\left(X_{1, k} \times X_{2, l}\right)=\mu_{1}\left(X_{1, k}\right) \mu_{2}\left(X_{2, l}\right)<+\infty
$$

Theorem 4.2.5 (Tonelli). Let $\left(X_{1}, \mathcal{M}_{1}, \mu_{1}\right)$ and $\left(X_{2}, \mathcal{M}_{2}, \mu_{2}\right)$ be measure spaces where each $\mu_{j}$ is a $\sigma$-finite positive measure. Let $f: X_{1} \times X_{2} \rightarrow \overline{\mathbb{R}}_{+}$be a measurable mapping (the product $X_{1} \times X_{2}$ is equipped with the $\sigma$-algebra $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ ). From Proposition 4.1.3, the mappings $X_{2} \ni x_{2} \mapsto f\left(x_{1}, x_{2}\right), X_{1} \ni x_{1} \mapsto f\left(x_{1}, x_{2}\right)$ are measurable and we may define

$$
f_{1}\left(x_{1}\right)=\int_{X_{2}} f\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right), \quad f_{2}\left(x_{2}\right)=\int_{X_{1}} f\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)
$$

Then the mappings $f_{j}$ are measurable and we have

$$
\begin{equation*}
\int_{X_{1}} f_{1}\left(x_{1}\right) d \mu_{1}\left(x_{1}\right)=\int_{X_{2}} f_{2}\left(x_{2}\right) d \mu_{2}\left(x_{2}\right)=\int_{X_{1} \times X_{2}} f\left(x_{1}, x_{2}\right) d\left(\mu_{1} \otimes \mu_{2}\right)\left(x_{1}, x_{2}\right) \tag{4.2.12}
\end{equation*}
$$

Proof. The following notation for (4.2.12) is certainly easier to follow:

$$
\begin{aligned}
\int_{X_{1}}\left(\int_{X_{2}} f\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right)\right) d \mu_{1}\left(x_{1}\right) & =\int_{X_{2}}\left(\int_{X_{1}} f\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)\right) d \mu_{2}\left(x_{2}\right) \\
& =\iint_{X_{1} \times X_{2}} f\left(x_{1}, x_{2}\right) d\left(\mu_{1} \otimes \mu_{2}\right)\left(x_{1}, x_{2}\right)
\end{aligned}
$$

We assume first that $f=\mathbf{1}_{Q}$ with $Q \in \mathcal{M}_{1} \otimes \mathcal{M}_{2}$ : Definition 4.2 .4 gives the sought result. As a consequence, we obtain as well that result for simple functions on $X_{1} \times X_{2}$ (Definition 1.3.2). From the approximation Theorem 1.3.3, we get the existence of a sequence of simple functions $\left(s_{k}\right)_{k \in \mathbb{N}}$ on $X_{1} \times X_{2}$ such that for all $\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}$,

$$
0 \leq s_{k}\left(x_{1}, x_{2}\right) \uparrow f\left(x_{1}, x_{2}\right)
$$

We set $s_{k, 1}\left(x_{1}\right)=\int_{X_{2}} s_{k}\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right), \quad s_{k, 2}\left(x_{2}\right)=\int_{X_{1}} s_{k}\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)$. Since $s_{k}$ is a simple function, we have already proven that

$$
\begin{equation*}
\int_{X_{1}} s_{k, 1} d \mu_{1}=\int_{X_{2}} s_{k, 2} d \mu_{2}=\int_{X_{1} \times X_{2}} s_{k} d\left(\mu_{1} \otimes \mu_{2}\right) \tag{4.2.13}
\end{equation*}
$$

Using now Beppo Levi's Theorem 1.6.1 on $\left(X_{1} \times X_{2}, \mathcal{M}_{1} \otimes \mathcal{M}_{2}, \mu_{1} \otimes \mu_{2}\right)$, we get

$$
\begin{equation*}
\lim _{k} \int_{X_{1} \times X_{2}} s_{k} d\left(\mu_{1} \otimes \mu_{2}\right)=\int_{X_{1} \times X_{2}} f d\left(\mu_{1} \otimes \mu_{2}\right) \tag{4.2.14}
\end{equation*}
$$

For $x_{1} \in X_{1}$, Beppo Levi's theorem on ( $X_{2}, \mathcal{M}_{2}, \mu_{2}$ ), applied to the non-negative increasing sequence $s_{k}\left(x_{1}, x_{2}\right)$ gives

$$
0 \leq s_{k, 1}\left(x_{1}\right)=\int_{X_{2}} s_{k}\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right) \uparrow \int_{X_{2}} f\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right)=f_{1}\left(x_{1}\right)
$$

Beppo Levi's theorem on ( $X_{1}, \mathcal{M}_{1}, \mu_{1}$ ), applied to the non-negative increasing sequence $s_{k, 1}\left(x_{1}\right)$ gives then

$$
\begin{equation*}
\lim _{k} \int_{X_{1}} s_{k, 1} d \mu_{1}=\int_{X_{1}} f_{1} d \mu_{1} \tag{4.2.15}
\end{equation*}
$$

We get then

$$
\begin{aligned}
& \int_{X_{1} \times X_{2}} f d\left(\mu_{1} \otimes \mu_{2}\right) \stackrel{(4.2 .14)}{=} \lim _{k} \int_{X_{1} \times X_{2}} s_{k} d\left(\mu_{1} \otimes \mu_{2}\right) \\
& \stackrel{(4.2 .13)}{=} \lim _{k} \int_{X_{1}} s_{k, 1} d \mu_{1} \stackrel{(4.2 .15)}{=} \int_{X_{1}} f_{1} d \mu_{1}
\end{aligned}
$$

and we prove similarly $\int_{X_{1} \times X_{2}} f d\left(\mu_{1} \otimes \mu_{2}\right)=\int_{X_{2}} f_{2} d \mu_{2}$, concluding the proof.
Remark 4.2.6. Lemma 1.2 .14 on double series with terms in $\overline{\mathbb{R}}_{+}$is a very elementary version of Tonelli's theorem.

Theorem 4.2.7 (Fubini). Let $\left(X_{1}, \mathcal{M}_{1}, \mu_{1}\right)$ and $\left(X_{2}, \mathcal{M}_{2}, \mu_{2}\right)$ be measure spaces where each $\mu_{j}$ is a $\sigma$-finite positive measure. Let $f: X_{1} \times X_{2} \rightarrow \mathbb{C}$ be a measurable mapping (the product $X_{1} \times X_{2}$ is equipped with the $\sigma$-algebra $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ ).
(1) If $\int_{X_{1}}\left(\int_{X_{2}}\left|f\left(x_{1}, x_{2}\right)\right| d \mu_{2}\left(x_{2}\right)\right) d \mu_{1}\left(x_{1}\right)<+\infty$, then $f \in L^{1}\left(\mu_{1} \otimes \mu_{2}\right)$.
(2) If $f \in L^{1}\left(\mu_{1} \otimes \mu_{2}\right)$, then $f\left(x_{1}, \cdot\right) \in L^{1}\left(\mu_{2}\right) \mu_{1}$-a.e. in $x_{1}, f\left(\cdot, x_{2}\right) \in L^{1}\left(\mu_{1}\right)$ $\mu_{2}$-a.e. in $x_{2}$ and

$$
\begin{align*}
\int_{X_{1}} & \left(\int_{X_{2}} f\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right)\right) d \mu_{1}\left(x_{1}\right) \\
& =\int_{X_{2}}\left(\int_{X_{1}} f\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)\right) d \mu_{2}\left(x_{2}\right)  \tag{4.2.16}\\
& =\iint_{X_{1} \times X_{2}} f\left(x_{1}, x_{2}\right) d\left(\mu_{1} \otimes \mu_{2}\right)\left(x_{1}, x_{2}\right) .
\end{align*}
$$

Proof. To obtain (1), we need only to apply Tonelli's theorem 4.2.5 to $|f|$. Let us prove (2). We assume first that $f$ is real valued: then we have

$$
f=f_{+}-f_{-}, \quad \text { with } \quad f_{ \pm} \geq 0, \quad f_{+}(x)=\max (f(x), 0), \quad f_{-}(x)=\max (-f(x), 0)
$$

From Tonelli's theorem and the assumption of (2), we get

$$
\begin{aligned}
\int_{X_{1}}\left(\int_{X_{2}} f_{+}\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right)\right) & d \mu_{1}\left(x_{1}\right)=\int_{X_{2}}\left(\int_{X_{1}} f_{+}\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)\right) d \mu_{2}\left(x_{2}\right) \\
& =\iint_{X_{1} \times X_{2}} f_{+}\left(x_{1}, x_{2}\right) d\left(\mu_{1} \otimes \mu_{2}\right)\left(x_{1}, x_{2}\right)<+\infty
\end{aligned}
$$

and the same identity holds for $f_{-}$. As a result the $\mathcal{M}_{1}$ measurable functions $\left(f_{+}\right)_{1},\left(f_{-}\right)_{1}$ belong to $L^{1}\left(\mu_{1}\right)$ (we define as in Lemma 4.2 .1 for $g: X_{1} \times X_{2} \rightarrow \overline{\mathbb{R}}_{+}$ measurable, $\left.g_{1}\left(x_{1}\right)=\int_{X_{2}} g\left(x_{1}, x_{2}\right) d \mu_{2}\left(x_{2}\right), g_{2}\left(x_{2}\right)=\int_{X_{1}} g\left(x_{1}, x_{2}\right) d \mu_{1}\left(x_{1}\right)\right)$. From Proposition 1.7.1 (4) we get

$$
\left(f_{+}\right)_{1}<+\infty, \quad\left(f_{-}\right)_{1}<+\infty, \quad \mu_{1} \text {-a.e. }
$$

Similarly, we prove $\left(f_{+}\right)_{2}<+\infty,\left(f_{-}\right)_{2}<+\infty, \mu_{2}$-a.e. Since we have

$$
\left|f\left(x_{1}, x_{2}\right)\right|=f_{+}\left(x_{1}, x_{2}\right)+f_{-}\left(x_{1}, x_{2}\right)
$$

this gives the first part of (2). Applying the identities (4.2.16) for $f_{+}$and $f_{-}$, we find the identity of (2) by writing a linear combination of real numbers. When $f$ is complex valued, we may consider separately the imaginary and real parts, each of them satisfying the assumptions of (2) and thus which can be given the same treatment as above

Remark 4.2.8. Let $\left(X_{1}, \mathcal{M}_{1}, \mu_{1}\right)$ and $\left(X_{2}, \mathcal{M}_{2}, \mu_{2}\right)$ be measure spaces where each $\mu_{j}$ is a $\sigma$-finite positive measure. Let $f_{j}: X_{j} \rightarrow \mathbb{C}, j=1,2$ be mappings of $L^{1}\left(\mu_{j}\right)$. We define on $X_{1} \times X_{2}$, the tensor product of $f_{1}$ with $f_{2}$, noted $f_{1} \otimes f_{2}$, by $\left(f_{1} \otimes f_{2}\right)\left(x_{1}, x_{2}\right)=f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right)$. This function is measurable (Remark 4.1.2) and Theorem 4.2.7 gives right away that $f_{1} \otimes f_{2}$ belongs also to $L^{1}\left(\mu_{1} \otimes \mu_{2}\right)$ as well as the formula

$$
\iint_{X_{1} \times X_{2}}\left(f_{1} \otimes f_{2}\right) d\left(\mu_{1} \otimes \mu_{2}\right)=\left(\int_{X_{1}} f_{1} d \mu_{1}\right)\left(\int_{X_{2}} f_{2} d \mu_{2}\right) .
$$

### 4.3 The Lebesgue measure on $\mathbb{R}^{m}$ and tensor products

The Lebesgue measure on $\mathbb{R}^{m}$ was constructed in Section 2.4. In the present section, we are willing to compare that measure to the tensor product of Lebesgue measures on $\mathbb{R}$, so that we can reduce the computation of multiple integrals to a succession of computations of simple integrals.
Theorem 4.3.1. Let $m_{1}, m_{2}$ be integers $\geq 1$. We set $m=m_{1}+m_{2}$. With $\lambda_{d}$ standing for the Lebesgue measure on $\mathbb{R}^{d}$ and $\mathcal{L}_{d}$ for the Lebesgue $\sigma$-algebra on $\mathbb{R}^{d}$ (see Theorem 2.4.2), we have $\mathcal{L}_{m} \supset \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$ and $\lambda_{m}$ coincides with $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ on $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$.

Proof. Using the notation of Definition 1.1.3, we get from (1.2.15) and Remark 4.1.4

$$
\begin{equation*}
\mathcal{B}_{m_{1}} \otimes \mathcal{B}_{m_{2}}=\mathcal{B}_{m}=\mathcal{M}(\text { compact } \mathrm{CAR}) \subset \mathcal{M}(\mathrm{cAR})=\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}} \tag{4.3.1}
\end{equation*}
$$

Theorem 2.2.14 implies that for $E_{j} \in \mathcal{L}_{m_{j}}, j=1,2$, there exist a $F_{\sigma}$ set $A_{j}$ and a $G_{\delta}$ set $B_{j}$ such that $A_{j} \subset E_{j} \subset B_{j}, \quad \lambda_{m_{j}}\left(B_{j} \backslash A_{j}\right)=0$. As a result, we have

$$
\underbrace{A_{1} \times \mathbb{R}^{m_{2}}}_{F_{\sigma} \text { set }} \subset E_{1} \times \mathbb{R}^{m_{2}} \subset \underbrace{B_{1} \times \mathbb{R}^{m_{2}}}_{G_{\delta} \text { set }}
$$

It is thus enough to prove that

$$
\begin{equation*}
\lambda_{m}\left(\left(B_{1} \backslash A_{1}\right) \times \mathbb{R}^{m_{2}}\right)=0 \tag{4.3.2}
\end{equation*}
$$

since this implies that $E_{1} \times \mathbb{R}^{m_{2}} \in \mathcal{L}_{m}$ (Theorem 2.2.14) as well as $\mathbb{R}^{m_{1}} \times E_{2} \in \mathcal{L}_{m}$, so that $E_{1} \times E_{2} \in \mathcal{L}_{m}$, entailing $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}=\mathcal{M}$ (Rectangles) $\subset \mathcal{L}_{m}$. To obtain (4.3.2), we shall use Proposition 1.4.4 (2) and prove that for all $M \geq 0$,

$$
\begin{equation*}
\lambda_{m}\left(\left(B_{1} \backslash A_{1}\right) \times\left\{x_{2} \in \mathbb{R}^{m_{2}},\left|x_{2}\right| \leq M\right\}\right)=0 \tag{4.3.3}
\end{equation*}
$$

On the other hand, $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ is a positive measure defined on $\mathcal{B}_{m}=\mathcal{B}_{m_{1}} \otimes \mathcal{B}_{m_{2}}$, finite on the compact sets since a compact subset $K$ of $\mathbb{R}^{m}$ is included in a product $\beta_{1} \times \beta_{2}$ with $\beta_{j}=\left\{x_{j} \in \mathbb{R}^{m_{j}},\left|x_{j}\right| \leq M\right\}$ and thus

$$
\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(K) \leq\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)\left(\beta_{1} \times \beta_{2}\right)=\lambda_{m_{1}}\left(\beta_{1}\right) \lambda_{\mu_{2}}\left(\beta_{2}\right)<+\infty
$$

Moreover, from Theorem 2.2.14 (2) and Definition 4.2.4 we find

$$
\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)\left([0,1]^{m}\right)=\lambda_{m_{1}}\left([0,1]^{m_{1}}\right) \lambda_{m_{2}}\left([0,1]^{m_{2}}\right)=1
$$

Also $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ is invariant by translation since for $E \in \mathcal{B}_{m}$ and $t=\left(t_{1}, t_{2}\right) \in$ $\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$, we have

$$
\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(E+t)=\int_{\mathbb{R}^{m_{1}}}\left(\int_{\mathbb{R}^{m_{2}}} \mathbf{1}_{E+\left(t_{1}, t_{2}\right)}\left(x_{1}, x_{2}\right) d \lambda_{m_{2}}\left(x_{2}\right)\right) d \lambda_{m_{1}}\left(x_{1}\right)
$$

and by translation invariance of $\lambda_{m_{2}}$, we get

$$
\begin{aligned}
\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(E+t) & =\int_{\mathbb{R}^{m_{1}}}\left(\int_{\mathbb{R}^{m_{2}}} \mathbf{1}_{E+\left(t_{1}, t_{2}\right)}\left(x_{1}, x_{2}+t_{2}\right) d \lambda_{m_{2}}\left(x_{2}\right)\right) d \lambda_{m_{1}}\left(x_{1}\right) \\
& =\int_{\mathbb{R}^{m_{1}}}\left(\int_{\mathbb{R}^{m_{2}}} \mathbf{1}_{E+\left(t_{1}, 0\right)}\left(x_{1}, x_{2}\right) d \lambda_{m_{2}}\left(x_{2}\right)\right) d \lambda_{m_{1}}\left(x_{1}\right),
\end{aligned}
$$

so that using Fubini's theorem, we find

$$
\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(E+t)=\int_{\mathbb{R}^{m_{2}}}\left(\int_{\mathbb{R}^{m_{1}}} \mathbf{1}_{E+\left(t_{1}, 0\right)}\left(x_{1}, x_{2}\right) d \lambda_{m_{1}}\left(x_{1}\right)\right) d \lambda_{m_{2}}\left(x_{2}\right)
$$

and using translation invariance of $\lambda_{m_{1}}$, we get

$$
\begin{array}{r}
\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(E+t)=\int_{\mathbb{R}^{m_{2}}}\left(\int_{\mathbb{R}^{m_{1}}} \mathbf{1}_{E+\left(t_{1}, 0\right)}\left(x_{1}+t_{1}, x_{2}\right) d \lambda_{m_{1}}\left(x_{1}\right)\right) d \lambda_{m_{2}}\left(x_{2}\right) \\
=\int_{\mathbb{R}^{m_{2}}}\left(\int_{\mathbb{R}^{m_{1}}} \mathbf{1}_{E}\left(x_{1}, x_{2}\right) d \lambda_{m_{1}}\left(x_{1}\right)\right) d \lambda_{m_{2}}\left(x_{2}\right)=\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(E)
\end{array}
$$

As a result, from Theorem 2.4.2 $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ and $\lambda_{m}$ coincide on $\mathcal{B}_{m}$. This implies (4.3.3) since $\lambda_{m_{1}}\left(B_{1} \backslash A_{1}\right)=0$. We have proven that

$$
\begin{align*}
& \mathcal{B}_{m}=\mathcal{B}_{m_{1}} \otimes \mathcal{B}_{m_{2}} \subset \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}} \subset \mathcal{L}_{m},  \tag{4.3.4}\\
& A \in \mathcal{B}_{m} \Longrightarrow\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(A)=\lambda_{m}(A) \tag{4.3.5}
\end{align*}
$$

Moreover, for $Q \in \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$, since $Q \in \mathcal{L}_{m}$, there exist an $F_{\sigma}$ set $A$ and a $G_{\delta}$ set $B$ such that $A \subset Q \subset B, \lambda_{m}(B \backslash A)=0$. Since $A$ is a Borel set, we get

$$
\lambda_{m}(Q)=\overbrace{\lambda_{m}(Q \backslash A)}^{\leq \lambda_{m}(B \backslash A)=0}+\lambda_{m}(A)=\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(A) .
$$

Moreover as $B \backslash A$ is also a Borel set, we have

$$
\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(Q)=\overbrace{\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(Q \backslash A)}^{\leq\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(B \backslash A)=\lambda_{m}(B \backslash A)=0}+\left(\lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)(A)
$$

proving that $\lambda_{m}$ coincides with $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ on $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$, completing the proof.

### 4.4 Notes

Sections 4.1-4.2 clearly belong to Chapter 1 and we could have logically exposed their content there. However, it was our wish to reduce as much as possible the exposition of the general theory and to delay the introduction of multiple integrals.

We have seen $\mathcal{L}_{m_{1}+m_{2}} \supset \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$ and that inclusion can be shown to be strict. In fact $\mathcal{L}_{m}$ is complete (Property (5) in Theorem 2.2.1), whereas $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$ is not complete. However it can be proven (see Exercise 4.5.3) that

$$
\left(\mathbb{R}^{m_{1}+m_{2}}, \mathcal{L}_{m_{1}+m_{2}}, \lambda_{m_{1}+m_{2}}\right)
$$

is the completion of the measure space $\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}, \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}, \lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)$.
Let us review the names of mathematicians encountered in this chapter:
Guido Fubini (1879-1943) was one of the greatest Italian mathematicians; he was expelled from Italy in 1938 by the antisemitic laws of the Mussolini regime and emigrated to the US, where the Princeton Institute for Advanced Study offered him a position.
Leonida Tonelli (1885-1946) was also an Italian mathematician.

### 4.5 Exercises

Exercise 4.5.1. Let $\mathcal{L}$ be the Lebesgue $\sigma$-algebra on $\mathbb{R}$. Checking a set $\{a\} \times A$, where $A \subset \mathbb{R}, A \notin \mathcal{L}$, show that $\mathcal{L} \otimes \mathcal{L}$ is not complete.

Answer. In Exercise 2.8.19, we have constructed a subset $A$ of the real line which does not belong to the Lebesgue $\sigma$-algebra (our construction depended heavily on the Axiom of Choice). With $\lambda_{2}$ standing for the Lebesgue measure on $\mathbb{R}^{2}$, we have

$$
\{a\} \times A \subset\{a\} \times \mathbb{R}, \quad \lambda_{2}(\{a\} \times \mathbb{R})=\sum_{k \in \mathbb{Z}} \lambda_{2}(\{a\} \times[k, k+1[)=0
$$

Nevertheless $\{a\} \times A$ does not belong to $\mathcal{L} \otimes \mathcal{L}$, otherwise using Proposition 4.1.3, we would find

$$
\mathcal{L} \ni(\{a\} \times B)(a, \cdot)=\left\{x_{2} \in \mathbb{R},\left(a, x_{2}\right) \in\{a\} \times A\right\}=A,
$$

contradicting $A \notin \mathcal{L}$.
Exercise 4.5.2. Let $\left(X_{j}, d_{j}\right), j=1,2$ be two separable metric spaces. We define on $\left(X_{1} \times X_{2}\right)^{2}, d\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\max \left(d_{1}\left(x_{1}, y_{1}\right), d_{2}\left(x_{2}, y_{2}\right)\right)$.
(1) Show that $d$ is a distance on $X=X_{1} \times X_{2}$ such that both projections $X_{1} \times$ $X_{2} \rightarrow X_{j}, j=1,2$, are continuous. Show that d defines the product topology on $X_{1} \times X_{2}$.
(2) Show that $(X, d)$ is separable.
(3) Show that every open set in $X$ is a countable union of products of open balls.
(4) Show that the Borel $\sigma$-algebra of $X$ equals the tensor product of the Borel $\sigma$-algebras on each $X_{j}$.

Answer. (1) The mapping $d$ is valued in $\mathbb{R}_{+}$(see (1.2.7), (1.2.8), (1.2.9)) symmetric since $d_{j}$ are symmetric, satisfying the triangle inequality (as the $d_{j}$ ), separated (as the $d_{j}$ ). The projections $\pi_{j}$ are continuous since if

$$
\lim _{n} d\left(\left(x_{1, n}, x_{2, n}\right),\left(x_{1}, x_{2}\right)\right)=0
$$

this implies $\lim _{n} d_{j}\left(x_{j, n}, x_{j}\right)=0$. Since the product topology $\mathscr{O}_{p}$ on $X_{1} \times X_{2}$ is defined as the weakest (coarsest) topology making these projections continuous, we find that $\mathscr{O}_{p} \subset \mathscr{O}_{d}$, where $\mathscr{O}_{d}$ is the topology defined by the distance $d$ on $X_{1} \times X_{2}$. On the other hand we have for $x_{j} \in X_{j}, r>0$, with obvious notation,

$$
B_{d}\left(\left(x_{1}, x_{2}\right), r\right)=B_{d_{1}}\left(x_{1}, r\right) \times B_{d_{2}}\left(x_{2}, r\right)
$$

so that the topology $\mathscr{O}_{d}$ on $X_{1} \times X_{2}$ generated by the open $d$-balls ${ }^{1}$, is equal to the topology generated by the products of open balls. Since the products of open balls belong to $\mathscr{O}_{p}$, we find that $\mathscr{O}_{d}$ is included in $\mathscr{O}_{p}$ and thus $\mathscr{O}_{p}=\mathscr{O}_{d}{ }^{2}$
(2) Let $\left(x_{j, n}\right)_{n \in N}$ be a dense subset of $X_{j}$ : then $D=\left\{\left(x_{1, m}, x_{2, n}\right)\right\}_{(m, n) \in \mathbb{N}^{2}}$ is countable and dense in $X$.
(3) Let $\Omega$ be an open subset of $X$. We consider the countable family of balls

$$
\mathcal{C}_{\Omega}=\left\{B_{d}(y, r)\right\}_{y \in D, r \in \mathbb{Q}_{+}^{*}}^{B_{d}(y, r) \subset \Omega} .
$$

Let $x_{0} \in \Omega$ : then $B_{d}\left(x_{0}, r_{0}\right) \subset \Omega$ with some positive $r_{0} \in \mathbb{Q}$. We can find $y_{0} \in D$ such that $d\left(x_{0}, y_{0}\right)<r_{0} / 2$ : this implies $x_{0} \in B\left(y_{0}, r_{0} / 2\right) \subset \Omega$ (since $d\left(y_{0}, z\right)<$ $\left.r_{0} / 2 \Longrightarrow d\left(x_{0}, z\right)<\frac{r_{0}}{2}+\frac{r_{0}}{2}=r_{0} \Longrightarrow z \in B_{d}\left(x_{0}, r_{0}\right) \subset \Omega\right)$. As a result,

$$
\Omega=\underset{\substack{y \in D, r \in \mathbb{Q}_{+}^{*} \\ B_{d}(y, r) \subset \Omega}}{ } B_{d}(y, r),
$$

giving the result since $B_{d}(y, r)$ is a product of open balls. ${ }^{3}$
(4) We have, with obvious notation $\mathcal{B}_{1} \otimes \mathcal{B}_{2} \subset \mathcal{B}$ since $\mathcal{B}$ is a $\sigma$-algebra such that the projections are measurable (since they are continuous), thus contains $\mathcal{B}_{1} \otimes \mathcal{B}_{2}$. Moreover we have $\mathcal{B}_{1} \otimes \mathcal{B}_{2} \subset \mathcal{B}=\mathcal{M}(\mathcal{C}) \subset \mathcal{B}_{1} \otimes \mathcal{B}_{2}$ since each element of $\mathcal{C}$ is a product of balls, proving the result.

[^33]Exercise 4.5.3. Let $m_{1}, m_{2}$ be positive integers and let us set $m=m_{1}+m_{2}$.
(1) Prove that $\mathcal{B}_{m}=\mathcal{B}_{m_{1}} \otimes \mathcal{B}_{m_{2}}$, where $\mathcal{B}_{d}$ stands for the Borel $\sigma$-algebra on $\mathbb{R}^{d}$.
(2) Prove that $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}} \subset \mathcal{L}_{m}$, where $\mathcal{L}_{d}$ stands for the Lebesgue $\sigma$-algebra on $\mathbb{R}^{d}$ and that the inclusion is strict.
(3) Prove that $\left(\mathbb{R}^{m}, \mathcal{L}_{m}, \lambda_{m}\right)$ is the completion of the measure space (see Exercise 2.8.13) $\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}, \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}, \lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)$.

Answer. (1) See Exercise 4.5.2.
(2) See Theorem 4.3.1 and Exercise 4.5.1 for the strict inclusion.
(3) From Theorem 4.3.1, we know that $\lambda_{m}$ coincides with $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ on $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$. Let $P \in \mathcal{L}_{m}$ : there exists a $F_{\sigma}$ set $A$ (thus in $\mathcal{B}_{m}$ ), a $G_{\delta}$ set $B$ (thus in $\mathcal{B}_{m}$ ), such that

$$
A \subset P \subset B, \quad \lambda_{m}(B \backslash A)=0
$$

Now $A \in \mathcal{B}_{m}=\mathcal{B}_{m_{1}} \otimes \mathcal{B}_{m_{2}} \subset \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$, we find

$$
P=\underbrace{P \backslash A}_{\in \mathcal{L}_{m}} \cup \underbrace{A}_{\in \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}}, \quad P \backslash A \subset \underbrace{B \backslash A}_{\in \mathcal{\mathcal { L } _ { m _ { 1 } } \otimes \mathcal { L } _ { m _ { 2 } }}}, \quad \lambda_{m}(B \backslash A)=0 .
$$

so that $P$ belongs to the completion of $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$ for the measure $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ which coincides with $\lambda_{m}$ on $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$. Since the measure space $\left(\mathbb{R}^{m}, \mathcal{L}_{m}, \lambda_{m}\right)$ is complete and contains $\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}, \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}, \lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)$, this proves the result: in fact if $\left(\mathbb{R}^{m}, \mathcal{C}, \mu\right)$ is the completion of $\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}, \mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}, \lambda_{m_{1}} \otimes \lambda_{m_{2}}\right)$, the $\sigma$-algebra $\mathcal{C}$ is generated by $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}$ and the subsets of its negligible sets and since $\lambda_{m_{1}} \otimes \lambda_{m_{2}}$ coincides with $\lambda_{m}$ on $\mathcal{L}_{m_{1}} \otimes \mathcal{L}_{m_{2}}, \mathcal{C}$ is included in $\mathcal{L}_{m}$.

Exercise 4.5.4. Let $\phi$ be a continuous function supported in $[0,1]$ such that $\int \phi(t) d t=1$. We define on $\mathbb{R}^{2}$ the following function:

$$
f\left(x_{1}, x_{2}\right)=H\left(x_{2}\right) \phi\left(x_{2}-E\left(x_{2}\right)\right)\left\{\phi\left(x_{1}-E\left(x_{2}\right)\right)-\phi\left(x_{1}-E\left(x_{2}\right)-1\right)\right\}
$$

where $E$ is the integer part (floor function, see footnote on page 16 ) and $H=\mathbf{1}_{\mathbb{R}_{+}}$ the Heaviside function.
(1) Prove that

$$
\int\left(\int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1}=1, \quad \int\left(\int f\left(x_{1}, x_{2}\right) d x_{1}\right) d x_{2}=0
$$

(2) Comment on this example.

Answer. (1) We have $\int f\left(x_{1}, x_{2}\right) d x_{1}=0$ and

$$
\begin{aligned}
\int f\left(x_{1}, x_{2}\right) d x_{2} & =\sum_{n \geq 0} \int_{n}^{n+1} \phi\left(x_{2}-n\right)\left(\phi\left(x_{1}-n\right)-\phi\left(x_{1}-n-1\right)\right) d x_{2} \\
& =\sum_{n \geq 0}\left(\phi\left(x_{1}-n\right)-\phi\left(x_{1}-n-1\right)\right)=\phi\left(x_{1}\right)
\end{aligned}
$$

and thus $\int\left(\int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1}=1$.
(2) The assumptions of Fubini's theorem cannot be satisfied: computing for instance

$$
\begin{aligned}
& \int\left|f\left(x_{1}, x_{2}\right)\right| d x_{1} \\
& \quad=H\left(x_{2}\right)\left|\phi\left(x_{2}-E\left(x_{2}\right)\right)\right| \int\left|\phi\left(x_{1}-E\left(x_{2}\right)\right)-\phi\left(x_{1}-E\left(x_{2}\right)-1\right)\right| d x_{1} \\
& \quad=H\left(x_{2}\right)\left|\phi\left(x_{2}-E\left(x_{2}\right)\right)\right| \underbrace{\int|\phi(t+1)-\phi(t)| d t}_{\substack{=c_{\phi}>0 \\
\text { since } \phi \text { is not periodic }}},
\end{aligned}
$$

so that

$$
\begin{aligned}
& \int\left(\int\left|f\left(x_{1}, x_{2}\right)\right| d x_{1}\right) d x_{2} \\
& \quad=c_{\phi} \sum_{n \geq 0} \int_{n}^{n+1}\left|\phi\left(x_{2}-n\right)\right| d x_{2}=c_{\phi} \sum_{n \geq 0} \int|\phi(t)| d t=+\infty
\end{aligned}
$$

Exercise 4.5.5. Let $\phi$ be a non-negative smooth function supported in $(0,1)$ such that $\int \phi(t) d t=1$. Let $\psi$ be a non-negative smooth 1-periodic function defined on $\mathbb{R}$ such that $\psi$ vanishes in a neighborhood of 0 . We define on $\mathbb{R}^{2}$ the function

$$
f\left(x_{1}, x_{2}\right)=H\left(x_{2}\right) \psi\left(x_{2}\right)\left(\phi\left(x_{1}-x_{2}\right)-\phi\left(x_{1}-x_{2}-1\right)\right),
$$

where $H$ is the Heaviside function.
(1) Give an example of functions $\phi, \psi$ satisfying the above assumptions. Prove that $f$ is a smooth function.
(2) Prove that $\int f\left(x_{1}, x_{2}\right) d x_{1}=0$ and calculate $\int f\left(x_{1}, x_{2}\right) d x_{2}$.
(3) Comment on this example.

Answer. (1) The function $\rho$ in Exercise 2.8 .6 (with $m=1$ ) is smooth non-negative with support $[-1,1]$. We can take

$$
\phi(t)=\frac{\rho(4 t-2)}{\int \rho(4 s) d s}: \phi \text { is smooth } \geq 0 \text { with support }[1 / 4,3 / 4] \text { and integral } 1 .
$$

We can take $\psi(t)=\sum_{n \in \mathbb{Z}} \phi(t+n)$. We claim that this function is smooth, 1periodic and vanishes on $[-1 / 4,1 / 4]+\mathbb{Z}$ : in fact the function $t \mapsto \phi(t-n)$ is supported in $\left[n+\frac{1}{4}, n+\frac{3}{4}\right]$, so these functions have disjoint supports for different $n$, implying that $\psi$ is smooth 1-periodic with support $\mathbb{Z}+\left[\frac{1}{4}, \frac{3}{4}\right]$, thus vanishing on $\mathbb{Z}+\left[-\frac{1}{4}, \frac{1}{4}\right]$. As a result, the function $x \mapsto H(x) \psi(x)$ is smooth and $f$ is a smooth function.
(2) We have $\int f\left(x_{1}, x_{2}\right) d x_{1}=0$ and

$$
\begin{aligned}
\int f\left(x_{1}, x_{2}\right) d x_{2} & =\int_{0}^{+\infty} \psi\left(x_{2}\right) \overbrace{\left(\phi\left(x_{1}-x_{2}\right)-\phi\left(x_{1}-x_{2}-1\right)\right)}^{\begin{array}{c}
\text { vanishes for } x_{2} \\
\text { outside }\left(x_{1}-2, x_{1}\right)
\end{array}} d x_{2} \\
& =\int \phi\left(x_{1}-x_{2}\right) \underbrace{\left(H\left(x_{2}\right) \psi\left(x_{2}\right)-H\left(x_{2}-1\right) \psi\left(x_{2}-1\right)\right)}_{\omega\left(x_{2}\right)} d x_{2}
\end{aligned}
$$

The function $\omega$ vanishes for $x_{2}>1$ since $\psi$ is 1 -periodic and also for $x_{2}<0$; as a result,

$$
\int f\left(x_{1}, x_{2}\right) d x_{2}=\int_{0}^{1} \phi\left(x_{1}-x_{2}\right) \psi\left(x_{2}\right) d x_{2}
$$

(3) We find thus

$$
I=\int\left(\int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1}=\int\left(\int \phi\left(x_{1}-x_{2}\right) \psi\left(x_{2}\right) \mathbf{1}_{[0,1]}\left(x_{2}\right) d x_{2}\right) d x_{1}
$$

and using Tonelli's theorem, this gives

$$
I=\int \phi(t) d t \int_{0}^{1} \psi(s) d s=1
$$

This is a smooth version of the counterexample of Exercise 4.5.4. Of course computing

$$
\begin{aligned}
\int\left|f\left(x_{1}, x_{2}\right)\right| d x_{1} & =H\left(x_{2}\right) \psi\left(x_{2}\right) \int\left|\phi\left(x_{1}-x_{2}\right)-\phi\left(x_{1}-x_{2}-1\right)\right| d x_{1} \\
& =H\left(x_{2}\right) \psi\left(x_{2}\right) \int|\phi(1+t)-\phi(t)| d t
\end{aligned}
$$

and as in Exercise 4.5.4(3), $\int\left(\int\left|f\left(x_{1}, x_{2}\right)\right| d x_{1}\right) d x_{2}=+\infty$. On the other hand,

$$
\int\left|f\left(x_{1}, x_{2}\right)\right| d x_{2}=\int_{0}^{+\infty} \psi\left(x_{2}\right)\left|\phi\left(x_{1}-x_{2}\right)-\phi\left(x_{1}-x_{2}-1\right)\right| d x_{2}
$$

and using Tonelli's theorem, we get as well

$$
\int\left(\int\left|f\left(x_{1}, x_{2}\right)\right| d x_{2}\right) d x_{1}=\iint \psi\left(x_{2}\right) H\left(x_{2}\right)|\phi(t+1)-\phi(t)| d t d x_{2}=+\infty
$$

This is a second example proving that the assumption (1) in Fubini's theorem 4.2.7 cannot be dispensed with.

Exercise 4.5.6. We consider $\left(\mathbb{R}, \mathcal{P}(\mathbb{R}), \mathfrak{h}_{0}\right)$ where $\mathfrak{h}_{0}$ is the counting measure and $\left(\mathbb{R}, \mathcal{L}_{1}, \lambda_{1}\right)$ the Lebesgue measure on $\mathbb{R}$.
(1) Prove that $D=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, x_{1}=x_{2}\right\}$ belongs to $\mathcal{L}_{1} \otimes \mathcal{P}(\mathbb{R})$.
(2) Calculate $\int \mathbf{1}_{D}\left(x_{1}, x_{2}\right) d \lambda_{1}\left(x_{1}\right)$ and $\int \mathbf{1}_{D}\left(x_{1}, x_{2}\right) d \mathfrak{h}_{0}\left(x_{2}\right)$.
(3) Comment on the previous example.

Answer. (1) As a closed subset of $\mathbb{R}^{2}$, the diagonal $D$ is a Borel set of $\mathbb{R}^{2}$, thus (see Exercise 4.5.3) belongs to $\mathcal{B}_{2}=\mathcal{B}_{1} \otimes \mathcal{B}_{1} \subset \mathcal{L}_{1} \otimes \mathcal{P}(\mathbb{R})$.
(2) Since $x_{1} \mapsto \mathbf{1}_{D}\left(x_{1}, x_{2}\right)$ vanishes $\lambda_{1}$-a.e., we have $\int \mathbf{1}_{D}\left(x_{1}, x_{2}\right) d \lambda_{1}\left(x_{1}\right)=0$, and on the other hand $\int \mathbf{1}_{D}\left(x_{1}, x_{2}\right) d \mathfrak{h}_{0}\left(x_{2}\right)=1$.
(3) As a result, we have

$$
\int\left(\int \mathbf{1}_{D}\left(x_{1}, x_{2}\right) d \lambda_{1}\left(x_{1}\right)\right) d \mathfrak{h}_{0}\left(x_{2}\right)=0
$$

and $\int\left(\int \mathbf{1}_{D}\left(x_{1}, x_{2}\right) d \mathfrak{h}_{0}\left(x_{2}\right)\right) d \lambda_{1}\left(x_{1}\right)=+\infty$. This proves that the assumption of $\sigma$-finiteness in Tonelli's theorem is not superfluous (the counting measure is $\sigma$ finite only on countable sets).

Exercise 4.5.7. Prove $\lim _{A \rightarrow+\infty} \int_{0}^{A} \frac{\sin x}{x} d x=\frac{\pi}{2}$, using Fubini's theorem and the identity $1 / x=\int_{0}^{+\infty} e^{-t x} d t$ for $x>0$.

Answer. We have for $A>0$,

$$
\int_{0}^{A} \frac{\sin x}{x} d x=\int_{0}^{A} \sin x\left(\int_{0}^{+\infty} e^{-t x} d t\right) d x
$$

so that using Fubini's theorem,

$$
\begin{aligned}
\int_{0}^{A} \frac{\sin x}{x} d x & =\int_{0}^{+\infty}\left(\int_{0}^{A} \operatorname{Im}\left\{e^{x(i-t)}\right\} d x\right) d t=\int_{0}^{+\infty}\left[\operatorname{Im} \frac{e^{x(i-t)}}{i-t}\right]_{x=0}^{x=A} d t \\
& =\int_{0}^{+\infty} \operatorname{Im}\left(\frac{(-t-i)}{t^{2}+1}\left(e^{A(i-t)}-1\right)\right) d t \\
& =\int_{0}^{+\infty} \frac{1}{t^{2}+1}\left(1-e^{-t A} \cos A-t e^{-t A} \sin A\right) d t
\end{aligned}
$$

Lebesgue's dominated convergence theorem ensures that

$$
\lim _{A \rightarrow+\infty} \int_{0}^{A} \frac{\sin x}{x} d x=\int_{0}^{+\infty} \frac{d t}{t^{2}+1}=\frac{\pi}{2}
$$

Exercise 4.5.8. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure.
(1) Let $S$ be defined by (3.2.20). Show that for $1 \leq p<+\infty, S$ is dense in $L^{p}(\mu)$.
(2) Show that for $1 \leq p<+\infty, C_{c}^{0}\left(\mathbb{R}^{n}\right)$ is dense in $L^{p}\left(\mathbb{R}^{n}\right)$.
(3) Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. Show that for $1 \leq p<+\infty, C_{c}^{0}(\Omega)$ is dense in $L^{p}(\Omega)$.
(4) Let $\rho \in C_{c}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right), \int_{\mathbb{R}^{n}} \rho(x) d x=1$ (cf. Exercise 2.8.6). For $\epsilon>0, x \in$ $\mathbb{R}^{n}, u \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$, we set

$$
u_{\epsilon}(x)=\int_{\mathbb{R}^{n}} u(y) \rho\left(\frac{x-y}{\epsilon}\right) \frac{d y}{\epsilon^{n}}
$$

Show that it is meaningful and that $u_{\epsilon} \in C^{\infty}\left(\mathbb{R}^{n}\right)$.
(5) Let $1 \leq p<+\infty$. Show that for $u \in L^{p}\left(\mathbb{R}^{n}\right)$, we have $u_{\epsilon} \in L^{p}\left(\mathbb{R}^{n}\right)$ and $\lim _{\epsilon \rightarrow 0_{+}} u_{\epsilon}=u$ in $L^{p}\left(\mathbb{R}^{n}\right)$.
(6) We replace $\rho$ in (4) by $e^{-\pi|x|^{2}}$ where $|x|$ is the Euclidean norm. Show that for $u \in L^{1}\left(\mathbb{R}^{n}\right), u_{\epsilon}$ is analytic and $\lim _{\epsilon \rightarrow 0_{+}} u_{\epsilon}=u$ in $L^{1}\left(\mathbb{R}^{n}\right)$. Assuming $u \in C_{c}^{0}\left(\mathbb{R}^{n}\right)$, show that this method provides a proof of the Stone-Weierstrass Theorem.

Answer. (1) is Proposition 3.2.11,
(2), (3) are proven in Theorem 3.4.3.
(4) The function $y \mapsto u(y) \rho((x-y) / \varepsilon)$ is compactly supported in $|y| \leq \varepsilon+|x|$, so that the integrand defining $u_{\varepsilon}$ is indeed in $L_{\text {comp }}^{1}$ for each $x$. Moreover the function $x \mapsto u(y) \rho((x-y) / \varepsilon)$ is smooth and we have

$$
\sup _{|x| \leq M}\left|u(y) \rho^{(k)}((x-y) / \varepsilon) \varepsilon^{-n-k}\right| \leq|u(y)|\left\|\rho^{(k)}\right\|_{L^{\infty}} \varepsilon^{-n-k} \mathbf{1}(|y| \leq \varepsilon+M)
$$

which is $\in L^{1}\left(\mathbb{R}^{n}\right)$. We may apply Theorem 3.3 .4 to get $u_{\varepsilon} \in C^{\infty}$ along with

$$
u_{\varepsilon}^{(k)}(x)=\int u(y) \rho^{(k)}((x-y) / \varepsilon) \varepsilon^{-n-k} d y
$$

(5) We note $\rho_{\epsilon}(t)=\rho\left(t \epsilon^{-1}\right) \epsilon^{-n}$ and $u_{\epsilon}=\rho_{\epsilon} * u$. This function belongs to $C^{\infty}\left(\mathbb{R}^{n}\right)$. Jensen's inequality (Theorem 3.1.3) implies for $u \in L^{p}\left(\mathbb{R}^{n}\right)$

$$
\begin{aligned}
\left\|\rho_{\epsilon} * u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} & =\int_{\mathbb{R}^{n}}\left|\int_{\mathbb{R}^{n}} \rho_{\epsilon}(x-y) u(y) d y\right|^{p} d x \\
& \leq \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \rho_{\epsilon}(x-y)|u(y)|^{p} d y d x=\int_{\mathbb{R}^{n}}|u(y)|^{p} d y=\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p}
\end{aligned}
$$

entailing $u_{\epsilon} \in L^{p}$. Moreover using again Jensen's inequality, we get

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\left|\left(u * \rho_{\epsilon}\right)(x)-u(x)\right|^{p} d x=\int_{\mathbb{R}^{n}}\left|\int_{\mathbb{R}^{n}}(u(x-\epsilon t)-u(x)) \rho(t) d t\right|^{p} d x \\
& \quad \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|u(x-\epsilon t)-u(x)|^{p} \rho(t) d t d x=\int_{\mathbb{R}^{n}}\left\|\tau_{\epsilon t} u-u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} \rho(t) d t
\end{aligned}
$$

Exercise 3.7.15 proves pointwise convergence towards 0 of $\left\|\tau_{\epsilon t} u-u\right\|_{L^{p}}^{p} \rho(t)$, which is dominated by $2^{p}\|u\|_{L^{p}}^{p} \rho(t) \in L^{1}$. We get $\lim _{\epsilon \rightarrow 0}\left\|u * \rho_{\epsilon}-u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}=0$.
(6) We have

$$
u_{\epsilon}(x)=\int_{\mathbb{R}^{n}} e^{-\pi|x-t|^{2} \epsilon^{-2}} u(t) \epsilon^{-n} d t
$$

and for $u \in L^{1}\left(\mathbb{R}^{n}\right)$, we have $u_{\epsilon} \in L^{1}\left(\mathbb{R}^{n}\right)$ (even $\left\|u_{\epsilon}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}$ using the previous proof). We may extend $u_{\epsilon}$ to $\mathbb{C}^{n}$, defining for $z=x+i y\left(x, y \in \mathbb{R}^{n}\right)$,

$$
\begin{equation*}
u_{\epsilon}(x+i y)=\int_{\mathbb{R}^{n}} e^{-\pi \sum_{j=1}^{n}\left(z_{j}-t_{j}\right)^{2} \epsilon^{-2}} u(t) \epsilon^{-n} d t \tag{4.5.1}
\end{equation*}
$$

This integral converges since

$$
\left|e^{-\pi \sum_{j=1}^{n}\left(z_{j}-t_{j}\right)^{2} \epsilon^{-2}}\right|=e^{-\pi|x-t|^{2} \epsilon^{-2}} e^{\pi \epsilon^{-2} y^{2}}
$$

Holomorphy of (4.5.1) on $\mathbb{C}^{n}$ follows from Theorem 3.3.7, inducing analyticity on $\mathbb{R}^{n}$. The proof of the convergence in $L^{1}\left(\mathbb{R}^{n}\right)$ of $u_{\epsilon}$ is proven as in the previous question. Let $\varphi \in C_{c}^{0}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{aligned}
\varphi_{\epsilon}(x)-\varphi(x) & =\int_{\mathbb{R}^{n}} e^{-\pi|x-t|^{2} \epsilon^{-2}}(\varphi(t)-\varphi(x)) \epsilon^{-n} d t \\
& =\int_{\mathbb{R}^{n}} e^{-\pi|t|^{2}}(\varphi(x-\epsilon t)-\varphi(x)) d t
\end{aligned}
$$

We have for $A>0$,

$$
\left|\varphi_{\epsilon}(x)-\varphi(x)\right| \leq \int_{|t| \leq A}|\varphi(x-\epsilon t)-\varphi(x)| d t+2\|\varphi\|_{L^{\infty}} \int_{|t|>A} e^{-\pi|t|^{2}} d t
$$

and thus

$$
\begin{aligned}
& \sup _{x \in \mathbb{R}^{n}}\left|\varphi_{\epsilon}(x)-\varphi(x)\right| \\
& \quad \leq A^{n}\left|\mathbb{B}^{n}\right| \sup _{\left|x_{1}-x_{2}\right| \leq \epsilon A}\left|\varphi\left(x_{1}\right)-\varphi\left(x_{2}\right)\right|+2\|\varphi\|_{L^{\infty}} \int_{|t|>A} e^{-\pi|t|^{2}} d t
\end{aligned}
$$

Since $\varphi$ is uniformly continuous, we get for all $A>0$,

$$
\limsup _{\epsilon \rightarrow 0_{+}}\left\|\varphi_{\epsilon}-\varphi\right\|_{L^{\infty}} \leq 2\|\varphi\|_{L^{\infty}} \int_{|t|>A} e^{-\pi|t|^{2}} d t
$$

Taking the limit when $A \rightarrow+\infty$, we find $\lim _{\epsilon \rightarrow 0_{+}}\left\|\varphi_{\epsilon}-\varphi\right\|_{L^{\infty}}=0$. As a result $\varphi$ is a uniform limit of a sequence of analytic functions, restrictions to $\mathbb{R}^{n}$ of holomorphic functions on $\mathbb{C}^{n}$ (entire functions). The radius of convergence of the power series defining these entire functions is infinite, so that, on every compact set, these functions are a uniform limit of polynomials.

Exercise 4.5.9. Find an example of a monotone class $\mathcal{M}$ on a set $X$, such that $\emptyset, X \in \mathcal{M}$, but such that $\mathcal{M}$ is not a $\sigma$-algebra.

Answer. Let $X$ be an uncountable set and

$$
\mathcal{M}=\{A \subset X, A \text { countable }\}
$$

Then $\mathcal{M}$ is obviously a monotone class, but is not stable by complement, so is not a $\sigma$-algebra. Taking $\mathcal{M}^{\prime}=\mathcal{M} \cup\{X\}$, we get a monotone class: let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be an increasing sequence in $\mathcal{M}^{\prime}$. If all $A_{n}$ are different from $X, \cup A_{n}$ is countable and thus belongs to $\mathcal{M}$. If one of the $A_{n}=X$, then $\cup A_{n}=X \in \mathcal{M}^{\prime}$. Let $\left(B_{n}\right)_{n \in \mathbb{N}}$ be a decreasing sequence in $\mathcal{M}^{\prime}$. If all $B_{n}$ are different from $X, \cap B_{n}$ is countable and thus belongs to $\mathcal{M}$. If $B_{N}=X$, then since the sequence is decreasing, $B_{0}=\cdots=B_{N}=X$; either the sequence is stationary equal to $X$ and then $\cap B_{n}=X$, or $B_{N+1}$ is countable and $\cap_{n \in \mathbb{N}} B_{n}$ is countable, in both cases in $\mathcal{M}^{\prime}$.

Exercise 4.5.10. Let $X$ be a set.
(1) Let $\left(\mathcal{M}_{i}\right)_{i \in I}$ be a family of monotone classes on $X$ (see Definition 4.2.2). Prove that $\mathcal{N}=\cap_{i \in I} \mathcal{M}_{i}$ is a monotone class on $X$.
(2) Let $\mathcal{F}$ be an algebra on $X$, i.e., a non-empty subset of the powerset $\mathcal{P}(X)$ such that

$$
\begin{align*}
A \in \mathcal{F} & \Longrightarrow A^{c} \in \mathcal{F}  \tag{4.5.2}\\
A, B \in \mathcal{F} & \Longrightarrow A \cup B \in \mathcal{F}, A \cap B \in \mathcal{F} . \tag{4.5.3}
\end{align*}
$$

Prove that the smallest monotone class containing $\mathcal{F}$ is the smallest $\sigma$-algebra containing $\mathcal{F}$ (Monotone Class Theorem).

Answer. (1) Obvious from the definition.
(2) Since a $\sigma$-algebra is a monotone class, setting

$$
m(\mathcal{F})=\bigcap_{\substack{\mathcal{M} \text { monotone class } \\ \text { containing } \mathcal{F}}} \mathcal{M}, \quad s(\mathcal{F})=\bigcap_{\substack{\mathcal{M} \sigma \text {-algebra } \\ \text { containing } \mathcal{F}}} \mathcal{M}
$$

we find $m(\mathcal{F}) \subset s(\mathcal{F})$. To get the required equality, it is enough to prove that $m(\mathcal{F})$ is a $\sigma$-algebra: since $m(\mathcal{F})$ contains $\mathcal{F}$, this will imply $m(\mathcal{F}) \supset s(\mathcal{F})$. We know that $m(\mathcal{F})$ is not empty since $\mathcal{F}$ is assumed to be non-empty. Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of $m(\mathcal{F})$; to prove that $\cup_{n \in \mathbb{N}} A_{n}$ belongs to $m(\mathcal{F})$, it is enough to prove that $m(\mathcal{F})$ is stable by finite union. In fact, we have

$$
\cup_{n \in \mathbb{N}} A_{n}=\cup_{n \in \mathbb{N}} B_{n}, \quad B_{n}=\cup_{0 \leq k \leq n \in \mathbb{N}} A_{k}
$$

and if we know that each $B_{n}$ belongs to $m(\mathcal{F})$, the monotone class property will imply the result. Inductively, it is enough to prove that $A_{1}, A_{2} \in m(\mathcal{F})$ implies $A_{1} \cup A_{2} \in m(\mathcal{F})$. Let $E \in \mathcal{F}$ (which is non-empty) and let us define

$$
\mathcal{N}_{E}=\left\{A \in m(\mathcal{F}), A \cap E, A^{c} \cap E, A \cap E^{c} \in m(\mathcal{F})\right\}
$$

Then $\mathcal{N}_{E}$ is a monotone class. Note first that $\mathcal{N}_{E}$ contains $\mathcal{F}$ and thus is nonempty. Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be an increasing sequence of $\mathcal{N}_{E}$. We have

$$
\begin{aligned}
& \cup_{n} A_{n} \in m(\mathcal{F}), \quad\left(\cup_{n} A_{n}\right) \cap E=\cup_{n} \underbrace{\left(A_{n} \cap E\right)}_{\in m(\mathcal{F}), \text { increasing }} \in m(\mathcal{F}), \\
&\left(\cup_{n} A_{n}\right)^{c} \cap E=\cap_{n} \underbrace{A_{n}^{c} \cap E}_{\in m(\mathcal{F}), \text { decreasing }} \in m(\mathcal{F}), \\
&\left(\cup_{n} A_{n}\right) \cap E^{c}=\cup_{n} \underbrace{A_{n} \cap E^{c}}_{\in m(\mathcal{F}), \text { increasing }} \in m(\mathcal{F}) .
\end{aligned}
$$

Let $\left(B_{n}\right)_{n \in \mathbb{N}}$ be an decreasing sequence of $\mathcal{N}_{E}$. We have

$$
\begin{aligned}
& \cap_{n} B_{n} \in m(\mathcal{F}), \quad\left(\cap_{n} B_{n}\right) \cap E=\cap_{n} \underbrace{\left(B_{n} \cap E\right)}_{\in m(\mathcal{F}), \text { decreasing }} \in m(\mathcal{F}), \\
&\left(\cap_{n} B_{n}\right)^{c} \cap E=\cup_{n} \underbrace{\left(B_{n}^{c} \cap E\right)}_{\in m(\mathcal{F}), \text { increasing }} \in m(\mathcal{F}), \\
&\left(\cap_{n} B_{n}\right) \cap E^{c}=\cap_{n} \underbrace{B_{n} \cap E^{c}}_{\in m(\mathcal{F}), \text { decreasing }} \in m(\mathcal{F}) .
\end{aligned}
$$

Since $\mathcal{N}_{E}$ is a monotone class containing $\mathcal{F}$, it contains $m(\mathcal{F})$ and thus is equal to $m(\mathcal{F})$. Let us now consider for $B \in m(\mathcal{F})$,

$$
\mathcal{N}_{B}=\left\{A \in m(\mathcal{F}), A \cap B, A^{c} \cap B, A \cap B^{c} \in m(\mathcal{F})\right\} .
$$

Reasoning as above $\mathcal{N}_{B}$ is a monotone class; moreover it contains $\mathcal{F}$ since for $E \in \mathcal{F}, B \in m(\mathcal{F})=\mathcal{N}_{E}$, we have $B \cap E, B \cap E^{c}, B^{c} \cap E \in m(\mathcal{F})$. Since $\mathcal{N}_{B}$ is also included in $m(\mathcal{F})$, it is thus equal to $m(\mathcal{F})$. We have $X, \emptyset \in \mathcal{F}$ since $\mathcal{F}$ is non-empty and for $E \in \mathcal{F}, X=E^{c} \cup E \in \mathcal{F}, X^{c}=\emptyset$. As a result if $A \in m(\mathcal{F})$, since $X \in m(\mathcal{F})$, we have

$$
A^{c}=A^{c} \cap X \in m(\mathcal{F}),
$$

so that $m(\mathcal{F})$ is stable by complement. For $A, B \in m(\mathcal{F})$, we find

$$
(A \cup B)^{c}=A^{c} \cap B^{c} \in m(\mathcal{F}) \Longrightarrow A \cup B \in m(\mathcal{F})
$$

so that $m(\mathcal{F})$ is stable by finite union. As a result, from the remarks at the beginning, $m(\mathcal{F})$ is a $\sigma$-algebra.

## Exercise 4.5.11.

(1) Calculate

$$
I(a, \alpha)=\int_{0}^{+\infty} \frac{d x}{\left(x^{2}+a^{2}\right)^{\alpha}}, \quad \text { for } a>0 \text { and } \alpha>1 / 2
$$

(2) Calculate $J(\alpha)=\iint_{\mathbb{R}_{+}^{2}} \frac{d x d y}{\left(1+x^{2}+y^{2}\right)^{\alpha}}$ for $\alpha>1$.

Answer. (1) Using Proposition 2.3.2, setting $x=a \tan t, I(a, \alpha)=$

$$
\int_{0}^{\pi / 2} \frac{a\left(1+\tan ^{2} t\right) d t}{\left(a^{2}+a^{2} \tan ^{2} t\right)^{\alpha}}=a^{1-2 \alpha} \int_{0}^{\pi / 2}(\cos t)^{2 \alpha-2} d t=\frac{a^{1-2 \alpha} \Gamma\left(\alpha-\frac{1}{2}\right) \pi^{1 / 2}}{2 \Gamma(\alpha)}
$$

according to Lemma 10.5 .7 on the Wallis integrals.
(2) Using Fubini's theorem, we get for $\alpha>1$,

$$
\begin{aligned}
J(\alpha) & =\int_{0}^{+\infty} I\left(\sqrt{1+y^{2}}, \alpha\right) d y=\frac{\Gamma\left(\alpha-\frac{1}{2}\right) \pi^{1 / 2}}{2 \Gamma(\alpha)} \int_{0}^{+\infty}\left(1+y^{2}\right)^{\frac{1}{2}-\alpha} d y \\
& =\frac{\Gamma\left(\alpha-\frac{1}{2}\right) \pi^{1 / 2}}{2 \Gamma(\alpha)} I\left(1, \alpha-\frac{1}{2}\right)=\frac{\Gamma\left(\alpha-\frac{1}{2}\right)}{2 \Gamma(\alpha)} \frac{\Gamma(\alpha-1) \pi}{2 \Gamma\left(\alpha-\frac{1}{2}\right)}=\frac{\pi}{4(\alpha-1)} .
\end{aligned}
$$

N.B. Using the results of the next chapter on change of variables, it is easier to calculate

$$
J(\alpha)=\frac{\pi}{2} \int_{0}^{+\infty} r\left(1+r^{2}\right)^{-\alpha} d r=\frac{\pi}{4(\alpha-1)}\left[\left(1+r^{2}\right)^{1-\alpha}\right]_{r=+\infty}^{r=0}=\frac{\pi}{4(\alpha-1)}
$$

## Exercise 4.5.12.

(1) Calculate the volume $\left|\mathbb{B}^{n}\right|$ of the unit Euclidean ball in $\mathbb{R}^{n}$.
(2) Calculate the volume of the simplex

$$
\Sigma_{n}=\left\{x \in \mathbb{R}^{n}, \forall j, x_{j} \geq 0, x_{1}+\cdots+x_{n} \leq 1\right\}
$$

(3) Let $p \in[1,+\infty)$. Calculate the volume of the unit ball of $\mathbb{R}^{n}$ for the norm $\|x\|_{p}=\left(\sum_{1 \leq j \leq n}\left|x_{j}\right|^{p}\right)^{1 / p}$.

Answer. (1) We consider on $\mathbb{R}_{x}^{n} \times \mathbb{R}_{t}^{+}$the product measure $\lambda_{n} \otimes \lambda_{1}$. We define

$$
I=\iint_{\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}_{+},\|x\| \leq t\right\}} t e^{-t^{2}} d t d x=\int_{0}^{+\infty} t^{1+n} e^{-t^{2}} d t\left|\mathbb{B}^{n}\right|=\frac{\left|\mathbb{B}^{n}\right| \Gamma\left(\frac{n}{2}+1\right)}{2}
$$

and we have also

$$
I=\int_{\mathbb{R}^{n}}\left(\int_{\|x\|}^{+\infty} t e^{-t^{2}} d t\right) d x=\frac{1}{2} \int_{\mathbb{R}^{n}} e^{-\|x\|^{2}} d x=\frac{\pi^{n / 2}}{2}
$$

so that

$$
\begin{equation*}
\left|\mathbb{B}^{n}\right|=\frac{2 \pi^{n / 2}}{n \Gamma(n / 2)} \tag{4.5.4}
\end{equation*}
$$

(2) We have

$$
\left|\Sigma_{n}\right|=\int_{\mathbb{R}^{n}} H\left(x_{1}\right) \ldots H\left(x_{n}\right) H\left(1-x_{1}-\cdots-x_{n}\right) d x_{1} \ldots d x_{n}
$$

We study first for $f \geq 0$ measurable and $a=\left(a_{j}\right)_{1 \leq j \leq n} \in(0,+\infty)^{n}$,

$$
I_{n}(f, a)=\int_{\mathbb{R}_{+}^{n}} f\left(\sum_{1 \leq j \leq n} x_{j}\right) \prod_{1 \leq j \leq n} \frac{x_{j}^{a_{j}-1}}{\Gamma\left(a_{j}\right)} d x
$$

and we claim that

$$
\begin{equation*}
I_{n}(f, a)=\int_{0}^{+\infty} \frac{t^{-1+\sum_{1 \leq j \leq n} a_{j}}}{\Gamma\left(\sum_{1 \leq j \leq n} a_{j}\right)} f(t) d t \tag{4.5.5}
\end{equation*}
$$

That property is true for $n=1$, and assuming that it is true for some $n \geq 1$, we check

$$
\begin{aligned}
& I_{n+1}(f, a)=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{+}^{n}} f\left(\sum_{1}^{n} x_{j}+x_{n+1}\right) \frac{x_{n+1}^{a_{n+1}-1}}{\Gamma\left(a_{n+1}\right)} \prod_{1 \leq j \leq n} \frac{x_{j}^{a_{j}-1}}{\Gamma\left(a_{j}\right)} d x d x_{n+1} \\
& \quad=\int_{\mathbb{R}_{+}} \frac{x_{n+1}^{a_{n+1}-1}}{\Gamma\left(a_{n+1}\right)} I_{n}\left(\tau_{-x_{n+1}} f,\left(a_{j}\right)_{1 \leq j \leq n}\right) d x_{n+1} \\
& \quad=\iint_{\mathbb{R}_{+}^{2}} \frac{x_{n+1}^{a_{n+1}-1}}{\Gamma\left(a_{n+1}\right)} \frac{t^{-1+\sum_{1 \leq j \leq n} a_{j}}}{\Gamma\left(\sum_{1 \leq j \leq n} a_{j}\right)} f\left(t+x_{n+1}\right) d t d x_{n+1} \\
& \quad=\iint_{\mathbb{R}^{2}} H\left(x_{n+1}\right) H\left(s-x_{n+1}\right) f(s) \frac{x_{n+1}^{a_{n+1}-1}}{\Gamma\left(a_{n+1}\right)} \frac{\left(s-x_{n+1}\right)^{-1+\sum_{1 \leq j \leq n} a_{j}}}{\Gamma\left(\sum_{1 \leq j \leq n} a_{j}\right)} d s d x_{n+1} \\
& \quad=\int_{0}^{+\infty} f(s) s^{-1+\sum_{1}^{n+1} a_{j}} d s \frac{B\left(a_{n+1}, \sum_{1}^{n} a_{j}\right)}{\Gamma\left(\sum_{1 \leq j \leq n} a_{j}\right) \Gamma\left(a_{n+1}\right)},
\end{aligned}
$$

where the Beta function is given by (10.5.17). Formula (10.5.18) yields (4.5.5). Applying this to $a_{j}=1, f(t)=H(1-t)$, we obtain

$$
\begin{equation*}
\left|\Sigma_{n}\right|=\frac{1}{\Gamma(n)} \int_{0}^{1} t^{n-1} d t=\frac{1}{n!} \tag{4.5.6}
\end{equation*}
$$

(3) We start over with the computations of (1), this time with

$$
\begin{aligned}
J_{p}=\iint_{\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}_{+},\|x\|_{p} \leq t\right\}} t^{p-1} e^{-t^{p}} d t d x & =\int_{0}^{+\infty} t^{p+n-1} e^{-t^{p}} d t V_{n}(p) \\
& =\frac{V_{n}(p) \Gamma\left(\frac{n}{p}+1\right)}{p}
\end{aligned}
$$

and we have also

$$
\begin{aligned}
I=\int_{\mathbb{R}^{n}}\left(\int_{\|x\|_{p}}^{+\infty} t^{p-1} e^{-t^{p}} d t\right) d x & =\frac{1}{p} \int_{\mathbb{R}^{n}} e^{-\|x\|_{p}^{p}} d x \\
& =\frac{1}{p}\left(\int_{\mathbb{R}} e^{-|t|^{p}} d t\right)^{n}=\frac{2^{n} \Gamma(1 / p)^{n}}{p^{n+1}}
\end{aligned}
$$

so that

$$
\begin{equation*}
V_{n}(p)=\left(\frac{2}{p}\right)^{n} \frac{\Gamma(1 / p)^{n}}{\Gamma\left(\frac{n}{p}+1\right)}=\left(\frac{2}{p}\right)^{n} \frac{p \Gamma(1 / p)^{n}}{n \Gamma(n / p)} \tag{4.5.7}
\end{equation*}
$$

$N . B$. Note that the above formula for $p=1$ gives the volume

$$
\lambda_{n}\left(\left\{x \in \mathbb{R}^{n}, \sum_{1}^{n}\left|x_{j}\right| \leq 1\right\}\right)=\frac{2^{n}}{n!}=2^{n} \lambda_{n}\left(\Sigma_{n}\right)
$$

so that we have found another way to proving (4.5.6).

Exercise 4.5.13. We consider the following functions, defined on $\mathbb{R}^{2}$ by

$$
f_{1}(x, y)=\left\{\begin{array}{ll}
\frac{x^{2}-y^{2}}{x^{2}+y^{2}} & \text { if }(x, y) \neq 0, \\
0 & \text { if }(x, y)=0,
\end{array}, f_{2}(x, y)= \begin{cases}\frac{x-y}{\left(x^{2}+y^{2}\right)^{3 / 2}} & \text { if }(x, y) \neq 0 \\
0 & \text { if }(x, y)=0\end{cases}\right.
$$

Calculate for $j=1,2$,

$$
\int_{0}^{1}\left(\int_{0}^{1} f_{j}(x, y) d y\right) d x, \quad \int_{0}^{1}\left(\int_{0}^{1} f_{j}(x, y) d x\right) d y
$$

Comment on the result.
Answer. The function $f_{1}$ is bounded measurable since

$$
f_{1}(x, y)=\mathbf{1}_{\mathbb{R}^{2} \backslash\{(0,0)\}}(x, y) R(x, y),
$$

where $R$ is a continuous function on $\mathbb{R}^{2} \backslash\{(0,0)\}$, such that $|R(x, y)| \leq 1$. As a result, if $\Omega$ is an open subset of $\mathbb{R}$ which does not contain 0 ,

$$
f_{1}^{-1}(\Omega)=\left\{(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}, R(x, y) \in \Omega\right\}=R^{-1}(\Omega)
$$

and $R^{-1}(\Omega)$ is an open subset of $\mathbb{R}^{2} \backslash\{(0,0)\}$ thus an open subset of $\mathbb{R}^{2}$. If $\Omega$ contains 0
$f_{1}^{-1}(\Omega)=R^{-1}(\Omega) \cup\{(0,0)\}$, union of an open set and a closed set, thus a Borel set.

The function $f_{2}$ is also measurable (and unbounded) for the same reasons. We calculate for $y>0$,

$$
\int_{0}^{1} \frac{x^{2}-y^{2}}{x^{2}+y^{2}} d x=\int_{0}^{1}\left(1-\frac{2 y^{2}}{x^{2}+y^{2}}\right) d x=1-2 y^{2} \frac{1}{y} \arctan \frac{1}{y}=1-2 y \arctan \left(\frac{1}{y}\right) .
$$

We note that $y \mapsto y \arctan \left(\frac{1}{y}\right)$ is continuous on $[0,1]$ and that $\lim _{y \rightarrow 0_{+}} y \arctan \left(\frac{1}{y}\right)$ $=0$. We have

$$
\begin{array}{r}
\int_{0}^{1}(1-\underbrace{2 y}_{u^{\prime}(y)} \underbrace{\arctan (1 / y)}_{v(y)}) d y=1-\left(\left[y^{2} \arctan (1 / y)\right]_{0}^{1}-\int_{0}^{1} y^{2} \frac{1}{1+y^{-2}}\left(-y^{-2}\right) d y\right) \\
=1-\frac{\pi}{4}-\int_{0}^{1} \frac{y^{2}}{1+y^{2}} d y=1-\frac{\pi}{4}-1+\int_{0}^{1} \frac{1}{1+y^{2}} d y=0
\end{array}
$$

The value of $\int_{0}^{1}\left(\int_{0}^{1} f_{1}(x, y) d y\right) d x$ is identical. In fact the function $f_{1}$ is locally integrable so that

$$
\begin{aligned}
I_{1}=\iint_{[0,1] \times[0,1]} f_{1}(x, y) d x d y & =\iint_{[0,1] \times[0,1]} f_{1}(y, x) d x d y \\
& =-\iint_{[0,1] \times[0,1]} f_{1}(x, y) d x d y=-I_{1}
\end{aligned}
$$

(the second equality follows from the change of variables $(x, y) \mapsto(y, x)$ ) which implies $I_{1}=0$. The assumptions of Fubini's theorem 4.2.7 are fulfilled and the double integral $I_{1}$ is indeed the iteration of simple integrals.

It is a different story for $f_{2}$, for which we cannot argue as above although $f_{2}(x, y)=-f_{2}(y, x)$. The function $f_{2}$ is measurable, but not locally integrable near the origin since the polar coordinates change of variables gives

$$
\left|f_{2}(x, y)\right| d x d y=|\cos \theta-\sin \theta| r^{-1} d r d \theta
$$

We calculate for $y>0$,

$$
\begin{aligned}
J(y)=\int_{0}^{1} \frac{x-y}{\left(x^{2}+y^{2}\right)^{3 / 2}} d x & =\left[\left(x^{2}+y^{2}\right)^{-1 / 2}\right]_{1}^{0}-y \int_{0}^{1}\left(x^{2}+y^{2}\right)^{-3 / 2} d x \\
& =y^{-1}-\left(1+y^{2}\right)^{-1 / 2}-y\left[\left(x^{2}+y^{2}\right)^{-1 / 2} x y^{-2}\right]_{x=0}^{x=1} \\
& =y^{-1}-\left(1+y^{2}\right)^{-1 / 2}-y^{-1}\left(1+y^{2}\right)^{-1 / 2} \\
& =\left(1+y^{2}\right)^{-1 / 2}\left(-1+\frac{\left(1+y^{2}\right)^{1 / 2}-1}{y}\right) \\
& =\left(1+y^{2}\right)^{-1 / 2}\left(-1+\frac{y}{\left(\left(1+y^{2}\right)^{1 / 2}+1\right)}\right)
\end{aligned}
$$

We may then calculate

$$
\begin{array}{rl}
\int_{0}^{1} & J(y) d y=-\int_{0}^{1}\left(1+y^{2}\right)^{-1 / 2} d y+\int_{0}^{1} \frac{y}{1+y^{2}+\left(1+y^{2}\right)^{1 / 2}} d y \\
\quad & =\left[\ln \left(y+\left(1+y^{2}\right)^{1 / 2}\right)\right]_{1}^{0}+\int_{0}^{\operatorname{arcsinh}(1)} \frac{\sinh t}{1+\sinh ^{2} t+\left(1+\sinh ^{2} t\right)^{1 / 2}} \cosh t d t \\
& =-\ln (1+\sqrt{2})+\int_{0}^{\operatorname{arcsinh}(1)} \frac{\sinh t}{\cosh ^{2} t+\cosh t} \cosh t d t \\
& =-\ln (1+\sqrt{2})+\int_{0}^{\operatorname{arcsinh}(1)} \frac{\sinh t}{\cosh t+1} d t \\
& =-\ln (1+\sqrt{2})+[\ln (\cosh t+1)]_{0}^{\operatorname{arcsinh}(1)} \\
& =-\ln (1+\sqrt{2})+[\ln (\cosh t+1)]_{0}^{\operatorname{arcsinh}(1)}, \operatorname{and} \operatorname{since} \operatorname{arcsinh}(1)=\ln (1+\sqrt{2}) \\
& =-\ln (1+\sqrt{2})+\ln (\cosh (\ln (1+\sqrt{2}))+1)-\ln 2 \\
& =-\ln (1+\sqrt{2})+\ln \left(\frac{1+\sqrt{2}}{2}+\frac{1}{2} \frac{1}{1+\sqrt{2}}+1\right)-\ln 2 \\
& =-\ln (1+\sqrt{2})+\ln \left(\frac{1}{2}+\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2}-\frac{1}{2}+1\right)-\ln 2=-\ln 2 \neq 0
\end{array}
$$

If for $x>0$, we calculate

$$
K(x)=\int_{0}^{1} \frac{x-y}{\left(x^{2}+y^{2}\right)^{3 / 2}} d y=-J(x)
$$

we shall find

$$
\int_{0}^{1} K(x) d x=\ln 2
$$

so that both integrals in the Exercise for $j=2$ make sense with two differing values $\ln 2$ and $-\ln 2$. This does not contradict Fubini's theorem since the assumptions of integrability on the product space are not satisfied. This simple example is a useful reminder that formal manipulations of integrals without prior checking of hypotheses could lead to errors. The iteration of simple integrals does not depend on the order of integration provided the function is integrable on the product space. Also, we can remark that the fact that both integrals make sense is not sufficient to ensure their equality.

Let us give another example, algebraically simpler than the one above. We define the measurable function

$$
F_{2}(x, y)= \begin{cases}\frac{x-y}{\max \left(x^{3}, y^{3}\right)}, & \text { if } x \geq 1 \text { and } y \geq 1 \\ 0, & \text { otherwise }\end{cases}
$$

For $x<1, F_{2}(x, y)=0$. We calculate for $x \geq 1$,

$$
\begin{aligned}
\int_{\mathbb{R}} F_{2}(x, y) d y & =\int_{1}^{x} \frac{x-y}{x^{3}} d y+\int_{x}^{+\infty} \frac{x-y}{y^{3}} d y \\
& =x^{-2}(x-1)-x^{-3}\left(\frac{x^{2}}{2}-\frac{1}{2}\right)+x \frac{x^{-2}}{2}-x^{-1}=-x^{-2}+x^{-3} 2^{-1}
\end{aligned}
$$

We have thus

$$
\int_{\mathbb{R}}\left(\int_{\mathbb{R}} F_{2}(x, y) d y\right) d x=\int_{1}^{+\infty}\left(-x^{-2}+x^{-3} 2^{-1}\right) d x=-1+2^{-1} 2^{-1}=-3 / 4
$$

The same calculation gives $\int_{\mathbb{R}}\left(\int_{\mathbb{R}} F_{2}(x, y) d x\right) d y=3 / 4$. The above remarks on $f_{2}$ are true as well for $F_{2}$.

## Exercise 4.5.14.

(1) For $z \in \mathbb{C} \backslash \mathbb{R}_{-}$, we define

$$
\log z=\oint_{[1, z]} \frac{d \xi}{\xi}
$$

Show that it makes sense and coincides with $\ln z$ for $z \in \mathbb{R}_{+}^{*}$. Show that

$$
\exp (\log z)=z \quad \text { for } z \in \mathbb{C} \backslash \mathbb{R}_{-}
$$

Calculate $\log (\exp z)$, for $z$ such that $\exp (z) \notin \mathbb{R}_{-}^{*}$.
(2) Show that for $\operatorname{Re} z>0$,

$$
\int_{\mathbb{R}} e^{-\pi z t^{2}} d t=\exp -(\log z) / 2=z^{-1 / 2}
$$

(3) Show that

$$
\int_{\mathbb{R}_{+}} \frac{\ln x}{x^{2}-1} d x=\frac{\pi^{2}}{4}, \quad \int_{\mathbb{R}_{+}}\left(\frac{\arctan x}{x}\right)^{2} d x=\pi \ln 2
$$

Answer. (1) is treated in Theorem 10.5.1.
(2) From Theorem 3.3.7 $z \mapsto \int_{\mathbb{R}} e^{-\pi z t^{2}} d t$ is a holomorphic function on $\{\operatorname{Re} z>0\}$ which coincides with $\exp \left(-\frac{\ln z}{2}\right)$ for $z>0$. By analytic continuation, these two functions coincide on $\{\operatorname{Re} z>0\}$.
(3) We have

$$
\int_{0}^{1} \frac{\ln x}{x^{2}-1} d x=\int_{1}^{+\infty} \frac{\ln \left(y^{-1}\right)}{y^{-2}-1} \frac{d y}{y^{2}}=\int_{1}^{+\infty} \frac{\ln y}{y^{2}-1} d y
$$

so that

$$
I=\int_{0}^{+\infty} \frac{\ln x}{x^{2}-1} d x=2 \int_{1}^{+\infty} \frac{\ln x}{x^{2}-1} d x=2 \int_{1}^{+\infty} \frac{\ln x}{x^{2}} \sum_{k \geq 0} x^{-2 k} d x
$$

Using Corollary 1.6.2 of Beppo Levi's theorem, we get

$$
\begin{aligned}
I & =2 \sum_{k \geq 1} \int_{1}^{+\infty} x^{-2 k} \ln x d x=2 \sum_{k \geq 1} \int_{0}^{+\infty} e^{-(2 k-1) t} t d t \\
& =2 \sum_{k \geq 1} \int_{0}^{+\infty} e^{-s} s d s(2 k-1)^{-2}=2 \Gamma(2) \sum_{k \geq 1}(2 k-1)^{-2}=\frac{\pi^{2}}{4}
\end{aligned}
$$

since $\Gamma(2)=1$ and

$$
\frac{\pi^{2}}{6}=\sum_{n \geq 1} n^{-2}=\sum_{k \geq 1}(2 k-1)^{-2}+\sum_{k \geq 1}(2 k)^{-2}=\sum_{k \geq 1}(2 k-1)^{-2}+2^{-2} \frac{\pi^{2}}{6}
$$

which implies $\sum_{k \geq 1}(2 k-1)^{-2}=\pi^{2}\left(\frac{1}{6}-\frac{1}{24}\right)=\frac{\pi^{2}}{8}$.
We calculate first

$$
J=\iiint_{[0,1] \times[0,1] \times \mathbb{R}_{+}} \frac{1}{\left(1+x^{2} z^{2}\right)\left(1+y^{2} z^{2}\right)} d x d y d z
$$

For $x, y \in \mathbb{R}_{+}^{*}$, we have

$$
\begin{aligned}
\int_{0}^{A} \frac{1}{\left(1+x^{2} z^{2}\right)\left(1+y^{2} z^{2}\right)} d z & =\left(y^{2}-x^{2}\right)^{-1}[y \arctan (y z)-x \arctan (x z)]_{z=0}^{z=A} \\
& =\frac{y \arctan (A y)-x \arctan (A x)}{y^{2}-x^{2}} \underset{A \rightarrow+\infty}{\longrightarrow} \frac{\pi}{2(x+y)}
\end{aligned}
$$

and thus

$$
\begin{aligned}
J=\iint_{[0,1]^{2}} \frac{\pi d x d y}{2(x+y)} & =\frac{\pi}{2} \int_{0}^{1}[\ln (x+y)]_{y=0}^{y=1} d x=\frac{\pi}{2} \int_{0}^{1}(\ln (x+1)-\ln x) d x \\
& =\frac{\pi}{2}[(x+1) \ln (x+1)-x \ln x]_{0}^{1}=\frac{\pi}{2} 2 \ln 2=\pi \ln 2
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
J & =\iint_{[0,1] \times \mathbb{R}_{+}} \frac{1}{1+x^{2} z^{2}}\left[\frac{\arctan y z}{z}\right]_{y=0}^{y=1} d x d z \\
& =\int_{\mathbb{R}_{+}}\left[\frac{\arctan x z}{z}\right]_{x=0}^{x=1}\left[\frac{\arctan y z}{z}\right]_{y=0}^{y=1} d z=\int_{\mathbb{R}_{+}}\left(\frac{\arctan z}{z}\right)^{2} d z
\end{aligned}
$$

which is the sought result.

## Chapter 5

## Diffeomorphisms of Open Subsets of $\mathbb{R}^{n}$ and Integration

### 5.1 Differentiability

Definition 5.1.1. Let $U$ be an open subset of $\mathbb{R}^{n}, x_{0} \in U$ and let $f: U \rightarrow \mathbb{R}^{m}$. We shall say that $f$ is differentiable at $x_{0}$ if there exist a linear map $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, $r_{0}>0$ and a mapping $\epsilon: B\left(0, r_{0}\right) \rightarrow \mathbb{R}^{m}$ such that for all $|h|<r_{0}$,

$$
\begin{equation*}
f\left(x_{0}+h\right)=f\left(x_{0}\right)+A h+\epsilon(h)|h|, \quad \lim _{h \rightarrow 0} \epsilon(h)=0 . \tag{5.1.1}
\end{equation*}
$$

Here $|h|$ stands for the Euclidean norm of $h$, but we may choose any other norm on $\mathbb{R}^{n}$. We say that $A$ is the differential of $f$ at $x_{0}$ and we write $f^{\prime}\left(x_{0}\right)=A$.
N.B. Note that the definition above is consistent since if for $r_{0}>0$ and for all $|h|<r_{0}$,

$$
\begin{array}{ll}
f\left(x_{0}+h\right)=f\left(x_{0}\right)+A_{1} h+\epsilon_{1}(h)|h|, & \lim _{h \rightarrow 0} \epsilon_{1}(h)=0, \\
f\left(x_{0}+h\right)=f\left(x_{0}\right)+A_{2} h+\epsilon_{2}(h)|h|, & \lim _{h \rightarrow 0} \epsilon_{2}(h)=0
\end{array}
$$

we get $\left(A_{1}-A_{2}\right) h=\left(\epsilon_{1}(h)-\epsilon_{2}(h)\right)|h|$ and thus for all $T \in \mathbb{R}^{n}$ such that $|T|=1$ and for all $s \in\left(-r_{0}, r_{0}\right)$, this gives

$$
\left(A_{1}-A_{2}\right) T=\epsilon_{1}(s T)-\epsilon_{2}(s T)=\lim _{s \rightarrow 0}\left(\epsilon_{1}(s T)-\epsilon_{2}(s T)\right)=0, \quad \text { i.e., } A_{1}=A_{2}
$$

Remark 5.1.2. (1) We note also that $f^{\prime}\left(x_{0}\right)$ is a $m \times n$ matrix ( $m$ rows, $n$ columns) as a linear map from $\mathbb{R}^{n}$ into $\mathbb{R}^{m}$.
(2) If $f$ is differentiable at a point $x$, then the partial derivatives $\left(\frac{\partial f}{\partial x_{j}}(x)\right)_{1 \leq j \leq n}$ of $f$ exist, i.e., for all $1 \leq j \leq n$, with $\mathbf{e}_{j}$ the $j$ th vector of the canonical basis of $\mathbb{R}^{n}$,

$$
\lim _{\substack{t \rightarrow 0 \\ t \in \mathbb{R}^{*}}} \frac{f\left(x+t \mathbf{e}_{j}\right)-f(x)}{t}=\frac{\partial f}{\partial x_{j}}(x) .
$$

In fact the differentiability of $f$ at $x$ implies $f\left(x_{0}+t e_{j}\right)=f\left(x_{0}\right)+A\left(t e_{j}\right)+\epsilon\left(t e_{j}\right)|t|$, so that for $0<|t|<r_{0}$, we get

$$
\left(f\left(x+t e_{j}\right)-f(x)\right) t^{-1}=A e_{j}+\epsilon\left(t e_{j}\right)|t| t^{-1}
$$

which implies $\frac{\partial f}{\partial x_{j}}(x)=A e_{j}=f^{\prime}(x) e_{j}$ and thus

$$
f^{\prime}(x) h=f^{\prime}(x)\left(\sum_{1 \leq j \leq n} h_{j} e_{j}\right)=\sum_{1 \leq j \leq n} h_{j} f^{\prime}(x) e_{j}=\sum_{1 \leq j \leq n} \frac{\partial f}{\partial x_{j}}(x) h_{j}
$$

The first-order Taylor-Young formula (5.1.1) can thus be written for

$$
\begin{align*}
h & =\left(h_{1}, \ldots, h_{n}\right) \in \mathbb{R}^{n},|h|<r_{0}, \text { as } \\
f(x+h) & =f(x)+\sum_{1 \leq j \leq n} \frac{\partial f}{\partial x_{j}}(x) h_{j}+\epsilon(h)|h| \tag{5.1.2}
\end{align*}
$$

Note that $f(x)=\left(f_{1}(x), \ldots, f_{m}(x)\right)$ belongs to $\mathbb{R}^{m}$ and that

$$
\frac{\partial f}{\partial x_{j}}(x)=\left(\begin{array}{c}
\frac{\partial f_{1}}{\partial x_{j}} \\
\vdots \\
\frac{\partial f_{m}}{\partial x_{j}}
\end{array}\right)
$$

Finally, $f^{\prime}(x)$ is the $m \times n$ matrix

$$
\left(\begin{array}{ccc}
\frac{\partial f_{1}}{\partial x_{1}} & \cdots & \frac{\partial f_{1}}{\partial x_{n}}  \tag{5.1.3}\\
\cdots & \frac{\partial f_{i}}{\partial x_{j}} & \cdots \\
\frac{\partial f_{m}}{\partial x_{1}} & \cdots & \frac{\partial f_{m}}{\partial x_{n}}
\end{array}\right)_{\substack{1 \leq i \leq m \\
1 \leq j \leq n}}
$$

(3) Conversely, the existence of partial derivatives at a point does not ensure differentiability (not even continuity), as shown by the following example. We set

$$
f(x, y)= \begin{cases}\frac{x y}{x^{2}+y^{2}} & \text { for }(x, y) \neq(0,0) \\ 0 & \text { if }(x, y)=(0,0)\end{cases}
$$

That function is discontinuous at 0 (for $\epsilon \neq 0$, we have $f(\epsilon, \epsilon)=1 / 2$ ) and thus is not differentiable at 0 (Formula (5.1.1) implies continuity at $x_{0}$ ). However, we have for all $x, y, f(x, 0)=0, f(0, y)=0$, which implies $\frac{\partial f}{\partial x}(x, 0)=0=\frac{\partial f}{\partial y}(0, y)$.
(4) However if the partial derivatives exist and are continuous on an open set $U$, then $f$ is continuously differentiable on $U$, i.e., is differentiable on $U$ with $U \ni$ $x \mapsto f^{\prime}(x)$ continuous. Let us prove the previous statement. We consider $x \in U$;
there exists $r>0$ such that the open ball $B(x, r) \subset U$. For $h=\left(h_{1}, \ldots, h_{n}\right) \in \mathbb{R}^{n}$, such that $|h|<r$, we have

$$
\begin{aligned}
f(x+h)-f(x)= & f\left(x_{1}+h_{1}, \ldots, x_{n}+h_{n}\right)-f\left(x_{1}, \ldots, x_{n}\right) \\
= & f\left(x+\sum_{1 \leq j \leq n} h_{j} e_{j}\right)-f\left(x+\sum_{2 \leq j \leq n} h_{j} e_{j}\right) \\
& +f\left(x+\sum_{2 \leq j \leq n} h_{j} e_{j}\right)-f\left(x+\sum_{3 \leq j \leq n} h_{j} e_{j}\right) \\
& \cdots \\
& +f\left(x+h_{n} e_{n}\right)-f(x),
\end{aligned}
$$

so that

$$
\begin{aligned}
f & (x+h)-f(x)-\sum_{1 \leq j \leq n} \frac{\partial f}{\partial x_{j}}(x) h_{j} \\
& =\sum_{1 \leq j \leq n}\left\{f\left(x+h_{j} e_{j}+\sum_{j<k \leq n} h_{k} e_{k}\right)-f\left(x+\sum_{j<k \leq n} h_{k} e_{k}\right)-\frac{\partial f}{\partial x_{j}}(x) h_{j}\right\} \\
& =\sum_{1 \leq j \leq n}\left\{\int_{0}^{1} \frac{\partial f}{\partial x_{j}}\left(x+\sum_{j<k \leq n} h_{k} e_{k}+\theta h_{j} e_{j}\right) d \theta h_{j}-\frac{\partial f}{\partial x_{j}}(x) h_{j}\right\} \\
& =\sum_{1 \leq j \leq n} h_{j} \int_{0}^{1}\left\{\frac{\partial f}{\partial x_{j}}\left(x+\sum_{j<k \leq n} h_{k} e_{k}+\theta h_{j} e_{j}\right)-\frac{\partial f}{\partial x_{j}}(x)\right\} d \theta .
\end{aligned}
$$

As a result, we have

$$
\begin{aligned}
& \left|f(x+h)-f(x)-\sum_{1 \leq j \leq n} \frac{\partial f}{\partial x_{j}}(x) h_{j}\right| \\
& \quad \leq|h| \overbrace{\sum_{1 \leq j \leq n} \sup _{\theta \in[0,1]}\left|\frac{\partial f}{\partial x_{j}}\left(x+\theta \sum_{j<k \leq n} h_{k} e_{k}\right)-\frac{\partial f}{\partial x_{j}}(x)\right|}^{=\eta(h)},
\end{aligned}
$$

with $\lim _{h \rightarrow 0} \eta(h)=0$, thanks to the continuity of the partial derivatives. This proves the differentiability of $f$ at $x$ and the continuity of $f^{\prime}(x)$ follows from (5.1.3).

Proposition 5.1.3. Let $U$ be a convex open subset of $\mathbb{R}^{n}$ and let

$$
f: U \rightarrow \mathbb{R}^{m}, \quad f(x)=\left(f_{1}(x), \ldots, f_{m}(x)\right)
$$

be a differentiable mapping on $U$. Then for $x, y \in U$,

$$
\|f(y)-f(x)\|_{\mathbb{R}^{m}} \leq\|y-x\|_{\mathbb{R}^{n}} \sup _{\theta \in(0,1)} \| f^{\prime}(x+\theta(y-x) \|
$$

 Euclidean norm of $T \in \mathbb{R}^{d}$.

We prove a more general statement with the following lemma whose second property implies the proposition.

## Lemma 5.1.4.

(1) Let $E$ be a normed real vector space, let $a<b$ be real numbers and let $\phi$ : $[a, b] \rightarrow E$ be a continuous mapping, differentiable on $(a, b)$ so that there exists $M \in \mathbb{R}_{+}$such that for all $t \in(a, b),\left\|\phi^{\prime}(t)\right\| \leq M$. Then

$$
\|\phi(b)-\phi(a)\| \leq M(b-a)
$$

(2) Let $E, F$ be normed vector spaces, let $U$ be an open set of $E$, let $x_{0}, x_{1} \in U$ such that $\left(x_{0}, x_{1}\right)=\left\{(1-\theta) x_{0}+\theta x_{1}\right\}_{\theta \in(0,1)} \subset U$ and let $f: U \rightarrow F$ be a continuous mapping which is differentiable on $\left(x_{0}, x_{1}\right)$. Then

$$
\left\|f\left(x_{1}\right)-f\left(x_{0}\right)\right\| \leq\left\|x_{1}-x_{0}\right\| \sup _{x \in\left(x_{0}, x_{1}\right)}\left\|f^{\prime}(x)\right\|
$$

(3) Let $E$ be a normed vector space, let $U$ be an open set of $E$, let $x_{0}, x_{1} \in U$ such that $\left(x_{0}, x_{1}\right) \subset U$ and let $f: U \rightarrow \mathbb{R}$ be a continuous mapping which is differentiable on $\left(x_{0}, x_{1}\right)$. Then there exists $x \in\left(x_{0}, x_{1}\right)$ such that

$$
f\left(x_{1}\right)-f\left(x_{0}\right)=f^{\prime}(x)\left(x_{1}-x_{0}\right)
$$

Proof of the lemma. (1) We may assume by rescaling that $a=0, b=1$. Let $\epsilon>0$ be given. We define

$$
T_{\epsilon}=\{t \in[0,1],\|\phi(t)-\phi(0)\|-M t-\epsilon t \leq \epsilon\}
$$

By continuity of $\phi, T_{\epsilon}$ is a closed subset of $[0,1]$, contains 0 (the lhs of the inequality vanishes at 0 ) and thus by continuity, $T_{\epsilon}$ contains a neighborhood of 0 . Defining $c=\sup T_{\epsilon}$ we have $c>0$ and since $T_{\epsilon}$ is closed, $c \in T_{\epsilon}$. Let us assume that $c<1$. We can find $t>c$ such that

$$
\left\|\frac{\phi(t)-\phi(c)}{t-c}\right\| \leq\left\|\phi^{\prime}(c)\right\|+\epsilon
$$

implying

$$
\begin{aligned}
\|\phi(t)-\phi(0)\| & \leq\|\phi(t)-\phi(c)\|+\|\phi(c)-\phi(0)\| \\
& \leq(t-c)\left\|\phi^{\prime}(c)\right\|+\epsilon(t-c)+M c+\epsilon(c+1) \\
& \leq(t-c) M+\epsilon(t-c)+M c+\epsilon(c+1) \\
& =M t+\epsilon t+\epsilon
\end{aligned}
$$

so that $t \in T_{\epsilon}$, which is impossible since $t>c=\sup T_{\epsilon}$. As a result $c=1$ and thus

$$
\forall \epsilon>0, \quad\|\phi(1)-\phi(0)\| \leq M+2 \epsilon,
$$

implying the result (1). Property (2) follows immediately by applying (1) to $\phi(\theta)=$ $f\left(x_{\theta}\right)$. Let us prove the equality (3). We consider $\phi:[0,1] \rightarrow \mathbb{R}$ defined by $\phi(\theta)=$ $f\left(x_{\theta}\right)$. The function $\phi$ is continuous on $[0,1]$ and also differentiable on $(0,1)$ with $\phi^{\prime}(\theta)=f^{\prime}\left(x_{\theta}\right)\left(x_{1}-x_{0}\right)$. Applying the Mean Value Theorem (see, e.g., Lemma $5.10 .2)$ to $\phi$ gives the result (3).
$N . B$. We have proven in (1), (2) an inequality, whereas the 1D mean value theorem provides an equality. There is no equivalent of the 1D result when the function $f$ is valued into a space with dimension greater than 2: consider for instance the analytic mapping $[0,2 \pi] \ni t \mapsto e^{i t}=f(t) \in \mathbb{C}$. We have $f(2 \pi)-f(0)=0$ and there does not exist any $c \in(0,2 \pi)$ such that $f(2 \pi)-f(0)=2 \pi f^{\prime}(c)$ since $f^{\prime}(c)=i e^{i c}$ has modulus 1 .

### 5.2 Linear transformations

Proposition 5.2.1. Let $T$ be a linear isomorphism of $\mathbb{R}^{n}$ and let $E$ be a Borel set of $\mathbb{R}^{n}$. Then $T(E)$ is also a Borel set. For $E \in \mathcal{B}_{n}$, we set $\mu(E)=\lambda_{n}(T(E))$. Then $\mu=\lambda_{n}\left([0,1]^{n}\right) \lambda_{n}$, i.e.,

$$
\begin{equation*}
\lambda_{n}(T(E))=\lambda_{n}\left(T\left([0,1]^{n}\right)\right) \lambda_{n}(E) \tag{5.2.1}
\end{equation*}
$$

Proof. We note first that $T(E)=\left(T^{-1}\right)^{-1}(E)$ and since $T^{-1}$ is continuous (since linear), it is also Borel-measurable, so that $\left(T^{-1}\right)^{-1}(E) \in \mathcal{B}_{n}$ for $E \in \mathcal{B}_{n}$. Moreover $\mu$ is indeed a Borel measure (i.e., a positive measure defined on $\mathcal{B}_{n}$ finite on compact sets): $\mu(\emptyset)=\lambda_{n}(T(\emptyset))=\lambda_{n}(\emptyset)=0$, and if $\left(E_{k}\right)_{k \in \mathbb{N}}$ is a sequence of pairwise disjoint Borel sets, the injectivity of $T$ implies for $k \neq l, \emptyset=T\left(E_{k} \cap E_{l}\right)=$ $T\left(E_{k}\right) \cap T\left(E_{l}\right)$, and we have

$$
\mu\left(\cup_{k \in \mathbb{N}} E_{k}\right)=\lambda_{n}\left(T\left(\cup_{k \in \mathbb{N}} E_{k}\right)\right)=\lambda_{n}\left(\cup_{k \in \mathbb{N}} T\left(E_{k}\right)\right)=\sum_{k \in \mathbb{N}} \lambda_{n}\left(T\left(E_{k}\right)\right)=\sum_{k \in \mathbb{N}} \mu\left(E_{k}\right)
$$

Moreover for $K$ compact, we have $\mu(K)=\lambda_{n}(\overbrace{T(K)}^{\text {compact }})<+\infty$. Finally, $\mu$ is invariant by translation since for $x \in \mathbb{R}^{n}$ and $E \in \mathcal{B}_{n}$,

$$
\mu(E+x)=\lambda_{n}(T(E+x))=\lambda_{n}(T(E)+T x)=\lambda_{n}(T(E))=\mu(E)
$$

We have also

$$
\begin{aligned}
\mu\left([0,1]^{n}\right) & =\mu\left([-1 / 2,1 / 2]^{n}\right)=\lambda_{n}\left(T\left([-1 / 2,1 / 2]^{n}\right)\right) \\
& \geq \lambda_{n}(\overbrace{\left(T^{-1}\right)^{-1}(]-1 / 2,1 / 2\left[^{n}\right)}^{\text {open set containing } 0})>0,
\end{aligned}
$$

where the last inequality follows from (1) in Theorem 2.4.2. As a result, for $E \in \mathcal{B}_{n}$, we have

$$
\frac{\mu(E)}{\mu\left([0,1]^{n}\right)}=\lambda_{n}(E), \quad \text { i.e., } \quad \mu(E)=\lambda_{n}\left(T\left([0,1]^{n}\right)\right) \lambda_{n}(E)
$$

N.B. According to Lemma 1.4.3, $\mu$ is defined as the (direct) image of the Lebesgue measure by $T^{-1}$ : for $E \in \mathcal{B}_{n}$,

$$
\left(T^{-1}\right)_{*}\left(\lambda_{n}\right)(E)=\lambda_{n}\left(\left(T^{-1}\right)^{-1}(E)\right)=\lambda_{n}(T(E))=\mu(E)
$$

Introducing the notation $T^{*}\left(\lambda_{n}\right)=\left(T^{-1}\right)_{*}\left(\lambda_{n}\right)$ for the inverse image, we have the following general framework.

Let $(Y, \mathcal{N}, \nu)$ be a measure space where $\nu$ is a positive measure. Let $f: X \rightarrow$ $Y$ be a bijective mapping. We define the inverse image $f^{*}(\nu)$ (or pullback by $f$ ) of the measure $\nu$ as

$$
\mu=f^{*}(\nu)=\left(f^{-1}\right)_{*}(\nu), \quad \text { i.e., } \quad \mu(A)=\nu(f(A))
$$

for $A \in \mathcal{M}=\{A \subset X, f(A) \in \mathcal{N}\} . \mathcal{M}$ is indeed a $\sigma$-algebra on X from Lemma 1.4.3: it is the largest $\sigma$-algebra on $X$ such that $f^{-1}$ is measurable. The mapping $f$ is also measurable, since for $B \in \mathcal{N}, f\left(f^{-1}(B)\right)=B \in \mathcal{N}$.

When $X, Y$ are topological spaces, $\mathcal{N}$ is the Borel $\sigma$-algebra on $Y$ and $f$ is an homeomorphism, $\mathcal{M}$ is the Borel $\sigma$-algebra on $X$ : in fact $\mathcal{M}$ contains the open subsets of $X$ since $f$ is an open mapping, as a homeomorphism, proving that $\mathcal{M} \supset \mathcal{B}_{X}$. On the other hand, if $A \in \mathcal{M}$,

$$
A=f^{-1}(\underbrace{f(A)}_{\in \mathcal{B}_{Y}}) \in \mathcal{B}_{X}
$$

since $f$ is measurable as a continuous mapping.
Proposition 5.2.2. Let $T$ be a linear isomorphism of $\mathbb{R}^{n}$. Then $\lambda_{n}\left(T\left([0,1]^{n}\right)\right)=$ $|\operatorname{det} T|$.

For instance, for

$$
T=\left(\begin{array}{cc}
2 & 1 \\
1 / 2 & 1
\end{array}\right)
$$

the determinant is equal to $3 / 2$ which is the area of the parallelogram $P$ in Figure 5.1.

Analogously, for

$$
T=\left(\begin{array}{ccc}
1 & 0 & 0 \\
3 / 4 & 3 / 4 & 1 / 4 \\
0 & 1 / 4 & 1 / 2
\end{array}\right)
$$

the determinant is $5 / 16$ and is equal to the volume of the parallelepiped $Q$ in Figure 5.2.


Figure 5.1: Parallelogram


Figure 5.2: Parallelepiped

Proof of the proposition. Let us set $\Delta_{T}=\lambda_{n}\left(T\left([0,1]^{n}\right)\right)$. In the previous proof, we have seen that $\Delta_{T}>0$ and $\lambda_{n}(T(E))=\Delta_{T} \lambda_{n}(E)$, for any Borel set $E$. For $T_{1}, T_{2}$ linear isomorphisms, setting $Q_{1}=[0,1]^{n}$, we find

$$
\begin{align*}
\Delta_{T_{2} T_{1}}=\lambda_{n}\left(\left(T_{2} T_{1}\right)\left(Q_{1}\right)\right) & =\lambda_{n}\left(T_{2}\left(T_{1}\left(Q_{1}\right)\right)\right)=\Delta_{T_{2}} \lambda_{n}\left(T_{1}\left(Q_{1}\right)\right) \\
& =\Delta_{T_{2}} \Delta_{T_{1}} \lambda_{n}\left(Q_{1}\right)=\Delta_{T_{2}} \Delta_{T_{1}} \tag{5.2.2}
\end{align*}
$$

We have also $\Delta_{\mathrm{Id}}=1$. We want to prove

$$
\begin{equation*}
\Delta_{T}=\lambda_{n}\left(T\left([0,1]^{n}\right)\right)=|\operatorname{det} T| \tag{5.2.3}
\end{equation*}
$$

for all invertible matrices $T$ (matrix of $T$ in the canonical basis).

CASE I. That formula holds for a diagonal matrix $T$ : in fact if

$$
T=\left(\begin{array}{ccc}
a_{1} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & a_{n}
\end{array}\right)
$$

assuming all the $a_{j}>0, T\left(Q_{1}\right)=\prod_{1 \leq j \leq n}\left[0, a_{j}\right]$ and Theorem 2.4.2 (1) implies

$$
\lambda_{n}\left(T\left(Q_{1}\right)\right)=\prod_{1 \leq j \leq n} a_{j}=|\operatorname{det} T|
$$

If some $a_{j}$ are negative, we have to replace in $T\left(Q_{1}\right)$ the interval $\left[0, a_{j}\right]$ by $\left[a_{j}, 0\right]$ so that the result is unchanged.
CASE II. The formula holds for $T$ symmetric, i.e., whenever $T={ }^{t} T$ : in that case $T$ is diagonal in an orthonormal basis and there exists an invertible matrix $P$ and a diagonal matrix $D$ such that ${ }^{t} P P=I, D=P^{-1} T P$. We get from (5.2.2) and case I,

$$
\Delta_{T}=\Delta_{P D P^{-1}}=\Delta_{P} \Delta_{D} \Delta_{P^{-1}}=\Delta_{D}=|\operatorname{det} D|=|\operatorname{det} T|
$$

CASE III. The formula holds when $T$ is an isometry, i.e., if ${ }^{t} T T=I$ (this implies $|\operatorname{det} T|=1$ ). In fact denoting by $B_{1}$ the closed Euclidean ball of $\mathbb{R}^{n}$, we have $T\left(B_{1}\right)=B_{1}$ since for $x \in B_{1},\|T x\|=\|x\| \leq 1$. Conversely, we have $x=T T^{-1} x$ with $\left\|T^{-1} x\right\|=\left\|T T^{-1} x\right\|=\|x\| \leq 1$. From Proposition 5.2.1, we find

$$
\lambda_{n}\left(B_{1}\right)=\lambda_{n}\left(T\left(B_{1}\right)\right)=\Delta_{T} \lambda_{n}\left(B_{1}\right) \Longrightarrow \Delta_{T}=1
$$

since $\lambda_{n}\left(B_{1}\right)>0$ as $B_{1}$ contains a non-empty open set.
CASE IV. Let us tackle the general case. Let $T$ be an invertible matrix. Then the matrix ${ }^{t} T T$ is positive definite, i.e., symmetric with positive eigenvalues. As a consequence, there exists a matrix $P$ such that ${ }^{t} P P=I$, a positive definite diagonal matrix $D$ such that

$$
{ }^{t} T T={ }^{t} P D P\left(\text { implying }(\operatorname{det} T)^{2}=\operatorname{det} D\right) . \quad \text { We define } \quad|T|={ }^{t} P D^{1 / 2} P
$$

The matrix $|T|$ is invertible as a product of invertible matrices and $T|T|^{-1}$ is an isometry since

$$
\begin{aligned}
{ }^{t}\left(T|T|^{-1}\right) T|T|^{-1} & ={ }^{t}\left(|T|^{-1}\right)^{t} T T|T|^{-1} \\
& ={ }^{t}\left(P^{-1} D^{-1 / 2}\left({ }^{t} P\right)^{-1}\right)^{t} P D P P^{-1} D^{-1 / 2}\left({ }^{t} P\right)^{-1} \\
& =P^{-1} D^{-1 / 2}\left({ }^{t} P^{-1}\right)^{t} P D D^{-1 / 2}\left({ }^{t} P\right)^{-1}=P^{-1}\left({ }^{t} P\right)^{-1}=I
\end{aligned}
$$

As a consequence, since $T=T|T|^{-1}|T|$, we find from cases I, II, III,

$$
\Delta_{T}=\Delta_{T|T|^{-1}} \Delta_{|T|}=\Delta_{|T|}=\Delta_{D^{1 / 2}}=\left|\operatorname{det} D^{1 / 2}\right|=|\operatorname{det} T|
$$

where the last equality follows from $(\operatorname{det} T)^{2}=\operatorname{det} D=\left(\operatorname{det} D^{1 / 2}\right)^{2}$. The proof of Proposition 5.2.2 is complete. Note that along with (5.2.1), we obtain that for $E \in \mathcal{B}_{n}$ and $T$ a linear isomorphism of $\mathbb{R}^{n}, \lambda_{n}(T(E))=|\operatorname{det} T| \lambda_{n}(E)$, i.e.,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \mathbf{1}_{T(E)}(y) d y=|\operatorname{det} T| \int_{\mathbb{R}^{n}} \mathbf{1}_{E}(x) d x=\int_{\mathbb{R}^{n}} \mathbf{1}_{T(E)}(T x)|\operatorname{det} T| d x . \tag{5.2.4}
\end{equation*}
$$

Proposition 5.2.3. Let Tbe a linear isomorphism of $\mathbb{R}^{n}$ and let $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Then $f \circ T \in L^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(y) d y=\int_{\mathbb{R}^{n}} f(T x)|\operatorname{det} T| d x \tag{5.2.5}
\end{equation*}
$$

Remark 5.2.4. We need to verify first that $f \circ T$ actually makes sense, which is easy but needs verification: the function $f$ is defined modulo equality a.e. and it should also be the case of $f \circ T$. Let us then consider $f \in \mathcal{L}^{1}\left(\mathbb{R}^{n}\right)$, i.e., a measurable function $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ such that $\int_{\mathbb{R}^{n}}|f(x)| d x<+\infty$. Let $f_{1}: \mathbb{R}^{n} \rightarrow \mathbb{C}$ be a.e. equal to $f$, i.e., $\left\{x \in \mathbb{R}^{n}, f(x) \neq f_{1}(x)\right\}=N$ is a Lebesgue set with measure 0 . Since $T$ is a homeomorphism, it is Borel-measurable and $T^{-1}(E) \in \mathcal{B}_{n}$ when $E \in \mathcal{B}_{n}$. Now since $N$ belongs to the Lebesgue $\sigma$-algebra, thanks to Theorem 2.2.14, there exist Borel sets $A, B$ with $A \subset N \subset B, \lambda_{n}(B \backslash A)=0$. We find that

$$
\begin{aligned}
& \underbrace{T^{-1}(A)}_{\in \mathcal{B}_{n}} \subset T^{-1}(N) \subset \underbrace{T^{-1}(B)}_{\in \mathcal{B}_{n}}, \\
& \lambda_{n}\left(T^{-1}(B) \backslash T^{-1}(A)\right)=\lambda_{n}\left(T^{-1}(B \backslash A)\right) \underbrace{=}_{(5.2 .4)} \lambda_{n}(B \backslash A)|\operatorname{det} T|^{-1}=0,
\end{aligned}
$$

proving that $T^{-1}(N)$ belongs to the Lebesgue $\sigma$-algebra ( $T$ is proven Lebesguemeasurable). Moreover, since $\lambda_{n}(A)=0,(A$ is a subset of $N)$ we find $\lambda_{n}(B)=$ $\lambda_{n}(B \backslash A)+\lambda_{n}(A)=0$, as well as

$$
\lambda_{n}\left(T^{-1}(A)\right)=\lambda_{n}\left(T^{-1}(B)\right)=0 \Longrightarrow \lambda_{n}\left(T^{-1}(N)\right)=0
$$

We have thus

$$
\left\{y \in \mathbb{R}^{n}, f(T y) \neq f_{1}(T y)\right\}=\left\{y \in \mathbb{R}^{n}, T y \in N\right\}=T^{-1}(N)
$$

and $T^{-1}(N)$ is a Lebesgue set with measure 0 , so that $f \circ T=f_{1} \circ T$ a.e.
Remark 5.2.5. We go on with a trivial remark: this is indeed the absolute value of the determinant which should appear in Formula (5.2.5) and this does not contradict the habit of the reader with changes of variable in one dimension: with $f \in C_{c}(\mathbb{R})$, we have indeed

$$
\int_{\mathbb{R}} f(y) d y=\int_{\mathbb{R}} f(-2 x) 2 d x
$$

since with the standard method

$$
\begin{aligned}
\int_{\mathbb{R}} f(y) d y & =\int_{-\infty}^{+\infty} f(y) d y=\int_{+\infty}^{-\infty} f(-2 x)(-2) d x \\
& =\int_{-\infty}^{+\infty} f(-2 x) 2 d x=\int_{\mathbb{R}} f(-2 x) 2 d x
\end{aligned}
$$

Proof. Let us assume first that $f$ is non-negative; using the approximation Theorem 1.3.3 we find a sequence $\left(s_{k}\right)_{k \in \mathbb{N}}$ of simple functions converging pointwise increasingly towards $f$. With $s_{k}=\sum_{1 \leq j \leq N_{k}} \alpha_{j, k} \mathbf{1}_{A_{j, k}}$ (we may assume $\alpha_{j, k}>0$ ), from Lemma 1.6.3 and (5.2.4), we get

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} s_{k}(y) d y & =\sum_{1 \leq j \leq N_{k}} \alpha_{j, k} \int_{\mathbb{R}^{n}} \mathbf{1}_{A_{j, k}}(y) d y \\
& =\sum_{1 \leq j \leq N_{k}} \alpha_{j, k} \int_{\mathbb{R}^{n}} \mathbf{1}_{A_{j, k}}(T x)|\operatorname{det} T| d x \\
& =\int_{\mathbb{R}^{n}}\left(\sum_{1 \leq j \leq N_{k}} \alpha_{j, k} \mathbf{1}_{A_{j, k}}(T x)\right)|\operatorname{det} T| d x \\
& =\int_{\mathbb{R}^{n}} s_{k}(T x)|\operatorname{det} T| d x .
\end{aligned}
$$

Beppo Levi's theorem 1.6.1 implies

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} f(y) d y=\lim _{k \rightarrow+\infty} \int_{\mathbb{R}^{n}} s_{k}(y) d y & =\lim _{k \rightarrow+\infty} \int_{\mathbb{R}^{n}} s_{k}(T x)|\operatorname{det} T| d x \\
& =\int_{\mathbb{R}^{n}} f(T x)|\operatorname{det} T| d x
\end{aligned}
$$

For $f \in L^{1}\left(\mathbb{R}^{n}\right)$, the decomposition $f=(\operatorname{Re} f)_{+}-(\operatorname{Re} f)_{-}+i(\operatorname{Im} f)_{+}-i(\operatorname{Im} f)_{-}$ and the previous case give (5.2.5).

### 5.3 Change-of-variables formula

Definition 5.3.1 ( $C^{1}$ diffeomorphism). Let $U, V$ be open subsets of $\mathbb{R}^{n}$ and let $\kappa: U \rightarrow V$. We shall say that $\kappa$ is a $C^{1}$ diffeomorphism from $U$ onto $V$ if it is a bijection of class $C^{1}$ as well as $\kappa^{-1}$. For each $x \in U$, the linear bijective mapping $\kappa^{\prime}(x)$ is called the Jacobian matrix of $\kappa$ and the determinant $\operatorname{det}\left(\kappa^{\prime}(x)\right)$ is called the Jacobian determinant. Let us recall that for

$$
U \ni x=\left(x_{1}, \ldots, x_{n}\right) \mapsto \kappa(x)=\left(\kappa_{1}(x), \ldots, \kappa_{n}(x)\right) \in V,
$$

we have

$$
\kappa^{\prime}(x)=\left(\begin{array}{lll}
\frac{\partial \kappa_{1}}{\partial x_{1}} & \ldots & \frac{\partial \kappa_{1}}{\partial x_{n}}  \tag{5.3.1}\\
\cdots & \frac{\partial \kappa_{i}}{\partial x_{j}} & \cdots \\
\frac{\partial \kappa_{n}}{\partial x_{1}} & \cdots & \frac{\partial \kappa_{n}}{\partial x_{n}}
\end{array}\right)_{1 \leq i, j \leq n} \quad \text { (i row index, } j \text { column index). }
$$

Moreover with $\nu=\kappa^{-1}$, since for all $x \in U,(\nu \circ \kappa)(x)=x$, we have

$$
\nu^{\prime}(\kappa(x)) \kappa^{\prime}(x)=I, \quad \text { i.e., } \quad \nu^{\prime}(\kappa(x))=\kappa^{\prime}(x)^{-1}
$$

When a diffeomorphism $\kappa$ is of class $C^{k}$ for some $k \geq 1$ (resp. $C^{\infty}$, resp. analytic) as well as $\kappa^{-1}$, we shall say that $\kappa$ is a $C^{k}$-diffeomorphism (resp. $C^{\infty}$-diffeomorphism, resp. analytic-diffeomorphism).
Remark 5.3.2. Let $U$ be an open subset of $\mathbb{R}^{n}, x_{0} \in U$ and let $\kappa: U \rightarrow \mathbb{R}^{n}$ be a $C^{1}$ mapping such that $\operatorname{det} \kappa^{\prime}\left(x_{0}\right) \neq 0$. Then the Inverse Function Theorem ensures that there exists an open neighborhood $U_{0}$ of $x_{0}$ and an open set $V_{0}$ such that $\kappa: U_{0} \rightarrow V_{0}$ is a $C^{1}$ diffeomorphism from $U_{0}$ onto $V_{0}$. This fundamental result of differential calculus reduces the problem of local invertibility of a $C^{1}$ mapping to a linear algebra problem, that is the invertibility of a $n \times n$ matrix (Jacobian matrix). When $\kappa$ is of class $C^{k}$ for some $k \geq 1$ and such that $\operatorname{det} \kappa^{\prime}\left(x_{0}\right) \neq 0$, the inverse function theorem provides a local $C^{k}$-diffeomorphism.

Proposition 5.3.3. Let $\kappa: U \rightarrow V$ be a $C^{1}$ diffeomorphism of open subsets $U, V$ of $\mathbb{R}^{n}$. Then if $A$ is a Borel subset of $U, \kappa(A)$ is a Borel subset of $V$. If $E$ is a Lebesgue-measurable subset of $U$, then $\kappa(E)$ is a Lebesgue-measurable subset of $V$.

Proof. The first assertion is obvious since $\kappa(A)=\left(\kappa^{-1}\right)^{-1}(A)$ and $\nu=\kappa^{-1}$ is continuous, thus Borel-measurable (Proposition 1.2.5, Lemma 1.2.9). To check the next assertion it suffices to prove
$A$ is a Borel set with null measure $\Longrightarrow \nu^{-1}(A)$ has null measure.
If (5.3.2) holds, then for $E \subset A$, with $A$ Borel set with null measure, we obtain $\nu^{-1}(E) \subset \nu^{-1}(A)=B$, where $B$ is a Borel set with null measure. Since the Lebesgue $\sigma$-algebra is generated by the Borel $\sigma$-algebra and the subsets of Borel sets with null measure, Lemma 1.1.4 will provide the result. Property (5.3.2) follows from the next proposition.

Proposition 5.3.4. Let $U, V$ be open subsets of $\mathbb{R}^{n}$ and let $\kappa: U \rightarrow V$ be a $C^{1}$ diffeomorphism. Let $A$ be a Borel subset of $U$. Then $\kappa(A)$ is a Borel subset of $V$ and

$$
\lambda_{n}(\kappa(A))=\int_{A}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x
$$

More generally, for $f \geq 0$ measurable on $V$,

$$
\int_{V} f(y) d y=\int_{U} f(\kappa(x))\left|\operatorname{det} \kappa^{\prime}(x)\right| d x
$$

Proof. Let $P$ be a compact rational rectangle (product of compact intervals of $\mathbb{R}$ with rational endpoints) included in $U$. Let $\epsilon>0$ be given. By uniform continuity on the compact $P$, there exists $\delta$ (depending on $\epsilon$ and $P$ ) such that ${ }^{1}$

$$
\sup _{\substack{\left|x_{1}-x_{2}\right| \leq \delta \\ x_{1}, x_{2} \in \bar{P}_{0}}}\left\|\kappa^{\prime}\left(x_{1}\right)-\kappa^{\prime}\left(x_{2}\right)\right\|+\left|\operatorname{det} \kappa^{\prime}\left(x_{1}\right)-\operatorname{det} \kappa^{\prime}\left(x_{2}\right)\right| \leq \epsilon .
$$

We define also

$$
\sup _{x \in P}\left\|\kappa^{\prime}(x)^{-1}\right\|=M(<+\infty \text { since } P \text { is compact })
$$

We may write $P=\cup_{1 \leq j \leq N} Q_{j}$ where the $Q_{j}$ are compact rational rectangles with sides $\rho \leq \delta$ such that $Q_{j} \cap Q_{k}$ is included in a hyperplane whenever $j \neq k$ : since $P=\prod_{1 \leq l \leq n} I_{l}$ where each $I_{l}$ is a compact interval of $\mathbb{R}$ with rational endpoints (a compact rational interval), we may write $I_{l}$ as a finite union of compact rational intervals $I_{l, r}$ with length ${ }^{2} \rho$, such that for $r \neq s, I_{l, r} \cap I_{l, s}$ is either empty or reduced to a single point. As a result, we get

$$
P=\bigcup_{\substack{1 \leq r_{1} \leq N_{1} \\ 1 \leq r_{n} \leq N_{n}}} \underbrace{}_{\substack{\text { compact rational } \\ \text { rectangle } Q}} \prod_{1 \leq l \leq n} I_{l, r_{l}}) .
$$

Let $a_{j}$ be the center of mass of $Q_{j}$ so that $Q_{j}=\left\{x,\left|x-a_{j}\right| \leq \rho / 2\right\}$. Let us set

$$
\gamma(x)=\kappa^{\prime}\left(a_{j}\right)^{-1} \kappa(x)
$$

Using the mean value inequality (Proposition 5.1.3) and the convexity of $Q_{j}$, we get for $x \in Q_{j}$,

$$
\left|\gamma(x)-\gamma\left(a_{j}\right)\right| \leq \sup _{x \in Q_{j}}\left\|\kappa^{\prime}\left(a_{j}\right)^{-1} \kappa^{\prime}(x)\right\|\left|x-a_{j}\right|
$$

Moreover, we have $\kappa^{\prime}\left(a_{j}\right)^{-1} \kappa^{\prime}(x)-\operatorname{Id}=\kappa^{\prime}\left(a_{j}\right)^{-1}\left(\kappa^{\prime}(x)-\kappa^{\prime}\left(a_{j}\right)\right)$ so that

$$
\left\|\kappa^{\prime}\left(a_{j}\right)^{-1} \kappa^{\prime}(x)\right\| \leq 1+M \epsilon
$$

This implies $\sup _{x \in Q_{j}}\left|\gamma(x)-\gamma\left(a_{j}\right)\right| \leq(1+M \epsilon) \rho / 2$, and thus

$$
\lambda_{n}\left(\gamma\left(Q_{j}\right)\right) \leq(1+M \epsilon)^{n} \rho^{n}=(1+M \epsilon)^{n} \lambda_{n}\left(Q_{j}\right)
$$

[^34]

We have already proven that for a linear isomorphism $T$ and a Borel set $E$,

$$
\lambda_{n}(T(E))=|\operatorname{det} T| \lambda_{n}(E)
$$

This implies $\lambda_{n}\left(\gamma\left(Q_{j}\right)\right)=\left|\operatorname{det} \kappa^{\prime}\left(a_{j}\right)\right|^{-1} \lambda_{n}\left(\kappa\left(Q_{j}\right)\right)$ and thus

$$
\lambda_{n}\left(\kappa\left(Q_{j}\right)\right) \leq\left|\operatorname{det} \kappa^{\prime}\left(a_{j}\right)\right|(1+M \epsilon)^{n} \lambda_{n}\left(Q_{j}\right)
$$

Since for $x \in Q_{j},\left|\operatorname{det} \kappa^{\prime}\left(a_{j}\right)\right| \leq \epsilon+\left|\operatorname{det} \kappa^{\prime}(x)\right|$, we get

$$
\lambda_{n}\left(\kappa\left(Q_{j}\right)\right) \leq\left(\epsilon+\left|\operatorname{det} \kappa^{\prime}(x)\right|\right)(1+M \epsilon)^{n} \lambda_{n}\left(Q_{j}\right)
$$

Integrating that inequality on $Q_{j}$, we find

$$
\lambda_{n}\left(\kappa\left(Q_{j}\right)\right) \lambda_{n}\left(Q_{j}\right) \leq\left(\epsilon \lambda_{n}\left(Q_{j}\right)+\int_{Q_{j}}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x\right)(1+M \epsilon)^{n} \lambda_{n}\left(Q_{j}\right)
$$

so that

$$
\lambda_{n}\left(\kappa\left(Q_{j}\right)\right) \leq\left(\epsilon \lambda_{n}\left(Q_{j}\right)+\int_{Q_{j}}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x\right)(1+M \epsilon)^{n}
$$

From $P=\cup_{1 \leq j \leq N} Q_{j}$, we find $\kappa(P)=\cup_{1 \leq j \leq N} \kappa\left(Q_{j}\right)$; moreover

$$
\lambda_{n}(P)=\sum_{1 \leq j \leq N} \lambda_{n}\left(Q_{j}\right)
$$

since $m\left(Q_{j} \cap Q_{l}\right)=\emptyset$ if $j \neq l$. Consequently, for all $\epsilon>0$,

$$
\lambda_{n}(\kappa(P)) \leq \sum_{1 \leq j \leq N} \lambda_{n}\left(\kappa\left(Q_{j}\right)\right) \leq(1+M \epsilon)^{n}\left(\epsilon \lambda_{n}(P)+\int_{P}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x\right)
$$

Taking the infimum for $\epsilon>0$, we obtain

$$
\begin{equation*}
\lambda_{n}(\kappa(P)) \leq \int_{P}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x \tag{5.3.3}
\end{equation*}
$$

for every compact rational rectangle.
Let us now consider a Borel subset $A$ of $U$ and $\Omega$ an open set of $U$ containing $A$. From Lemma 1.2 .6 we know that we may write $\Omega$ as a countable union of compact rational rectangles. Thanks to Lemma 2.4.4, it is also possible to make these compact rational rectangles with an intersection of null measure whenever they are distinct. Since $A \subset \Omega=\cup_{k \in \mathbb{N}} P_{k} \subset U$, we have

$$
\lambda_{n}(\kappa(A)) \leq \sum_{\mathbb{N}} \lambda_{n}\left(\kappa\left(P_{k}\right)\right) \underbrace{\leq}_{(5.3 .3)} \sum_{\mathbb{N}} \int_{P_{k}}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x=\int_{\Omega}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x
$$

The measure $\left|\operatorname{det} \kappa^{\prime}(x)\right| d x$ is outer regular (the Riesz representation theorem 2.2.14 implies that the positive Radon measure $\varphi \in C_{\mathrm{c}}(U) \mapsto \int_{U} \varphi(x)\left|\operatorname{det} \kappa^{\prime}(x)\right| d x$ provides a regular measure which is the measure with density $\left|\operatorname{det} \kappa^{\prime}(x)\right|$ with respect to the Lebesgue measure), so that

$$
\begin{equation*}
\lambda_{n}(\kappa(A)) \leq \int_{A}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x \tag{5.3.4}
\end{equation*}
$$

In particular this implies that if $A$ is a Borel set with null measure, then $\kappa(A)$ (which is a Borel set) has also null measure. Also, for $B$ a Borel subset of $V$, with $A=\kappa^{-1}(B)$ we find

$$
\int_{V} \mathbf{1}_{B}(y) d y=\lambda_{d}(B) \leq \int_{\kappa^{-1}(B)}\left|\operatorname{det} \kappa^{\prime}(x)\right| d x=\int_{U} \mathbf{1}_{B}(\kappa(x))\left|\operatorname{det} \kappa^{\prime}(x)\right| d x
$$

Using Beppo Levi's theorem 1.6.1 and Theorem 1.3.3 (approximation by simple functions), we obtain for $f \geq 0$, Borel measurable defined on $V$,

$$
\int_{V} f(y) d y \leq \int_{U} f(\kappa(x))\left|\operatorname{det} \kappa^{\prime}(x)\right| d x
$$

Switching $U$ with $V$, we get

$$
\int_{U} f(\kappa(x))\left|\operatorname{det} \kappa^{\prime}(x)\right| d x \leq \int_{V} f(\kappa(\nu(y)))\left|\operatorname{det} \kappa^{\prime}(\nu(y))\right|\left|\operatorname{det} \nu^{\prime}(y)\right| d y=\int_{V} f(y) d y
$$

so that for $f \geq 0$, Borel measurable defined on $V$, we obtain

$$
\begin{equation*}
\int_{V} f(y) d y=\int_{U} f(\kappa(x))\left|\operatorname{det} \kappa^{\prime}(x)\right| d x \tag{5.3.5}
\end{equation*}
$$

A non-negative Lebesgue-measurable function $f$ is the pointwise limit of a sequence of simple functions coinciding a.e. with simple Borel functions so that $f=f_{0}$ a.e. with $f_{0}$ a Borel non-negative function. This implies that (5.3.5) holds for $f \geq 0$ Lebesgue measurable. The proof of Proposition 5.3.4 is complete.

Applying this proposition to $|f|,(\operatorname{Re} f)_{ \pm},(\operatorname{Im} f)_{ \pm}$for $f \in L^{1}(V)$, we obtain the following result.

Theorem 5.3.5. Let $U, V$ be open subsets of $\mathbb{R}^{n}$, let $\kappa: U \rightarrow V$ be a $C^{1}$ diffeomorphism and let $f \in L^{1}(V)$. Then $\left|\operatorname{det} \kappa^{\prime}\right| f \circ \kappa$ belongs to $L^{1}(U)$ and

$$
\begin{equation*}
\int_{V} f(y) d y=\int_{U} f(\kappa(x))\left|\operatorname{det} \kappa^{\prime}(x)\right| d x \tag{5.3.6}
\end{equation*}
$$

### 5.4 Examples, polar coordinates in $\mathbb{R}^{n}$

Polar coordinates in $\mathbb{R}^{2}$
We check first

$$
\begin{aligned}
& \kappa:] \quad 0,+\infty[\times]-\pi, \pi\left[\quad \longrightarrow \mathbb{C} \backslash \mathbb{R}_{-}=\mathbb{R}^{2} \backslash\left(\mathbb{R}_{-} \times\{0\}\right)\right. \\
& (r, \theta) \mapsto \quad r e^{i \theta}=(r \cos \theta, r \sin \theta) \\
& \left.\nu=\kappa^{-1}: \quad \mathbb{C} \backslash \mathbb{R}_{-} \quad \longrightarrow \quad\right] 0,+\infty[\times]-\pi, \pi[ \\
& z \quad \mapsto \quad|z|, \operatorname{Im}(\log z)
\end{aligned}
$$

where the complex logarithm is defined on $\mathbb{C} \backslash \mathbb{R}$ _ by (10.5.1). We have in particular proven in Section 10.5 that for $z \in \mathbb{C} \backslash \mathbb{R}_{-}, \exp (\ln z)=z$ and for $|\operatorname{Im} z|<\pi$, $\log e^{z}=z$. The Jacobian matrix $\mathcal{J}$ of $\kappa$ and its Jacobian determinant $J$ are

$$
\mathcal{J}=\left(\begin{array}{cc}
\frac{\partial x}{\partial r} & \frac{\partial x}{\partial \theta} \\
\frac{\partial y}{\partial r} & \frac{\partial y}{\partial \theta}
\end{array}\right)=\left(\begin{array}{cc}
\cos \theta & -r \sin \theta \\
\sin \theta & r \cos \theta
\end{array}\right), \quad J=\left|\begin{array}{cc}
\cos \theta & -r \sin \theta \\
\sin \theta & r \cos \theta
\end{array}\right|=r .
$$

For $f \in L^{1}\left(\mathbb{R}^{2}\right)$, we have since $\mathbb{R}_{-} \times\{0\}$ has null Lebesgue measure in $\mathbb{R}^{2}$, using the diffeomorphism $\kappa$ and Theorem 5.3.5,

$$
\begin{equation*}
\iint_{\mathbb{R}^{2}} f(x, y) d x d y=\iint_{\mathbb{R}_{+} \times(-\pi, \pi)} f(r \cos \theta, r \sin \theta) r d r d \theta \tag{5.4.1}
\end{equation*}
$$

## Spherical coordinates in $\mathbb{R}^{3}$

We define

$$
\begin{aligned}
&\kappa:] 0,+\infty[\times] 0, \pi[\times]-\pi, \pi[ \longrightarrow \\
&(r, \phi, \theta) \mapsto \\
& \mathbb{R}^{3} \backslash\{(x, y, z), x \leq 0, y=0\} \\
&(r \cos \theta \sin \phi, r \sin \theta \sin \phi, r \cos \phi)
\end{aligned}
$$

and we have

$$
\begin{gathered}
\left.\kappa^{-1}=\nu: \mathbb{R}^{3} \backslash\{(x, y, z), x \leq 0, y=0\} \longrightarrow\right] 0,+\infty[\times] 0, \pi[\times]-\pi, \pi[ \\
(x, y, z) \mapsto\left(\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}, \operatorname{Im} \log \left(z+i \sqrt{x^{2}+y^{2}}\right), \operatorname{Im} \log (x+i y)\right)
\end{gathered}
$$

which makes sense since $x+i y \notin \mathbb{R}_{-}$and $z+i \sqrt{x^{2}+y^{2}} \notin \mathbb{R}_{-}$(otherwise $x=y=$ 0 ). The Jacobian matrix $\mathcal{J}$ of $\kappa$ and its Jacobian determinant $J$ are

$$
\begin{aligned}
& \mathcal{J}=\left(\begin{array}{lll}
\frac{\partial x}{\partial r} & \frac{\partial x}{\partial \phi} & \frac{\partial x}{\partial \theta} \\
\frac{\partial y}{\partial r} & \frac{\partial y}{\partial \phi} & \frac{\partial y}{\partial \theta} \\
\frac{\partial z}{\partial r} & \frac{\partial z}{\partial \phi} & \frac{\partial z}{\partial \theta}
\end{array}\right)=\left(\begin{array}{ccc}
\cos \theta \sin \phi & r \cos \theta \cos \phi & -r \sin \theta \sin \phi \\
\sin \theta \sin \phi & r \sin \theta \cos \phi & r \cos \theta \sin \phi \\
\cos \phi & -r \sin \phi & 0
\end{array}\right) \\
& J=\left|\begin{array}{ccc}
\cos \theta \sin \phi & r \cos \theta \cos \phi & -r \sin \theta \sin \phi \\
\sin \theta \sin \phi & r \sin \theta \cos \phi & r \cos \theta \sin \phi \\
\cos \phi & -r \sin \phi & 0
\end{array}\right| \\
&=r^{2} \sin \phi\left|\begin{array}{ccc}
\cos \theta \sin \phi & \cos \theta \cos \phi & -\sin \theta \\
\sin \theta \sin \phi & \sin \theta \cos \phi & \cos \theta \\
\cos \phi & -\sin \phi & 0
\end{array}\right| \\
&=\left(r^{2} \sin \phi\right)\left(\cos ^{2} \phi+\sin ^{2} \phi\right)=r^{2} \sin \phi
\end{aligned}
$$

As a result we have for $f \in L^{1}\left(\mathbb{R}^{3}\right)$,

$$
\begin{align*}
& \iiint_{\mathbb{R}^{3}} f(x, y, z) d x d y d z \\
& \quad=\iiint_{\substack{r>0,|\theta|<\pi, 0<\phi<\pi}} f(r \sin \phi \cos \theta, r \sin \phi \sin \theta, r \cos \phi) r^{2} \sin \phi d r d \phi d \theta \tag{5.4.2}
\end{align*}
$$

It is interesting to note that it is not necessary to go through the previous computation to obtain (5.4.2). We may skip as well the fact that $\kappa$ is a diffeomorphism by simply iterating two-dimensional changes in polar coordinates as follows. We have

$$
\begin{aligned}
& \iiint_{\mathbb{R}^{3}} f(x, y, z) d x d y d z=\iiint_{\substack{z \in \mathbb{R}, \rho>0 \\
|\theta|<\pi}} f(\rho \cos \theta, \rho \sin \theta, z) \rho d z d \rho d \theta \\
&=\iiint_{\substack{r>0,|\theta|<\pi, 0<\phi<\pi}} f(r \sin \phi \cos \theta, r \sin \phi \sin \theta, r \cos \phi) r \sin \phi r d r d \phi d \theta \\
&=\iiint_{\substack{r>0,|\theta|<\pi, 0<\phi<\pi}} f(r \sin \phi \cos \theta, r \sin \phi \sin \theta, r \cos \phi) r^{2} \sin \phi d r d \phi d \theta
\end{aligned}
$$



Figure 5.3: Spherical coordinates: $r>0,|\theta|<\pi, 0<\phi<\pi$
where the first equality is the polar coordinates change in the plane $(x, y)$ and the second equality comes from the polar coordinates change in the half-plane ( $z, \rho$ ) ( $\rho \geq 0$ ).

## Polar coordinates in $\mathbb{R}^{\boldsymbol{n}}$

It is possible to build upon the two-dimensional formula to get all dimensions inductively as follows. We write, using the $n$-dimensional formula,

$$
\iint_{\mathbb{R}_{x}^{n} \times \mathbb{R}_{z}} f(x, z) d x d z=\int_{\mathbb{R}_{\rho}^{+} \times \mathbb{S}_{\omega}^{n-1} \times \mathbb{R}_{z}} f(\rho \omega, z) \rho^{n-1} d \rho d \omega d z
$$

Then we use 2D polar coordinates in the half-plane $z, \rho$ with

$$
z=r \cos \phi, \rho=r \sin \phi, 0<\phi<\pi
$$

to get

$$
\iint_{\mathbb{R}^{n} \times \mathbb{R}} f(x, z) d x d z=\int_{\mathbb{S}_{\omega}^{n-1} \times(0, \pi)_{\phi} \times \mathbb{R}_{r}^{+}} f(r \omega \sin \phi, r \cos \phi) r^{n}(\sin \phi)^{n-1} d \omega d \phi d r,
$$

so that

$$
\begin{equation*}
d_{\mathbb{S}^{n}}(\sigma)=d_{\mathbb{S}^{n}}(\omega \sin \phi \oplus \cos \phi)=(\sin \phi)^{n-1} d_{\mathbb{S}^{n-1}}(\omega) d \phi \tag{5.4.3}
\end{equation*}
$$

We have proven, say for $f \in C_{c}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(x) d x=\int_{0}^{+\infty} \int_{\mathbb{S}^{n-1}} f(r \omega) d_{\mathbb{S}^{n-1}}(\omega) r^{n-1} d r \tag{5.4.4}
\end{equation*}
$$

where $d_{\mathbb{S}^{n-1}}$ is defined inductively by (5.4.3). We have seen

$$
\begin{aligned}
& \text { 2D : }\left\{\begin{array}{l}
x_{1}=r \cos \theta \\
x_{2}=r \sin \theta
\end{array}\right. \\
& \begin{array}{c}
d_{\mathbb{S}^{1}}(\theta)=d \theta \\
|\theta|<\pi
\end{array} \\
& \text { 3D : }\left\{\begin{array}{l}
x_{1}=r \cos \theta \sin \phi \\
x_{2}=r \sin \theta \sin \phi \\
x_{3}=r \cos \phi
\end{array}\right. \\
& \begin{array}{c}
d_{\mathbb{S}^{2}}(\theta, \phi)=\sin \phi d \phi d \theta \\
|\theta|<\pi, 0<\phi<\pi
\end{array} \\
& 4 \mathrm{D}:\left\{\begin{array}{l}
x_{1}=r \cos \theta \sin \phi_{1} \sin \phi_{2} \\
x_{2}=r \sin \theta \sin \phi_{1} \sin \phi_{2} \\
x_{3}=r \cos \phi_{1} \sin \phi_{2} \\
x_{4}=r \cos \phi_{2}
\end{array}\right. \\
& \begin{array}{c}
d_{\mathbb{S}^{3}}\left(\theta, \phi_{1}, \phi_{2}\right)=\sin ^{2} \phi_{2} \sin \phi_{1} d \phi_{2} d \phi_{1} d \theta \\
|\theta|<\pi, 0<\phi_{1}, \phi_{2}<\pi .
\end{array}
\end{aligned}
$$

In $n$ dimensions, the spherical coordinates are

$$
\left\{\begin{aligned}
x_{1} & =r \cos \theta \sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{n-3} \sin \phi_{n-2} \\
x_{2} & =r \sin \theta \sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{n-3} \sin \phi_{n-2} \\
x_{3} & =r \cos \phi_{1} \sin \phi_{2} \ldots \sin \phi_{n-3} \sin \phi_{n-2} \\
& \ldots \\
x_{n-1} & =r \cos \phi_{n-3} \sin \phi_{n-2} \\
x_{n} & =r \cos \phi_{n-2}
\end{aligned}\right.
$$

with

$$
\begin{gather*}
d_{\mathbb{S}^{n-1}}\left(\theta, \phi_{1}, \ldots, \phi_{n-2}\right)=\left(\sin \phi_{n-2}\right)^{n-2}\left(\sin \phi_{n-3}\right)^{n-3} \ldots \sin \phi_{1} d \phi_{n-2} \ldots d \phi_{1} d \theta  \tag{5.4.5}\\
|\theta|<\pi, \quad 0<\phi_{j}<\pi, \quad 1 \leq j \leq n-2 . \tag{5.4.6}
\end{gather*}
$$

An alternative way is to use the homogeneity and to define, say for a continuous function on the sphere,

$$
\begin{equation*}
\int_{\mathbb{S}^{n-1}} f(\sigma) d \sigma=\int_{\mathbb{R}^{n}} f\left(\frac{x}{|x|}\right) \chi(|x|) d x \quad \text { where } \int_{\mathbb{R}^{+}} \chi(r) r^{n-1} d r=1 \tag{5.4.7}
\end{equation*}
$$

It is not difficult to prove that this formula does not depend on $\chi$ satisfying (5.4.7). A good choice can be $\chi(r)=e^{-r} / \Gamma(n)$. Another way would be more geometrical and simply use the fact that the sphere is a smooth hypersurface of $\mathbb{R}^{n}$, without
resorting as above to some homogeneity property. We may define the Euclidean surface measure on $\mathbb{S}^{n-1}$, say for $f$ continuous on $\mathbb{R}^{n}$,

$$
\int_{\mathbb{S}^{n-1}} f(\sigma) d \sigma=\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{n}} f(x) \rho\left(\frac{|x|-1}{\varepsilon}\right) \varepsilon^{-1} d x, \quad \rho \in C_{\mathrm{c}}^{\infty}(\mathbb{R}), \int \rho=1
$$

A useful computation is the $n-1$ area of $\mathbb{S}^{n-1}$, using polar coordinates and $1=\int e^{-\pi|x|^{2}} d x$; we get

$$
\begin{aligned}
1=\left|\mathbb{S}^{n-1}\right| \int_{0}^{+\infty} e^{-\pi r^{2}} r^{n-1} d r & =\left|\mathbb{S}^{n-1}\right| \int_{0}^{+\infty} e^{-x}(x / \pi)^{(n-1) / 2} \pi^{-1 / 2} \frac{1}{2} x^{-1 / 2} d x \\
& =\frac{1}{2}\left|\mathbb{S}^{n-1}\right| \pi^{-n / 2} \Gamma(n / 2)
\end{aligned}
$$

yielding

$$
\begin{equation*}
\left|\mathbb{S}^{n-1}\right|=\frac{2 \pi^{n / 2}}{\Gamma(n / 2)} \tag{5.4.8}
\end{equation*}
$$

e.g.,

$$
\begin{equation*}
\left|\mathbb{S}^{1}\right|=2 \pi, \quad\left|\mathbb{S}^{2}\right|=\frac{2 \pi^{3 / 2}}{\frac{1}{2} \Gamma(1 / 2)}=4 \pi, \quad\left|\mathbb{S}^{3}\right|=\frac{2 \pi^{2}}{\Gamma(2)}=2 \pi^{2} \tag{5.4.9}
\end{equation*}
$$

We can check that this is consistent with Formula (4.5.4) since

$$
\left|\mathbb{B}^{n}\right|_{n}=\int_{0}^{1} r^{n-1} d r\left|\mathbb{S}^{n-1}\right|_{n-1}=\frac{2 \pi^{n / 2}}{n \Gamma(n / 2)}
$$

We obtain in particular that the volume of a Euclidean ball with radius $R, B_{n}(R)$ in $\mathbb{R}^{n}$ is

$$
\lambda_{n}\left(B_{n}(R)\right)=V(R)=\frac{2 \pi^{n / 2}}{n \Gamma(n / 2)} R^{n} .
$$

The reader will have noticed that, with $V(r)$ as the $n$-volume of the Euclidean ball with radius $r$ and $S(r)$ the ( $n-1$ )-volume of the Euclidean sphere with radius $r$, we have

$$
V^{\prime}(r)=S(r)
$$

which is suggested by the following picture, indicating that the shaded volume is $V(r+d r)-V(r) \sim S(r) d r$, i.e., $V^{\prime}(r)=S(r)$.

Note that to integrate a function $f$ on the sphere of center $x_{0}$ and radius $R$ in $\mathbb{R}^{n}$, we get

$$
\int_{\left|x-x_{0}\right|=R} f(\omega) d \omega=\int_{\mathbb{S}^{n}-1} f\left(x_{0}+R \sigma\right) d \sigma R^{n-1}
$$



We have also for $A \in O(n)$ (the orthogonal group in $n$ dimensions, i.e., $n \times n$ matrices with ${ }^{t} A A=\mathrm{Id}$ ),

$$
\begin{equation*}
\int_{\mathbb{S}^{n}-1} f(A \omega) d \omega=\int_{\mathbb{S}^{n}-1} f(\omega) d \omega \tag{5.4.10}
\end{equation*}
$$

since $\int_{\mathbb{S}^{n-1}} f(A \omega) d \omega=\int_{\mathbb{R}^{n}} f(A x /|x|) e^{-|x|} d x / \Gamma(n)=\int_{\mathbb{R}^{n}} f(y /|y|) e^{-|y|} d y / \Gamma(n)$.

### 5.5 Integration on a $C^{1}$ hypersurface of the Euclidean $\mathbb{R}^{n}$

Definition 5.5.1. Let $\Sigma$ be a subset of the Euclidean $\mathbb{R}^{n}(n \geq 2)$. We shall say that $\Sigma$ is a $C^{1}$ hypersurface of $\mathbb{R}^{n}$ if there exists a function $\rho \in C^{1}\left(\mathbb{R}^{n} ; \mathbb{R}\right)$ such that

$$
\Sigma=\left\{x \in \mathbb{R}^{n}, \rho(x)=0\right\}, \quad d \rho(x) \neq 0 \quad \text { for } x \in \Sigma
$$

A function $\rho$ satisfying these properties will be called a defining function for $\Sigma$.
$N . B$. Using the implicit function theorem, it implies that $\Sigma$ is locally the graph of a $C^{1}$ function of $(n-1)$ variables. For instance we may assume that $\left(\partial \rho / \partial x_{n}\right)\left(x_{0}\right) \neq 0$ at some point $x_{0} \in \Sigma$ and thus we may find a neighborhood $U_{0}$ of $x_{0}$ such that $\Sigma \cap U_{0}$ appears as the graph $\left\{\mathbb{R}^{n-1} \times \mathbb{R} \ni\left(x^{\prime}, x_{n}\right) \in U_{0}, x_{n}=\alpha\left(x^{\prime}\right)\right\}$ where $\rho\left(x^{\prime}, \alpha\left(x^{\prime}\right)\right) \equiv 0$.

Let $f$ be a compactly supported continuous function defined on $\mathbb{R}^{n}$. We want to define the positive Radon measure

$$
f \mapsto \int_{\Sigma} f d \sigma
$$

using the Euclidean embedding of $\Sigma$ into $\mathbb{R}^{n}$.

Lemma 5.5.2. Let $\Sigma$ be a $C^{1}$ hypersurface of $\mathbb{R}^{n}$, with a defining function $\rho$, let $\theta \in C_{c}^{\infty}\left(\mathbb{R} ; \mathbb{R}_{+}\right)$such that $\int \theta(t) d t=1$ and let $f \in C_{c}\left(\mathbb{R}^{n}\right)$. Then the following limit exists:

$$
\lim _{\epsilon \rightarrow 0_{+}} \int_{\mathbb{R}^{n}} \theta\left(\frac{\rho(x)}{\epsilon}\right) \epsilon^{-n}\|d \rho(x)\| f(x) d x
$$

That limit does not depend on the choice of the defining function $\rho$ of $\Sigma$, nor on the choice of the function $\theta$. This limit defines a positive Radon measure with support $\Sigma$.

Proof. If $\operatorname{supp} f \subset \Sigma^{c}$, then the limit above is 0 : since $\operatorname{supp} f$ is compact and $\Sigma$ is closed, we have $\operatorname{dist}(\operatorname{supp} f, \Sigma)>0$, which implies that $\rho(x) \geq \epsilon_{0}>0$ on the support of $f$, implying that $\theta(\rho(x) / \epsilon)$ vanishes for $x \in \operatorname{supp} f$ and $\epsilon$ small enough (depending only on the support of $\theta$ and on $\epsilon_{0}$ ).

We may thus assume that $\operatorname{supp} f \cap \Sigma \neq \emptyset$. Since $\operatorname{supp} f \cap \Sigma$ is a compact set, we can find a finite cover of it by open sets $U_{1}, \ldots, U_{N}$ such that, in each $U_{j}$, the defining function $\rho$ appears as a coordinate. We have

$$
\operatorname{supp} f \subset \cup_{1 \leq j \leq N} U_{j} \cup \Sigma^{c}
$$

and a partition of unity argument (Theorem 2.1.3) shows that

$$
f=f_{0}+\sum_{1 \leq j \leq N} f_{j}, \quad \operatorname{supp} f_{0} \subset \Sigma^{c}, \quad \operatorname{supp} f_{j} \subset U_{j}
$$

As above the contribution of $f_{0}$ is 0 , and by linearity, we have only to consider the case where $f$ is supported in a subset $U_{j}$ (denoted by $U$ ). We may assume for instance that, on $U_{j}, \partial \rho / \partial x_{n} \neq 0$ and consider the local diffeomorphism

$$
\left(x_{1}, \ldots, x_{n-1}, x_{n}\right)=x \mapsto \kappa(x)=\left(x_{1}, \ldots, x_{n-1}, \rho(x)\right), \quad \nu=\kappa^{-1}
$$

We have by the change of variable formula,

$$
\left\{\begin{array} { r l } 
{ y ^ { \prime } } & { = x ^ { \prime } } \\
{ y _ { n } } & { = \rho ( x ^ { \prime } , x _ { n } ) }
\end{array} \quad \left\{\begin{array}{rl}
x^{\prime} & =y^{\prime} \\
x_{n}=\alpha\left(y^{\prime}, y_{n}\right)
\end{array}\right.\right.
$$

with $\rho\left(x^{\prime}, \alpha\left(x^{\prime}, y_{n}\right)\right) \equiv y_{n}$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \theta\left(\frac{\rho(x)}{\epsilon}\right) \epsilon^{-1}\|d \rho(x)\| f(x) d x=\int_{U} \theta\left(\frac{\rho(x)}{\epsilon}\right) \epsilon^{-1}\|d \rho(x)\| f(x) d x \\
& \quad=\int_{V=\kappa(U)} \theta\left(\frac{\rho(\nu(y))}{\epsilon}\right) \epsilon^{-1}\|d \rho(\nu(y))\| f(\nu(y))\left|\nu^{\prime}(y)\right| d y \\
& =\int_{V=\kappa(U)} \theta\left(\frac{y_{n}}{\epsilon}\right) \epsilon^{-1}\left(\left(\partial \rho / \partial x^{\prime}\right)^{2}+\left(\partial \rho / \partial x_{n}\right)^{2}\right)^{1 / 2} f\left(y^{\prime}, \alpha\left(y^{\prime}, y_{n}\right)\right)\left|\frac{\partial \alpha}{\partial y_{n}}\right| d y
\end{aligned}
$$

whose limit when $\epsilon$ goes to zero is

$$
\int f\left(y^{\prime}, \alpha\left(y^{\prime}, 0\right)\right)\left(\left(\partial \rho / \partial x^{\prime}\right)^{2}+\left(\partial \rho / \partial x_{n}\right)^{2}\right)^{1 / 2}\left|\frac{\partial \alpha}{\partial y_{n}}\right| d y^{\prime}
$$

We note that $\frac{\partial \rho}{\partial x^{\prime}}+\frac{\partial \rho}{\partial x_{n}} \frac{\partial \alpha}{\partial x^{\prime}}=0, \frac{\partial \rho}{\partial x_{n}} \frac{\partial \alpha}{\partial y_{n}}=1$, so that the limit is

$$
\begin{equation*}
\int f\left(x^{\prime}, \alpha\left(x^{\prime}, 0\right)\right)\left(\left|\frac{\partial \alpha}{\partial x^{\prime}}\left(x^{\prime}, 0\right)\right|^{2}+1\right)^{1 / 2} d x^{\prime} \tag{5.5.1}
\end{equation*}
$$

This proves also that the result does not depend on the choice of the function $\theta$ satisfying the required assumptions and also that this defines a positive Radon measure with support $\Sigma$. We need to verify that this Radon measure does not depend on the choice of the defining function $\rho$. By localization and partition of unity, we may consider a coordinate chart $U$ near a point of $\Sigma$ and two defining functions $\rho_{1}, \rho_{2}$ for $\Sigma$ defined on $U$ neighborhood of 0 . As seen above, we may assume that $\partial \rho_{1} / \partial x_{n} \neq 0$ and

$$
\left(x^{\prime}, x_{n}\right) \in\left\{\rho_{1}=0\right\} \cap \Sigma \Longleftrightarrow x_{n}=\alpha_{1}\left(x^{\prime}, 0\right), \quad \alpha_{1} \in C^{1}(U)
$$

so that $\rho_{2}\left(x^{\prime}, \alpha_{1}\left(x^{\prime}, 0\right)\right) \equiv 0$ near the origin, which implies

$$
\partial \rho_{2} / \partial x^{\prime}+\left(\partial \rho_{2} / \partial x_{n}\right)\left(\partial \alpha_{1} / \partial x^{\prime}\right)=0 \Longrightarrow \partial \rho_{2} / \partial x_{n} \neq 0, \text { at } 0,
$$

otherwise $\partial \rho_{2} / \partial x_{n}=0, \partial \rho_{2} / \partial x^{\prime}=0$ at 0 , contradicting the assumption $d \rho_{2} \neq 0$ at $\Sigma$. Now $\rho_{2}=0$ is equivalent to $x_{n}=\alpha_{2}\left(x^{\prime}, 0\right)$ as well as to $x_{n}=\alpha_{1}\left(x^{\prime}, 0\right)$, proving that $\alpha_{1}\left(x^{\prime}, 0\right)=\alpha_{2}\left(x^{\prime}, 0\right)=\alpha\left(x^{\prime}, 0\right)$ near the origin and (5.5.1) holds there. The proof of the lemma is complete.
Definition 5.5.3. Let $\Sigma$ be a $C^{1}$ hypersurface of $\mathbb{R}^{n}$, with a defining function $\rho$. We define the simple layer on $\Sigma$ as the positive Radon measure with support $\Sigma$ given by

$$
C_{c}\left(\mathbb{R}^{n}\right) \ni f \mapsto \int_{\Sigma} f d \sigma=\lim _{\epsilon \rightarrow 0_{+}} \int_{\mathbb{R}^{n}} \theta\left(\frac{\rho(x)}{\epsilon}\right) \epsilon^{-1}\|d \rho(x)\| f(x) d x
$$

Definition 5.5.4. Let $\Omega$ be an open set of $\mathbb{R}^{n}: \Omega$ will be said to have a $C^{1}$ boundary if for all $x_{0} \in \partial \Omega$, there exists a neighborhood $U_{0}$ of $x_{0}$ in $\mathbb{R}^{n}$ and a $C^{1}$ function $\rho_{0} \in C^{1}\left(U_{0} ; \mathbb{R}\right)$ such that $d \rho_{0}$ does not vanish and $\Omega \cap U_{0}=\left\{x \in U_{0}, \rho_{0}(x)<0\right\}$.

Note that $\partial \Omega \cap U_{0}=\left\{x \in U_{0}, \rho_{0}(x)=0\right\}$ since the implicit function theorem shows that, if $\left(\partial \rho_{0} / \partial x_{n}\right)\left(x_{0}\right) \neq 0$ for some $x_{0} \in \partial \Omega$, the mapping $x \mapsto\left(x_{1}, \ldots, x_{n-1}, \rho_{0}(x)\right)$ is a local $C^{1}$-diffeomorphism.
Theorem 5.5.5 (Gauss-Green formula). Let $\Omega$ be an open set of $\mathbb{R}^{n}$ with a $C^{1}$ boundary, $X$ a $C^{1}$ vector field on $\Omega$, continuous on $\bar{\Omega}$. Then we have, if $X$ is compactly supported or $\Omega$ is bounded,

$$
\begin{equation*}
\int_{\Omega}(\operatorname{div} X) d x=\int_{\partial \Omega}\langle X, \nu\rangle d \sigma \tag{5.5.2}
\end{equation*}
$$

where $\nu$ is the exterior unit normal and $d \sigma$ is the Euclidean measure on $\partial \Omega$.

Proof. We may assume that $\Omega=\left\{x \in \mathbb{R}^{n}, \rho(x)<0\right\}$, where $\rho: \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is $C^{1}$ and such that $d \rho \neq 0$ at $\partial \Omega$. The exterior normal to the open set $\Omega$ is defined on (a neighborhood of) $\partial \Omega$ as $\nu=\|d \rho\|^{-1} d \rho$. We can reformulate the theorem as

$$
\int_{\Omega} \operatorname{div} X d x=\int\langle X, \nu\rangle \delta(\rho(x))\|d \rho(x)\|=\lim _{\epsilon \rightarrow 0_{+}} \int\langle X, d \rho(x)\rangle \theta(\rho(x) / \epsilon) d x / \epsilon
$$

where $\theta \in C_{c}(\mathbb{R})$ has integral 1 . Since it is linear in $X$, it is enough to prove it for $a(x) \partial_{x_{1}}$, with $a \in C_{c}^{1}$. We have, with $\psi=1$ on $(1,+\infty), \psi=0$ on $(-\infty, 0)$,

$$
\begin{aligned}
\int_{\Omega} \operatorname{div} X d x & =\int_{\rho(x)<0} \frac{\partial a}{\partial x_{1}}(x) d x=\lim _{\epsilon \rightarrow 0_{+}} \int \frac{\partial a}{\partial x_{1}}(x) \psi(-\rho(x) / \epsilon) d x \\
& =\lim _{\epsilon \rightarrow 0_{+}} \int a(x) \psi^{\prime}(-\rho(x) / \epsilon) \epsilon^{-1} \frac{\partial \rho}{\partial x_{1}}(x) d x \\
& =\lim _{\epsilon \rightarrow 0_{+}} \int\left\langle a(x) \partial_{x_{1}}, d \rho\right\rangle \psi^{\prime}(-\rho(x) / \epsilon) \epsilon^{-1} d x \\
& =\lim _{\epsilon \rightarrow 0_{+}} \int\langle X, d \rho\rangle \theta(\rho(x) / \epsilon) \epsilon^{-1} d x
\end{aligned}
$$

with $\theta(t)=\psi^{\prime}(-t), \quad \int_{-\infty}^{+\infty} \theta(t) d t=\int_{-\infty}^{+\infty} \psi^{\prime}(-t) d t=\int_{-\infty}^{+\infty} \psi^{\prime}(t) d t=1$.
In two dimensions, we get the Green-Riemann formula

$$
\begin{equation*}
\iint_{\Omega}\left(\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}\right) d x d y=\int_{\partial \Omega} P d y-Q d x \tag{5.5.3}
\end{equation*}
$$

since with $X=P \partial_{x}+Q \partial_{y}, \Omega \equiv \rho(x, y)<0$, the lhs of (5.5.3) and (5.5.2) are the same, whereas the rhs of (5.5.2) is, if $\rho(x, y)=f(x)-y$ on the support of $X$,

$$
\begin{aligned}
\iint\langle X, d \rho\rangle \delta(\rho) d x d y & =\lim _{\varepsilon \rightarrow 0_{+}} \iint\left(P(x, y) f^{\prime}(x)-Q(x, y)\right) \theta((f(x)-y) / \varepsilon) d x d y / \varepsilon \\
& =\int\left(P(x, f(x)) f^{\prime}(x)-Q(x, f(x))\right) d x=\int_{\partial \Omega} P d y-Q d x
\end{aligned}
$$

Corollary 5.5.6. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ with a $C^{1}$ boundary, $u, v \in C^{2}(\bar{\Omega})$. Then

$$
\begin{align*}
\int_{\Omega}(\Delta u)(x) v(x) d x & =\int_{\Omega} u(x)(\Delta v)(x) d x+\int_{\partial \Omega}\left(v \frac{\partial u}{\partial \nu}-u \frac{\partial v}{\partial \nu}\right) d \sigma  \tag{5.5.4}\\
\int_{\Omega} \nabla u \cdot \nabla v d x & =-\int_{\Omega} u \Delta v d x+\int_{\partial \Omega} u \frac{\partial v}{\partial \nu} d \sigma \tag{5.5.5}
\end{align*}
$$

where $\Delta=\sum_{1 \leq j \leq n} \partial_{x_{j}}^{2}$ is the Laplace operator and $\frac{\partial u}{\partial \nu}=\nabla u \cdot \nu$ where $\nu$ is the unit exterior normal.

Proof. We have $v \Delta u=\operatorname{div}(v \nabla u)-\nabla u \cdot \nabla v$ so that $v \Delta u-u \Delta v=\operatorname{div}(v \nabla u-u \nabla v)$ providing the first formula from Green's formula (5.5.2). The same formula written as $\nabla u \cdot \nabla v=-u \Delta v+\operatorname{div}(u \nabla v)$ entails the second formula.

### 5.6 More on Hausdorff measures on $\mathbb{R}^{m}$

We begin with a result on the structure of open subsets of $\mathbb{R}^{m}$, that could have been proven in Chapter 1. It will be useful in our study of Hausdorff measures.

Theorem 5.6.1. Let $\Omega$ be an open subset of $\mathbb{R}^{m}$ and let $r>0$ be given. There exists a countable pairwise disjoint family $\left\{B_{n}\right\}_{n \in \mathbb{N}}$ of open Euclidean balls with radii smaller than $r$ such that $\overline{B_{n}} \subset \Omega$ and

$$
\lambda_{m}\left(\Omega \backslash\left(\cup_{n \in \mathbb{N}} B_{n}\right)\right)=0
$$

N.B. The reader will find a less precise (but as useful and simpler to prove) statement in Exercise 5.10.12.

Proof. We have seen in Lemma 2.4.4 that for a given open set $\Omega$, we could find a countable family of compact rational rectangles $\left\{Q_{n}\right\}_{n \in \mathbb{N}}$ such that for $n \neq n^{\prime}$ $Q_{n} \cap Q_{n^{\prime}}$ is included in a hyperplane parallel to the axes. Also the image of a compact rational rectangle by a dilation of a suitably chosen integer ratio is a compact rectangle with integer sides, thus a finite union of translations of $[0,1]^{m}$ with intersections included in a hyperplane. Performing the inverse dilation, we see that each $Q_{n}$ is a finite union of cubes (rectangles whose sides have the same length) such that the intersection of two different cubes is included in a hyperplane. As a result, we could assume that $\Omega$ is an open cube whose sides are all smaller than $r$. We shall assume only that $\Omega$ has finite measure and that a Euclidean ball included in $\Omega$ has a radius automatically smaller than $r$.

Let $\Omega=\Omega_{0}$ be an open set such that $\lambda_{m}\left(\Omega_{0}\right)<+\infty$. As noted above, there exists a countable family $\left(C_{n, 0}\right)_{n \in \mathbb{N}}$ of compact cubes such that the family $\left(\dot{C}_{n, 0}\right)_{n \in \mathbb{N}}$ is pairwise disjoint and

$$
\Omega_{0}=\cup_{n \in \mathbb{N}} C_{n, 0}, \quad \lambda_{m}\left(\Omega_{0}\right)=\sum_{n \in \mathbb{N}} \lambda_{m}\left(C_{n, 0}\right)
$$

For each $C_{n, 0}$, we consider the inscribed open Euclidean ball $B_{n, 0}$ and we have

$$
\lambda_{m}\left(B_{n, 0}\right)=\alpha_{m} \lambda_{m}\left(C_{n, 0}\right),
$$

with a constant $\alpha_{m} \in(0,1)$ depending only on $m$ (note that the $B_{n, 0}$ are pairwise disjoint as subsets of $\left.\dot{C}_{n, 0}\right)$. Let us choose $\beta \in\left(1, \frac{1}{1-\alpha_{m}}\right)$. We have $\lambda_{m}\left(C_{n, 0} \backslash B_{n, 0}\right)=$ $\left(1-\alpha_{m}\right) \lambda_{m}\left(C_{n, 0}\right)$, so that

$$
\lambda_{m}\left(\Omega_{0} \backslash \cup_{\mathbb{N}} B_{n, 0}\right)=\left(1-\alpha_{m}\right) \lambda_{m}\left(\Omega_{0}\right)
$$

Since $\beta>1$, we may find a finite subset $\mathcal{N}_{0}$ such that

$$
\lambda_{m}\left(\Omega_{0} \backslash \cup_{\mathcal{N}_{0}} B_{n, 0}\right) \leq \beta\left(1-\alpha_{m}\right) \lambda_{m}\left(\Omega_{0}\right)
$$

We consider now the open set

$$
\begin{aligned}
& \Omega_{1}=\Omega_{0} \backslash\left(\cup_{n \in \mathcal{N}_{0}} \overline{B_{n, 0}}\right), \quad\left(B_{n, 0}\right) \text { pairwise disjoint open Euclidean balls } \\
& \overline{B_{n, 0}} \subset \Omega_{0}, \quad \lambda_{m}\left(\Omega_{1}\right) \leq \beta\left(1-\alpha_{m}\right) \lambda_{m}\left(\Omega_{0}\right)
\end{aligned}
$$

Let $k \geq 1$ be an integer. Let us assume that we have found some open subsets

$$
\begin{gathered}
\Omega_{0} \supset \Omega_{1} \supset \cdots \supset \Omega_{k}, \quad \mathcal{N}_{0}, \ldots, \mathcal{N}_{k-1} \text { finite sets }, \\
\text { for each } 0 \leq j<k
\end{gathered}
$$

$\left(B_{n, j}\right)_{n \in \mathcal{N}_{j}}$ pairwise disjoint open Euclidean balls, $\overline{B_{n, j}} \subset \Omega_{j}$,

$$
\Omega_{j+1}=\Omega_{j} \backslash\left(\cup_{n \in \mathcal{N}_{j}} \overline{B_{n, j}}\right), \quad \lambda_{m}\left(\Omega_{j+1}\right) \leq \beta\left(1-\alpha_{m}\right) \lambda_{m}\left(\Omega_{j}\right), \quad 0 \leq j<k
$$

We consider the open set $\Omega_{k}$ (which has finite measure as a subset of $\Omega_{0}$ ) and using what was done for $\Omega_{0}$, we can find a finite set $\mathcal{N}_{k}$, and a pairwise disjoint set of open Euclidean balls $\left(B_{n, k}\right)_{n \in \mathcal{N}_{k}}$ such that $\overline{B_{n, k}} \subset \Omega_{k}$,

$$
\Omega_{k+1}=\Omega_{k} \backslash\left(\cup_{n \in \mathcal{N}_{k}} \overline{B_{n, k}}\right), \quad \lambda_{m}\left(\Omega_{k+1}\right) \leq \beta\left(1-\alpha_{m}\right) \lambda_{m}\left(\Omega_{k}\right),
$$

so that we have constructed an open set $\Omega_{k+1}$ such that the above properties are true up to $k+1$. We can thus perform that construction for every $k \geq 1$. We find in particular inductively for $k \geq 1$,

$$
\lambda_{m}\left(\Omega_{k}\right) \leq\left(\beta\left(1-\alpha_{m}\right)\right)^{k} \lambda_{m}\left(\Omega_{0}\right)
$$

We consider now $\cup_{j \geq 0}\left(\cup_{n \in \mathcal{N}_{j}} B_{n, j}\right)$. This is a pairwise disjoint union: in the first place $B_{n, j} \cap B_{n, j^{\prime}}=\emptyset$ for $j \neq j^{\prime}$, say $j<j^{\prime}$, since

$$
B_{n, j} \cap B_{n^{\prime}, j^{\prime}} \subset \Omega_{j+1}^{c} \cap \Omega_{j^{\prime}} \subset \Omega_{j+1}^{c} \cap \Omega_{j+1}=\emptyset
$$

Moreover for a given $j$ the family $\left(B_{n, j}\right)_{n \in \mathcal{N}_{j}}$ is pairwise disjoint. We have also $\overline{B_{n, j}} \subset \Omega_{j} \subset \Omega_{0}$, and for $k \geq 1$,

$$
\begin{aligned}
\lambda_{m}\left(\Omega_{0} \backslash\left(\cup_{j \geq 0} \cup_{n \in \mathcal{N}_{j}} B_{n, j}\right)\right) & \leq \lambda_{m}\left(\Omega_{0} \backslash\left(\cup_{0 \leq j \leq k} \cup_{n \in \mathcal{N}_{j}} B_{n, j}\right)\right) \\
& =\lambda_{m}(\underbrace{\Omega_{0} \backslash\left(\cup_{0 \leq j \leq k} \cup_{n \in \mathcal{N}_{j}} \overline{B_{n, j}}\right.}_{=\Omega_{k+1}})) \\
& \leq\left(\beta\left(1-\alpha_{m}\right)\right)^{k+1} \lambda_{m}\left(\Omega_{0}\right)
\end{aligned}
$$

As a result, since $\beta\left(1-\alpha_{m}\right) \in(0,1), \lambda_{m}\left(\Omega_{0} \backslash\left(\cup_{j \geq 0} \cup_{n \in \mathcal{N}_{j}} B_{n, j}\right)\right)=0$.
Let $m \geq 1$ be an integer. We define ${ }^{3}$

$$
\begin{equation*}
v_{m}=\frac{1}{2^{m}} \frac{\pi^{m / 2}}{\Gamma\left(1+\frac{m}{2}\right)}=\frac{\lambda_{m}\left(\mathbb{B}^{m}\right)}{2^{m}} . \tag{5.6.1}
\end{equation*}
$$

For $\nu \in \mathbb{S}^{m-1}$, we shall denote by $\nu^{\perp}$ the hyperplane orthogonal to $\nu$ and for $y \in \mathbb{R}^{m}$, we shall denote by $y+\mathbb{R} \nu$ the affine line with direction $\nu$ through $y$.

[^35]Definition 5.6.2 (Steiner symmetrization). Let $A$ be a Borel subset of $\mathbb{R}^{m}$. The Steiner symmetrization of $A$ with respect to $\nu \in \mathbb{S}^{n-1}$ is defined as

$$
\sigma_{\nu}(A)=\bigcup_{\substack{y \in \nu^{\perp} \\|t| \leq \frac{1}{2} \lambda_{1}(A \cap(y+\mathbb{R} \nu))}}\{y+t \nu\}
$$

Lemma 5.6.3. Let $A, \nu$ be as above. Then the set $\sigma_{\nu}(A)$ is a Borel set, symmetric with respect to $\nu^{\perp}$ and $\lambda_{m}\left(\sigma_{\nu}(A)\right)=\lambda_{m}(A)$. Moreover we have

$$
\operatorname{diam}_{2}\left(\sigma_{\nu}(A)\right) \leq \operatorname{diam}_{2}(A)
$$

Proof. Note that from Lemma 1.2.9 the Borel $\sigma$-algebra on the line $y+\mathbb{R} \nu$ (a closed set of $\mathbb{R}^{m}$ ) is made with the Borel subsets of $\mathbb{R}^{m}$ included in that line. As a result, $A \cap(y+\mathbb{R} \nu)$ is a Borel set of the line $y+\mathbb{R} \nu$ and one can take its Lebesgue measure. The symmetry is obvious since $y+t \nu \in \sigma_{\nu}(A), y \in \nu^{\perp}$, imply $y-t \nu \in \sigma_{\nu}(A)$. We have also from Fubini's theorem,

$$
\begin{aligned}
\lambda_{m}(A) & =\iint_{\nu^{\perp} \times \mathbb{R} \nu} \mathbf{1}_{A}(y \oplus z) d y d z \\
& =\int_{y \in \nu^{\perp}} \lambda_{1}(A \cap(y+\mathbb{R} \nu)) d y \\
& =\int_{y \in \nu^{\perp}} \int_{|t| \leq \frac{1}{2} \lambda_{1}(A \cap(y+\mathbb{R} \nu))} d t d y \\
& =\int_{\mathbb{R}^{m}} \mathbf{1}\left\{x=y \oplus t \nu \in \nu^{\perp} \oplus \mathbb{R} \nu,|t| \leq \frac{1}{2} \lambda_{1}(A \cap(y+\mathbb{R} \nu))\right\} d x \\
& =\lambda_{m}\left(\sigma_{\nu}(A)\right) .
\end{aligned}
$$

The mapping $\mathbb{R}^{m} \ni x=y \oplus t \nu \mapsto\left(\lambda_{1}(A \cap(y+\mathbb{R} \nu)), t\right) \in \mathbb{R}^{2}$ is measurable since

$$
\lambda_{1}(A \cap(y+\mathbb{R} \nu))=\int_{\mathbb{R} \nu} \mathbf{1}_{A}(y \oplus z) d z
$$

so that Proposition 4.1.3 and Theorem 1.2.7 imply that $\sigma_{\nu}(A)$ is a Borel set. We consider now for $j=1,2, x_{j}=y_{j} \oplus t_{j} \nu \in \sigma_{\nu}(A)$. We know that for $j=1,2$,

$$
I_{j}=\left\{\theta \in \mathbb{R}, y_{j}+\theta \nu \in A\right\} \neq \emptyset, \quad\left|t_{j}\right| \leq \lambda_{1}\left(I_{j}\right) / 2
$$

Claim. For $I_{1}, I_{2}$, non-empty Borel subsets of $\mathbb{R}$,

$$
\lambda_{1}\left(I_{1}\right)+\lambda_{1}\left(I_{2}\right) \leq 2 \sup _{\theta_{j} \in I_{j}}\left|\theta_{1}-\theta_{2}\right|
$$

Let us take provisionally this claim for granted. Then we get, when the diameter of $A$ is finite,

$$
\begin{aligned}
\left\|x_{1}-x_{2}\right\|^{2}=\left\|y_{1}-y_{2}\right\|^{2}+\left(t_{1}-t_{2}\right)^{2} & \leq\left\|y_{1}-y_{2}\right\|^{2}+\frac{1}{4}\left(\lambda_{1}\left(I_{1}\right)+\lambda_{1}\left(I_{2}\right)\right)^{2} \\
& \leq\left\|y_{1}-y_{2}\right\|^{2}+\sup _{\theta_{j} \in I_{j}}\left|\theta_{1}-\theta_{2}\right|^{2} \leq \operatorname{diam}_{2}(A)^{2}
\end{aligned}
$$

entailing $\operatorname{diam}_{2}\left(\sigma_{\nu}(A)\right) \leq \operatorname{diam}_{2}(A)$. We are left with the proof of the above claim. We may assume that $I_{j}$ are both bounded, otherwise the rhs of the inequality to be proven is $+\infty$. We set then $a_{j}=\inf I_{j}, b_{j}=\sup I_{j}$. We may assume by symmetry that $b_{2} \geq b_{1}$. Let us suppose first that $a_{2} \geq a_{1}$; it is enough to prove

$$
b_{1}-a_{1}+b_{2}-a_{2} \leq 2\left(b_{2}-a_{1}\right),
$$

which is equivalent to $b_{2} \geq b_{1}+a_{1}-a_{2}$, which is satisfied since $b_{2} \geq b_{1}$ and $a_{1}-a_{2} \leq 0$. Still with $b_{2} \geq b_{1}$, we assume now $a_{2} \leq a_{1}$ and we have to prove

$$
2 \max \left(b_{2}-a_{1}, b_{1}-a_{2}\right) \geq b_{1}-a_{1}+b_{2}-a_{2}
$$

When $b_{2}-a_{1} \geq b_{1}-a_{2}$ it amounts to proving

$$
2\left(b_{2}-a_{1}\right) \geq b_{1}-a_{1}+b_{2}-a_{2} \Longleftrightarrow b_{2}-a_{1} \geq b_{1}-a_{2} \text { (hypothesis). }
$$

When $b_{2}-a_{1} \leq b_{1}-a_{2}$, we have to prove

$$
2\left(b_{1}-a_{2}\right) \geq b_{1}-a_{1}+b_{2}-a_{2} \Longleftrightarrow b_{1}-a_{2} \geq b_{2}-a_{1} \text { (hypothesis) }
$$

completing the proof of the claim. The proof of Lemma 5.6.3 is complete.
Lemma 5.6.4. Let $\nu, \omega \in \mathbb{S}^{m-1}$ such that $\omega \cdot \nu=0$ and let $A$ be a Borel set symmetrical with respect to $\omega^{\perp}$. Then $\sigma_{\nu}(A)$ is also symmetrical with respect to $\omega^{\perp}$.

Proof. We have

$$
\sigma_{\nu}(A)=\bigcup_{\substack{y \in \nu^{\perp}}}\{y+t \nu\}=\bigcup_{\substack{z \in \nu^{\perp} \cap \omega^{\perp}, s \in \mathbb{R} \\|t| \leq \frac{1}{2} \lambda_{1}(A \cap(y+\mathbb{R} \nu))}}\{z+s \omega+t \nu\},
$$

so that, denoting $\operatorname{sym}_{\omega^{\perp}}(B)$ the symmetric of $B$ with respect to $\omega^{\perp}$, we find

$$
\operatorname{sym}_{\omega^{\perp}}\left(\sigma_{\nu}(A)\right)=\bigcup_{\substack{z \in \nu^{\perp} \cap \omega^{\perp}, s \in \mathbb{R} \\|t| \leq \frac{1}{2} \lambda_{1}(A \cap(z+s \omega+\mathbb{R} \nu))}}\{z-s \omega+t \nu\}=\bigcup_{\substack{z \in \nu^{\perp} \cap \omega^{\perp}, s \in \mathbb{R} \\|t| \leq \frac{1}{2} \lambda_{1}(A \cap(z-s \omega+\mathbb{R} \nu))}}\{z+s \omega+t \nu\} .
$$

Since we have

$$
\begin{aligned}
A \cap(z-s \omega+\mathbb{R} \nu) & =\operatorname{sym}_{\omega^{\perp}}(A) \cap \operatorname{sym}_{\omega^{\perp}}(z+s \omega+\mathbb{R} \nu) \\
& =\operatorname{sym}_{\omega^{\perp}}(A \cap(z+s \omega+\mathbb{R} \nu))
\end{aligned}
$$

we find

$$
\operatorname{sym}_{\omega^{\perp}}\left(\sigma_{\nu}(A)\right)=\bigcup_{\substack{z \in \nu^{\perp} \cap \omega^{\perp}, s \in \mathbb{R} \\|t| \leq \frac{1}{2} \lambda_{1}(A \cap(z+s \omega+\mathbb{R} \nu))}}\{z+s \omega+t \nu\}=\sigma_{\nu}(A),
$$

proving the lemma.

Lemma 5.6.5 (Isodiametric inequality). Let $A$ be a Borel subset of $\mathbb{R}^{m}$. With $v_{m}$ given in (5.6.1), we have

$$
\lambda_{m}(A) \leq v_{m}\left(\operatorname{diam}_{2}(A)\right)^{m}
$$

where $\operatorname{diam}_{2}$ stands for the Euclidean diameter of $A$ : $\operatorname{diam}_{2}(A)=\sup _{x, y \in A}\|x-y\|_{2}$ where $\|x\|_{2}$ is the Euclidean norm.
$N . B$. This lemma says that the Lebesgue measure of $A$ is smaller than the Lebesgue measure of the ball with diameter $\operatorname{diam}_{2}(A)$. This statement is far from obvious for the Euclidean norm since it is possible to find Borel sets $A$ which are not included in a ball with diameter $\operatorname{diam}_{2} A$. Let us consider for instance in $\mathbb{R}^{2}$ the


Figure 5.4: triangle with diameter $\sqrt{3}$, circumscribed circle with diameter 2.
(equilateral) triangle $T$ with vertices $1, j=e^{2 i \pi / 3}, j^{2}=e^{-2 i \pi / 3}$. We have

$$
\operatorname{diam}_{2}(T)=\left|1-e^{2 i \pi / 3}\right|=\left|\frac{3}{2}-i \frac{\sqrt{3}}{2}\right|=\sqrt{\frac{9}{4}+\frac{3}{4}}=\sqrt{3}
$$

However the circumscribed circle of that triangle is the unit circle, thus has diameter $2>\sqrt{3}$ : it is not possible to find a circle with diameter $\operatorname{diam}_{2}(T)$ containing $T$. On the other hand, we have indeed

$$
\lambda_{2}(T)=\frac{3 \sqrt{3}}{4} \leq v_{2} \operatorname{diam}_{2}(T)^{2}=\frac{\pi}{4} 3
$$

Note also that for the $d_{\infty}$ distance, it is obvious that a bounded set $A$ is included in a cube with sides parallel to the axes equal to $\operatorname{diam}_{\infty} A$. Since $A$ is bounded, $\bar{A}$ is compact with the same diameter as $A$, we can apply Lemma 2.6.9.

Proof of the lemma. Let $e_{1}, \ldots, e_{m}$ be the canonical basis of $\mathbb{R}^{m}$ and

$$
A_{m}=\left(\sigma_{e_{m}} \circ \cdots \circ \sigma_{e_{1}}\right)(A)
$$

We have from Lemma 5.6.3 that $\operatorname{diam}_{2}\left(A_{m}\right) \leq \operatorname{diam}_{2}(A)$ and $\lambda_{m}\left(A_{m}\right)=\lambda_{m}(A)$. Moreover the set $A_{m}$ is symmetrical with respect to all hyperplanes $e_{1}^{\perp}, \ldots, e_{m}^{\perp}$, since the symmetry of $B$ with respect to a hyperplane $\omega^{\perp}$ induces the same symmetry for $\sigma_{\nu}(B)$ whenever $\nu \cdot \omega=0$ (Lemma 5.6.4). As a result the set $A_{m}$ is symmetric with respect to the origin: this implies that

$$
A_{m} \subset \bar{B}\left(0, \frac{1}{2} \operatorname{diam}_{2}\left(A_{m}\right)\right) \quad(\text { Euclidean ball })
$$

In fact, if $\|x\|_{2}>\frac{1}{2} \operatorname{diam}_{2}\left(A_{m}\right)$ then $x$ cannot belong to $A_{m}$ otherwise the symmetry of $A_{m}$ will imply that $-x$ belongs as well to $A_{m}$ with

$$
\operatorname{diam}_{2}\left(A_{m}\right) \geq d_{2}(x,-x)=2\|x\|_{2}>\operatorname{diam}_{2}\left(A_{m}\right)
$$

which is impossible. Finally we have

$$
\begin{aligned}
\lambda_{m}(A)=\lambda_{m}\left(A_{m}\right) & \leq \lambda_{m}\left(B\left(0, \frac{1}{2} \operatorname{diam}_{2}\left(A_{m}\right)\right)\right) \\
& =v_{m}\left(\operatorname{diam}_{2}\left(A_{m}\right)\right)^{m} \leq v_{m}\left(\operatorname{diam}_{2}(A)\right)^{m}
\end{aligned}
$$

concluding the proof of Lemma 5.6.5.
Remark 5.6.6. The statement of Lemma 5.6.5 is true as well for $A$ in the Lebesgue $\sigma$-algebra. In fact, thanks to Theorem 2.2.14, we can then find $E, F$ Borel sets such that

$$
E \subset A \subset F, \quad \lambda_{m}\left(F \cap E^{c}\right)=0
$$

so that from the lemma,

$$
\lambda_{m}(A)=\lambda_{m}(E) \leq v_{m}\left(\operatorname{diam}_{2} E\right)^{m} \leq v_{m}\left(\operatorname{diam}_{2} A\right)^{m}
$$

Theorem 5.6.7. Let $m$ be a positive integer. The Hausdorff measure $\mathfrak{h}_{m}$ on the metric space $\left(\mathbb{R}^{m}, d_{\infty}\right)$ (see Theorem 2.6.10) is equal to the product of the Hausdorff measure on the metric space $\left(\mathbb{R}^{m}, d_{2}\right)\left(d_{2}\right.$ is the Euclidean distance) by the constant $v_{m}$ defined in (5.6.1). For $\varepsilon>0$, we define for $E \subset X$,

$$
\mathfrak{h}_{m, \varepsilon, d_{2}}^{*}(E)=\inf \left\{\sum_{n \in \mathbb{N}}\left(\operatorname{diam}_{2} U_{n}\right)^{\kappa}, \quad E \subset \cup_{n \in \mathbb{N}} U_{n}, U_{n} \text { open, } \operatorname{diam}_{2} U_{n} \leq \varepsilon\right\}
$$

where diam $_{2}$ stands for the Euclidean diameter. We have

$$
\mathfrak{h}_{m}=\mathfrak{h}_{m, d_{\infty}}=v_{m} \mathfrak{h}_{m, d_{2}}
$$

Proof. We recall first the obvious inequalities $d_{\infty} \leq d_{2} \leq m^{1 / 2} d_{\infty}$, and we note that this implies for $E$ subset of $\mathbb{R}^{m}$,

$$
\begin{aligned}
& \text { \{open covering } \left.\left(U_{n}\right)_{n \in \mathbb{N}} \text { of } E, \operatorname{diam}_{2}\left(U_{n}\right) \leq \varepsilon\right\} \\
& \quad \subset\left\{\text { open covering }\left(U_{n}\right)_{n \in \mathbb{N}} \text { of } E, \operatorname{diam}_{\infty}\left(U_{n}\right) \leq \varepsilon\right\} \\
& \quad \subset\left\{\text { open covering }\left(U_{n}\right)_{n \in \mathbb{N}} \text { of } E, \operatorname{diam}_{2}\left(U_{n}\right) \leq m^{1 / 2} \varepsilon\right\},
\end{aligned}
$$

so that, since $d_{2} / d_{\infty} \geq 1$ and $\left(d_{\infty} / d_{2}\right)^{m} \geq m^{-m / 2}$, we get

$$
\mathfrak{h}_{m, \varepsilon, d_{2}}^{*}(E) \geq \mathfrak{h}_{m, \varepsilon, d_{\infty}}^{*}(E) \geq m^{-m / 2} \mathfrak{h}_{m, m^{1 / 2} \varepsilon, d_{2}}^{*}(E)
$$

entailing

$$
\mathfrak{h}_{m, d_{2}}^{*}(E) \geq \mathfrak{h}_{m, d_{\infty}}^{*}(E) \geq m^{-m / 2} \mathfrak{h}_{m, d_{2}}^{*}(E)
$$

Note also that the measure $v_{m} \mathfrak{h}_{m, d_{2}}$ is defined on the Borel $\sigma$-algebra $\mathcal{B}_{m}$, is translation invariant and is finite on compact sets (from the previous inequalities). To obtain $v_{m} \mathfrak{h}_{m, d_{2}}=\lambda_{m}=\mathfrak{h}_{m, d_{\infty}}$, we need only to prove that

$$
\begin{equation*}
v_{m} \mathfrak{h}_{m, d_{2}}\left([0,1]^{m}\right)=1 \tag{b}
\end{equation*}
$$

Let $\varepsilon>0$ be given. Thanks to Theorem 5.6.1, it is possible to find a sequence $\left(B_{n}\right)_{n \in \mathbb{N}}$ of pairwise disjoint open Euclidean balls with (Euclidean) diameter $\leq \varepsilon$, included in $(0,1)^{m}$ such that

$$
\begin{aligned}
{[0,1]^{m} } & =\cup_{\mathbb{N}} B_{n} \cup Z, \quad \lambda_{m}(Z)=0, \\
1=\lambda_{m}\left([0,1]^{m}\right) & =\sum_{n} \lambda_{m}\left(B_{n}\right)=\sum_{n} v_{m} \operatorname{diam}_{2}\left(B_{n}\right)^{m}
\end{aligned}
$$

implying that (see (2.6.2))

$$
\begin{aligned}
v_{m} \mathfrak{h}_{m, \varepsilon, d_{2}}^{*}\left([0,1]^{m}\right) & \leq v_{m} \mathfrak{h}_{m, \varepsilon, d_{2}}^{*}\left(\cup_{\mathbb{N}} B_{n}\right)+v_{m} \mathfrak{h}_{m, \varepsilon, d_{2}}^{*}(Z) \\
& \leq 1+v_{m} \mathfrak{h}_{m, d_{2}}^{*}(Z) \underbrace{=}_{\text {inequality }(\sharp)} 1,
\end{aligned}
$$

and thus $v_{m} \mathfrak{h}_{m, d_{2}}^{*}\left([0,1]^{m}\right) \leq 1$. On the other hand, if the previous inequality were strict, for all $\epsilon>0$, all $\delta>0$, we could find an open covering of $[0,1]^{m}$ by a sequence of sets $\left(U_{n}\right)$ with diameter $\leq \epsilon$ such that

$$
\begin{array}{r}
1=\lambda_{m}\left([0,1]^{m}\right) \leq \sum_{n} \lambda_{m}\left(U_{n}\right) \underbrace{}_{\text {Lemma } 5.6 .5} \leq \sum_{n} v_{m}\left(\operatorname{diam}_{2}\left(U_{n}\right)\right)^{m} \\
\leq v_{m} \mathfrak{h}_{m, d_{2}}^{*}\left([0,1]^{m}\right)+\delta<1
\end{array}
$$

if $\delta=\left(1-v_{m} \mathfrak{h}_{m, d_{2}}^{*}\left([0,1]^{m}\right)\right) / 2$. This inequality entails $1<1$ and thus cannot hold.

### 5.7 Cantor sets

## Perfect sets, Nowhere dense sets

Definition 5.7.1. Let $X$ be a topological space.
(1) A subset $A$ of $X$ is said to be perfect if it is closed without isolated point, i.e.,

$$
\bar{A}=A \quad \text { and } \quad \forall a \in A, \forall V \in \mathscr{V}_{a}, \quad(V \backslash\{a\}) \cap A \neq \emptyset
$$

(2) A subset $A$ of $X$ is said to be nowhere dense (or rare) when $\overline{\bar{A}}=\emptyset$.

It is easy to find perfect sets (e.g., closed balls with positive radius in $\mathbb{R}^{n}$ ) or closed sets which are not perfect such as $\mathbb{Z}$ (all points are isolated) or $(-\infty, 0] \cup$ $\{1 / 2\} \cup[1,+\infty)(1 / 2$ is the only isolated point).

Theorem 5.7.2 (Cantor-Bendixson theorem). Let $(X, d)$ be a separable complete metric space and let $F$ be a closed subset of $X$. Then $F$ is the disjoint union $P \cup C$, where $C$ is countable and $P$ is perfect.

Proof. Let $D=\left\{q_{k}\right\}_{k \in \mathbb{N}}$ be a countable dense subset of $X$. Every open set of $X$ is a (necessarily countable) union of open balls $B\left(q_{k}, r\right)$ where $r \in \mathbb{Q}_{+}$: if $\Omega$ is an open set of $X$, then for $x \in \Omega$, the open ball $B(x, r) \subset \Omega$ for some positive rational $r$. Then there exists $q_{k} \in D$ such that $d\left(q_{k}, x\right)<r / 2$, which implies that

$$
x \in B\left(q_{k}, r / 2\right) \subset B(x, r) \subset \Omega
$$

As a result the set $\{B(q, r)\}_{q \in D, r \in \mathbb{Q}_{+}}$is a countable basis for the topology of $X$.
Let $F$ be a closed set of $X$. A point $x \in F$ is said to be a condensation point of $F$ if $\forall V \in \mathscr{V}_{x}, V \cap F$ is uncountable. Let $P$ be the set of condensation points of $F$ and $C=F \backslash P$. Considering $B(q, r) \cap F, q \in D, r \in \mathbb{Q}_{+}$, we find a countable basis $\left\{U_{n}\right\}_{n \in \mathbb{N}}$ for the topology of $F$. By definition of $P$, we have

$$
C=\bigcup_{\substack{n \in \mathbb{N} \\ U_{n} \text { countable }}} U_{n}:
$$

in fact, if $x \in C$, there exists $n \in \mathbb{N}$ such that $x \in U_{n}$ countable. Conversely, if $U_{n}$ is a countable open subset of $F$, then every point in $U_{n}$ belongs to $C$, so that $C$ is countable, as a countable union of countable sets. Let $x \in P$ and let $V$ be a neighborhood of $x$ in $F$. Then $V$ is uncountable and since $C$ is countable, $V$ contains uncountably many points of $P$. Moreover $P$ is closed in $F$, as the complement of $C$, open in $F$ as a union of open sets. As a result, $P$ is closed in $X$ and

$$
F=P \cup C, \quad P \text { perfect, } C \text { countable, } P \cap C=\emptyset
$$

## Cantor ternary set

We want to construct a subset of the real line which is perfect and nowhere dense, i.e., closed without isolated point and with empty interior. Cantor's ternary set is an excellent example. We shall use the following notation: let $J=[a, b]$ be a compact interval of the real line. We shall denote by

$$
\begin{array}{ll}
J_{0}=\left[a, a+\frac{b-a}{3}\right], & \text { the first third of } J, \\
J_{2}=\left[a+\frac{2(b-a)}{3}, b\right], & \text { the last third of } J \tag{5.7.2}
\end{array}
$$

We start with $I=[0,1]$ and we have

$$
\begin{align*}
& I_{0}=\left[0, \frac{1}{3}\right] \quad I_{2}=\left[\frac{2}{3}, 1\right], \\
& I_{00}=\left[0, \frac{1}{9}\right] \quad I_{02}=\left[\frac{2}{9}, \frac{3}{9}\right] \quad I_{20}=\left[\frac{6}{9}, \frac{7}{9}\right] \quad I_{22}=\left[\frac{8}{9}, \frac{9}{9}\right] \\
& \text { for } \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in\{0,2\}^{n}, x_{\alpha}=\sum_{1 \leq j \leq n} \frac{\alpha_{j}}{3^{j}}, \quad I_{\alpha}=\left[x_{\alpha}, x_{\alpha}+3^{-n}\right] . \tag{5.7.3}
\end{align*}
$$

We verify inductively that for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in\{0,2\}^{n}$,

$$
\begin{aligned}
& I_{\alpha 0}=\left[x_{\alpha}, x_{\alpha}+3^{-n-1}\right]=\left[x_{\alpha 0}, x_{\alpha 0}+3^{-n-1}\right] \\
& I_{\alpha 2}=\left[x_{\alpha}+2 \times 3^{-n-1}, x_{\alpha}+3^{-n}\right]=\left[x_{\alpha 2}, x_{\alpha 2}+3^{-n-1}\right] .
\end{aligned}
$$



| $I_{00} \quad I_{02}$ |
| :--- |

$\underline{I_{000}} \quad \underline{I_{002}} \quad \underline{I_{020}}$


Figure 5.5: Intervals $I_{\alpha}, \alpha \in\{0,2\}^{1,2,3}$.
For an integer $n \geq 1$, we define the compact set $K_{n}$ by

$$
\begin{equation*}
K_{n}=\bigcup_{\alpha \in\{0,2\}^{n}} I_{\alpha} \tag{5.7.4}
\end{equation*}
$$

and we note that $\left(I_{\alpha}\right)_{\alpha \in\{0,2\}^{n}}$ are $2^{n}$ pairwise disjoint compact intervals with length $3^{-n}$ (true for $n=1$ and if true for some $n \geq 1$, also true for $n+1$ : we have
for $\alpha \in\{0,2\}^{n}, I_{\alpha 0}, I_{\alpha 2}$ pairwise disjoint with length $\left.3^{-n-1}\right)$. As a result, we have

$$
\begin{equation*}
\lambda_{1}\left(K_{n}\right)=2^{n} \times 3^{-n} \tag{5.7.5}
\end{equation*}
$$

We note also that $K_{n} \supset K_{n+1}$ by construction since $I_{\alpha} \supset I_{\alpha 0} \cup I_{\alpha 2}$. We define then at last the Cantor ternary set $K_{\infty}$ by

$$
\begin{equation*}
K_{\infty}=\cap_{n \geq 1} K_{n}=\bigcap_{n \geq 1}\left(\cup_{\alpha \in\{0,2\}^{n}} I_{\alpha}\right) \tag{5.7.6}
\end{equation*}
$$

Lemma 5.7.3. The Cantor ternary set $K_{\infty}$ is a compact subset of $[0,1]$ with Lebesgue measure 0 which is equipotent to $\mathbb{R}$. Moreover $K_{\infty}$ has no isolated points and has an empty interior. The set $K_{\infty}$ is totally discontinuous, i.e., the connected component of each of its points is reduced to a singleton.

Proof. $K_{\infty}$ is a compact set as an intersection of compact sets and its Lebesgue measure must be smaller than $(2 / 3)^{n}$ for each $n$ so is zero. As a result $K_{\infty}$ cannot contain an interval with positive measure, thus has an empty interior and is totally discontinuous. Let us check the mapping

$$
\begin{array}{ccc}
\Phi:\{0,2\}^{\mathbb{N}^{*}} & \longrightarrow & K_{\infty} \\
\alpha & \mapsto & \sum_{1 \leq j} \frac{\alpha_{j}}{3^{j}} \tag{5.7.7}
\end{array}
$$

Let us prove first that $\Phi$ is indeed valued in $K_{\infty}$. From (5.7.4) and (5.7.3), with $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in\{0,2\}^{n}$, we have $x_{\alpha}=\sum_{1 \leq j \leq n} \frac{\alpha_{j}}{3_{j}} \in K_{n}$. As a result, for $\alpha \in$ $\{0,2\}^{\mathbb{N}^{*}}$,

$$
\sum_{1 \leq j} \frac{\alpha_{j}}{3^{j}}=\lim _{n} \underbrace{\sum_{1 \leq j \leq n} \frac{\alpha_{j}}{3^{j}}}_{\in K_{n} \subset K_{m}, \text { for } n \geq m .} \in \cap_{m \geq 1} K_{m}=K_{\infty} .
$$

The mapping $\Phi$ is one-to-one since for $\alpha^{\prime}, \alpha^{\prime \prime} \in\{0,2\}^{\mathbb{N}^{*}}$ and

$$
\alpha_{j}^{\prime}=\alpha_{j}^{\prime \prime} \quad \text { for } 1 \leq j<N, \quad \alpha_{N}^{\prime}<\alpha_{N}^{\prime \prime}
$$

we have necessarily $\alpha_{N}^{\prime}=0, \alpha_{N}^{\prime \prime}=2$ and

$$
\begin{aligned}
\Phi\left(\alpha^{\prime}\right)=\sum_{j \geq 1} \frac{\alpha_{j}^{\prime}}{3^{j}} & =\sum_{1 \leq j<N} \frac{\alpha_{j}^{\prime \prime}}{3^{j}}+\sum_{j \geq N+1} \frac{\alpha_{j}^{\prime}}{3^{j}} \leq \sum_{1 \leq j<N} \frac{\alpha_{j}^{\prime \prime}}{3^{j}}+3^{-N-1} 2 \frac{1}{1-\frac{1}{3}} \\
& =\sum_{1 \leq j<N} \frac{\alpha_{j}^{\prime \prime}}{3^{j}}+3^{-N}<\sum_{1 \leq j \leq N} \frac{\alpha_{j}^{\prime \prime}}{3^{j}}=\Phi\left(\alpha^{\prime \prime}\right)
\end{aligned}
$$

Let us prove now that $\Phi$ is onto; let $x \in K_{\infty}$. Then for all $n \geq 1$, there exists $\alpha^{(n)}=\left(\alpha_{1}^{(n)}, \ldots, \alpha_{n}^{(n)}\right) \in\{0,2\}^{n}$ such that $x \in I_{\alpha}$, i.e.,

$$
\begin{equation*}
x_{\alpha^{(n)}} \leq x \leq x_{\alpha^{(n)}}+3^{-n} \Longrightarrow x=\lim _{n} x_{\alpha^{(n)}}=\lim _{n}\left(\sum_{1 \leq j \leq n} \frac{\alpha_{j}^{(n)}}{3^{j}}\right) \tag{5.7.8}
\end{equation*}
$$

Claim. We may assume that both inequalities above are strict, otherwise the answer is clear: On the one hand, if $x=x_{\alpha^{(n)}}$ for some $n \geq 1$, then

$$
x=\Phi\left(\alpha_{1}^{(n)}, \ldots, \alpha_{n}^{(n)}, 0,0, \ldots\right)
$$

On the other hand if $x=x_{\alpha^{(n)}}+3^{-n}$ for some $n \geq 1$, then

$$
x=\sum_{1 \leq j \leq n} \frac{\alpha_{j}^{(n)}}{3^{j}}+\underbrace{\sum_{j \geq n+1} \frac{2}{3^{j}}}_{3^{-n-1} 2 \frac{1}{1-1 / 3}=3^{-n}}=\Phi\left(\alpha_{1}^{(n)}, \ldots, \alpha_{n}^{(n)}, 2,2, \ldots\right),
$$

proving the claim ${ }^{4}$.
We know also that $x \in[0,1]$ so that $x=\sum_{j \geq 1} \frac{x_{j}}{3^{j}}, \quad x_{j} \in\{0,1,2\}$ and

$$
0 \leq x-\sum_{1 \leq j \leq n} \frac{x_{j}}{3^{j}} \leq \sum_{j>n} \frac{x_{j}}{3^{j}} \leq 3^{-n-1} 2 \frac{1}{1-\frac{1}{3}}=3^{-n}
$$

so that eventually with the strict inequalities of (5.7.8),

$$
\underbrace{3^{n} \sum_{1 \leq j \leq n} \frac{x_{j}}{3^{j}}}_{\in \mathbb{N}} \leq 3^{n} x \leq 3^{n} \sum_{1 \leq j \leq n} \frac{x_{j}}{3^{j}}+1, \quad \underbrace{3^{n} x_{\alpha^{(n)}}}_{\in \mathbb{N}}<3^{n} x<3^{n} x_{\alpha^{(n)}}+1
$$

implying $\sum_{1 \leq j \leq n} x_{j} 3^{n-j}=3^{n} x_{\alpha^{(n)}}=\sum_{1 \leq j \leq n} \alpha_{j}^{(n)} 3^{n-j}$. The latter identity implies

$$
\underbrace{x_{1}}_{\in \mathbb{N}}+\underbrace{\sum_{2 \leq j \leq n} x_{j} 3^{1-j}}_{\in\left[0,6 \times 3^{-2} \times \frac{3}{2}\right)=[0,1)}=\underbrace{\alpha_{1}^{(n)}}_{\in \mathbb{N}}+\underbrace{\sum_{2 \leq j \leq n} \alpha_{j}^{(n)} 3^{1-j}}_{\in[0,1)}
$$

so that, taking the floor function of each side (see the footnote on page 16), we get $x_{1}=\alpha_{1}^{(n)}$ and similarly $x_{j}=\alpha_{j}^{(n)}$ for $1 \leq j \leq n$, so that each $x_{j}$ belongs to $\{0,2\}$, proving that $x$ belongs to the image of $\Phi$. We have obtained in particular the following description of the Cantor ternary set ${ }^{5}$.
Lemma 5.7.4. $K_{\infty}=\left\{x \in[0,1], \exists\left(x_{j}\right)_{j \geq 1}, x_{j} \in\{0,2\}, x=\sum_{j \geq 1} \frac{x_{j}}{3^{j}}\right\}$.
The bijectivity of $\Phi$ and Section 10.1 prove that $\operatorname{card} K_{\infty}=\operatorname{card}\{0,2\}^{\mathbb{N}^{*}}=$ $\operatorname{card}\{0,1\}^{\mathbb{N}}=\operatorname{card} \mathcal{P}(\mathbb{N})=\operatorname{card} \mathbb{R}$. Let us finally prove that $K_{\infty}$ has no isolated point. Let $x$ be in $K_{\infty}$ : then for each $n \geq 1$, there exists $\alpha^{(n)} \in\{0,2\}^{n}$ such that

$$
K_{\infty} \ni x_{\alpha^{(n)}} \leq x \leq x_{\alpha^{(n)}}+3^{-n} \in K_{\infty}
$$

and thus $\left(\left[x-3^{-n}, x+3^{-n}\right] \backslash\{x\}\right) \cap K_{\infty} \neq \emptyset$, completing the proof of the lemma.

[^36]Lemma 5.7.5. The Hausdorff dimension (see Definition 2.6.8) of the Cantor ternary set $K_{\infty}$ is

$$
\log _{3} 2=\frac{1}{\log _{2} 3}=\frac{\ln 2}{\ln 3} \approx 0.6309
$$

Proof. We have $K_{\infty} \subset \cup_{\alpha \in\{0,2\}^{n}} I_{\alpha}$ with diam $I_{\alpha}=3^{-n}$ so that

$$
\mathfrak{h}_{\kappa, 3^{-n}}^{*}\left(K_{\infty}\right) \leq \sum_{\alpha \in\{0,2\}^{n}}\left(\operatorname{diam} I_{\alpha}\right)^{\kappa}=2^{n} 3^{-n \kappa}=e^{n(\ln 2-\kappa \ln 3)},
$$

implying for $\kappa_{0}=\ln 2 / \ln 3$, that

$$
\mathfrak{h}_{\kappa_{0}}\left(K_{\infty}\right) \leq 1, \quad \text { and for } \kappa>\kappa_{0}, \mathfrak{h}_{\kappa}\left(K_{\infty}\right)=0
$$

The main point in the proof is to estimate $\mathfrak{h}_{\kappa_{0}}\left(K_{\infty}\right)$ from below by a positive quantity. Let $\epsilon>0$ be given and let $\left(V_{n}\right)_{n \in \mathbb{N}}$ be a covering of $K_{\infty}$ by open sets with diameter $\leq \epsilon$. By compactness of $K_{\infty}$, we may extract a finite covering and since each $V_{n}$ is a union of open intervals, we may find a finite collection $\left(J_{l}\right)_{1 \leq l \leq L}$ of open intervals with diameter smaller than $\epsilon($ assumed $<1 / 3)$ such that

$$
K_{\infty} \subset \cup_{1 \leq l \leq L} J_{l}, \quad K_{\infty} \cap J_{l} \neq \emptyset, \quad \sum_{n}\left(\operatorname{diam} V_{n}\right)^{\kappa_{0}} \geq \sum_{1 \leq l \leq L}\left(\operatorname{diam} J_{l}\right)^{\kappa_{0}}
$$

For each $l$, there exists a unique $n_{l} \geq 1$ such that $3^{-n_{l}-1} \leq \operatorname{diam} J_{l}<3^{-n_{l}}$ and moreover $J_{l}$ meets exactly one $\left(I_{\alpha}\right)_{\alpha \in\{0,2\}^{n_{l}}}$ : it must meet one such interval otherwise the intersection with $K_{\infty}$ would be empty and could not meet two since the distance between two such intervals is at least $3^{-n_{l}}$ by construction. We have moreover

$$
\operatorname{diam} J_{l} \geq 3^{-n_{l}-1} \Longrightarrow 3^{\kappa_{0}}\left(\operatorname{diam} J_{l}\right)^{\kappa_{0}} \geq 2^{-n_{l}} \Longrightarrow 2^{j} 3^{\kappa_{0}}\left(\operatorname{diam} J_{l}\right)^{\kappa_{0}} \geq 2^{j-n_{l}}
$$

Since $J_{l}$ meets only one $I_{\alpha^{(l)}}, \alpha^{(l)} \in\{0,2\}^{n_{l}}$, it meets at most $2^{j-n_{l}}$ intervals $I_{\beta}$ for $\beta \in\{0,2\}^{j}, j \geq n_{l}$. As a consequence, we have for $j \geq \max _{1 \leq l \leq L} n_{l}$,

$$
\begin{aligned}
2^{j} & =\operatorname{card}\left\{\text { connected component of } K_{j}\right\} \\
& \leq \sum_{1 \leq l \leq N} \operatorname{card}\left\{\text { connected component of } K_{j} \text { meeting } J_{l}\right\} \\
& \leq \sum_{1 \leq l \leq N} 2^{j-n_{l}} \leq \sum_{1 \leq l \leq N} 2^{j} 3^{\kappa_{0}}\left(\operatorname{diam} J_{l}\right)^{\kappa_{0}}
\end{aligned}
$$

so that $\sum_{n}\left(\operatorname{diam} V_{n}\right)^{\kappa_{0}} \geq \sum_{1 \leq l \leq L}\left(\operatorname{diam} J_{l}\right)^{\kappa_{0}} \geq 3^{-\kappa_{0}}=1 / 2$ and thus

$$
\begin{equation*}
\mathfrak{h}_{\kappa_{0}}\left(K_{\infty}\right) \geq 1 / 2 \tag{b}
\end{equation*}
$$

implying the result from $(b),(\sharp)$, Lemma 2.6.7 and Definition 2.6.8.

## The Cantor function

With $K_{n}$ defined in (5.7.4) for $n \geq 1$, we define

$$
\begin{equation*}
\psi_{n}(x)=\frac{1}{\left|K_{n}\right|} \int_{0}^{x} \mathbf{1}_{K_{n}}(t) d t, \quad\left|K_{n}\right|=\lambda_{1}\left(K_{n}\right)=(2 / 3)^{n} . \tag{5.7.9}
\end{equation*}
$$

The function $\psi_{n}$ is continuous on $\mathbb{R}$, with value 0 (resp. 1) for $x \leq 0($ resp. $x \geq 1)$ and is monotone increasing. We have with $I_{\alpha}$ defined in (5.7.3),

$$
\begin{aligned}
& \psi_{n+1}(x)-\psi_{n}(x)=(3 / 2)^{n} \int_{0}^{x} \sum_{\alpha \in\{0,2\}^{n}}\left(\frac{3}{2} \mathbf{1}_{I_{\alpha 0}}(t)+\frac{3}{2} \mathbf{1}_{I_{\alpha 2}}(t)-\mathbf{1}_{I_{\alpha}}(t)\right) d t \\
& =(3 / 2)^{n} \sum_{\alpha \in\{0,2\}^{n}} \underbrace{\int_{0}^{x}\left(\frac{1}{2} \mathbf{1}_{I_{\alpha 0}}(t)+\frac{1}{2} \mathbf{1}_{I_{\alpha 2}}(t)-\mathbf{1}_{I_{\alpha 1}}(t)\right) d t}_{\begin{array}{c}
=0 \text { if } x \leq x_{\alpha} \\
\text { or } x \geq x_{\alpha}+3^{-n}
\end{array}} \\
& =(3 / 2)^{n} \sum_{\alpha \in\{0,2\}^{n}} \mathbf{1}_{I_{\alpha}}(x) \int_{0}^{x}\left(\frac{1}{2} \mathbf{1}_{I_{\alpha 0}}(t)+\frac{1}{2} \mathbf{1}_{I_{\alpha 2}}(t)-\mathbf{1}_{I_{\alpha 1}}(t)\right) d t \\
& =(3 / 2)^{n} \sum_{\alpha \in\{0,2\}^{n}} \mathbf{1}_{I_{\alpha}}(x) \int_{0}^{x}\left(\frac{1}{2} \mathbf{1}_{[0,1]}\left(\frac{t-x_{\alpha 0}}{3^{-n-1}}\right)+\frac{1}{2} \mathbf{1}_{[0,1]}\left(\frac{t-x_{\alpha 2}}{3^{-n-1}}\right)-\frac{1}{2} \mathbf{1}_{[0,1]}\left(\frac{t-x_{\alpha 1}}{3^{-n-1}}\right)\right) d t \\
& =(3 / 2)^{n} \frac{1}{2} \sum_{\alpha \in\{0,2\}^{n}} \mathbf{1}_{I_{\alpha}}(x)\left(\int_{-3^{n+1} x_{\alpha 0}}^{\left(x-x_{\alpha 0}\right) 3^{n+1}} \mathbf{1}_{[0,1]}(s) d s 3^{-n-1}\right. \\
& \\
& \left.\quad+\int_{-3^{n+1} x_{\alpha 2}}^{\left(x-x_{\alpha 2}\right) 3^{n+1}} \mathbf{1}_{[0,1]}(s) d s 3^{-n-1}-\int_{-3^{n+1} x_{\alpha 1}}^{\left(x-x_{\alpha 1}\right) 3^{n+1}} \mathbf{1}_{[0,1]}(s) d s 3^{-n-1}\right) .
\end{aligned}
$$

As a result we have (note $\int_{\mathbb{R}} \mathbf{1}_{[0,1]}(s) d s=1$ ),

$$
\left|\psi_{n+1}(x)-\psi_{n}(x)\right| \leq \frac{3^{n}}{2^{n+1}} \sum_{\alpha \in\{0,2\}^{n}} \mathbf{1}_{I_{\alpha}}(x) 3^{-n-1} \times 3 \leq 2^{-n-1}
$$

Consequently, the sequence $\left(\psi_{n}\right)$ is converging uniformly on $\mathbb{R}$ towards a function $\Psi$, the so-called Cantor function, which is continuous monotone increasing, with value 0 (resp. 1) for $x \leq 0$ (resp. $x \geq 1$ ). Moreover, from the calculation above if $x \notin K_{n}=\cup_{\alpha \in\{0,2\}^{n}} I_{\alpha}$, we have $\psi_{n+1}(x)=\psi_{n}(x)$ and since $K_{n} \supset K_{n+1} \supset K_{n+l}$ for $l \geq 2$, we have $x \notin K_{n+l}$ for $l \geq 2$, so that $\psi_{n+2}(x)=\psi_{n+1}(x)=\psi_{n}(x)$ and $\psi_{n+l}(x)=\psi_{n}(x)$ for $l \geq 0$, proving

$$
x \notin K_{n} \Longrightarrow \Psi(x)=\psi_{n}(x) .
$$

We see also that $\psi_{n}$ is piecewise affine with $\psi_{n}^{\prime}=\mathbf{1}_{K_{n}} /\left|K_{n}\right|$, so that $\Psi$ is constant on each connected component of the complement of $K_{n}$, and since $K_{\infty}^{c}=\cup_{n \geq 1} K_{n}^{c}$, this implies that $\Psi$ is constant on each connected component of $K_{\infty}^{c}$, i.e., is almost everywhere differentiable with a null derivative. Nevertheless the function $\Psi$ is monotone increasing such that $\Psi(0)=0, \Psi(1)=1$.

Let us calculate the weak derivative of $\Psi$. We define for $\phi \in C_{c}^{1}(\mathbb{R})$,

$$
\left\langle\Psi^{\prime}, \phi\right\rangle=-\int_{\mathbb{R}} \Psi(x) \phi^{\prime}(x) d x=\lim _{h \rightarrow 0} \int_{\mathbb{R}} \Psi(x)(\phi(x)-\phi(x+h)) h^{-1} d x
$$

and thus

$$
\left\langle\Psi^{\prime}, \phi\right\rangle=\lim _{h \rightarrow 0_{+}} \int_{\mathbb{R}}(\Psi(x)-\Psi(x-h)) \phi(x) h^{-1} d x
$$

Since $\Psi$ is monotone increasing, it implies that the linear form

$$
C_{c}^{1}(\mathbb{R}) \ni \phi \mapsto\left\langle\Psi^{\prime}, \phi\right\rangle
$$

is non-negative, i.e., takes non-negative values for $\phi$ valued in $\mathbb{R}_{+}$. As a result, for $\phi \in C_{c}^{1}(\mathbb{R})$ and $\chi \in C_{c}^{1}(\mathbb{R} ;[0,1])$ equal to 1 near the support of $\phi$, we have

$$
\left\langle\Psi^{\prime}, \phi\right\rangle=\langle\Psi^{\prime}, \underbrace{\chi \phi-\chi\|\phi\|_{L^{\infty}(\mathbb{R})}}_{\leq 0}\rangle+\left\langle\Psi^{\prime}, \chi\right\rangle\|\phi\|_{L^{\infty}(\mathbb{R})}
$$

so that $\left\langle\Psi^{\prime}, \phi\right\rangle \leq\left\langle\Psi^{\prime}, \chi\right\rangle\|\phi\|_{L^{\infty}(\mathbb{R})}$, and thus $\left\langle\Psi^{\prime},-\phi\right\rangle \leq\left\langle\Psi^{\prime}, \chi\right\rangle\|\phi\|_{L^{\infty}(\mathbb{R})}$, entailing

$$
\left|\left\langle\Psi^{\prime}, \phi\right\rangle\right| \leq\left\langle\Psi^{\prime}, \chi\right\rangle\|\phi\|_{L^{\infty}(\mathbb{R})}
$$

and the linear form $C_{c}^{1}(\mathbb{R}) \ni \phi \mapsto\left\langle\Psi^{\prime}, \phi\right\rangle$ can be extended as a positive Radon measure, i.e., a positive linear form on $C_{c}(\mathbb{R})$ : let $\phi \in C_{c}(\mathbb{R})$ and let $\phi_{n}$ be a sequence in $C_{c}^{1}(\mathbb{R})$ converging to $\phi$ in $C_{c}(\mathbb{R})$ (uniform convergence on $\mathbb{R}$ with support $\phi_{n} \subset L$ fixed compact). Then for $\chi=1$ near $L$,

$$
\left|\left\langle\Psi^{\prime}, \phi_{n+k}\right\rangle-\left\langle\Psi^{\prime}, \phi_{n}\right\rangle=\left\langle\Psi^{\prime}, \phi_{n+k}-\phi_{n}\right\rangle\right| \leq\left\langle\Psi^{\prime}, \chi\right\rangle\left\|\phi_{n+k}-\phi_{n}\right\|_{L^{\infty}}
$$

so that we may define

$$
\left\langle\Psi^{\prime}, \phi\right\rangle=\lim _{n}\left\langle\Psi^{\prime}, \phi_{n}\right\rangle
$$

and get a positive Radon measure (the definition is independent of the approximating sequence $\phi_{n}$ ). As a result, the measure $\mu$ constructed using Theorem 2.2.1 is supported in $K_{\infty}$ : if $\phi \in C_{c}^{1}(\mathbb{R})$ with $\operatorname{supp} \phi \subset K_{\infty}^{c}$, we find

$$
\left\langle\Psi^{\prime}, \phi\right\rangle=-\int \phi^{\prime}(x) \Psi(x) d x=0
$$

since $\Psi$ is constant on each connected component of $K_{\infty}^{c}$. Moreover, as a consequence of the following lemma, $\mu$ has no atoms (see Exercise 1.9.24, page 61).

Lemma 5.7.6. Let $\Phi$ be a continuous monotone increasing function on $\mathbb{R}$. Then the distribution derivative of $\Phi$ is a Radon measure $\mu$ (the so-called Cantor measure when $\Phi=\Psi$ ) without atoms.

Proof. The fact that $\Phi^{\prime}$ is a positive Radon measure $\mu$ is proven above. Now let $a \in \mathbb{R}$. According to Theorem 2.2.1, for $\epsilon>0$, we have

$$
\mu(\{a\}) \leq \mu((a-\epsilon, a+\epsilon))=\sup _{\phi \in C_{c}^{0}((a-\epsilon, a+\epsilon) ;[0,1])}\langle\mu, \phi\rangle \leq\left\langle\mu, \phi_{\epsilon}\right\rangle
$$

where $\phi_{\epsilon}$ is non-negative $C^{1}$, compactly supported, equal to 1 on $(a-\epsilon, a+\epsilon)$, supported on ( $a-2 \epsilon, a+2 \epsilon$ ). We have

$$
\begin{aligned}
0 \leq\left\langle\mu, \phi_{\epsilon}\right\rangle & =-\int \Phi(x) \phi_{\epsilon}^{\prime}(x) d x \\
& =-\int_{a-2 \epsilon}^{a-\epsilon} \Phi(x) \phi_{\epsilon}^{\prime}(x) d x-\int_{a+\epsilon}^{a+2 \epsilon} \Phi(x) \phi_{\epsilon}^{\prime}(x) d x \\
& =-\int_{a-2 \epsilon}^{a-\epsilon}(\Phi(x)-\Phi(a)) \phi_{\epsilon}^{\prime}(x) d x-\int_{a+\epsilon}^{a+2 \epsilon}(\Phi(x)-\Phi(a)) \phi_{\epsilon}^{\prime}(x) d x \\
& \leq \sup _{|x-a| \leq 2 \epsilon}|\Phi(x)-\Phi(a)| \int\left|\phi_{\epsilon}^{\prime}(x)\right| d x .
\end{aligned}
$$

We may choose

$$
\phi_{\epsilon}(x)=\theta\left(\frac{x-a}{\epsilon}\right)
$$

where $\theta$ is a fixed function valued in $[0,1]$, equal to 1 on $[-1,1]$ and supported in $[-2,2]$ so that we get

$$
\mu(\{a\}) \leq \sup _{|x-a| \leq 2 \epsilon}|\Phi(x)-\Phi(a)| \int\left|\theta^{\prime}(t)\right| d t \underset{\epsilon \rightarrow 0}{\longrightarrow} 0
$$

by continuity of $\Phi$.

We have proven the following
Proposition 5.7.7. The Cantor function $\Psi$ is a continuous monotone increasing function defined on $\mathbb{R}$ by the uniform limit of the sequence $\left(\psi_{n}\right)_{n \geq 1}$ given by (5.7.9). That function is equal to 0 (resp. 1) on $(-\infty, 0]$ (resp. $[1, \infty)$ ). Its weak derivative (or distribution derivative) is a positive Radon measure without atoms whose support is the Cantor ternary set $K_{\infty}$ (which has Lebesgue measure 0). The function $\Psi$ is differentiable on the open set $K_{\infty}^{c}$ where its derivative is 0 .


Figure 5.6: The Cantor function

## Lebesgue and Borel measurability

Let us consider the function $F$ defined by

$$
\begin{equation*}
[0,1] \ni x \mapsto F(x)=\Psi(x)+x \in[0,2], \tag{5.7.10}
\end{equation*}
$$

where $\Psi$ is the Cantor function defined above. $F$ is strictly increasing continuous and thus one-to-one, with $F(0)=0, F(1)=2$, so that it is also onto (the continuous image of the interval $[0,1]$ is a compact interval contained in $[0,2]$ and containing 0,2 so is $[0,2]$ ). Moreover $F$ is an open mapping since the image $F(] a, b[)$ is an interval contained in $] F(a), F(b)[$ which contains $F(a+\epsilon), F(b-\epsilon)$ for all $\epsilon>0$ small enough, thus by continuity of $F$, we have $F(] a, b[)=] F(a), F(b)[$.

As a result $F^{-1}$ is continuous and $F$ is a homeomorphism. We have also

$$
F\left([0,1] \backslash K_{\infty}\right)=F\left((0,1) \cap K_{\infty}^{c}\right)=F\left(\sqcup \underset{\alpha \in\{0,2\}^{n}}{n \geq 1} I_{\alpha 1}\right)=\sqcup_{\alpha \in\{0,2\}^{n}}^{n \geq 1} F\left(I_{\alpha 1}\right),
$$

where $J_{1}$ stands for the open middle third of the interval $J$. As a consequence, we have

$$
\lambda_{1}\left(F\left([0,1] \backslash K_{\infty}\right)\right)=\sum_{\substack{n \geq 1 \\ \alpha \in\{0,2\}^{n}}} \lambda_{1}\left(F\left(I_{\alpha 1}\right)\right)=\sum_{\substack{n \geq 1 \\ \alpha \in\{0,2\}^{n}}} \lambda_{1}\left(I_{\alpha 1}\right)=1
$$

since $\Psi$ is constant on each interval $I_{\alpha 1}$ and we have

$$
\begin{array}{r}
\lambda_{1}([0,2])=\lambda_{1}(F([0,1]))=\lambda_{1}\left(F\left([0,1] \backslash K_{\infty}\right)\right)+\lambda_{1}\left(F\left(K_{\infty}\right)\right) \\
\Longrightarrow \lambda_{1}\left(F\left(K_{\infty}\right)\right)=1 . \tag{5.7.11}
\end{array}
$$

The restriction of $F$ to $K_{\infty}$ is thus a homeomorphism from the Cantor ternary set $K_{\infty}$ which has measure 0 onto $F\left(K_{\infty}\right)$ which has measure 1.
Lemma 5.7.8. Let $A$ be a Lebesgue measurable subset of $\mathbb{R}$ with positive measure. Then there exists a non-measurable set $E \subset A$.
Proof. We may assume that $A \cap\left(-N_{0}, N_{0}\right)$ has positive measure for some $N_{0} \in \mathbb{N}^{*}$ (otherwise $\lambda_{1}(A)=0$ ) so that we may assume that $A$ is bounded. As in Exercise 2.8.19, we define an equivalence relation on $\mathbb{R}$ by $x \equiv y$ meaning $x-y \in \mathbb{Q}$. We consider the quotient set of $A$ by this equivalence relation and using the Axiom of Choice, we choose a representative in $A$ for each class. Let $E$ be the subset of $A$ which is that set of representatives: for any $y \in A$, we find $x \in E, q \in \mathbb{Q}$ such that $y=x+q$. Consequently

$$
A \subset \cup_{q \in \mathbb{Q},|q| \leq 2 N_{0}}(E+q)=B \Longrightarrow 0<\lambda_{1}(A) \leq \lambda_{1}(B)<+\infty
$$

For $q_{1}, q_{2} \in \mathbb{Q}, q_{1} \neq q_{2}$, we have $\left(E+q_{1}\right) \cap\left(E+q_{2}\right)=\emptyset$ since $y=x_{1}+q_{1}=x_{2}+q_{2}$, for $q_{j} \in \mathbb{Q}, x_{j} \in E$ implies $x_{1}=x_{2}$ and thus $q_{1}=q_{2}$. Using the translation invariance of the Lebesgue measure, we get, assuming $E$ measurable,

$$
0<\lambda_{1}(B)=\sum_{q \in \mathbb{Q},|q| \leq 2 N_{0}} \lambda_{1}(E) \Longrightarrow \lambda_{1}(E)>0 \Longrightarrow \lambda_{1}(B)=+\infty
$$

which is a contradiction. The set $E$ cannot be Lebesgue measurable.
Lemma 5.7.9. The function $F$ defined by (5.7.10) is a homeomorphism from $[0,1]$ onto $[0,2]$ such that $\lambda_{1}\left(K_{\infty}\right)=0, \lambda_{1}\left(F\left(K_{\infty}\right)\right)=1$. The inverse homeomorphism $F^{-1}$ is not Lebesgue measurable.

Proof. The first part is proven in (5.7.11). Let $D$ be a subset of $F\left(K_{\infty}\right)$ which does not belong to the Lebesgue $\sigma$-algebra (it is possible since the measure of $F\left(K_{\infty}\right)$ is positive). Then $F^{-1}(D)$ is a subset of $K_{\infty}$ and thus belongs to the Lebesgue
$\sigma$-algebra since $K_{\infty}$ has Lebesgue measure 0 . Now

$$
\left(F^{-1}\right)^{-1}(\underbrace{F^{-1}(D)}_{\substack{\text { Lebesgue } \\ \text { measurable }}})=D
$$

so that $F^{-1}$ is continuous and is not Lebesgue measurable.
It is not that surprising: let $f: \mathbb{R} \rightarrow \mathbb{R}$ be Borel-Borel measurable: it means that $f$ is measurable whenever we equip source and target ${ }^{6}$ with the Borel $\sigma$ algebra. Of course when $f$ is continuous, it is Borel-Borel measurable (Proposition 1.2.5). However, if we equip the target with the Lebesgue $\sigma$-algebra, there is no reason that $f$ should be Borel-Lebesgue measurable since it may happen that the inverse image of a Lebesgue measurable set with measure 0 does not belong to the Borel $\sigma$-algebra: even if we equip both source and target with the Lebesgue $\sigma$-algebra, it does happen in the example above with $f=F^{-1}$ that the inverse image of a Lebesgue measurable set with measure 0 does not belong to the Lebesgue $\sigma$-algebra. However in Proposition 5.3.3, we have seen that if $f$ is a $C^{1}$ diffeomorphism, it is Lebesgue-Lebesgue measurable (and of course Borel-Borel measurable).
Remark 5.7.10. Considering

we see that the composition $\left(\mathbf{1}_{F^{-1}(D)} \circ F^{-1}\right)(x)=\mathbf{1}_{D}(x)$ is not Lebesgue-Borel measurable since $D$ does not belong to the Lebesgue $\sigma$-algebra. However $\mathbf{1}_{F^{-1}(D)}$ is indeed Lebesgue-Lebesgue measurable since $F^{-1}(D)$ belongs to the Lebesgue $\sigma$-algebra as a subset of the Cantor ternary set, which is a Borel set with measure 0 . On the other hand, the composition

is obviously Lebesgue-Borel measurable from Lemma 1.1.6.
Theorem 5.7.11. Let $m \geq 1$ be an integer, let $\mathcal{B}_{m}$ be the Borel $\sigma$-algebra on $\mathbb{R}^{m}$ and let $\mathcal{L}_{m}$ be the Lebesgue $\sigma$-algebra on $\mathbb{R}^{m}$. Then the following cardinality results hold:
(1) $\operatorname{card} \mathcal{B}_{m}=\mathfrak{c}=\operatorname{card} \mathbb{R}$,
(2) $\operatorname{card} \mathcal{L}_{m}=2^{\mathfrak{c}}=\operatorname{card} \mathcal{P}(\mathbb{R})$.

Proof. The proof is given in the Exercises (with detailed answers) 5.10.7, 5.10.8, 5.10.9.

[^37]
## A Cantor set with positive measure

Let $\theta \in(0,1]$ be given and let $\left(\theta_{n}\right)_{n \geq 1}$ be a sequence of positive numbers such that $\sum_{n \geq 1} 2^{n-1} \theta_{n}=\theta$. With $I=[0,1]$, we define

$$
\begin{aligned}
I_{0} \cup I_{2}=I \backslash I_{1}, \quad I_{1}= & \left(\frac{1-\theta_{1}}{2}, \frac{1+\theta_{1}}{2}\right), \quad I_{0}, I_{2} \text { compact intervals, } \max I_{0}<\min I_{2}, \\
& \left|I_{1}\right|=\theta_{1}, \quad\left|I_{0}\right|=\left|I_{2}\right|=\left(1-\theta_{1}\right) / 2 .
\end{aligned}
$$

We define

$$
\begin{aligned}
& I_{00} \cup I_{02}=I_{0} \backslash I_{01}, \quad I_{01}=\left(m_{0}-\frac{\theta_{2}}{2}, m_{0}+\frac{\theta_{2}}{2}\right), m_{0} \text { midpoint of } I_{0}, \\
& I_{20} \cup I_{22}=I_{2} \backslash I_{21}, \quad I_{21}=\left(m_{2}-\frac{\theta_{2}}{2}, m_{0}+\frac{\theta_{2}}{2}\right), m_{2} \text { midpoint of } I_{2}, \\
& \text { for } \alpha \in\{0,2\}:\left|I_{\alpha 1}\right|=\theta_{2}, \\
& \text { for } \alpha \in\{0,2\}^{2}:\left|I_{\alpha}\right|=\left(\frac{1-\theta_{1}}{2}-\theta_{2}\right) \frac{1}{2}=2^{-2}\left(1-\theta_{1}-2 \theta_{2}\right)
\end{aligned}
$$

Let $N \geq 1$ and assume that we have constructed $2^{N}$ compact pairwise disjoint intervals $I_{\alpha}, \alpha \in\{0,2\}^{N}$, included in $[0,1]$ with length

$$
2^{-N}\left(1-\sum_{1 \leq j \leq N} 2^{j-1} \theta_{j}\right)
$$

and that the complement in $[0,1]$ of $\cup_{\alpha \in\{0,2\}^{N}} I_{\alpha}$ is the disjoint union of $2^{N}-1$ open intervals $I_{1}, I_{01}, I_{21}, \ldots, I_{\beta, 1}, \beta \in\{0,2\}^{N-1}$ (note that $1+2+\cdots+2^{N-1}=2^{N}-1$ ) with $\left|I_{\gamma 1}\right|=\theta_{j+1}$ if $\gamma \in\{0,2\}^{j}$. We have indeed

$$
2^{N} 2^{-N}\left(1-\sum_{1 \leq j \leq N} 2^{j-1} \theta_{j}\right)+\sum_{0 \leq j \leq N-1} 2^{j} \theta_{j+1}=1
$$

We define then for each $\alpha \in\{0,2\}^{N}$ the open interval $I_{\alpha 1}$ as the mid-interval of $I_{\alpha}$ with length $\theta_{N+1}$, its complement in $I_{\alpha}=I_{\alpha 0} \cup I_{\alpha 2}$ where $I_{\alpha 0}, I_{\alpha 2}$ are disjoint compact intervals with length

$$
\begin{aligned}
\frac{1}{2}\left(\left|I_{\alpha}\right|-\theta_{N+1}\right) & =2^{-N-1}\left(1-\sum_{1 \leq j \leq N} 2^{j-1} \theta_{j}\right)-\theta_{N+1} / 2 \\
& =2^{-N-1}\left(1-\sum_{1 \leq j \leq N+1} 2^{j-1} \theta_{j}\right)
\end{aligned}
$$

indeed the expected result. Since the $I_{\alpha}, \alpha \in\{0,2\}^{N}$ are $2^{N}$ pairwise disjoint compact intervals, this produces $2^{N+1}$ pairwise disjoint compact intervals $I_{\alpha}, \alpha \in$ $\{0,2\}^{N+1}$. The complement in $[0,1]$ of $\cup_{\alpha \in\{0,2\}^{N+1}} I_{\alpha}$ is the disjoint union of the complement of $\cup_{\alpha \in\{0,2\}^{N}} I_{\alpha}$ with the intervals $I_{\alpha 1}, \alpha \in\{0,2\}^{N}$ : it is indeed the disjoint union of $1+2+\cdots+2^{N-1}+2^{N}$ intervals $I_{1}, I_{01}, I_{21}, \ldots, I_{\beta, 1}, \beta \in\{0,2\}^{N}$. We define

$$
\begin{equation*}
K_{n}^{(\theta)}=\cup_{\alpha \in\{0,2\}^{n}} I_{\alpha}, \quad K^{(\theta)}=\cap_{n \geq 1} K_{n}^{(\theta)} \tag{5.7.12}
\end{equation*}
$$

We note that the mapping $n \mapsto K_{n}^{(\theta)}$ is decreasing so that $K^{(\theta)}$ is a compact subset of $[0,1]$. We have also

$$
\left|K_{n}^{(\theta)}\right|=1-\sum_{1 \leq j \leq n} 2^{j-1} \theta_{j} \Longrightarrow\left|K^{(\theta)}\right|=1-\theta
$$

Note that if $\theta=1$ with the ${ }^{7}$ choice $\theta_{j}=3^{-j}$, we recover the ternary Cantor set $K_{\infty}$ constructed above. When $\theta \in(0,1)$ the compact set $K^{(\theta)}$ has positive measure $1-\theta$, but an empty interior since, with complements in $[0,1]$, we have

$$
\left(K^{(\theta)}\right)^{c}=\cup_{n \geq 1}\left(K_{n}^{(\theta)}\right)^{c}=\cup_{n \geq 1}\left(\cup_{\alpha \in\{0,2\}^{n-1}} I_{\alpha 1}\right)
$$

Let $x$ be a point in $K^{(\theta)}$ : then for each $n \geq 1, x \in K_{n}^{(\theta)}=\cup_{\alpha \in\{0,2\}^{n}} I_{\alpha}$. Thus for each $n \geq 1$ there exists $\alpha^{(n)} \in\{0,2\}^{n}$ such that $x \in I_{\alpha^{(n)}}=I_{\alpha^{(n)} 0} \sqcup I_{\alpha^{(n)} 1} \sqcup I_{\alpha^{(n) 2}}$ and we can find $x_{n} \in I_{\alpha^{(n)}} \subset\left(K^{(\theta)}\right)^{c}$ such that

$$
\left|x-x_{n}\right| \leq\left|I_{\alpha^{(n)}}\right|=2^{-n}\left(1-\sum_{1 \leq j \leq n} 2^{j-1} \theta_{j}\right) \leq 2^{-n} \Longrightarrow x=\lim _{n} x_{n}
$$

and thus $x$ belongs to the closure of $\left(K^{(\theta)}\right)^{c} ;\left(K^{(\theta)}\right)^{c}$ is consequently a dense open set of $[0,1]$ so that

$$
\begin{aligned}
& K^{(\theta)} \subset \overline{\left(K^{(\theta)}\right)^{c}}=\left(K^{\circ}(\theta)\right)^{c} \Longrightarrow K^{\circ}(\theta) \\
&\left(K^{(\theta)}\right)^{c} \\
& \Longrightarrow K^{\circ}(\theta) \\
&\left(K^{(\theta)}\right)^{c} \cap K^{(\theta)}=\emptyset
\end{aligned}
$$

As a result $K^{(\theta)}$ is a compact set of positive measure when $\theta<1$, with empty interior (thus totally discontinuous) and also without isolated points: The proof above entails that for $x \in K^{(\theta)}$, for each $n \geq 1$ there exists $\alpha^{(n)} \in\{0,2\}^{n}$ such that $x \in I_{\alpha^{(n)}}=\left[a_{n}, b_{n}\right]$ where $0<b_{n}-a_{n}=2^{-n}\left(1-\sum_{1 \leq j \leq n} 2^{j-1} \theta_{j}\right) \leq 2^{-n}$. Since the endpoints of $I_{\alpha}$ belong to $K_{n}$ and also by construction to all $K_{m}, m \geq n$, both points $a_{n}, b_{n}$ belong to $K^{(\theta)}$, providing a sequence $\left(x_{n}\right)_{n \geq 1}$ of points of $\bar{K}^{(\theta)}$, distinct from $x$ such that $x=\lim _{n} x_{n}$.
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### 5.8 Category and measure

Definition 5.8.1. Let $X$ be a topological space and $A \subset X$.
(1) The subset $A$ is of first category in $X$ when it is a countable union of rare subsets (see Definition 5.7.1). Such a subset is also said to be meager.
(2) The subset $A$ of $X$ is of second category in $X$ when it is not of first category.
(3) A topological space $X$ is a Baire space if for any sequence $\left(F_{n}\right)_{n \in \mathbb{N}}$ of closed sets with empty interiors, the union $\cup_{n \in \mathbb{N}} F_{n}$ is also with empty interior. Equivalently, $X$ is a Baire space if for any sequence $\left(U_{n}\right)_{n \in \mathbb{N}}$ of dense open sets, the intersection $\cap_{n \in \mathbb{N}} U_{n}$ is also dense.
$N . B$. Note that a subset of a set of first category is also of first category: if $B \subset A$ with $A$ of first category in a topological space $X$, then

$$
B \subset A=\cup_{\mathbb{N}} A_{n}, \bar{\circ} \overline{A_{n}}=\emptyset \Longrightarrow B=\cup_{\mathbb{N}}\left(B \cap A_{n}\right), \quad \overline{B \cap A_{n}} \subset \frac{\circ}{\overline{A_{n}}}=\emptyset
$$

The proof of the two following theorems is given in the Appendix (Theorems $10.2 .39,10.2 .40)$.

Theorem 5.8.2 (Baire theorem). Let $(X, d)$ be a complete metric space and $\left(F_{n}\right)_{n \geq 1}$ be a sequence of closed sets with empty interiors. Then the interior of $\cup_{n \geq 1} F_{n}$ is also empty.
N.B. The statement of that theorem is equivalent to saying that, in a complete metric space, given a sequence $\left(U_{n}\right)_{n \geq 1}$ of open dense sets the intersection $\cap_{n \geq 1} U_{n}$ is also dense.

Theorem 5.8.3. Let $X$ be a locally compact topological space (Hausdorff topological space such that each point has a compact neighborhood) and $\left(F_{n}\right)_{n \geq 1}$ be a sequence of closed sets with empty interiors. Then the interior of $\cup_{n \geq 1} F_{n}$ is also empty.

Corollary 5.8.4. A metric complete space, as well as a locally compact space are both Baire spaces and are both of second category in themselves, provided they are not empty. A non-empty Baire space is of second category in itself.

Proof. Let $X$ be a Baire space; if it were of first category in itself, it would be a countable union $\cup_{\mathbb{N}} A_{n}$ with $\overline{A_{n}}=\emptyset$, thus we would have $X=\cup_{\mathbb{N}} \overline{A_{n}}$ and by the Baire property, $X=\dot{X}$ would be empty.

For a topological space, the category in itself is indeed a topological notion, as proven by the following lemma.

Lemma 5.8.5. Let $X, Y$ be topological spaces and let $\kappa: X \rightarrow Y$ be a homeomorphism. If $X$ is of second category in itself, then $Y$ is also of second category in itself.

Proof. We note first that for a subset $B$ of $Y$, since $\kappa$ is a homeomorphism

$$
\begin{equation*}
\kappa^{-1}(\bar{B})=\overline{\kappa^{-1}(B)}, \quad \kappa^{-1}(\grave{B})=\kappa^{-1}(B) \tag{5.8.1}
\end{equation*}
$$

In fact, we have $\kappa^{-1}(B) \subset \kappa^{-1}(\bar{B})$ (a closed set by continuity of $\kappa$ ) so that $\overline{\kappa^{-1}(B)} \subset \kappa^{-1}(\bar{B})$. We have also $B=\kappa\left(\kappa^{-1}(B)\right) \subset \kappa\left(\overline{\kappa^{-1}(B)}\right)$ (a closed set by continuity of $\kappa^{-1}$ ) so that $\bar{B} \subset \kappa\left(\overline{\kappa^{-1}(B)}\right)$ and $\kappa^{-1}(\bar{B}) \subset \overline{\kappa^{-1}(B)}$, giving the first equality in (5.8.1). The second equality can be deduced by complementation, using (1.2.1). If $Y$ were of first category, we would have $Y=\cup_{\mathbb{N}} B_{n}, \stackrel{\circ}{B_{n}}=\emptyset$ and thus

$$
X=\kappa^{-1}(Y)=\cup_{\mathbb{N}} \kappa^{-1}\left(B_{n}\right), \quad \overline{\kappa^{-1}\left(B_{n}\right)}=\kappa^{-1}\left(\overline{B_{n}}\right)
$$

and interior $\left(\overline{\kappa^{-1}\left(B_{n}\right)}\right)=\kappa^{-1}\left(\operatorname{interior}\left(\overline{B_{n}}\right)\right)=\emptyset$, contradicting the assumption on $X$.
Lemma 5.8.6. Let $X$ be a complete metric space and let $A$ be a subset of $X$ such that $A$ contains a closed set $F$ with a non-empty interior. Then $A$ is of second category in $X$.

Proof. If $A$ were of first category in $X$, so would be $F$, and we would have

$$
F=\cup_{\mathbb{N}} B_{n}, \quad \stackrel{\circ}{B_{n}}=\emptyset
$$

The complete metric space $F$ would be a countable union of closed sets with empty interiors since

$$
F=\cup_{\mathbb{N}} \underbrace{\left(\overline{B_{n}} \cap F\right)}_{\text {closure of } B_{n} \text { in } F}, \quad \text { interior }_{F}\left(\overline{B_{n}} \cap F\right)=\stackrel{\circ}{B_{n}} \cap F=\emptyset
$$

contradicting the Baire theorem.
Note that $\mathbb{Q}$ is a meager subset of $\mathbb{R}$, thus of first category in $\mathbb{R}$, i.e., "small" in the sense of category but $\mathbb{Q}$ is dense in $\mathbb{R}$. On the other hand the notions of category and measure are unrelated: a set can be of first category (small in the sense of category) and large in the Lebesgue measure sense. Also a set can have a Lebesgue measure 0 and be of second category: the following lemma is provides some examples.

## Lemma 5.8.7.

(1) The Cantor ternary set is a compact space, and so is of second category in itself, but it is of first category in the interval $[0,1]$ with the usual topology.
(2) The Cantor sets with positive measure constructed in Section 5.7 are of first category in $[0,1]$.
(3) There exists a subset of $[0,1]$ which has Lebesgue measure 1 and which is of first category.
(4) There exists a subset of $[0,1]$ which has Lebesgue measure 0 and which is of second category.

Proof. The Cantor sets are closed sets, and also with empty interior, so they are of first category in $[0,1]$. To convince the reader that the notions of size given respectively by the Lebesgue measure and by the category are unrelated, we can also give an example of a set of first category, "small" in the sense of category, but with full Lebesgue measure in $[0,1]$. We have seen with the construction of Cantor sets with positive measure that for any integer $k \geq 1$, we can construct a compact subset $\mathscr{C}_{k}$ of $[0,1]$ such that

$$
\operatorname{int}\left(\mathscr{C}_{k}\right)=\emptyset, \quad\left|\mathscr{C}_{k}\right| \geq \frac{k-1}{k}
$$

We define then $A=\cup_{k \geq 1} \mathscr{C}_{k}$ and we have $|A| \geq \sup _{k \geq 1}\left|\mathscr{C}_{k}\right| \geq \sup _{k \geq 1}\left(1-\frac{1}{k}\right)=1$. Moreover, $A$ is obviously of first category as a countable union of compact sets with empty interior.

Here is an example of a set of second category in $\mathbb{R}$, i.e., "large" in the sense of category, but with Lebesgue measure 0 (small in the sense of the Lebesgue measure). We define for $\mathbb{Q}=\left\{x_{n}\right\}_{n \geq 1}$,

$$
\left.A=\cap_{m \geq 1} U_{m}, \quad U_{m}=\cup_{n \geq 1}\right] x_{n}-2^{-n-m}, x_{n}+2^{-n-m}[
$$

The Lebesgue measure $|A|$ is such that

$$
|A| \leq \inf _{m \geq 1} \sum_{n \geq 1} 2^{1-n-m}=\inf _{m \geq 1} 2^{-m+1}=0
$$

If $A$ were meager, we would have a sequence $\left(A_{k}\right)$ of subsets of $\mathbb{R}$ with $\operatorname{int}\left(\overline{A_{k}}\right)=\emptyset$, so that

$$
\mathbb{R}=A \cup A^{c}=\cup_{k} A_{k} \cup A^{c}=\cup_{k} \overline{A_{k}} \cup A^{c}=\cup_{k} \overline{A_{k}} \cup \cup_{m} U_{m}^{c}
$$

We note that $\operatorname{int}\left(U_{m}^{c}\right)=\emptyset$ since $\overline{U_{m}} \supset \overline{\mathbb{Q}}=\mathbb{R}$. We would have written $\mathbb{R}$ as a countable union of closed sets with empty interiors: this is not possible from the Baire theorem.

### 5.9 Notes

Ivar Bendixson (1861-1935) was a Swedish mathematician.
Euclid (325 BC-265 BC). Euclid of Alexandria is the most prominent mathematician of antiquity, author of the fundamental treatise The Elements.

George Green (1793-1841) was an English mathematician. The Gauss-Green formula proved above appears as a particular case of Stokes' theorem.
Pierre-Simon Laplace (1749-1827) was a French mathematician. He had a considerable influence on the developments of the calculus of probabilities and celestial mechanics.

Isaac Newton (1642-1727) was an English physicist and mathematician. He was one of the most influential scientists of all times. His book Philosophice Naturalis Principia Mathematica, published in 1687, set up the foundations of Mechanics for more than two centuries until the scientific revolutions of Relativity and Quantum mechanics in the twentieth century.
Jakob Steiner (1796-1863) was a Swiss mathematician and geometer.
Brook Taylor (1685-1731) was an English mathematician. He published Methodus incrementorum directa et inversa in 1715, in which he introduced a version of what is now known as Taylor's formula. He took sides with Isaac Newton, creator of the Calculus of fluxions, in the violent controversy with Gottfried Wilhelm Leibniz (inventor of the Infinitesimal calculus) about priorities on the invention of Calculus. Today, both Newton and Leibniz are considered as scientific geniuses who transformed radically the mathematics and science of their times.

William Henry Young (1863-1942) was an English mathematician. His name is associated to B. Taylor for the following theorems:
Theorem 5.9.1 (Taylor-Young formula). Let $k \in \mathbb{N}$, let $U$ be an open set of $\mathbb{R}^{n}$, let $f: U \rightarrow \mathbb{R}^{m}$ of class $C^{k}$ and let $x_{0} \in U$. If the function $f$ is $k+1$ times differentiable at $x_{0}$, there exists $\epsilon: U \rightarrow \mathbb{R}^{m}$ with $\lim _{x \rightarrow x_{0}} \epsilon(x)=0$ such that

$$
\begin{equation*}
f(x)=\sum_{0 \leq j \leq k+1} \frac{1}{j!} f^{(j)}\left(x_{0}\right)\left(x-x_{0}\right)^{j}+\epsilon(x)\left|x-x_{0}\right|^{k+1} \tag{5.9.1}
\end{equation*}
$$

Note that $f^{(j)}\left(x_{0}\right)$ is the symmetric $j$ th linear form given by

$$
\begin{equation*}
\frac{f^{(j)}\left(x_{0}\right)}{j!} T^{j}=\sum_{\alpha \in \mathbb{N}^{n},|\alpha|=j} \frac{\left(\partial_{x}^{\alpha} f\right)\left(x_{0}\right)}{\alpha!} T^{\alpha} \tag{5.9.2}
\end{equation*}
$$

where for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$,

$$
\begin{equation*}
|\alpha|=\sum_{1 \leq l \leq n} \alpha_{l}, \quad \partial_{x}^{\alpha}=\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{n}}^{\alpha_{n}}, \quad \alpha!=\alpha_{1}!\ldots \alpha_{n}! \tag{5.9.3}
\end{equation*}
$$

Theorem 5.9.2 (Taylor-Lagrange formula). Let $k \in \mathbb{N}$, let $U$ be an open set of $\mathbb{R}^{n}$, let $f: U \rightarrow \mathbb{R}^{m}$ of class $C^{k}$. Let $x_{0}, x_{1} \in U$ and assume that the function $f$ is $k+1$ times differentiable on $\left(x_{0}, x_{1}\right)=\left\{(1-\theta) x_{0}+\theta x_{1}\right\}_{\theta \in(0,1)}$. Then

$$
\begin{align*}
f\left(x_{1}\right) & =\sum_{0 \leq j \leq k} \frac{1}{j!} f^{(j)}\left(x_{0}\right)\left(x_{1}-x_{0}\right)^{j}+R_{k}\left(x_{1}, x_{0}\right),  \tag{5.9.4}\\
\left|R_{k}\left(x_{1}, x_{0}\right)\right| & \leq \frac{\left|x_{1}-x_{0}\right|^{k+1}}{(k+1)!} \sup _{\left(x_{0}, x_{1}\right)}\left\|f^{(k+1)}(x)\right\| \tag{5.9.5}
\end{align*}
$$

where $\left\|f^{(k+1)}\right\|$ stands for the norm of the multilinear form, i.e.,

$$
\left\|f^{(l)}(y)\right\|=\sup _{\substack{\left|T_{j}\right|=1 \\ 1 \leq j \leq l}}\left|f^{(l)}(y)\left(T_{1}, \ldots, T_{l}\right)\right|
$$

When $m=1$, for $k, U, f, x_{0}, x_{1}$ as above, there exists $x \in\left(x_{0}, x_{1}\right)$ such that

$$
R_{k}\left(x_{1}, x_{0}\right)=\frac{1}{(k+1)!} f^{(k+1)}(x)\left(x_{1}-x_{0}\right)^{k+1}
$$

Theorem 5.9.3 (Taylor formula with integral remainder). Let $k \in \mathbb{N}$, let $U$ be a convex open set of $\mathbb{R}^{n}$, let $f: U \rightarrow \mathbb{R}^{m}$ of class $C^{k+1}$. Then for $x_{1}, x_{0} \in U$

$$
\begin{align*}
f\left(x_{1}\right)= & \sum_{0 \leq j \leq k} \frac{1}{j!} f^{(j)}\left(x_{0}\right)\left(x_{1}-x_{0}\right)^{j}  \tag{5.9.6}\\
& +\int_{0}^{1} \frac{(1-\theta)^{k}}{k!} f^{(k+1)}\left(x_{0}+\theta\left(x_{1}-x_{0}\right)\right) d \theta\left(x_{1}-x_{0}\right)^{k+1} .
\end{align*}
$$

The three theorems above are proven in Exercise 5.10.1.
Our next chapter studies the convolution and Young's inequalities for $L^{p}\left(\mathbb{R}^{n}\right)$ spaces:

$$
\begin{equation*}
\|u * v\|_{L^{r}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{q}\left(\mathbb{R}^{n}\right)}, \quad 1-\frac{1}{r}=1-\frac{1}{p}+1-\frac{1}{q}, 1 \leq p, q, r \tag{5.9.7}
\end{equation*}
$$

### 5.10 Exercises

Exercise 5.10.1. Prove Theorems 5.9.1, 5.9.2, 5.9.3.
Answer. We start with a one-dimensional lemma.
Lemma 5.10.2 (Mean Value Theorem). Let $\varphi:[0,1] \rightarrow \mathbb{R}$ be a continuous function which is differentiable on $(0,1)$. Then there exists $t \in(0,1)$ such that $\varphi(1)-\varphi(0)=$ $\varphi^{\prime}(t)$.

Proof. The continuous function $[0,1] \ni t \mapsto \psi(t)=\varphi(t)-\varphi(0)-t(\varphi(1)-\varphi(0))$ is such that $\psi(0)=\psi(1)=0$. Since the image by $\psi$ of $[0,1]$ is a compact interval [ $m, M$ ], either $m=M$ and $\psi$ is constant on $[0,1]$, so that

$$
\forall t \in[0,1], \quad \varphi(t)=\varphi(0)+t(\varphi(1)-\varphi(0)) \Longrightarrow \varphi^{\prime}(t)=\varphi(1)-\varphi(0)
$$

or $\psi\left(t_{0}\right)=m<M=\psi\left(t_{1}\right)$. In the latter case $t_{0}$ or $t_{1}$ belong to $(0,1)$ (we have $\psi(0)=\psi(1))$. As a result $\psi$ has an extremum at a point $t \in(0,1)$ and its derivative must vanish there: $0=\psi^{\prime}(t)=\varphi^{\prime}(t)-(\varphi(1)-\varphi(0))$.
(1) Let us prove first the one-dimensional version $(m=1)$ in Theorem 5.9.2. We introduce, following the notation of this theorem,

$$
\varphi(\theta)=f\left(x_{1}\right)-\sum_{0 \leq j \leq k} \frac{f^{(j)}\left(x_{\theta}\right)}{j!}\left(x_{1}-x_{\theta}\right)^{j}, \quad x_{\theta}=(1-\theta) x_{0}+\theta x_{1}, \quad \theta \in[0,1] .
$$

We note that $\varphi(1)=0$ and we define

$$
\psi(\theta)=\varphi(\theta)-\varphi(0)(1-\theta)^{k+1}, \quad \text { so that } \psi(0)=0=\psi(1)
$$

We may apply Lemma 5.10 .2 to $\psi$ and we get that there exists some $\theta \in(0,1)$ with $\psi^{\prime}(\theta)=0$, i.e.,

$$
\begin{aligned}
0= & -\sum_{0 \leq j \leq k} \frac{f^{(j+1)}\left(x_{\theta}\right)}{j!}\left(x_{1}-x_{0}\right)\left(x_{1}-x_{\theta}\right)^{j} \\
& +\sum_{1 \leq j \leq k} \frac{f^{(j)}\left(x_{\theta}\right)}{j!} j\left(x_{1}-x_{\theta}\right)^{j-1}\left(x_{1}-x_{0}\right)+\varphi(0)(k+1)(1-\theta)^{k}
\end{aligned}
$$

implying since $x_{1}-x_{\theta}=(1-\theta)\left(x_{1}-x_{0}\right)$,

$$
(k+1) \varphi(0)(1-\theta)^{k}=\frac{f^{(k+1)}\left(x_{\theta}\right)}{k!}\left(x_{1}-x_{0}\right)^{k+1}(1-\theta)^{k}
$$

i.e.,

$$
\varphi(0)=\frac{f^{(k+1)}\left(x_{\theta}\right)}{(k+1)!}\left(x_{1}-x_{0}\right)^{k+1}
$$

which is the sought result.
(2) Let us prove now the multi-dimensional inequality in Theorem 5.9.2. Lemma 5.1.4 provides the result for $k=0$. Let us assume that $k \geq 1$. The function $f$ is thus assumed to be $C^{k} \subset C^{1}$. We note that the function

$$
U \ni x \mapsto f^{\prime}(x) \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right) \equiv \mathbb{R}^{m n}
$$

is of class $C^{k-1}$ and $k$ times differentiable on $\left(x_{0}, x_{1}\right)$. We calculate

$$
\begin{aligned}
\frac{d}{d \theta}\left(f\left(x_{\theta}\right)\right) & =f^{\prime}\left(x_{\theta}\right)\left(x_{1}-x_{0}\right) \\
& =\sum_{0 \leq j \leq k-1} \frac{f^{\prime(j)}\left(x_{0}\right)}{j!}\left(x_{\theta}-x_{0}\right)^{j}\left(x_{1}-x_{0}\right)+R_{k-1}\left(f^{\prime}\right)\left(x_{\theta}, x_{0}\right)\left(x_{1}-x_{0}\right),
\end{aligned}
$$

with (induction hypothesis)

$$
\begin{equation*}
\left\|R_{k-1}\left(f^{\prime}\right)\left(x_{\theta}, x_{0}\right)\right\|_{\mathbb{R}^{m n}} \leq \frac{\sup _{\left(x_{0}, x_{\theta}\right)}\left\|f^{\prime(k)}(x)\right\|_{\mathcal{M}_{n, m n}^{k}}\left\|x_{\theta}-x_{0}\right\|_{\mathbb{R}^{n}}^{k}, ~}{k!} \tag{দ}
\end{equation*}
$$

where $\mathcal{M}_{n, m n}^{k}$ is the vector space of $k$ multilinear forms from $\left(\mathbb{R}^{n}\right)^{k}$ to $\mathbb{R}^{m n}$. Since the function $[0,1] \ni \theta \mapsto f\left(x_{\theta}\right)$ is $C^{1}$ and the sum is a polynomial in $\theta$, the function $[0,1] \ni \theta \mapsto R_{k-1}\left(f^{\prime}\right)\left(x_{\theta}, x_{0}\right)\left(x_{1}-x_{0}\right)$ is also $C^{0}$ and we can integrate from 0 to 1 and get

$$
\begin{aligned}
f\left(x_{1}\right)-f\left(x_{0}\right)= & \sum_{0 \leq j \leq k-1} \frac{f^{(j+1)}\left(x_{0}\right)}{j!} \frac{1}{j+1}\left(x_{1}-x_{0}\right)^{j+1} \\
& +\int_{0}^{1} R_{k-1}\left(f^{\prime}\right)\left(x_{\theta}, x_{0}\right)\left(x_{1}-x_{0}\right) d \theta .
\end{aligned}
$$

The estimate ( $\bigsqcup$ ) implies for $\theta \in[0,1]$,

$$
\begin{aligned}
& \left\|R_{k-1}\left(f^{\prime}\right)\left(x_{\theta}, x_{0}\right)\left(x_{1}-x_{0}\right)\right\|_{\mathbb{R}^{m}} \\
& \quad \leq \frac{\sup _{\left(x_{0}, x_{\theta}\right)}\left\|f^{\prime(k)}(x)\right\|_{\mathcal{M}_{n, m n}^{k}}\left\|x_{\theta}-x_{0}\right\|_{\mathbb{R}^{n}}^{k}\left\|x_{1}-x_{0}\right\|_{\mathbb{R}^{n}}}{k!} \quad \leq \frac{\theta^{k}}{k!}\left\|x_{1}-x_{0}\right\|_{\mathbb{R}^{n}}^{k+1} \sup _{\left(x_{0}, x_{1}\right)}\left\|f^{(k+1)}(x)\right\|_{\mathcal{M}_{n, m}^{k+1}} .
\end{aligned}
$$

We obtain thus $f\left(x_{1}\right)=\sum_{0 \leq j \leq k} \frac{f^{(j)}\left(x_{0}\right)}{j!}\left(x_{1}-x_{0}\right)^{j}+R_{k}(f)\left(x_{1}, x_{0}\right)$, with

$$
\left\|R_{k}(f)\left(x_{1}, x_{0}\right)\right\|_{\mathbb{R}^{m}} \leq\left\|x_{1}-x_{0}\right\|_{\mathbb{R}^{n}}^{k+1} \sup _{\left(x_{0}, x_{1}\right)}\left\|f^{(k+1)}(x)\right\|_{\mathcal{M}_{n, m}^{k+1}} \frac{1}{(k+1)!}
$$

which is the sought result.
(3) Let us prove Theorem 5.9.3. Let $x, x+h \in U$. From the convexity of $U$, we may define for $\theta \in[0,1], \varphi(\theta)=f(x+\theta h)$. If $k=0$, we have $\varphi \in C^{1}\left([0,1] ; \mathbb{R}^{m}\right)$,

$$
\varphi(\theta)=\varphi(0)+\int_{0}^{\theta} \varphi^{\prime}(s) d s=\varphi(0)+\int_{0}^{1} \varphi^{\prime}(\theta t) d t \theta
$$

If $k \geq 1$, the function $\varphi$ is $C^{k+1}\left([0,1] ; \mathbb{R}^{m}\right)$ and we may assume inductively

$$
\varphi(\theta)=\sum_{0 \leq j \leq k-1} \frac{\varphi^{(j)}(0)}{j!} \theta^{j}+\int_{0}^{1} \underbrace{\varphi^{(k)}(\theta t)}_{u(t)} \underbrace{\frac{(1-t)^{k-1}}{(k-1)!}}_{v^{\prime}(t)} d t \theta^{k}
$$

Integrating by parts in the integral $I$, we get

$$
I=\frac{\varphi^{(k)}(0)}{k!} \theta^{k}-\theta^{k} \int_{0}^{1} \varphi^{(k+1)}(\theta t) \theta \frac{(1-t)^{k}}{k!}(-1) d t
$$

providing

$$
\varphi(\theta)=\sum_{0 \leq j \leq k} \frac{\varphi^{(j)}(0)}{j!} \theta^{j}+\int_{0}^{1} \varphi^{(k+1)}(\theta t) \frac{(1-t)^{k}}{k!} d t \theta^{k}
$$

and the theorem by taking $\theta=1$ and noting that $\varphi^{(j)}(\theta)=f^{(j)}(x+\theta h) h^{j}$.
(4) Let us prove finally Theorem 5.9.1. When $k=0$, by definition of differentiability at $x_{0}$, we have

$$
f\left(x_{0}+h\right)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right) h+\epsilon(h)|h|, \quad \lim _{h \rightarrow 0} \epsilon(h)=0
$$

For $k \geq 1$, the function $h \mapsto f^{\prime}\left(x_{0}+h\right)$ is $C^{k-1}$ and $k$ times differentiable at 0 , so that inductively for $\theta \in[0,1]$,

$$
f^{\prime}\left(x_{0}+\theta h\right) h=\sum_{0 \leq j \leq k-1} \frac{f^{\prime(j)}\left(x_{0}\right)}{j!}(\theta h)^{j} h+\epsilon(\theta h)|h \theta|^{k} h, \quad \lim _{h \rightarrow 0} \epsilon(h)=0
$$

Since the sum is a polynomial in $\theta$ and $\theta \mapsto f^{\prime}\left(x_{0}+\theta h\right) h$ is $C^{k-1} \subset C^{0}$, we obtain that $\theta \mapsto \epsilon(\theta h)|h \theta|^{k}$ is continuous and by integration with respect to $\theta \in[0,1]$,

$$
f\left(x_{0}+h\right)-f\left(x_{0}\right)=\sum_{0 \leq j \leq k-1} \frac{f^{(j+1)}\left(x_{0}\right)}{j!} \frac{1}{j+1} h^{j+1}+\int_{0}^{1} \epsilon(\theta h)|h \theta|^{k} h d \theta
$$

so that $\int_{0}^{1} \epsilon(\theta h)|h \theta|^{k} h d \theta=|h|^{k+1} \int_{0}^{1} \epsilon(\theta h) \theta^{k} d \theta \frac{h}{|h|}$ and

$$
\left|\int_{0}^{1} \epsilon(\theta h) \theta^{k} d \theta \frac{h}{|h|}\right| \leq \frac{1}{k+1} \sup _{\theta \in[0,1]}|\epsilon(\theta h)|=\epsilon_{1}(h) .
$$

We have indeed $\lim _{h \rightarrow 0} \epsilon_{1}(h)=0$, concluding the proof.

Exercise 5.10.3. Let $E$ be a normed real vector space and let $f:[0,1] \rightarrow E$ and $g:[0,1] \rightarrow \mathbb{R}$ be continuous mappings, both differentiable on $(0,1)$ such that for all $t \in(0,1),\left\|f^{\prime}(t)\right\| \leq g^{\prime}(t)$. Prove that

$$
\|f(1)-f(0)\| \leq g(1)-g(0)
$$

Answer. Let $\epsilon>0$ be given. We define

$$
T_{\epsilon}=\{t \in[0,1],\|f(t)-f(0)\|-g(t)+g(0)-\epsilon t \leq \epsilon\}
$$

By continuity of $f, g, T_{\epsilon}$ is a closed subset of $[0,1]$, contains 0 (the lhs of the inequality vanishes at 0 ) and thus by continuity, $T_{\epsilon}$ contains a neighborhood of 0 . Defining $c=\sup T_{\epsilon}$ we have $c>0$ and since $T_{\epsilon}$ is closed, $c \in T_{\epsilon}$. Let us assume that $c<1$. We can find $t>c$ such that

$$
\left\|\frac{f(t)-f(c)}{t-c}\right\| \leq\left\|f^{\prime}(c)\right\|+\epsilon / 2, \quad g^{\prime}(c) \leq \frac{g(t)-g(c)}{t-c}+\epsilon / 2
$$

implying

$$
\begin{aligned}
\|f(t)-f(0)\| & \leq\|f(t)-f(c)\|+\|f(c)-f(0)\| \\
& \leq(t-c)\left\|f^{\prime}(c)\right\|+\frac{\epsilon(t-c)}{2}+g(c)-g(0)+\epsilon(c+1) \\
& \leq(t-c) g^{\prime}(c)+\frac{\epsilon(t-c)}{2}+g(c)-g(0)+\epsilon(c+1) \\
& \leq g(t)-g(c)+\epsilon(t-c)+g(c)-g(0)+\epsilon(c+1) \\
& =g(t)-g(0)+\epsilon t+\epsilon
\end{aligned}
$$

so that $t \in T_{\epsilon}$, which is impossible since $t>c=\sup T_{\epsilon}$. As a result $c=1$ and thus

$$
\forall \epsilon>0, \quad\|f(1)-f(0)\| \leq g(1)-g(0)+2 \epsilon
$$

implying the result.
Exercise 5.10.4. Let $U$ be an open subset of $\mathbb{R}^{n}$ and let $f: U \rightarrow \mathbb{R}^{n}$ be a $C^{1}$ injective mapping such that, for all $x \in U$, $\operatorname{det} f^{\prime}(x) \neq 0$. Prove that $f(U)$ is an open subset of $\mathbb{R}^{n}$ and that $f$ is a diffeomorphism from $U$ onto $f(U)$.

Answer. Let $x \in U$. Since $\operatorname{det} f^{\prime}(x) \neq 0$, the inverse function theorem implies that there exists an open neighborhood $W(x)$ of $x$ such that $f_{\mid W(x)}$ is a $C^{1}$ diffeomorphism from $W(x)$ onto $f(W(x))$. As a result,

$$
f(U)=\cup_{x \in U} \underbrace{f(W(x))}_{\text {open }} \Longrightarrow f(U) \text { is open. }
$$

As a consequence, $f: U \rightarrow V=f(U)$ is a $C^{1}$ bijection of open subsets of $\mathbb{R}^{n}$. Let $\Omega$ be an open subset of $U$ : as above we prove that $f(\Omega)$ is an open subset of $V$ and thus the inverse mapping is continuous and $f$ is a homeomorphism from $U$ onto $V$. The inverse function theorem implies that $f^{-1}$ is $C^{1}$, completing the proof.

## Exercise 5.10.5.

(1) Prove that the mapping $(0,1) \times(-\pi, \pi) \ni(r, \theta) \mapsto(r \cos \theta, r \sin \theta)$ is an analytic diffeomorphism from $(0,1) \times(-\pi, \pi)$ onto

$$
\{z \in \mathbb{C},|z|<1\} \backslash(-1,0]
$$

(2) Prove that the mapping $(0,1) \times(-\pi, \pi] \ni(r, \theta) \mapsto(r \cos \theta, r \sin \theta)$ onto $\{z \in$ $\mathbb{C}, 0<|z|<1\}$ is analytic and bijective, but is not a homeomorphism.
Answer. (1) With $\phi(r, \theta)=(r \cos \theta, r \sin \theta)$, the mapping $\phi$ is analytic and bijective from $(0,+\infty) \times(-\pi, \pi)$ onto $\mathbb{C} \backslash \mathbb{R}_{-}$with inverse mapping (also analytic)

$$
\psi(x, y)=\left(\sqrt{x^{2}+y^{2}}, \operatorname{Im}(\log (x+i y))\right)
$$

where $\log z$ is defined for $z \in \mathbb{C} \backslash \mathbb{R}_{\text {_ }}$ by (10.5.1).
(2) Extending $\phi$ to $(0,1) \times(-\pi, \pi]$ keeps of course analyticity as well as bijectivity since the injective image of $(0,1) \times\{\pi\}$ is $(-1,0)$. However, it is not a homeomorphism: we have

$$
\lim _{y \rightarrow 0_{+}} \psi\left(-\frac{1}{2}+i y\right)=(1 / 2, \pi), \quad \lim _{y \rightarrow 0_{+}} \psi\left(-\frac{1}{2}-i y\right)=(1 / 2,-\pi)
$$

since for $0<\phi<\pi, \log \left(e^{i \phi}\right)=i \phi, \quad \log \left(e^{-i \phi}\right)=-i \phi$ and thus

$$
\lim _{\phi \rightarrow \pi_{-}} \operatorname{Im}\left(\log \left(e^{i \phi}\right)\right)=\pi, \quad \lim _{\phi \rightarrow(-\pi)_{+}} \operatorname{Im}\left(\log \left(e^{i \phi}\right)\right)=-\pi
$$

Exercise 5.10.6. Let $Q$ be a non-degenerate real symmetric $n \times n$ matrix and let $m>0$ be given. We define

$$
\Sigma_{Q, m}=\left\{x \in \mathbb{R}^{n},\langle Q x, x\rangle=m\right\}
$$

(1) Prove that $\Sigma_{Q, m}$ is an analytic hypersurface of $\mathbb{R}^{n}$.
(2) Assuming that the index of $Q$ (the index is the number of negative eigenvalues) equals 0 , prove that $\Sigma_{Q, m}$ is diffeomorphic to the unit Euclidean sphere of $\mathbb{R}^{n}$ (compact and connected for $n \geq 2$ ).
(3) Assuming that the index of $Q$ equals 1 , and $n \geq 2$ prove that $\Sigma_{Q, m}$ is diffeomorphic to the hyperboloid

$$
\left\{x \in \mathbb{R}^{n}, \sum_{1 \leq j \leq n-1} x_{j}^{2}=x_{n}^{2}+1\right\}
$$

which is non-compact, with two connected components when $n=2$, connected if $n \geq 3$ (hyperboloid with one sheet).
(4) Assuming that the index of $Q$ equals 2 , and $n \geq 3$ prove that $\Sigma_{Q, m}$ is diffeomorphic to the hyperboloid

$$
\left\{x \in \mathbb{R}^{n}, \sum_{1 \leq j \leq n-2} x_{j}^{2}=x_{n-1}^{2}+x_{n}^{2}+1\right\}
$$

which is non-compact, has two connected component if $n=3$ (hyperboloid with two sheets), is connected if $n \geq 4$.
(5) We assume that $n \geq 2$. Let $r$ be the index of $Q$. If $r=n-1$, prove that $\Sigma_{Q, m}$ is non-compact with two connected components. Prove that if $r<n-1$, then $\Sigma_{Q, m}$ is connected, non-compact for $r \geq 1$.

Answer. (1) The differential of $\langle Q x, x\rangle$ is $2 Q x$ and thus does not vanish at $\Sigma_{Q, m}$ since $m \neq 0$. Moreover the matrix $Q$ can be diagonalized in an orthonormal basis, i.e.,

$$
Q=P D^{t} P, \quad{ }^{t} P P=\mathrm{Id}, \quad D \text { diagonal with the eigenvalues of } Q \text { as entries. }
$$

(2) Defining $x=P y$ (a linear isomorphism), we get

$$
\begin{aligned}
{ }^{t} P\left(\Sigma_{Q, m}\right) & =\left\{y \in \mathbb{R}^{n}, \sum_{1 \leq j \leq n} \lambda_{j} y_{j}^{2}=m\right\} \\
& =\left\{y \in \mathbb{R}^{n}, \sum_{\substack{1 \leq j \leq n \\
\lambda_{j}>0}} \lambda_{j} y_{j}^{2}=m+\sum_{\substack{1 \leq j \leq n \\
\lambda_{j}<0}}\left|\lambda_{j}\right| y_{j}^{2}\right\}
\end{aligned}
$$

and thus, dividing by $m$ the previous equations, we find the answer to questions (2), (3) and (4), except for the connectedness issues, addressed below. The arcconnectedness of the unit Euclidean sphere is obvious since if $\left\|x_{0}\right\|=\left\|x_{1}\right\|=1$ with Euclidean norm in $\mathbb{R}^{n}(n \geq 2)$, we may consider a plane $\Pi$ containing $x_{0}, x_{1}$ : the intersection of $\Pi$ with the unit sphere $\mathbb{S}^{n-1}$ is a circle (thus arc-connected).
(5) Let us assume that $n \geq 2$ and the index $r=n-1$. We may thus assume that $\Sigma_{Q, m}$ is given by the equation

$$
x_{1}^{2}=1+\sum_{2 \leq j \leq n} x_{j}^{2}
$$

It has two connected components:

$$
\begin{aligned}
& \underbrace{\left\{x \in \mathbb{R}^{n}, x_{1}=\sqrt{1+\left\|x^{\prime}\right\|^{2}}\right.}_{\Sigma_{+}} \sqcup \underbrace{\left\{x \in \mathbb{R}^{n}, x_{1}=-\sqrt{1+\left\|x^{\prime}\right\|^{2}}\right.}_{\Sigma_{+}} \\
& \Sigma_{ \pm}=F_{ \pm}\left(\mathbb{R}^{n-1}\right), \quad F_{ \pm}\left(x^{\prime}\right)=\left( \pm \sqrt{1+\left\|x^{\prime}\right\|^{2}}, x^{\prime}\right), \quad \Sigma_{+} \cap \Sigma_{-}=\emptyset
\end{aligned}
$$

Let us assume that $n \geq 3$ and the index $1 \leq r \leq n-2$. The equation of $\Sigma_{Q, m}$ is

$$
\left\|x^{\prime \prime}\right\|^{2}=1+\left\|x^{\prime}\right\|^{2}, \quad x^{\prime} \in \mathbb{R}^{r}, x^{\prime \prime} \in \mathbb{R}^{n-r}
$$

Then $\Sigma_{Q, m}$ is arc-connected. We consider

$$
\left(x_{0}, y_{0}\right) \text { and }\left(x_{1}, y_{1}\right) \in \mathbb{R}^{n-r} \times \mathbb{R}^{r}, \quad\left\|x_{j}\right\|_{\mathbb{R}^{n-r}}^{2}=1+\left\|y_{j}\right\|_{\mathbb{R}^{r}}^{2}, \quad j=0,1
$$

We define for $\theta \in[0,1]$,

$$
y(\theta)=(1-\theta) y_{0}+\theta y_{1}, r(\theta)=\sqrt{1+\|y(\theta)\|^{2}}, \xi(\theta) \in \mathbb{S}^{n-r-1},\left\{\begin{array}{l}
\xi(0)=x_{0} /\left\|x_{0}\right\| \\
\xi(1)=x_{1} /\left\|x_{1}\right\|
\end{array}\right.
$$

which is possible with a continuous $\xi$ since $\mathbb{S}^{n-r-1}$ is arc-connected $(n-r-1 \geq 1)$. We have with $x(\theta)=r(\theta) \xi(\theta), x(0)=x_{0}, x(1)=x_{1}$,

$$
\|x(\theta)\|^{2}=r(\theta)^{2}=1+\|y(\theta)\|^{2}, \quad \text { i.e. },(x(\theta), y(\theta)) \in \Sigma_{Q, m}
$$

proving the arc-connectedness of $\Sigma_{Q, m}$.

Exercise 5.10.7. Let $X$ be a set and let $\mathcal{E} \subset \mathcal{P}(X)$ be a family of subsets of $X$ such that $\emptyset \in \mathcal{E}$. We want to describe $\mathscr{M}(\mathcal{E})$, the $\sigma$-algebra generated by $\mathcal{E}$ (see Definition 1.1.3). We define

$$
\begin{equation*}
\mathcal{E}_{c}=\left\{E^{c}\right\}_{E \in \mathcal{E}}, \quad \mathcal{E}_{\sigma}=\left\{\cup_{\mathbb{N}} E_{k}\right\}_{E_{k} \in \mathcal{E}} \tag{5.10.1}
\end{equation*}
$$

Let $\Omega$ be the set of countable ordinals, as defined and studied in Propositions 10.1.35, 10.1.37 and Remark 10.1.36 ( $\Omega$ is the first uncountable ordinal). We define, following Definition 10.1.42,

$$
\begin{align*}
& \mathcal{F}_{1}=\mathcal{E} \cup \mathcal{E}_{c},  \tag{5.10.2}\\
& \text { for } x \in \Omega \text { with an immediate predecessor } y, \quad \mathcal{F}_{x}=\left(\mathcal{F}_{y}\right)_{\sigma} \cup\left(\left(\mathcal{F}_{y}\right)_{\sigma}\right)_{c} \text {, }  \tag{5.10.3}\\
& \text { for } x \in \Omega \text { a limit ordinal, } \quad \mathcal{F}_{x}=\cup_{y<x} \mathcal{F}_{y} . \tag{5.10.4}
\end{align*}
$$

(1) Prove that $\mathcal{E} \subset \mathcal{E}_{\sigma}$.
(2) Prove that $\mathcal{F}_{x} \subset \mathscr{M}(\mathcal{E})$ for all $x \in \Omega$.
(3) Prove that $\cup_{x \in \Omega} \mathcal{F}_{x}=\mathscr{M}(\mathcal{E})$.

Answer. (1) Obvious since $\emptyset \in \mathcal{E}$.
(2) Note that if $\mathcal{F}_{y} \subset \mathscr{M}(\mathcal{E})$ for all $y<x$, then $\mathcal{F}_{x} \subset \mathscr{M}(\mathcal{E})$ : this is obvious for a limit ordinal and if $x$ has an immediate predecessor $y$, then $\mathcal{F}_{y} \subset \mathscr{M}(\mathcal{E})$ implies $\left(\mathcal{F}_{y}\right)_{\sigma} \subset \mathscr{M}(\mathcal{E})$ and $\left(\left(\mathcal{F}_{y}\right)_{\sigma}\right)_{c} \subset \mathscr{M}(\mathcal{E})$ so that in that case as well $\mathcal{F}_{x} \subset \mathscr{M}(\mathcal{E})$. Now since $\mathcal{F}_{1} \subset \mathscr{M}(\mathcal{E})$, we may use transfinite induction (see Theorem 10.1.19) and conclude that (2) holds.
(3) It is enough to prove that $\cup_{x \in \Omega} \mathcal{F}_{x}$ is a $\sigma$-algebra since it contains $\mathcal{E}$ and we already know $\cup_{x \in \Omega} \mathcal{F}_{x} \subset \mathscr{M}(\mathcal{E})$. We note that the empty set belongs to $\cup_{x \in \Omega} \mathcal{F}_{x}$, which is also stable by complementation as is each $\mathcal{F}_{x}$ : it is true for $x=1$ and if true for all $y<x$, it is obvious for $x$ when $x$ is a limit ordinal and also true when $x$ has an immediate predecessor. We may use transfinite induction to conclude. We need to prove that $\cup_{x \in \Omega} \mathcal{F}_{x}$ is stable by countable unions. We consider $\left(E_{j}\right)_{j \in \mathbb{N}}$ with $E_{j} \in \mathcal{F}_{x_{j}}, x_{j} \in \Omega$. According to Proposition 10.1.37, the countable family $\left\{x_{j}\right\}_{j \in \mathbb{N}}$ of countable ordinals has an upper bound $x \in \Omega$. As a consequence, for all $j \in \mathbb{N}, E_{j} \in \mathcal{F}_{x}$ and thus

$$
\cup_{j \in \mathbb{N}} E_{j} \in\left(\mathcal{F}_{x}\right)_{\sigma}
$$

Since $\Omega$ has no largest element ${ }^{8}, x$ has an immediate successor $x+1$ and $\left(\mathcal{F}_{x}\right)_{\sigma} \subset$ $\mathcal{F}_{x+1}$, implying $\cup_{j \in \mathbb{N}} E_{j} \in \mathcal{F}_{x+1}$, completing the proof.

Exercise 5.10.8 (Cardinality of the Borel $\sigma$-algebra). Let $\mathcal{B}$ be the Borel $\sigma$-algebra of $\mathbb{R}^{m}$.
(1) Prove that $\mathcal{B}$ is generated by a family of sets $\mathcal{E}$ containing the empty set and such that $\operatorname{card} \mathcal{E}=\mathfrak{c}=\operatorname{card} \mathbb{R}$.

[^39](2) Let $\Omega$ be the first uncountable ordinal. We define $\mathcal{F}_{x}$ for each $x$ in $\Omega$ as in Exercise 5.10.7. Prove that $\operatorname{card} \mathcal{F}_{x}=\mathfrak{c}$ for each $x \in \Omega$.
(3) Prove that $\operatorname{card} \mathcal{B}=\mathfrak{c}$.

Answer. (1) We consider $\mathcal{E}=\{B(x, r)\}_{x \in \mathbb{R}^{m}, r \geq 0}$. Thanks to Theorem 10.1.20, we have

$$
\mathfrak{c}=\mathfrak{c}^{m}=\operatorname{card}\left(\mathbb{R}^{m}\right) \leq \operatorname{card} \mathcal{E} \leq \operatorname{card}\left(\mathbb{R}^{m} \times \mathbb{R}_{+}\right)=\mathfrak{c}^{m+1}=\mathfrak{c}
$$

(2) We define $P=\left\{x \in \Omega, \operatorname{card} \mathcal{F}_{x}=\mathfrak{c}\right\}$. We note that

$$
\operatorname{card} \mathcal{E} \leq \operatorname{card} \mathcal{F}_{1} \leq \operatorname{card} \mathcal{E}+\operatorname{card}\left(\mathcal{E}_{c}\right)=2 \operatorname{card} \mathcal{E}=\operatorname{card} \mathcal{E}
$$

since card $\mathcal{E}=\mathfrak{c}$ is infinite ${ }^{9}$ and this implies that $1 \in P$. Let $x \in \Omega$; suppose that $y \in P$ for all $y<x$. Then if $x$ has an immediate predecessor $y$,

$$
\operatorname{card} \mathcal{F}_{y}=\mathfrak{c} \leq \operatorname{card} \mathcal{F}_{x} \leq \operatorname{card}\left(\left(\mathcal{F}_{y}\right)_{\sigma}\right)+\operatorname{card}\left(\left(\left(\mathcal{F}_{y}\right)_{\sigma}\right)_{c}\right)
$$

Noting that from (10.1.5) and Section 10.1, we have

$$
\mathfrak{c}=\operatorname{card} \mathcal{F}_{y} \leq \operatorname{card}\left(\left(\mathcal{F}_{y}\right)_{\sigma}\right) \leq \operatorname{card}\left(\mathcal{F}_{y}^{\mathbb{N}}\right)=\mathfrak{c}^{\aleph_{0}}=2^{\aleph_{0}^{2}}=2^{\aleph_{0}}=\mathfrak{c}
$$

we obtain $\mathfrak{c}=\operatorname{card} \mathcal{F}_{x}$. If $x$ is a limit ordinal, then $\mathcal{F}_{x}$ is a countable union $((\rightarrow, x)$ is countable) of sets with cardinal $\mathfrak{c}$, so that

$$
\mathfrak{c} \leq \operatorname{card} \mathcal{F}_{x} \leq \aleph_{0} \mathfrak{c} \leq \mathfrak{c}^{2}=\mathfrak{c}
$$

In all cases $x \in P$. By a transfinite induction (see Theorem 10.1.19), we get $P=\Omega$. (3) From Exercise 5.10.7, we know that

$$
\mathcal{B}=\cup_{x \in \Omega} \mathcal{F}_{x}
$$

and thus we can conclude $\mathfrak{c} \leq \operatorname{card} \mathcal{B} \leq \mathfrak{c} \operatorname{card} \Omega \leq \mathfrak{c}^{2}=\mathfrak{c}$.
Exercise 5.10.9 (Cardinality of the Lebesgue $\sigma$-algebra). Prove that the cardinality of the Lebesgue $\sigma$-algebra $\mathcal{L}_{m}$ on $\mathbb{R}^{m}$ is equal to $2^{\mathfrak{c}}$, the cardinal of $\mathcal{P}(\mathbb{R})$.
Answer. We have obviously card $\mathcal{L}_{m} \leq \operatorname{card} \mathcal{P}\left(\mathbb{R}^{m}\right)=2^{\text {card } \mathbb{R}^{m}}=2^{\mathfrak{c}^{m}}=2^{\text {c }}$. On the other hand, the ternary Cantor set $K_{\infty}(5.7 .6)$ (see also Lemma 5.7.3) is a Borel set with Lebesgue measure 0 and same cardinality as $\mathbb{R}$. Thus $\mathcal{P}\left(K_{\infty}\right) \subset \mathcal{L}_{1}$ and thus $\otimes_{1 \leq j \leq m} \mathcal{P}\left(K_{\infty}\right) \subset \mathcal{L}_{m}$, implying

$$
2^{\mathfrak{c}}=2^{m \mathfrak{c}}=\left(2^{\mathfrak{c}}\right)^{m} \leq \operatorname{card}\left(\mathcal{L}_{m}\right) \leq 2^{\mathfrak{c}}
$$

and the result.

[^40]Exercise 5.10.10. Let $(X, d)$ be a separable metric space and let $\mathcal{B}_{X}$ its Borel $\sigma$ algebra. Prove that $\mathcal{B}_{X}$ is generated by a countable family of sets $\mathcal{E}$.

Answer. Let $D=\left\{a_{n}\right\}_{n \in \mathbb{N}}$ be a countable dense subset of $X$. Let us consider the countable family $\mathcal{E}=\left\{B\left(a_{n}, \epsilon\right)\right\}_{n \in \mathbb{N}, \epsilon \in \mathbb{Q}_{+}^{*}}$ of open balls. Let $U$ be an open subset of $X$. Then for each $x \in U$, there exists $r_{x} \in \mathbb{Q}_{+}^{*}$ such that the ball $B\left(x, 2 r_{x}\right) \subset U$. Since $D$ is dense in $X$, we may find some $n_{x} \in \mathbb{N}$ with $d\left(x, a_{n_{x}}\right)<r_{x}$. As a consequence

$$
x \in B\left(a_{n_{x}}, r_{x}\right) \subset U
$$

where the inclusion follows from the triangle inequality:

$$
\begin{aligned}
d\left(y, a_{n_{x}}\right)<r_{x} & \Longrightarrow d(y, x) \leq d\left(y, a_{n_{x}}\right)+d\left(a_{n_{x}}, x\right)<r_{x}+r_{x} \\
& \Longrightarrow y \in B\left(x, 2 r_{x}\right) \subset U .
\end{aligned}
$$

We get finally that $U=\cup_{x \in U} B\left(a_{n_{x}}, r_{x}\right)$. As a result, with $\mathcal{O}$ standing for the open subsets of $X$,

$$
\mathcal{B}_{X}=\mathscr{M}(\mathcal{O}) \supset \mathscr{M}(\mathcal{E}) \supset \mathcal{O} \Longrightarrow \mathcal{B}_{X}=\mathscr{M}(\mathcal{E})
$$

Exercise 5.10.11. Let $(X, d)$ be a separable infinite metric space and let $\mathcal{B}_{X}$ its Borel $\sigma$-algebra. Prove that card $\mathcal{B}_{X}=\mathfrak{c}$.

Answer. In the first place, since $X$ is not finite, it contains a subset $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ equipotent to $\mathbb{N}$. Each subset $X_{A}=\left\{x_{n}\right\}_{n \in A}$, with $A \subset \mathbb{N}$ belongs to the Borel $\sigma$-algebra $\mathcal{B}_{X}$ as a countable union of singletons (which are closed sets). We have thus an injection of $\mathcal{P}(\mathbb{N})$ into $\mathcal{B}_{X}$, proving that

$$
\begin{equation*}
2^{\aleph_{0}}=\mathfrak{c} \leq \operatorname{card} \mathcal{B}_{X} \tag{*}
\end{equation*}
$$

Let $\mathcal{E}$ be a countable family of sets generating the $\sigma$-algebra $\mathcal{B}_{X}$, as in Exercise 5.10.10. Let $\Omega$ be the first uncountable ordinal. We define $\mathcal{F}_{\alpha}$ for each $\alpha$ in $\Omega$ as in Exercise 5.10.7. We claim that

$$
\begin{equation*}
\text { for each } \alpha \in \Omega, \quad \operatorname{card} \mathcal{F}_{\alpha} \leq \mathfrak{c} \tag{**}
\end{equation*}
$$

We note that $\operatorname{card} \mathcal{F}_{1} \leq \operatorname{card} \mathcal{E}+\operatorname{card}\left(\mathcal{E}_{c}\right)=2 \operatorname{card} \mathcal{E}=\operatorname{card} \mathcal{E}=\aleph_{0} \leq \mathfrak{c}$. Let $\alpha \in \Omega$; suppose that $\operatorname{card} \mathcal{F}_{\beta} \leq \mathfrak{c}$ for all $\beta<\alpha$. Then if $\alpha$ has an immediate predecessor $\beta$,

$$
\operatorname{card} \mathcal{F}_{\alpha} \leq \operatorname{card}\left(\mathcal{F}_{\beta}\right)_{\sigma}+\operatorname{card}\left(\left(\left(\mathcal{F}_{\beta}\right)_{\sigma}\right)_{c}\right) \leq \operatorname{card}\left(\mathbb{R}^{\mathbb{N}}\right)+\operatorname{card}\left(\mathbb{R}^{\mathbb{N}}\right)=2^{\aleph_{0}^{2}}=2^{\aleph_{0}}=\mathfrak{c}
$$

If $\alpha$ is a limit ordinal, then $\mathcal{F}_{\alpha}$ is a countable union $((\rightarrow, \alpha)$ is countable) of sets with cardinal $\leq \mathfrak{c}$, so that

$$
\operatorname{card} \mathcal{F}_{\alpha} \leq \aleph_{0} \mathfrak{c} \leq \mathfrak{c}^{2}=\mathfrak{c}
$$

By a transfinite induction (see Theorem 10.1.19), we get that property ( $* *$ ) holds. From Exercise 5.10.7, we know that

$$
\mathcal{B}_{X}=\cup_{\alpha \in \Omega} \mathcal{F}_{\alpha}
$$

and thus we can conclude $\operatorname{card} \mathcal{B}_{X} \leq \mathfrak{c} \operatorname{card} \Omega \leq \mathfrak{c}^{2}=\mathfrak{c}$. The inequality ( $*$ ) gives the result.

Exercise 5.10.12. Let $\Omega$ be an open subset of $\mathbb{R}^{m}$. Prove that for any $\varepsilon>0$, there exists a pairwise disjoint covering $\left(K_{n, \varepsilon}\right)_{n \in \mathbb{N}}$ of $\Omega$ with $\operatorname{diam}_{2}\left(K_{n, \varepsilon}\right) \leq \varepsilon$.
Answer. Let $\varepsilon>0$ be given. For each $x \in \Omega$, there exists $r(x) \in \mathbb{Q} \cap(0, \varepsilon / 2)$ such that $\bar{B}(x, r(x)) \subset \Omega$. Defining $D=\mathbb{Q}^{m} \cap \Omega$, for each $x \in \Omega$, we can find $a_{x} \in D$ such that $\left.d\left(x, a_{x}\right) \leq r(x) / 2\right)$ : as a consequence $x \in \bar{B}\left(a_{x}, r(x) / 2\right) \subset \Omega$, since

$$
\left|y-a_{x}\right|_{2} \leq r(x) / 2 \Longrightarrow|y-x|_{2} \leq r(x) \Longrightarrow y \in \bar{B}(x, r(x)) \subset \Omega
$$

We have thus $\Omega=\cup \underset{r \in \Delta \subset \mathbb{Q} \cap(0, \varepsilon / 2)}{a \in D_{0} \subset D} \bar{B}(a, r)$ so that

$$
\Omega=\cup_{n \in \mathbb{N}} B_{n}, \quad B_{n} \text { closed ball with diameter }{ }_{2} \leq \varepsilon
$$

We define now

$$
K_{0}=B_{0}, K_{1}=B_{1} \backslash B_{0}, \ldots, K_{n+1}=B_{n+1} \backslash\left(B_{0} \cup \cdots \cup B_{n}\right), \ldots
$$

We have obviously

$$
\begin{array}{r}
\operatorname{diam}_{2}\left(K_{n}\right) \leq \operatorname{diam}_{2}\left(B_{n}\right) \leq \varepsilon, \quad \cup_{n \in \mathbb{N}} K_{n}=\cup_{n \in \mathbb{N}} B_{n}=\Omega \\
\text { and also for } 0 \leq n_{1}<n_{2}, \quad K_{n_{1}} \cap K_{n_{2}} \subset B_{n_{1}} \cap B_{n_{1}}^{c}=\emptyset \tag{5.10.6}
\end{array}
$$

As a consequence, $\lambda_{m}(\Omega)=\sum_{n \in \mathbb{N}} \lambda_{m}\left(K_{n, \varepsilon}\right)$.
Exercise 5.10.13. Calculate the $n-1$-dimensional area of the unit sphere $\mathbb{S}^{n-1}$ of $\mathbb{R}^{n}$ by using the explicit change in polar coordinates.
Answer. We have

$$
\left|\mathbb{B}^{n+1}\right|_{n+1}=\int_{x \in \mathbb{R}^{n+1},\|x\|_{2} \leq 1} d x=\frac{1}{n+1} \int_{\mathbb{S}^{n}} d_{\mathbb{S}^{n}} \sigma
$$

so that using (5.4.3), we find

$$
\left|\mathbb{B}^{n+1}\right|_{n+1}=\frac{1}{n+1} \int_{0}^{\pi}(\sin \phi)^{n-1} d \phi\left|\mathbb{S}^{n-1}\right|_{n-1}
$$

The computation of the Wallis integrals in Lemma 10.5 .7 gives

$$
\frac{\left|\mathbb{S}^{n}\right|_{n}}{n+1}=\left|\mathbb{B}^{n+1}\right|_{n+1}=\frac{\left|\mathbb{S}^{n-1}\right|_{n-1}}{n+1} \int_{0}^{\pi}(\sin \phi)^{n-1} d \phi=\frac{\left|\mathbb{S}^{n-1}\right|_{n-1}}{n+1} \frac{\sqrt{\pi} \Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n+1}{2}\right)}
$$

so that $\left|\mathbb{S}^{n}\right|_{n}=\left|\mathbb{S}^{n-1}\right|_{n-1} \frac{\sqrt{\pi} \Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n+1}{2}\right)}, \quad\left|\mathbb{S}^{1}\right|_{1}=2 \pi$ and thus

$$
\left|\mathbb{S}^{n}\right|_{n}=2 \pi \prod_{2 \leq j \leq n} \frac{\sqrt{\pi} \Gamma\left(\frac{j}{2}\right)}{\Gamma\left(\frac{j+1}{2}\right)}=2 \pi^{1+\frac{n-1}{2}} \frac{\Gamma(1)}{\Gamma\left(\frac{n+1}{2}\right)}
$$

recovering (5.4.8): $\left|\mathbb{S}^{n-1}\right|_{n-1}=\frac{2 \pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right)}$.

Exercise 5.10.14. Prove that $\operatorname{card}\left\{\alpha \in \mathbb{N}^{d},|\alpha|=l\right\}=C_{l+d-1}^{d-1}$.
Answer. We start with

$$
\begin{equation*}
C_{l+d-1}^{d-1}=\sum_{0 \leq j \leq l} C_{j+d-2}^{d-2} \tag{দ}
\end{equation*}
$$

which is true for $l=0$, and since $C_{l+d}^{d-1}=C_{l+d-1}^{d-1}+C_{l+d-1}^{d-2}$ is proven by induction on $l$ : we have

$$
C_{l+1+d-1}^{d-1}=\underbrace{\sum_{0 \leq j \leq l} C_{j+d-2}^{d-2}}_{\text {induction hypothesis }}+C_{l+d-1}^{d-2}=\sum_{0 \leq j \leq l+1} C_{j+d-2}^{d-2}
$$

proving ( 4 ). Now,

$$
\operatorname{card}\left\{\alpha \in \mathbb{N}^{d},|\alpha|=l\right\}=\sum_{0 \leq j \leq l} \operatorname{card}\left\{\beta \in \mathbb{N}^{d-1},|\beta|=j\right\}
$$

providing the proof by induction on $d$ of the sought formula.

## Exercise 5.10.15.

(1) We consider a norm on $\mathbb{R}^{n}$, denoted by $\|\cdot\|$. Find an iff condition on the real numbers $\alpha, \beta$ so that

$$
\int_{\mathbb{R}^{n}} \frac{d x}{(1+\|x\|)^{\beta}}<+\infty, \quad \int_{\|x\| \leq 1} \frac{d x}{\|x\|^{\alpha}}<+\infty
$$

(2) We assume that $n \geq 2$ and we set, with $\|\cdot\|$ standing for a norm on $\mathbb{R}^{n-1}$, and for $\lambda>0$,

$$
C_{1, \lambda}=\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{n-1},\left\|x^{\prime}\right\| \leq \lambda\left|x_{1}\right|\right\}
$$

Give an iff condition on the real numbers $\alpha, \beta$ so that

$$
\int_{C_{1, \lambda}} \frac{d x}{\left(1+\left|x_{1}\right|\right)^{\beta}}<+\infty, \quad \text { for all compact } K \quad \int_{C_{1, \lambda} \cap K} \frac{d x}{\left|x_{1}\right|^{\alpha}}<+\infty
$$

Show that this provides a proof of (1) without using a change of variables.
Answer. (1) The answer is $\beta>n$ and $\alpha<n$. Since all the norms on $\mathbb{R}^{n}$ are equivalent (see, e.g., Exercise 1.9.8), we may assume that $\|\cdot\|$ is the Euclidean norm and use polar coordinates (see Section 5.4). We need only to check the 1D integrals

$$
\int_{0}^{+\infty} r^{n-1}(1+r)^{-\beta} d r<+\infty \Longleftrightarrow n-1-\beta<-1, \quad \text { i.e., } \beta>n
$$

and

$$
\int_{0}^{1} r^{n-1-\alpha} d r<+\infty \Longleftrightarrow n-1-\alpha>-1, \quad \text { i.e., } \alpha<n \text {. }
$$

(2) Let us use Fubini's theorem for these positive measurable functions. With $V_{n-1}$ equal to the $(n-1)$-dimensional Lebesgue measure of the unit ball of $\mathbb{R}^{n-1}$ for the norm $\|\|$, we find

$$
\begin{aligned}
\int_{C_{1, \lambda}} \frac{d x}{\left(1+\left|x_{1}\right|\right)^{\beta}} & =\int_{\mathbb{R}}\left(\int_{\left|x^{\prime}\right| \leq \lambda\left|x_{1}\right|} d x^{\prime}\right) \frac{d x_{1}}{\left(1+\left|x_{1}\right|\right)^{\beta}} \\
& =V_{n-1} \int_{\mathbb{R}} \frac{\lambda^{n-1}\left|x_{1}\right|^{n-1}}{\left(1+\left|x_{1}\right|\right)^{\beta}} d x_{1}<+\infty
\end{aligned}
$$

if and only if $\beta>n$. Similarly if the condition in (2) holds for all compact sets $K$, it is satisfied in particular for $\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{n-1},\left|x^{\prime}\right| \leq \lambda,\left|x_{1}\right| \leq 1\right\}$ and we obtain

$$
\int_{0}^{1} \frac{\lambda^{n-1}\left|x_{1}\right|^{n-1}}{\left|x_{1}\right|^{\alpha}} d x_{1}<+\infty \Longrightarrow \alpha<n
$$

Conversely, if that condition holds and if $K$ is a compact set, $K$ is included in a Euclidean ball with center 0 and finite radius on which the integral is finite following the same computation. We note then that

$$
\mathbb{R}^{n}=\cup_{1 \leq j \leq n}\left\{x \in \mathbb{R}^{n}, \max _{1 \leq k \leq n}\left|x_{k}\right|=\left|x_{j}\right|\right\}
$$

so that the integral over $\mathbb{R}^{n}$ is a finite sum of integrals on conical sets of type

$$
\left\{\left(x_{1}, x^{\prime}\right) \in \mathbb{R} \times \mathbb{R}^{n-1}, \max _{2 \leq k \leq n}\left|x_{k}\right| \leq\left|x_{1}\right|\right\}
$$

for which the calculation is done.
Exercise 5.10.16. Let $n$ be an integer $\geq 2$. For $x \in \mathbb{R}^{n}$, we denote by $\|x\|$ the Euclidean norm of $x$.
(1) Calculate the volume of the ellipsoid

$$
\left\{x \in \mathbb{R}^{n}, \sum_{1 \leq j \leq n} \frac{x_{j}^{2}}{a_{j}^{2}} \leq 1\right\}
$$

( $a_{j}$ are positive parameters).
(2) Let $A$ be a $n \times n$ real symmetric positive definite matrix. Calculate

$$
\int_{\mathbb{R}^{n}} e^{-\pi\langle A x, x\rangle} d x
$$

(3) Let $B$ be a $n \times n$ invertible real symmetric matrix. Calculate

$$
\lim _{\epsilon \rightarrow 0_{+}} \int_{\mathbb{R}^{n}} e^{-\pi \epsilon\|x\|^{2}} e^{-i \pi\langle B x, x\rangle} d x
$$

(4) Let $A, B$ be $n \times n$ real symmetric matrices such that $A \gg 0$ (i.e., $\langle A x, x\rangle \geq$ $\left.d\|x\|^{2}, d>0\right)$. Calculate

$$
\lim _{\epsilon \rightarrow 0_{+}} \int_{\mathbb{R}^{n}} e^{-\pi \epsilon\|x\|^{2}} e^{-\pi\langle(A+i B) x, x\rangle} d x
$$

Answer. (1) Performing a linear change of variables, $y_{j}=a_{j} x_{j}$, we get that the volume is

$$
\left|\mathbb{B}^{n}\right| \prod_{1 \leq j \leq n} a_{j}
$$

where $\left|\mathbb{B}^{n}\right|$ is given by (4.5.4) in Exercise 4.5.12.
(2) With the change of variables $x=A^{-1 / 2} y$, we find $(\operatorname{det} A)^{-1 / 2}$.
(3) The matrix $B$ can be diagonalized in an orthonormal basis:

$$
D={ }^{t} P B P, \quad D=\left(\begin{array}{ccc}
d_{1} & & 0 \\
& \ddots & \\
0 & & d_{n}
\end{array}\right) \text { diagonal, }{ }^{t} P P=\mathrm{Id}
$$

The linear change of variables $x=P y$ gives

$$
\int_{\mathbb{R}^{n}} e^{-\epsilon \pi\|x\|^{2}} e^{-i \pi\langle B x, x\rangle} d x=\int_{\mathbb{R}^{n}} e^{-\epsilon \pi\|y\|^{2}} e^{-i \pi\langle D y, y\rangle} d y=\prod_{1 \leq j \leq n} \int_{\mathbb{R}} e^{-\pi t^{2}\left(\epsilon+i d_{j}\right)} d t
$$

Using question (2) in Exercise 4.5.14, we obtain

$$
\prod_{1 \leq j \leq n}\left(\epsilon+i d_{j}\right)^{-1 / 2} \underset{\epsilon \rightarrow 0+}{\longrightarrow} \prod_{1 \leq j \leq n}\left|d_{j}\right|^{-1 / 2} e^{-i \frac{\pi}{4} \operatorname{sign}\left(d_{j}\right)}=|\operatorname{det} B|^{-1 / 2} e^{-i \frac{\pi}{4} \operatorname{signature}(\mathrm{~B})}
$$

where

$$
\text { signature }(B)
$$

$$
\begin{equation*}
=\text { number of positive eigenvalues of } B-\text { number of negative eigenvalues of } B . \tag{5.10.7}
\end{equation*}
$$

(4) We have

$$
\begin{aligned}
I(\epsilon) & =\int_{\mathbb{R}^{n}} e^{-\pi \epsilon\|x\|^{2}} e^{-\pi\langle(A+i B) x, x\rangle} d x \\
& =(\operatorname{det} A)^{-1 / 2} \int_{\mathbb{R}^{n}} e^{-\pi \epsilon\left\|A^{-1 / 2} y\right\|^{2}} e^{-\pi\left\langle\left(\operatorname{Id}+i A^{-1 / 2} B A^{-1 / 2}\right) y, y\right\rangle} d y
\end{aligned}
$$

The real symmetric matrix $A^{-1 / 2} B A^{-1 / 2}$ can be diagonalized (eigenvalues $\lambda_{j}, 1 \leq$ $j \leq n$ ) in an orthonormal basis and using the previous calculation we obtain

$$
\lim _{\epsilon \rightarrow 0_{+}} I(\epsilon)=(\operatorname{det} A)^{-1 / 2} \prod_{\substack{\mu_{j} \text { eigenvalues of } \\ \operatorname{Id}+i A^{-1 / 2} B A^{-1 / 2}}} \mu_{j}^{-1 / 2}
$$

The $\mu_{j}$ are equal to $1+i \lambda_{j}$ where the $\lambda_{j}$ are the eigenvalues of the real symmetric matrix $A^{-1 / 2} B A^{-1 / 2}$. If $\left(\nu_{j}\right)_{1 \leq j \leq n}$ are the (positive) eigenvalues of the positivedefinite matrix $A$, we have

$$
\begin{array}{rlrl}
A & =P D_{A}^{t} P, & P \in O(n), & \\
D_{A} & =\operatorname{diagonal}\left(\nu_{1}, \ldots, \nu_{n}\right) \\
A^{-1 / 2} B A^{-1 / 2} & =Q D_{B}^{t} Q, & & Q \in O(n), \\
& D_{B}=\operatorname{diagonal}\left(\lambda_{1}, \ldots, \lambda_{n}\right)
\end{array}
$$

and thus with $A^{1 / 2}=P D_{A}^{1 / 2} P$, we have $A+i B=A^{1 / 2} Q\left(\operatorname{Id}+i D_{B}\right)^{t} Q A^{1 / 2}$, so that

$$
\operatorname{det}(A+i B)=\operatorname{det} A \prod_{1 \leq j \leq n}\left(1+i \lambda_{j}\right)=\prod_{1 \leq j \leq n} \nu_{j}\left(1+i \lambda_{j}\right)
$$

As a result $\lim _{\epsilon \rightarrow 0_{+}} I(\epsilon)$ is equal to a particular determination of $(\operatorname{det} A)^{-1 / 2}$ given by

$$
\prod_{1 \leq j \leq n} \nu_{j}^{-1 / 2}\left(1+i \lambda_{j}\right)^{-1 / 2}=\prod_{1 \leq j \leq n} \nu_{j}^{-1 / 2} e^{-\frac{1}{2} \log \left(1+i \lambda_{j}\right)}
$$

The reader may consult the section entitled The logarithm of a nonsingular symmetric matrix on page 463 of the Appendix for a further discussion on this topic. The following lemma may be useful for future reference.

Lemma 5.10.17. Let $A, B$ be $n \times n$ real symmetric matrices such that $A$ is positive definite. Then there exists an invertible $n \times n$ real matrix $R$ such that

$$
{ }^{t} R A R=\mathrm{Id}, \quad \text { and } \quad{ }^{t} R B R \text { is a diagonal matrix. }
$$

Proof. There exists $P \in O(n)$ such that ${ }^{t} P A P=D_{A}$ where $D_{A}$ is the diagonal matrix with diagonal $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ where the $\lambda_{j}$ are the (positive) eigenvalues of $A$. We may consider the real symmetric matrix $A^{-1 / 2} B A^{-1 / 2}$, where $A^{-1 / 2}=$ $P D_{A}^{-1 / 2} P$ : there exists $Q \in O(n)$ such that ${ }^{t} Q A^{-1 / 2} B A^{-1 / 2} Q=D_{B}$ where $D_{B}$ is the diagonal matrix with diagonal $\left(\mu_{1}, \ldots, \mu_{n}\right)$ where the $\mu_{j}$ are the eigenvalues of $A^{-1 / 2} B A^{-1 / 2}$. We have thus with the invertible matrix $R=A^{-1 / 2} Q$,

$$
{ }^{t} Q A^{-1 / 2} A A^{-1 / 2} Q={ }^{t} R A R=\mathrm{Id}, \quad{ }^{t} Q A^{-1 / 2} B A^{-1 / 2} Q={ }^{t} R B R=D_{B}
$$

so that the quadratic forms $x \mapsto\langle A x, x\rangle$ and $x \mapsto\langle B x, x\rangle$ can be simultaneously diagonalized.

Exercise 5.10.18. Using a change of variables, calculate the integrals

$$
\begin{aligned}
& I=\iint_{x>0, y>0, x+y<a} \frac{3 y}{\sqrt{1+(x+y)^{3}}} d x d y, \quad a>0 \\
& J=\iint_{x>0, y>0}\left|x^{4}-y^{4}\right| e^{-(x+y)^{2}} d x d y
\end{aligned}
$$

Answer. With $H=\mathbf{1}_{\mathbb{R}_{+}}$, we have

$$
\begin{aligned}
I & =\iint H(x) H(y-x) H(a-y) \frac{3(y-x)}{\sqrt{1+y^{3}}} d x d y \\
& =\iint H(x) H(y-x) H(a-y) H(y) \frac{3(y-x)}{\sqrt{1+y^{3}}} d x d y
\end{aligned}
$$

so that

$$
\begin{aligned}
I & =\int_{0}^{a}\left(1+y^{3}\right)^{-1 / 2} 3\left(\int_{0}^{y}(y-x) d x\right) d y \\
& =\int_{0}^{a}\left(1+y^{3}\right)^{-1 / 2} 3\left(y^{2}-\frac{y^{2}}{2}\right) d y=\left(1+a^{3}\right)^{1 / 2}-1
\end{aligned}
$$

For the second integral we set $x=u-v, y=u+v$, so that

$$
J=2 \iint H(u-v) H(u+v) 2|v| 2|u| 2\left(u^{2}+v^{2}\right) e^{-4 u^{2}} d u d v
$$

and thus

$$
\begin{aligned}
J & =2^{4} \int_{0}^{+\infty}\left(\int H(u-|v|)|v|\left(u^{2}+v^{2}\right) d v\right) u e^{-4 u^{2}} d u \\
& =2^{5} \int_{0}^{+\infty}\left(\int_{0}^{u} v\left(u^{2}+v^{2}\right) d v\right) u e^{-4 u^{2}} d u \\
& =3 \times 2^{3} \int_{0}^{+\infty} u^{5} e^{-4 u^{2}} d u=3 \times 2^{-4} \Gamma(3)=\frac{3}{8}
\end{aligned}
$$

## Chapter 6

## Convolution

### 6.1 The Banach algebra $L^{1}\left(\mathbb{R}^{n}\right)$

Let $u, v \in C_{c}\left(\mathbb{R}^{n}\right)$. For all $x \in \mathbb{R}^{n}$, the mapping $y \mapsto u(x-y) v(y)$ is continuous with compact support $\subset \operatorname{supp} v$. We may thus consider

$$
\begin{equation*}
(u * v)(x)=\int_{\mathbb{R}^{n}} u(x-y) v(y) d y \tag{6.1.1}
\end{equation*}
$$

We shall say that $u * v$ is the convolution of $u$ with $v$. For a given $x$, the change of variables $y^{\prime}=x-y$ shows that $u * v=v * u$. Theorem 3.3.1 implies readily that $u * v$ is continuous and moreover if $x \notin \operatorname{supp} u+\operatorname{supp} v$, then for all $y \in \operatorname{supp} v$, $x-y \notin \operatorname{supp} u$ (otherwise $x=x-y+y \in \operatorname{supp} u+\operatorname{supp} v$ ) so that for all $y \in \mathbb{R}^{n}, u(x-y) v(y)=0$. As a result, $(\operatorname{supp} u+\operatorname{supp} v)^{c} \subset\{u * v=0\}$ and thus $\{u * v \neq 0\} \subset \operatorname{supp} u+\operatorname{supp} v$. Since $\operatorname{supp} u+\operatorname{supp} v$ is compact (as a sum of compact sets), we have

$$
\begin{equation*}
\operatorname{supp}(u * v) \subset \operatorname{supp} u+\operatorname{supp} v=\{x+y\}_{\substack{x \in \operatorname{supp} \\ y \in \operatorname{supp} v}}^{\substack{ }} \tag{6.1.2}
\end{equation*}
$$

and $u * v \in C_{c}\left(\mathbb{R}^{n}\right)$. Moreover convolution is associative, since for $u, v, w \in C_{c}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
& ((u * v) * w)(x)=\int_{\mathbb{R}^{n}}(u * v)(x-y) w(y) d y=\iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} u(x-y-z) v(z) w(y) d y d z \\
& \quad=\iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}} u(x-z) v(z-y) w(y) d y d z=\int_{\mathbb{R}^{n}} u(x-z)(v * w)(z) d z=(u *(v * w))(x) .
\end{aligned}
$$

Proposition 6.1.1. The binary operation of $C_{c}\left(\mathbb{R}^{n}\right)$ given by $(u, v) \mapsto u * v$ is associative, commutative and distributive with respect to addition and such that

$$
\begin{equation*}
\|u * v\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{1}\left(\mathbb{R}^{n}\right)} \tag{6.1.3}
\end{equation*}
$$

Proof. The estimate is the only point to be proven. For $u, v \in C_{c}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
\|u * v\|_{L^{1}\left(\mathbb{R}^{n}\right)} & \leq \int_{\mathbb{R}^{n}}\left|\int_{\mathbb{R}^{n}} u(x-y) v(y) d y\right| d x \leq \iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}|u(x-y) \| v(y)| d y d x \\
& =\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)} \int_{\mathbb{R}^{n}}|v(y)| d y=\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{1}\left(\mathbb{R}^{n}\right)}
\end{aligned}
$$

With $u_{0}(x)=\exp -\pi|x|^{2}$, we have $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=1$ and

$$
\left\|u_{0} * u_{0}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=\int\left|\left(u_{0} * u_{0}\right)(x)\right| d x=\iint e^{-\pi|x-y|^{2}-\pi|y|^{2}} d y d x=1
$$

proving that the estimate (6.1.3) is optimal.
Proposition 6.1.2. Let $k \in \mathbb{N}, \varphi \in C_{c}^{k}\left(\mathbb{R}^{n}\right)$ and let $u \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ (i.e., $\forall K$ compact, $\left.u \mathbf{1}_{K} \in L^{1}\left(\mathbb{R}^{n}\right)\right)$. We define

$$
\begin{equation*}
(\varphi * u)(x)=\int_{\mathbb{R}^{n}} \varphi(x-y) u(y) d y \tag{6.1.4}
\end{equation*}
$$

The function $\varphi * u$ belongs to $C^{k}\left(\mathbb{R}^{n}\right)$ and if $u \in L^{1}\left(\mathbb{R}^{n}\right)$, then $\varphi * u$ belongs to $L^{1}\left(\mathbb{R}^{n}\right)$ and is such that $\|\varphi * u\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leq\|\varphi\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}$. Moreover, we have $\operatorname{supp}(\varphi * u) \subset \operatorname{supp} \varphi+\operatorname{supp} u$, where the support of $u$ is defined by (2.8.12).

Proof. Let $x \in \mathbb{R}^{n}$ be given. The function $y \mapsto u(y) \varphi(x-y)$ is supported in $x-\operatorname{supp} \varphi=\{x-z\}_{z \in \operatorname{supp} \varphi}$, a compact set $(\operatorname{since} \operatorname{supp} \varphi$ is compact). Since $\varphi$ is bounded, the function $y \mapsto u(y) \varphi(x-y)$ belongs to $L_{\text {comp }}^{1}\left(\mathbb{R}^{n}\right)$, so that (6.1.4) makes sense. Theorem 3.3.4 shows that $\varphi * u$ belongs to $C^{k}\left(\mathbb{R}^{n}\right)$ : indeed, we have

$$
\left|\varphi^{(k)}(x-y) u(y)\right| \leq|u(y)| \mathbf{1}_{\operatorname{supp} \varphi}(x-y) \sup \left|\varphi^{(k)}\right|
$$

so that for $K$ compact, since $K-\operatorname{supp} \varphi=\{x-z\}_{x \in K, z \in \operatorname{supp} \varphi}$ is also compact, we have

$$
\sup _{x \in K}\left|\varphi^{(k)}(x-y) u(y)\right| \leq|u(y)| \mathbf{1}_{K-\operatorname{supp} \varphi}(y) \sup \left|\varphi^{(k)}\right| \in L^{1}\left(\mathbb{R}_{y}^{n}\right)
$$

Whenever $u \in L^{1}\left(\mathbb{R}^{n}\right)$, the inequality on $L^{1}$-norms is proven as (6.1.3).
Let us prove now the inclusion of supports. Since $\operatorname{supp} \varphi$ is compact and $\operatorname{supp} u$ is closed, the set $\operatorname{supp} u+\operatorname{supp} \varphi$ is closed: if $\lim _{k}\left(y_{k}+z_{k}\right)=x$, with $y_{k} \in \operatorname{supp} u, z_{k} \in \operatorname{supp} \varphi$, extracting a subsequence, we get $\lim _{l} z_{k_{l}}=z \in \operatorname{supp} \varphi$ and $\lim _{l}\left(y_{k_{l}}+z_{k_{l}}\right)=x$, so that the sequence $y_{k_{l}}$ is converging and since supp $u$ is closed $\operatorname{supp} u \ni \lim _{l} y_{k_{l}}=x-z$, proving $x \in \operatorname{supp} u+\operatorname{supp} \varphi$. We consider now the open set $V_{0}=(\operatorname{supp} u+\operatorname{supp} \varphi)^{c}$. For all $y \in \mathbb{R}^{n}$, we have

$$
\begin{equation*}
V_{0}-y \subset(\operatorname{supp} \varphi)^{c} \quad \text { or } \quad y \notin \operatorname{supp} u \tag{6.1.5}
\end{equation*}
$$

otherwise, we could find $y_{0}$ such that $V_{0}-y_{0} \cap(\operatorname{supp} \varphi) \neq \emptyset$ and $y_{0} \in \operatorname{supp} u$. This would imply the existence of $x \in V_{0}$ such that $x-y_{0} \in \operatorname{supp} \varphi$ and thus

$$
V_{0} \ni x=x-y_{0}+y_{0} \in \operatorname{supp} \varphi+\operatorname{supp} u=V_{0}^{c}
$$

which is impossible. As a result (6.1.5) implies that for $x \in V_{0}$, and $y \in \mathbb{R}^{n}$, we have $\varphi(x-y)=0$ or $y \notin \operatorname{supp} u$. Since the domain of integration in (6.1.4) is $\operatorname{supp} u$, this implies $(\varphi * u)(x)=0$ and $(\operatorname{supp} u+\operatorname{supp} \varphi)^{c} \subset(\operatorname{supp}(\varphi * u))^{c}$, which is the sought result.

Proposition 6.1.3. Let $\Omega$ be an open set of $\mathbb{R}^{n}$, let $u \in L_{\mathrm{loc}}^{1}(\Omega)$ and let $V$ be open $\subset \Omega$. Then

$$
u_{\left.\right|_{V}}=0 \Longleftrightarrow \forall \varphi \in C_{c}(V), \int u(x) \varphi(x) d x=0
$$

$N . B$. This result is important for distribution theory: a function in $L_{\text {loc }}^{1}(\Omega)$ can be viewed as a Radon measure on $\Omega$, i.e., a continuous linear form on $C_{c}(\Omega)$. For $u \in L_{\mathrm{loc}}^{1}(\Omega)$, we define the linear form $l_{u}$,

$$
C_{\mathrm{c}}(\Omega) \ni \varphi \mapsto l_{u}(\varphi)=\int_{\Omega} \varphi(x) u(x) d x
$$

which is continuous since

$$
\left|\int_{\Omega} \varphi(x) u(x) d x\right| \leq \sup |\varphi(x)| \int_{\operatorname{supp} \varphi}|u(x)| d x
$$

This proposition proves that the mapping $u \mapsto l_{u}$ is injective.
Proof of the proposition. The condition is obviously necessary. Let us prove that it is sufficient. Let $K$ be a compact set included in $V$ and let $\chi_{K} \in C_{\mathrm{c}}(V ;[0,1])$, $\chi_{K}=1$ on $K$. With

$$
\begin{aligned}
& \rho \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right), \int \rho(x) d x=1, \operatorname{supp} \rho=\{\|x\| \leq 1\}, \epsilon>0, \rho_{\epsilon}(\cdot)=\rho(\cdot / \epsilon) \epsilon^{-n}, \\
& \text { we obtain }\left(\rho_{\epsilon} * \chi_{K} u\right)(x)=\int u(y) \overbrace{\chi_{K}(y) \rho_{\epsilon}(x-y)}^{\in C_{c}(V)} d y=0 .
\end{aligned}
$$

As a consequence, we have

$$
\begin{align*}
\left\|\chi_{K} u\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} & \leq\left\|\chi_{K} u-\varphi\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}+\left\|\varphi-\varphi * \rho_{\epsilon}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}+\left\|\varphi * \rho_{\epsilon}-\chi_{K} u * \rho_{\epsilon}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \\
& \leq 2\left\|\chi_{K} u-\varphi\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}+\left\|\varphi-\varphi * \rho_{\epsilon}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \tag{6.1.6}
\end{align*}
$$

Lemma 6.1.4. Let $\varphi \in C_{c}^{k}\left(\mathbb{R}^{n}\right)$. Then $\varphi * \rho_{\epsilon} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ and $\varphi * \rho_{\epsilon} \rightarrow \varphi$ in $C_{c}^{k}\left(\mathbb{R}^{n}\right)$ when $\epsilon$ goes to 0 .

Proof of the lemma. We have indeed $\left(\varphi * \rho_{\epsilon}\right)(x)=\int \varphi(x-\epsilon y) \rho(y) d y$, so that

$$
\left|\left(\varphi * \rho_{\epsilon}\right)(x)-\varphi(x)\right| \leq \int \rho(y)|\varphi(x-\epsilon y)-\varphi(x)| d y \leq \sup _{\left|x_{1}-x_{2}\right| \leq \epsilon}\left|\varphi\left(x_{1}\right)-\varphi\left(x_{2}\right)\right|
$$

which goes to 0 with $\epsilon$. Similar estimates hold for derivatives of order $\leq k$, and moreover we have $\operatorname{supp}\left(\varphi * \rho_{\epsilon}\right) \subset \operatorname{supp} \varphi+\epsilon \mathbb{B}^{n} \subset \operatorname{supp} \varphi+\epsilon_{0} \mathbb{B}^{n}$ for $\epsilon \leq \epsilon_{0}$, yielding the lemma.

We go on with the proof of Proposition 6.1.3. From (6.1.6) and Lemma 6.1.4, we obtain

$$
\left\|\chi_{K} u\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leq 2 \inf _{\varphi \in C_{\mathrm{c}}(V)}\left\|\chi_{K} u-\varphi\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=0
$$

since $\chi_{K} u \in L^{1}(V)$. Thus we have $\chi_{K} u=0$ for all compact sets $K \subset V$, and since $\chi_{K}=1$ on $K$, and $V$ is a countable union of compact sets, we find that $u=0$ a.e. on $V$.

Theorem 6.1.5. There exists a unique bilinear mapping

$$
\begin{array}{ccc}
L^{1}\left(\mathbb{R}^{n}\right) \times L^{1}\left(\mathbb{R}^{n}\right) & \rightarrow & L^{1}\left(\mathbb{R}^{n}\right) \\
(u, v) & \mapsto & u * v
\end{array}
$$

such that if $u, v \in C_{c}\left(\mathbb{R}^{n}\right), u * v$ is the convolution of $u$ and $v$ and

$$
\|u * v\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{1}\left(\mathbb{R}^{n}\right)}
$$

The space $L^{1}\left(\mathbb{R}^{n}\right)$ is a commutative Banach algebra ${ }^{1}$ for addition and convolution.
Proof. Uniqueness: if $\star$ is another mapping with the same properties, $u, v \in$ $L^{1}\left(\mathbb{R}^{n}\right), \varphi, \psi \in C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
& u \star v-u * v \\
& \quad=(u-\varphi) \star v+\varphi \star(v-\psi)+\varphi \star \psi-(u-\varphi) * v-\varphi *(v-\psi)-\varphi * \psi
\end{aligned}
$$

using $\varphi * \psi=\varphi \star \psi$, and with $L^{1}\left(\mathbb{R}^{n}\right)$ norms,

$$
\|u \star v-u * v\| \leq 2\|u-\varphi\|\|v\|+2\|v-\psi\|\|\varphi\| .
$$

The density of $C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$ in $L^{1}\left(\mathbb{R}^{n}\right)$ and the above inequality entail $u * v=u \star v$. To prove existence, we consider sequences $\left(\varphi_{k}\right),\left(\psi_{k}\right)$ in $C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$, converging in $L^{1}\left(\mathbb{R}^{n}\right)$ : it is easily proven that $\varphi_{k} * \psi_{k}$ are Cauchy sequences since (with $L^{1}\left(\mathbb{R}^{n}\right)$ norms),

$$
\left\|\varphi_{k+l} * \psi_{k+l}-\varphi_{k} * \psi_{k}\right\| \leq\left\|\varphi_{k+l}-\varphi_{k}\right\|\left\|\psi_{k+l}\right\|+\left\|\psi_{k+l}-\psi_{k}\right\|\left\|\varphi_{k}\right\|
$$

Moreover, using the same inequality, we prove that the limit does not depend on the choice of the sequences $\varphi_{k}, \psi_{\kappa}$ but only on their limits.

[^41]Proposition 6.1.6. Let $u, v \in L^{1}\left(\mathbb{R}^{n}\right)$. Then for almost all $x$,

$$
\int|u(x-y) v(y)| d y<+\infty
$$

Defining $h(x)=\int u(x-y) v(y) d y$, we have $h \in L^{1}\left(\mathbb{R}^{n}\right)$,

$$
\|h\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{1}\left(\mathbb{R}^{n}\right)} \quad \text { and } h=u * v
$$

Proof. We consider the measurable function $F$ on $\mathbb{R}^{2 n}$, given by $F(x, y)=u(x-$ y) $v(y)$. We have

$$
\begin{aligned}
\int\left(\int|F(x, y)| d x\right) d y & =\int\left(\int|u(x-y)| d x\right)|v(y)| d y \\
& =\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{1}\left(\mathbb{R}^{n}\right)}<+\infty .
\end{aligned}
$$

As a result, $F \in L^{1}\left(\mathbb{R}^{2 n}\right)$ and Fubini's theorem implies that

$$
h(x)=\int F(x, y) d y
$$

is an $L^{1}$ function of $x$. We have also proven that $\|h\|_{L^{1}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{1}\left(\mathbb{R}^{n}\right)}$. Since for $u, v \in C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$, we have $h=u * v$, Theorem 6.1.5 yields the conclusion.

Lemma 6.1.7. The Banach algebra $L^{1}\left(\mathbb{R}^{n}\right)$ is not unital.
Proof. Let us assume that $L^{1}\left(\mathbb{R}^{n}\right)$ has a unit $\nu$. We would have for all $x \in \mathbb{R}^{n}$, $e^{-\pi|x|^{2}}=\int e^{-\pi|x-y|^{2}} \nu(y) d y$ and thus for all $\xi \in \mathbb{R}^{n}$,

$$
\int e^{-\pi|x|^{2}} e^{-2 i \pi x \cdot \xi} d x=\int e^{-\pi|x|^{2}} e^{-2 i \pi x \cdot \xi} d x \int e^{-2 i \pi y \cdot \xi} \nu(y) d y
$$

Claim. For $\tau \in \mathbb{R}$,

$$
\begin{equation*}
\int_{\mathbb{R}} e^{-\pi t^{2}} e^{-2 i \pi t \tau} d t=e^{-\pi \tau^{2}} \tag{6.1.7}
\end{equation*}
$$

To prove this claim, we note that

$$
F(\tau)=\int_{\mathbb{R}} e^{-\pi t^{2}} e^{-2 i \pi t \tau} e^{\pi \tau^{2}} d t=\int_{\mathbb{R}} e^{-\pi(t+i \tau)^{2}} d t
$$

so that $F^{\prime}(\tau)=\int_{\mathbb{R}} \frac{d}{i d t}\left(e^{-\pi(t+i \tau)^{2}}\right) d t=0$ and $F(\tau)=F(0)=1$, proving the Claim. Applying this to ( $\dagger$ ), we get $e^{-\pi|\xi|^{2}}=e^{-\pi|\xi|^{2}} \int e^{-2 i \pi y \cdot \xi} \nu(y) d y$. Thanks to the Riemann-Lebesgue Lemma 3.4.5, $\xi \mapsto \int e^{-2 i \pi y \cdot \xi} \nu(y) d y$ is a continuous function with limit 0 at infinity, so we cannot have $\int e^{-2 i \pi y \cdot \xi} \nu(y) d y=1$ which is a consequence of the previous equality.

## 6.2 $\quad L^{p}$ Estimates for convolution, Young's inequality

Lemma 6.2.1. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a $\sigma$-finite positive measure. Let $1 \leq r \leq \infty, 1 / r+1 / r^{\prime}=1$. For $u \in L^{r}(\mu), w \in L^{r^{\prime}}(\mu)$, the product uw belongs to $L^{1}(\mu)$. Moreover we have

$$
\|u\|_{L^{r}(\mu)}=\sup _{\|w\|_{L^{r^{\prime}}(\mu)}=1}|\langle u, w\rangle|, \quad \text { with } \quad\langle u, w\rangle=\int_{X} u \bar{w} d \mu .
$$

Proof. The first statement follows from Hölder's inequality (Theorem 3.1.6). Also that inequality implies for $\|w\|_{L^{r^{\prime}}}=1$ that

$$
\left|\int_{X} u \bar{w} d \mu\right| \leq\|u\|_{L^{r}(\mu)} \Longrightarrow\|u\|_{L^{r}(\mu)} \geq \sup _{\|w\|_{L^{r^{\prime}(\mu)}}=1}\left|\int_{X} u \bar{w} d \mu\right|
$$

We assume first that $1<r<+\infty$. Taking $w=\alpha|u|^{r-1}$, with $u=\alpha|u|,|\alpha| \equiv 1$ (we define $\alpha=u /|u|$ on $\{u \neq 0\}, \alpha=1$ on $\{u=0\}$ : $\alpha$ is easily seen to be a measurable function), we find for $u \neq 0$ in $L^{r}$,

$$
\|w\|_{L^{r^{\prime}}}^{r^{\prime}}=\int_{X}|u|^{(r-1) r^{\prime}=r} d \mu=\|u\|_{L^{r}}^{r}>0
$$

and $\int_{X} u \bar{w}=\int_{X} u \bar{\alpha}|u|^{r-1}=\int_{X}|u| \alpha \bar{\alpha}|u|^{r-1}=\|u\|_{L^{r}}^{r}$. We obtain thus

$$
\left\langle u, w /\|w\|_{L^{r^{\prime}}}\right\rangle=\|u\|_{L^{r}}^{r-\frac{r}{r^{\prime}}=r\left(1-\frac{1}{r^{\prime}}\right)=1}
$$

proving the result.
We assume now $r=1$. We take $w=\mathbf{1}_{u \neq 0} \frac{u}{|u|}$, so that we find for $u \neq 0$ in $L^{1}$,

$$
\|w\|_{L^{\infty}}=1, \quad \int_{X} u \bar{w} d \mu=\int|u| d \mu=\|u\|_{L^{1}}, \quad \text { proving the result in that case. }
$$

We assume $r=+\infty, \mu(X)<+\infty$. Let $u \in L^{\infty}(\mu), u \neq 0$, and let $\epsilon>0$ : then we have

$$
+\infty>\mu(\underbrace{\left\{x \in X,|u(x)| \geq\|u\|_{L^{\infty}(\mu)}-\epsilon\right\}}_{G_{\epsilon}})>0
$$

We define for $\epsilon \in\left(0,\|u\|_{L^{\infty}(\mu)}\right), w=\frac{\bar{u} \mathbf{1}_{G_{\epsilon}}}{|u| \mu\left(G_{\epsilon}\right)}, \quad$ so that $\|w\|_{L^{1}(\mu)}=1$. We have also

$$
\langle u, w\rangle=\int_{X}|u| \frac{\mathbf{1}_{G_{\epsilon}}}{\mu\left(G_{\epsilon}\right)} d \mu \geq\|u\|_{L^{\infty}(\mu)}-\epsilon
$$

so that $\sup _{\|w\|_{L^{1}}=1}|\langle u, w\rangle| \geq\|u\|_{L^{\infty}(\mu)}-\epsilon$. Since the latter is true for all $\epsilon>0$, this gives the result.

We assume $r=+\infty, \mu \sigma$-finite. Let $X=\cup_{\mathbb{N}} X_{N}, \mu\left(X_{N}\right)<+\infty$. We may assume that the sequence $\left(X_{N}\right)_{N \in \mathbb{N}}$ is increasing. Let $u \in L^{\infty}(\mu), u \neq 0$. We define for $\epsilon \in\left(0,\|u\|_{L^{\infty}(\mu)}\right)$,

$$
G_{\epsilon, N}=\left\{x \in X_{N},|u(x)| \geq\|u\|_{L^{\infty}(\mu)}-\epsilon\right\} .
$$

Since $G_{\epsilon}=\cup_{N \in \mathbb{N}} G_{\epsilon, N}=\left\{x \in X,|u(x)| \geq\|u\|_{L^{\infty}(\mu)}-\epsilon\right\}$ which has a positive measure, Proposition 1.4.4(2) implies

$$
\lim _{N} \mu\left(G_{\epsilon, N}\right)=\mu\left(G_{\epsilon}\right)>0 \Longrightarrow \exists N_{\epsilon}, \forall N \geq N_{\epsilon}, \mu\left(G_{\epsilon, N}\right)>0
$$

We define $w=\frac{\bar{u} \mathbf{1}_{G_{\epsilon, N}}}{|u| \mu\left(G_{\epsilon, N_{\epsilon}}\right)}$, so that $\|w\|_{L^{1}(\mu)}=1$, and we have

$$
\langle u, w\rangle=\int_{X}|u| \frac{\mathbf{1}_{G_{\epsilon, N_{\epsilon}}}}{\mu\left(G_{\epsilon, N_{\epsilon}}\right)} d \mu \geq\|u\|_{L^{\infty}(\mu)}-\epsilon
$$

proving the result in that case as well. The proof of the lemma is complete.
Theorem 6.2.2 (Young's inequality). Let $p, q, r \in[1,+\infty]$ such that

$$
\begin{equation*}
1-\frac{1}{r}=1-\frac{1}{p}+1-\frac{1}{q} \tag{6.2.1}
\end{equation*}
$$

Then for $u, v \in C_{c}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
\|u * v\|_{L^{r}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{q}\left(\mathbb{R}^{n}\right)} \tag{6.2.2}
\end{equation*}
$$

Moreover the bilinear mapping $C_{c}\left(\mathbb{R}^{n}\right)^{2} \ni(u, v) \mapsto u * v \in L^{r}\left(\mathbb{R}^{n}\right)$ can be extended to a bilinear mapping from $L^{p}\left(\mathbb{R}^{n}\right) \times L^{q}\left(\mathbb{R}^{n}\right)$ into $L^{r}\left(\mathbb{R}^{n}\right)$ satisfying (6.2.2).

Proof. (1) We note first that if $r=1$, then $p=q=1$ and the inequality is already proven as well as the unique extension property.
(2) Moreover if $r=+\infty$, then $1 / p+1 / q=1$, the requested inequality is

$$
\|u * v\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{q}\left(\mathbb{R}^{n}\right)}
$$

which follows immediately from Hölder's inequality (Theorem 3.1.6). The extension property holds obviously for $1 \leq p, q<+\infty$. If $p=+\infty=r$, then $q=1$ and

$$
(u * v)(x)=\int u(x-y) v(y) d y
$$

and $(u, v) \mapsto u * v$ is a bilinear continuous mapping from $L^{\infty} \times L^{1}$ into $L^{\infty}$ satisfying (6.2.2).
(3) We may thus assume that $r \in] 1,+\infty[$. If $p=+\infty$ (resp. $q=+\infty$ ), we have $1+1 / r=1 / q($ resp. $1+1 / r=1 / p)$, so that $r=+\infty$, a case now excluded. If
$p=1$ we have $q=r$; if $q=r=1$, the inequality is proven. We thus may assume that $1 \leq p<+\infty, 1<q, r<+\infty$. Let $w \in C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$. We consider

$$
(u * v * w)(0)=\int(u * v)(y) w(-y) d y=\iint u(y-x) v(x) w(-y) d y d x
$$

we define

$$
t=\frac{1}{p}, s=\frac{1}{q}, \sigma=1-\frac{1}{r}, u_{0}=|u|^{p}, v_{0}=|v|^{q}, w_{0}=|w|^{1 / \sigma},
$$

and we find

$$
|(u * v * w)(0)| \leq \iint u_{0}^{t}(y-x) v_{0}^{s}(x) w_{0}^{\sigma}(-y) d y d x
$$

We note that

$$
1-t+1-s=\sigma \text {, i.e., } 1-t+1-s+1-\sigma=1, \quad 1-t, 1-s, 1-\sigma \geq 0
$$

Lemma 6.2.3. Let $u_{0}, v_{0}$, $w_{0}$ be non-negative functions in $L^{1}\left(\mathbb{R}^{n}\right)$ with norm 1. Let $s, t, \sigma \in[0,1]$ such that $1-t+1-s+1-\sigma=1$. Then

$$
\iint u_{0}^{t}(y-x) v_{0}^{s}(x) w_{0}^{\sigma}(-y) d y d x \leq 1
$$

Proof of the lemma. We have for $u_{0}(y-x), v_{0}(x), w_{0}(-y)$ positive,
$t \log u_{0}(y-x)+s \log v_{0}(x)+\sigma \log w_{0}(-y)$

$$
=[(1-t) \underbrace{\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right)}_{a_{1}}+(1-s) \underbrace{\left(\begin{array}{c}
1 \\
0 \\
1
\end{array}\right)}_{a_{2}}+(1-\sigma) \underbrace{\left(\begin{array}{c}
1 \\
1 \\
0
\end{array}\right)}_{a_{3}}] \cdot \underbrace{\left(\begin{array}{c}
\log u_{0}(y-x) \\
\log v_{0}(x) \\
\log w_{0}(-y)
\end{array}\right)}_{L} .
$$

Consequently, we obtain, using the convexity of the exponential function,

$$
\begin{aligned}
& u_{0}^{t}(y-x) v_{0}^{s}(x) w_{0}^{\sigma}(-y) \\
& \quad=\exp \left[(1-t)\left(a_{1} \cdot L\right)+(1-s)\left(a_{2} \cdot L\right)+(1-\sigma)\left(a_{3} \cdot L\right)\right] \\
& \quad \leq(1-t) \exp \left(a_{1} \cdot L\right)+(1-s) \exp \left(a_{2} \cdot L\right)+(1-\sigma) \exp \left(a_{3} \cdot L\right)
\end{aligned}
$$

so that

$$
\begin{align*}
& \iint u_{0}^{t}(y-x) v_{0}^{s}(x) w_{0}^{\sigma}(-y) d y d x \\
& \quad \leq \iint\left\{(1-t) v_{0}(x) w_{0}(-y)+(1-s) u_{0}(y-x) w_{0}(-y)\right.  \tag{6.2.3}\\
& \left.\quad+(1-\sigma) u_{0}(y-x) v_{0}(x)\right\} d y d x=1
\end{align*}
$$

concluding the proof of the lemma.

Going back to the proof of the theorem, we note that the previous lemma and ( $\sharp$ ) imply

$$
\begin{gather*}
|(u * v * w)(0)| \leq \iint\{  \tag{6.2.4}\\
(1-t) v_{0}(x) w_{0}(-y)+(1-s) u_{0}(y-x) w_{0}(-y) \\
\left.+(1-\sigma) u_{0}(y-x) v_{0}(x)\right\} d y d x
\end{gather*}
$$

We get thus with $1 / r+1 / r^{\prime}=1, \check{w}(x)=w(-x),\langle u, v\rangle=\int u \bar{w}$,

$$
|\langle u * v, \check{w}\rangle| \leq(1-t)\|v\|_{L^{q}}^{q}\|w\|_{L^{r^{\prime}}}^{r^{\prime}}+(1-s)\|u\|_{L^{p}}^{p}\|w\|_{L^{r^{\prime}}}^{r^{\prime}}+(1-\sigma)\|u\|_{L^{p}}^{q}\|v\|_{L^{q}}^{q} .
$$

Let us assume $\|u\|_{L^{p}}=\|v\|_{L^{q}}=\|w\|_{L^{r^{\prime}}}=1$. We have then $|\langle u * v, \check{w}\rangle| \leq 1$ so that by homogeneity,

$$
\begin{equation*}
|\langle u * v, w\rangle| \leq\|u\|_{L^{p}}\|v\|_{L^{q}}\|w\|_{L^{p^{\prime}}} . \tag{6.2.5}
\end{equation*}
$$

Since we have assumed that $r \in(1,+\infty]$, we know that $r^{\prime} \in[1,+\infty)$ and $C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$ is dense in $L^{r^{\prime}}\left(\mathbb{R}^{n}\right)$ (Theorem 3.4.1). Inequality (6.2.5) implies for $u, v, w \in C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$, $W \in L^{r^{\prime}}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
|\int \underbrace{(u * v)}_{\substack{C_{c}\left(\mathbb{R}^{n}\right) \\
\subset L^{r}\left(\mathbb{R}^{n}\right)}}(x) \underbrace{\overline{W(x)}}_{L^{r^{\prime}}\left(\mathbb{R}^{n}\right)} d x| & \leq|\langle u * v, W-w\rangle|+|\langle u * v, w\rangle| \\
& \leq\|u * v\|_{L^{r}}\|W-w\|_{L^{r^{\prime}}}+\|u\|_{L^{p}}\|v\|_{L^{q}}\|w\|_{L^{r^{\prime}}} .
\end{aligned}
$$

As a result for $u, v \in C_{\mathrm{c}}\left(\mathbb{R}^{n}\right), W \in L^{r^{\prime}}\left(\mathbb{R}^{n}\right)$, and $\epsilon>0$, there exists $w \in C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$ such that $\|W-w\|_{L^{r^{\prime}}} \leq \epsilon$ and thus

$$
|\langle u * v, W\rangle| \leq \epsilon\|u * v\|_{L^{r}}+\|u\|_{L^{p}}\|v\|_{L^{q}}\left(\|W\|_{L^{r^{\prime}}}+\epsilon\right)
$$

which implies $|\langle u * v, W\rangle| \leq\|u\|_{L^{p}}\|v\|_{L^{q}}\|W\|_{L^{r^{\prime}}}$ and from Lemma 6.2 .1 this gives $\|u * v\|_{L^{r}} \leq\|u\|_{L^{p}}\|v\|_{L^{q}}$.

To prove that the mapping $(u, v) \mapsto u * v$ can be continuously extended from $C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)^{2}$ into $L^{r}\left(\mathbb{R}^{n}\right)$ to a continuous mapping from $L^{p} \times L^{q}$ into $L^{r}$, we may assume that $p, q \in[1,+\infty)$. For $(u, v) \in L^{p} \times L^{q}$ and $\left(u_{k}, v_{k}\right)$ sequences in $C_{\mathrm{c}}\left(\mathbb{R}^{n}\right)$ converging towards $u, v$ respectively in $L^{p}, L^{q}$, we note that the sequence $\left(u_{k} * v_{k}\right)$ is a Cauchy sequence in $L^{r}$ since

$$
\begin{aligned}
\left\|u_{k+l} * v_{k+l}-u_{k} * v_{k}\right\|_{L^{r}} & =\left\|\left(u_{k+l}-u_{k}\right) * v_{k+l}+u_{k} *\left(v_{k+l}-v_{k}\right)\right\|_{L^{r}} \\
& \leq\left\|u_{k+l}-u_{k}\right\|_{L^{p}}\left\|v_{k+l}\right\|_{L^{q}}+\left\|v_{k+l}-v_{k}\right\|_{L^{q}}\left\|u_{k}\right\|_{L^{p}}
\end{aligned}
$$

and the numerical sequences $\left(\left\|v_{k}\right\|_{L^{q}}\right)_{k},\left(\left\|v_{k}\right\|_{L^{q}}\right)_{k}$ are bounded. We may define $u * v$ for $(u, v) \in L^{p} \times L^{q}$ as the limit in $L^{r}$ of $u_{k} * v_{k}$. That limit does not depend on the approximating sequences, thanks to the same inequality: with $\tilde{u}_{k}, \tilde{v}_{k}$ other approximating sequences, we have

$$
u_{k} * v_{k}-\tilde{u}_{k} * \tilde{v}_{k}=\left(u_{k}-\tilde{u}_{k}\right) * v_{k}+\tilde{u}_{k} *\left(v_{k}-\tilde{v}_{k}\right),
$$

and thus $\left\|u_{k} * v_{k}-\tilde{u}_{k} * \tilde{v}_{k}\right\|_{L^{r}} \leq\left\|u_{k}-\tilde{u}_{k}\right\|_{L^{p}}\left\|v_{k}\right\|_{L^{q}}+\left\|\tilde{u}_{k}\right\|_{L^{p}}\left\|v_{k}-\tilde{v}_{k}\right\|_{L^{q}}$, entailing that $\lim _{k} u_{k} * v_{k}=\lim _{k} \tilde{u}_{k} * \tilde{v}_{k}$ in $L^{r}$.

There is a more constructive approach to the definition of the convolution product between $L^{p}\left(\mathbb{R}^{n}\right)$ and $L^{q}\left(\mathbb{R}^{n}\right)$ for $p, q, r$ satisfying (6.2.1). The case $r=+\infty$ is settled directly by Hölder's inequality. We assume in the sequel that $1 \leq r<$ $+\infty$.

Let $u \in L^{p}\left(\mathbb{R}^{n}\right), v \in L^{q}\left(\mathbb{R}^{n}\right)$, both non-negative functions. Then the function $(x, y) \mapsto u(y-x) v(x)$ is measurable and Tonelli's theorem 4.2.5 implies that

$$
(u * v)(y)=\int u(y-x) v(x) d x
$$

is a measurable non-negative function of $y$. Moreover choosing $w(y)=\mathbf{1}_{\mathbb{B}^{n}}(y / k)$, inequalities $(6.2 .4),(6.2 .5)$ entail that $\int_{|y| \leq k}(u * v)(y) d y$ is finite for all $k$. As a result the non-negative function $u * v$ is locally integrable (thus almost everywhere finite). We use now Lemma 6.2.1: for $B$ with finite measure and $\lambda>0$,

$$
\begin{aligned}
& \left(\int_{B \cap\{y,(u * v)(y) \leq \lambda\}}((u * v)(y))^{r} d y\right)^{1 / r} \\
& \quad=\sup _{\substack{w \geq 0 \\
\|w\|_{L^{r^{\prime}}=1}}} \int_{B \cap\{y,(u * v)(y) \leq \lambda\}}(u * v)(y) w(y) d y
\end{aligned}
$$

and inequality (6.2.5) implies

$$
\int_{B \cap\{y,(u * v)(y) \leq \lambda\}}((u * v)(y))^{r} d y \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{r}\|v\|_{L^{q}\left(\mathbb{R}^{n}\right)}^{r}
$$

which proves that for $u, v$ non-negative respectively in $L^{p}\left(\mathbb{R}^{n}\right)$ and $L^{q}\left(\mathbb{R}^{n}\right)$ for $p, q, r$ satisfying (6.2.1), we find that $u * v$ belongs to $L^{r}\left(\mathbb{R}^{n}\right)$ and (6.2.2) holds. Now if $u, v$ are respectively in $L^{p}\left(\mathbb{R}^{n}\right)$ and $L^{q}\left(\mathbb{R}^{n}\right)$, we may write

$$
u=(\operatorname{Re} u)_{+}-(\operatorname{Re} u)_{-}+i(\operatorname{Im} u)_{+}-i(\operatorname{Im} u)_{-}
$$

and define $u * v=(\operatorname{Re} u)_{+} *(\operatorname{Re} v)_{+}+\cdots$. The bilinearity is obvious as well as the continuity $L^{p} * L^{q} \subset L^{r}$. To obtain the inequality (6.2.2), we use again inequalities (6.2.4), (6.2.5). We sum-up our discussion.

Definition 6.2.4. Let $p, q, r \in[1,+\infty]$ satisfying (6.2.1). For $u \in L^{p}\left(\mathbb{R}^{n}\right)$ and $v \in L^{q}\left(\mathbb{R}^{n}\right)$, we define

$$
(u * v)(y)=\int u(y-x) v(x) d x
$$

which is a locally integrable function (thus a.e. finite).
Theorem 6.2.5. Let $p, q, r \in[1,+\infty]$ satisfying (6.2.1). The mapping

$$
L^{p}\left(\mathbb{R}^{n}\right) \times L^{q}\left(\mathbb{R}^{n}\right) \ni(u, v) \mapsto u * v \in L^{r}\left(\mathbb{R}^{n}\right)
$$

is continuous and (6.2.2) holds.

### 6.3 Weak $L^{p}$ spaces

Definition 6.3.1. Let $p \in[1,+\infty)$. We define the weak- $L^{p}\left(\mathbb{R}^{n}\right)$ space $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ as the set of measurable functions $u: \mathbb{R}^{n} \rightarrow \mathbb{C}$ such that

$$
\begin{equation*}
\sup _{t>0} t^{p} \lambda_{n}\left(\left\{x \in \mathbb{R}^{n},|u(x)|>t\right\}\right)=\Omega_{p}(u)<+\infty \tag{6.3.1}
\end{equation*}
$$

where $\lambda_{n}$ is the Lebesgue measure on $\mathbb{R}^{n}$.
Remark 6.3.2. (1) We have $L^{p}\left(\mathbb{R}^{n}\right) \subset L_{w}^{p}\left(\mathbb{R}^{n}\right)$ : let $u \in L^{p}\left(\mathbb{R}^{n}\right)$. We have for $t>0$,

$$
t^{p} \lambda_{n}(\{|u|>t\})=\int_{|u|>t} t^{p} d x \leq \int_{|u|>t}|u(x)|^{p} d x \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p},
$$

so that, with $\Omega_{p}(u)$ defined in (6.3.1), we have

$$
\begin{equation*}
\Omega_{p}(u) \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} \tag{6.3.2}
\end{equation*}
$$

(2) For $x \in \mathbb{R}^{n}$, we define $v_{p}(x)=|x|^{-n / p}$ (a measurable function). For $R>0$, we have

$$
\int_{B(0, R)} v_{p}(x)^{p} d x=\int_{B(0, R)}|x|^{-n} d x \geq\left|\mathbb{S}^{n-1}\right| \int_{0}^{R} d r / r=+\infty
$$

so that $v_{p}$ is not in $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right)$. On the other hand, we have for $t>0$,

$$
t^{p} \lambda_{n}\left(\left\{|x|^{-n / p}>t\right\}\right)=t^{p} t^{-\frac{p}{n} n} \lambda_{n}\left(\mathbb{B}^{n}\right)=\lambda_{n}\left(\mathbb{B}^{n}\right)
$$

so that $v_{p}$ belongs to $L_{w}^{p}\left(\mathbb{R}^{n}\right)$.
Lemma 6.3.3. Let $p \in[1,+\infty)$. Then $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ is a $\mathbb{C}$-vector space. For $u, v \in$ $L_{w}^{p}\left(\mathbb{R}^{n}\right), \alpha \in \mathbb{C}$, we have

$$
\left(\Omega_{p}(\alpha u)\right)^{\frac{1}{p}}=|\alpha|\left(\Omega_{p}(u)\right)^{\frac{1}{p}}, \quad\left(\Omega_{p}(u+v)\right)^{\frac{1}{p}} \leq 2^{\frac{1}{p}}\left(\Omega_{p}(u)^{\frac{1}{p}}+\Omega_{p}(v)^{\frac{1}{p}}\right)
$$

Remark 6.3.4. The mapping $L_{w}^{p}\left(\mathbb{R}^{n}\right) \ni u \mapsto\left(\Omega_{p}(u)\right)^{\frac{1}{p}}$ is a quasi-norm: it satisfies the first two properties (separation and homogeneity) in (1.2.12), but fails to satisfy the triangle inequality, although a substitute is available with a constant $2^{1 / p}>1$. We shall see below (Lemma 6.3.5) that when $p \in(1,+\infty)$, we can find a true norm equivalent to this quasi-norm.

Proof of the lemma. Let $\alpha, \beta$ be non-zero complex numbers and let $u, v \in L_{w}^{p}$. Since for $t>0,|\alpha u| \leq t / 2$ and $|\beta v| \leq t / 2$ imply $|\alpha u+\beta v| \leq t$, we have

$$
\{|\alpha u+\beta v|>t\} \subset\{|\alpha u|>t / 2\} \cup\{|\beta v|>t / 2\}
$$

and thus

$$
\begin{aligned}
& t^{p} \lambda_{n}(\{|\alpha u+\beta v|>t\}) \\
& \quad \leq(2|\alpha|)^{p}\left(\frac{t}{2|\alpha|}\right)^{p} \lambda_{n}(\{|\alpha u|>t / 2\})+(2|\beta|)^{p}\left(\frac{t}{2|\beta|}\right)^{p} \lambda_{n}(\{|\beta v|>t / 2\}) \\
& \quad \leq(2|\alpha|)^{p} \Omega_{p}(u)+(2|\beta|)^{p} \Omega_{p}(v)
\end{aligned}
$$

so that $\Omega_{p}(\alpha u+\beta v) \leq(2|\alpha|)^{p} \Omega_{p}(u)+(2|\beta|)^{p} \Omega_{p}(v)<+\infty$, proving the vector space property. The first homogeneity equality in the lemma is obvious, let us prove the second one. We may of course assume that both quantities $\Omega_{p}(u), \Omega_{p}(v)$ are positive $\left(\Omega_{p}(u)=0\right.$ implies $u=0$ a.e.). Let $\theta \in(0,1)$. Since for $t>0$, $|u| \leq(1-\theta) t$ and $|\beta v| \leq \theta t$ imply $|u+v| \leq t$, we have

$$
\{|u+v|>t\} \subset\{|u|>t(1-\theta)\} \cup\{|v|>t \theta\}
$$

so that

$$
\begin{align*}
& t^{p} \lambda_{n}(\{|u+v|>t\}) \\
& \quad \leq(1-\theta)^{-p} t^{p}(1-\theta)^{p} \lambda_{n}(\{|u|>t(1-\theta)\})+\theta^{-p} t^{p} \theta^{p} \lambda_{n}(\{|v|>t \theta\})  \tag{*}\\
& \quad \leq(1-\theta)^{-p} \Omega_{p}(u)+\theta^{-p} \Omega_{p}(v)
\end{align*}
$$

We consider now the function $(0,1) \ni \theta \mapsto(1-\theta)^{-p} a+\theta^{-p} b=\phi_{a, b}(\theta)$, where $a, b$ are positive parameters. We have

$$
\phi_{a, b}^{\prime}(\theta)=p(1-\theta)^{-p-1} a-p \theta^{-p-1} b
$$

and the minimum of $\phi$ is attained at $\theta$ such that $(1-\theta)^{-p-1} a=\theta^{-p-1} b$, i.e.,

$$
\frac{\theta}{1-\theta}=(b / a)^{\frac{1}{p+1}}, \quad \text { i.e., } \quad \theta=\frac{(b / a)^{\frac{1}{p+1}}}{1+(b / a)^{\frac{1}{p+1}}}=\frac{b^{\frac{1}{p+1}}}{a^{\frac{1}{p+1}}+b^{\frac{1}{p+1}}}
$$

with $\phi_{a, b}=(1-\theta)^{-p} a+\theta^{-p} b=\left(a^{\frac{1}{p+1}}+b^{\frac{1}{p+1}}\right)^{p+1}$ at this point. We infer from $(*)$ that

$$
\left(\Omega_{p}(u+v)\right)^{\frac{1}{p}} \leq\left(\Omega_{p}(u)^{\frac{1}{p+1}}+\Omega_{p}(v)^{\frac{1}{p+1}}\right)^{\frac{p+1}{p}} \leq 2^{\frac{1}{p}}\left(\Omega_{p}(u)^{\frac{1}{p}}+\Omega_{p}(v)^{\frac{1}{p}}\right)
$$

where the last inequality comes from the sharp elementary ${ }^{2}$

$$
\left(a^{\frac{1}{p+1}}+b^{\frac{1}{p+1}}\right)^{\frac{p+1}{p}} \leq 2^{\frac{1}{p}}\left(a^{\frac{1}{p}}+b^{\frac{1}{p}}\right)
$$

${ }^{2}$ We have from Hölder's inequality for $a, b$ positive,
$a^{\frac{1}{p+1}}+b^{\frac{1}{p+1}} \leq\left(\left(a^{\frac{1}{p+1}}\right)^{\frac{p+1}{p}}+\left(b^{\frac{1}{p+1}}\right)^{\frac{p+1}{p}}\right)^{\frac{p}{p+1}}\left(1^{\frac{p+1}{1}}+1^{\frac{p+1}{1}}\right)^{\frac{1}{p+1}}=2^{\frac{1}{p+1}}\left(a^{\frac{1}{p}}+b^{\frac{1}{p}}\right)^{\frac{p}{p+1}}$.
The constant $2^{\frac{1}{p+1}}$ is easily shown to be sharp by taking $a=b$.

Lemma 6.3.5. Let $p \in(1,+\infty)$ and let $p^{\prime}$ be its conjugate exponent. For $u \in$ $L_{w}^{p}\left(\mathbb{R}^{n}\right)$, we define

$$
\begin{equation*}
N_{p}(u)=\sup _{\substack{\text { A measurable } \\ \text { with finite positive } \\ \text { measure }}} \lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}|u(x)| d x . \tag{6.3.3}
\end{equation*}
$$

Then $N_{p}$ is a norm on $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ which is equivalent to the quasi-norm $\Omega_{p}(\cdot)^{1 / p}$.
Proof. Tonelli's Theorem 4.2.5 gives for a measurable subset $A$ of $\mathbb{R}^{n}$,

$$
\int_{A}|u(x)| d x=\iint \mathbf{1}_{A}(x) H(|u(x)|-t) H(t) d t d x, \quad \text { with } H=\mathbf{1}_{\mathbb{R}_{+}}
$$

As a result, for $T \geq 0$ and $A$ measurable with finite measure, we have

$$
\begin{aligned}
\int_{A}|u(x)| d x & =\int_{0}^{+\infty} \lambda_{n}(A \cap\{|u|>t\}) d t \\
& =\int_{0}^{T} \lambda_{n}(A \cap\{|u|>t\}) d t+\int_{T}^{+\infty} \lambda_{n}(A \cap\{|u|>t\}) d t \\
& \leq T \lambda_{n}(A)+\int_{T}^{+\infty} \lambda_{n}(\{|u|>t\}) d t \\
& \leq T \lambda_{n}(A)+\int_{T}^{+\infty} \Omega_{p}(u) t^{-p} d t=T \lambda_{n}(A)+\Omega_{p}(u) \frac{T^{1-p}}{p-1}
\end{aligned}
$$

We choose $T=\lambda_{n}(A)^{-1 / p} \Omega_{p}(u)^{1 / p}$ and we find

$$
\begin{aligned}
\int_{A}|u(x)| d x & \leq \lambda_{n}(A)^{1 / p^{\prime}} \Omega_{p}(u)^{1 / p}+\frac{1}{p-1} \lambda_{n}(A)^{-\frac{1}{p}+1} \Omega_{p}(u)^{1+\frac{1}{p}-1} \\
& =\lambda_{n}(A)^{1 / p^{\prime}} \Omega_{p}(u)^{1 / p} \frac{p}{p-1}
\end{aligned}
$$

proving

$$
\begin{equation*}
N_{p}(u) \leq \frac{p}{p-1} \Omega_{p}(u)^{1 / p} \tag{6.3.4}
\end{equation*}
$$

For $t>0$, and $X_{k}$ measurable with finite measure, we have

$$
\begin{aligned}
t^{p} \lambda_{n}\left(\{|u|>t\} \cap X_{k}\right) & =t^{p} \int_{\{|u|>t\} \cap X_{k}} d x \leq t^{p-1} \int_{\{|u|>t\} \cap X_{k}}|u(x)| d x \\
& \leq t^{p-1} N_{p}(u) \lambda_{n}\left(\{|u|>t\} \cap X_{k}\right)^{1 / p^{\prime}}
\end{aligned}
$$

so that $t \lambda_{n}\left(\{|u|>t\} \cap X_{k}\right)^{1 / p} \leq N_{p}(u)$. Since $\lambda_{n}$ is $\sigma$-finite, this implies

$$
\begin{equation*}
\Omega_{p}(u) \leq N_{p}(u)^{p} . \tag{6.3.5}
\end{equation*}
$$

We see now that $N_{p}$ is finite $\geq 0$ on $L_{w}^{p}$ from (6.3.4). Moreover $N_{p}(u)=0$ implies from (6.3.5) that $\lambda_{n}(\{|u|>t\})=0$ for all $t>0$ and since

$$
\{u \neq 0\}=\cup_{n \geq 1}\{|u|>1 / n\}
$$

we find $u=0$, a.e. Moreover, for $\alpha \in \mathbb{C}$ and $u \in L_{w}^{p}$, we have

$$
N_{p}(\alpha u)=\sup _{\substack{\text { measurable } \\ \text { with finite measure }>0}} \lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}|\alpha u(x)| d x=|\alpha| N_{p}(u)
$$

Eventually, for $u, v \in L_{w}^{p}$ and $A$ measurable with finite measure, we have

$$
\begin{aligned}
& \lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}|u(x)+v(x)| d x \\
& \quad \leq \lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}|u(x)| d x+\lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}|v(x)| d x \leq N_{p}(u)+N_{p}(v)
\end{aligned}
$$

which implies $N_{p}(u+v) \leq N_{p}(u)+N_{p}(v)$, proving that $N_{p}$ is a norm on $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ and concluding the proof of the lemma.
Proposition 6.3.6. Let $p \in(1,+\infty)$. Then $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ is a Banach space for the norm (6.3.3).

Proof. Let us consider a Cauchy sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ in $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ : in particular for every measurable subset $A$ with finite measure, we find that $\left(u_{k \mid A}\right)_{k \in \mathbb{N}}$ is a Cauchy sequence in $L^{1}(A)$, thus convergent with limit $v_{A}$. Since the Lebesgue measure on $\mathbb{R}^{n}$ is $\sigma$-finite, we find a measurable function $u$ such that for every $A$ measurable with finite measure, $\lim _{k}\left\|u_{k}-u\right\|_{L^{1}(A)}=0$. We check now for a measurable subset $A$ with finite measure,

$$
\begin{aligned}
\lambda_{n} & (A)^{-1 / p^{\prime}} \int_{A}\left|u_{k}(x)-u(x)\right| d x \\
& \leq \lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}\left|u_{k}(x)-u_{l}(x)\right| d x+\lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}\left|u_{l}(x)-u(x)\right| d x \\
& \leq N_{p}\left(u_{k}-u_{l}\right)+\lambda_{n}(A)^{-1 / p^{\prime}}\left\|u_{l}-u\right\|_{L^{1}(A)} .
\end{aligned}
$$

Let $\epsilon>0$ be given. There exists $N_{\epsilon}$ such that for $k, l \geq N_{\epsilon}$, we have $N_{p}\left(u_{k}-u_{l}\right) \leq$ $\epsilon / 2$. We know also that for $l \geq L_{\epsilon, A}$, we have $\lambda_{n}(A)^{-1 / p^{\prime}}\left\|u_{l}-u\right\|_{L^{1}(A)} \leq \epsilon / 2$. We take $k \geq N_{\epsilon}$ and we choose $l=\max \left(N_{\epsilon}, L_{\epsilon, A}\right)$ : we find

$$
\lambda_{n}(A)^{-1 / p^{\prime}} \int_{A}\left|u_{k}(x)-u(x)\right| d x \leq \epsilon
$$

As a result $u$ belongs to $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ and $N_{p}\left(u_{k}-u\right) \leq \epsilon$ for $k \geq N_{\epsilon}$, proving the completeness of $L_{w}^{p}\left(\mathbb{R}^{n}\right)$.

### 6.4 The Hardy-Littlewood-Sobolev inequality

We begin with a lemma, following [43].
Lemma 6.4.1. Let $p, q, r>1$ be real numbers such that

$$
1-\frac{1}{p}+1-\frac{1}{q}=1-\frac{1}{r}=\frac{1}{r^{\prime}}
$$

and let $f, g$ be non-negative measurable functions such that $\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)}=1=$ $\|g\|_{L^{r^{\prime}}\left(\mathbb{R}^{n}\right)}$. Setting $\tau=n / q$, we define $T_{\tau}(f, g)=\iint f(x)|x-y|^{-\tau} g(y) d y d x$ and we have

$$
\begin{align*}
& T_{\tau}(f, g)=\tau \int_{\mathbb{R}_{+}^{3} \times \mathbb{R}^{n} \times \mathbb{R}^{n}} t_{3}^{-\tau-1} H\left(t_{3}-|x-y|\right) \\
& H\left(f(x)-t_{1}\right) H\left(g(y)-t_{2}\right) d t_{1} d t_{2} d t_{3} d x d y \tag{6.4.1}
\end{align*}
$$

Setting for $t_{j} \geq 0$,

$$
u_{1}\left(t_{1}\right)=\int_{\mathbb{R}^{n}} H\left(f(x)-t_{1}\right) d x, u_{2}\left(t_{2}\right)=\int_{\mathbb{R}^{n}} H\left(g(y)-t_{2}\right) d y, u_{3}\left(t_{3}\right)=\beta_{n} t_{3}^{n}
$$

with $\beta_{n}=\left|\mathbb{B}^{n}\right|($ see (4.5.4), (5.4.8)), and

$$
m\left(t_{1}, t_{2}, t_{3}\right)=\max \left(u_{1}\left(t_{1}\right), u_{2}\left(t_{2}\right), u_{3}\left(t_{3}\right)\right)
$$

we have

$$
\begin{align*}
& T_{\tau}(f, g) \leq \tau \int_{\mathbb{R}_{+}^{3}} t_{3}^{-\tau-1} \frac{u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right) u_{3}\left(t_{3}\right)}{m(t)} d t_{1} d t_{2} d t_{3}  \tag{6.4.2}\\
& p \int_{0}^{+\infty} t_{1}^{p-1} u_{1}\left(t_{1}\right) d t_{1}=r^{\prime} \int_{0}^{+\infty} t_{2}^{r^{\prime}-1} u_{2}\left(t_{2}\right) d t_{2}=1 \tag{6.4.3}
\end{align*}
$$

Proof. We have for $\tau>0$,

$$
\tau \int_{0}^{+\infty} t^{-\tau-1} H(t-|x|) d t=\tau \int_{|x|}^{+\infty} t^{-\tau-1} d t=\left[t^{-\tau}\right]_{t=+\infty}^{t=|x|}=|x|^{-\tau}
$$

and thus

$$
\begin{aligned}
& T_{\tau}(f, g)=\iint f(x)|x-y|^{-\tau} g(y) d y d x \\
& \quad=\int_{\mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}_{+}} f(x) g(y) \tau t_{3}^{-\tau-1} H\left(t_{3}-|x-y|\right) d x d y d t_{3} \\
& \quad=\tau \int_{\mathbb{R}_{+}^{3} \times \mathbb{R}^{n} \times \mathbb{R}^{n}} t_{3}^{-\tau-1} H\left(t_{3}-|x-y|\right) H\left(f(x)-t_{1}\right) H\left(g(y)-t_{2}\right) d t_{1} d t_{2} d t_{3} d x d y
\end{aligned}
$$

proving (6.4.1). We have thus

$$
\begin{aligned}
T_{\tau}(f, g) \leq & \tau \int_{\substack{\mathbb{R}_{+}^{3} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \\
m(t)=u_{3}\left(t_{3}\right)}} t_{3}^{-\tau-1} H\left(f(x)-t_{1}\right) H\left(g(y)-t_{2}\right) d t_{1} d t_{2} d t_{3} d x d y \\
& +\tau \int_{\mathbb{R}_{+}^{3} \times \mathbb{R}^{n} \times \mathbb{R}^{n}} t_{3}^{-\tau-1} H\left(t_{3}-|x-y|\right) H\left(f(x)-t_{1}\right) d t_{1} d t_{2} d t_{3} d x d y \\
& +\tau \int_{\substack{\mathbb{R}_{+}^{3} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \\
m(t)=u_{1}\left(t_{1}\right)}} t_{3}^{-\tau-1} H\left(t_{3}-|x-y|\right) H\left(g(y)-t_{2}\right) d t_{1} d t_{2} d t_{3} d x d y
\end{aligned}
$$

so that

$$
\begin{aligned}
T_{\tau}(f, g) \leq & \tau \int_{\mathbb{R}_{+}^{3}, m(t)=u_{3}\left(t_{3}\right)} t_{3}^{-\tau-1} u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right) d t \\
& +\tau \int_{\mathbb{R}_{+}^{3}, m(t)=u_{2}\left(t_{2}\right)} t_{3}^{-\tau-1} \beta_{n} t_{3}^{n} u_{1}\left(t_{1}\right) d t \\
& +\tau \int_{\mathbb{R}_{+}^{3}, m(t)=u_{1}\left(t_{1}\right)} t_{3}^{-\tau-1} \beta_{n} t_{3}^{n} u_{2}\left(t_{2}\right) d t \\
= & \tau \int_{\mathbb{R}_{+}^{3}} t_{3}^{-\tau-1} \frac{u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right) u_{3}\left(t_{3}\right)}{m(t)} d t_{1} d t_{2} d t_{3}
\end{aligned}
$$

Moreover, we have

$$
p \int_{0}^{+\infty} t_{1}^{p-1} u_{1}\left(t_{1}\right) d t_{1}=\int_{\mathbb{R}^{n}} \int_{0}^{+\infty} p t_{1}^{p-1} H\left(f(x)-t_{1}\right) d x d t_{1}=\int_{\mathbb{R}^{n}} f(x)^{p} d x=1
$$

and

$$
r^{\prime} \int_{0}^{+\infty} t_{2}^{r^{\prime}-1} u_{2}\left(t_{2}\right) d t_{2}=\int_{\mathbb{R}^{n}} \int_{0}^{+\infty} r^{\prime} t_{2}^{r^{\prime}-1} H\left(g(y)-t_{2}\right) d y d t_{2}=\int_{\mathbb{R}^{n}} g(y)^{r^{\prime}} d x=1
$$

completing the proof of the lemma.
Lemma 6.4.2. Let $p, q, r, f, g, \tau, T_{\tau}, \beta_{n}, u_{1}, u_{2}$ as in the previous lemma. Then we have

$$
\begin{equation*}
T_{\tau}(f, g) \leq \frac{n \beta_{n}^{\tau / n}}{n-\tau} \int_{\mathbb{R}_{+}^{2}} \min \left(u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} u_{2}\left(t_{2}\right), u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}}\right) d t_{1} d t_{2} \tag{6.4.4}
\end{equation*}
$$

Proof. For $t \in \mathbb{R}_{+}^{3}$, we set $V(t)=\frac{u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right) u_{3}\left(t_{3}\right)}{m(t)}$.
Let us assume that $u_{1}\left(t_{1}\right) \geq u_{2}\left(t_{2}\right)$. In that case we have

$$
\begin{aligned}
& \int_{0}^{+\infty} t_{3}^{-\tau-1} V\left(t_{1}, t_{2}, t_{3}\right) d t_{3}=\int_{0}^{+\infty} t_{3}^{-\tau-1} \frac{u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right) u_{3}\left(t_{3}\right)}{\max \left(u_{1}\left(t_{1}\right), u_{3}\left(t_{3}\right)\right)} d t_{3} \\
& =u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right)\left(\int_{\mathbb{R}_{+}, \beta_{n} t_{3}^{n} \leq u_{1}\left(t_{1}\right)} t_{3}^{-\tau-1+n} \beta_{n} d t_{3} u_{1}\left(t_{1}\right)^{-1}+\int_{\mathbb{R}_{+}, \beta_{n} t_{3}^{n}>u_{1}\left(t_{1}\right)} t_{3}^{-\tau-1} d t_{3}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right) \beta_{n}\left(u_{1}\left(t_{1}\right)^{-1}\left[\frac{t_{3}^{n-\tau}}{n-\tau}\right]_{t_{3}=0}^{\left.t_{3}=u_{1}\left(t_{1}\right)^{1 / n} \beta_{n}^{-1 / n}+\beta_{n}^{-1}\left[\frac{t_{3}^{-\tau}}{\tau}\right]_{t_{3}=+\infty}^{t_{3}=u_{1}\left(t_{1}\right)^{1 / n} \beta_{n}^{-1 / n}}\right)} \begin{array}{l}
=u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right) \beta_{n}\left(u_{1}\left(t_{1}\right)^{-1+\frac{n-\tau}{n}} \frac{\beta_{n}^{-1+\frac{\tau}{n}}}{n-\tau}+\tau^{-1} \beta_{n}^{-1+\frac{\tau}{n}} u_{1}\left(t_{1}\right)^{-\tau / n}\right) \\
=u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} u_{2}\left(t_{2}\right) \beta_{n}^{\tau / n} \frac{n}{\tau(n-\tau)} .
\end{array} .\right.
\end{aligned}
$$

If we have instead $u_{1}\left(t_{1}\right) \leq u_{2}\left(t_{2}\right)$, we find

$$
\int_{0}^{+\infty} t_{3}^{-\tau-1} V\left(t_{1}, t_{2}, t_{3}\right) d t_{3}=u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}} u_{1}\left(t_{1}\right) \beta_{n}^{\tau / n} \frac{n}{\tau(n-\tau)}
$$

From (6.4.2) and the previous estimates, we obtain

$$
\begin{aligned}
T_{\tau}(f, g) \leq & \frac{n \beta_{n}^{\tau / n}}{n-\tau} \int_{\mathbb{R}_{+}^{2}} \mathbf{1}\left(u_{1}\left(t_{1}\right) \geq u_{2}\left(t_{2}\right)\right) u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}} u_{2}\left(t_{2}\right)^{\frac{\tau}{n}} d t_{1} d t_{2} \\
& +\frac{n \beta_{n}^{\tau / n}}{n-\tau} \int_{\mathbb{R}_{+}^{2}} \mathbf{1}\left(u_{1}\left(t_{1}\right) \leq u_{2}\left(t_{2}\right)\right) u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}} u_{1}\left(t_{1}\right)^{\frac{\tau}{n}} d t_{1} d t_{2} \\
= & \frac{n \beta_{n}^{\tau / n}}{n-\tau} \int_{\mathbb{R}_{+}^{2}} u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}}\left(\min \left(u_{1}\left(t_{1}\right), u_{2}\left(t_{2}\right)\right)\right)^{\tau / n} d t_{1} d t_{2}
\end{aligned}
$$

which is (6.4.4).
Lemma 6.4.3. Let $p, q, r, f, g, \tau, T_{\tau}, \beta_{n}, u_{1}, u_{2}$ as in the previous lemmas. We define

$$
\begin{equation*}
J=\int_{\mathbb{R}_{+}^{2}} \min \left(u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} u_{2}\left(t_{2}\right), u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}}\right) d t_{1} d t_{2} \tag{6.4.5}
\end{equation*}
$$

Then with
$J_{1}=\int_{0}^{+\infty} u_{1}\left(t_{1}\right) \int_{0}^{t_{1}^{p / r^{\prime}}} u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}} d t_{2} d t_{1}, J_{2}=\int_{0}^{+\infty} u_{2}\left(t_{2}\right) \int_{0}^{t_{2}^{r^{\prime} / p}} u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} d t_{1} d t_{2}$,
we have $J \leq J_{1}+J_{2}$. Moreover, we have

$$
J_{1} \leq \frac{1}{p r^{\prime}}\left(\frac{p^{\prime} \tau}{n}\right)^{\tau / n}, \quad J_{2} \leq \frac{1}{p r^{\prime}}\left(\frac{r \tau}{n}\right)^{\tau / n}
$$

Proof. We have

$$
\begin{aligned}
J \leq & \iint_{0 \leq t_{1}, 0 \leq t_{2} \leq t_{1}^{p / r^{\prime}}}\left(u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right)\right)^{1-\frac{\tau}{n}} \min \left(u_{1}\left(t_{1}\right), u_{2}\left(t_{2}\right)\right)^{\tau / n} d t_{1} d t_{2} \\
& +\iint_{0 \leq t_{2}, 0 \leq t_{1} \leq t_{2}^{r^{\prime} / p}}\left(u_{1}\left(t_{1}\right) u_{2}\left(t_{2}\right)\right)^{1-\frac{\tau}{n}} \min \left(u_{1}\left(t_{1}\right), u_{2}\left(t_{2}\right)\right)^{\tau / n} d t_{1} d t_{2}
\end{aligned}
$$

and thus

$$
\begin{aligned}
J \leq & \int_{0}^{+\infty} u_{1}\left(t_{1}\right)\left(\int_{0}^{t_{1}^{p / r^{\prime}}} u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}} d t_{2}\right) d t_{1} \\
& +\int_{0}^{+\infty} u_{2}\left(t_{2}\right)\left(\int_{0}^{t_{2}^{r^{\prime} / p}} u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} d t_{1}\right) d t_{2}
\end{aligned}
$$

From Hölder's inequality, since $1-\frac{\tau}{n}=1 / q^{\prime}$, we find, choosing $m=\frac{r^{\prime}-1}{q^{\prime}}$,

$$
\begin{aligned}
\int_{0}^{t_{1}^{p / r^{\prime}}} u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}} d t_{2} & =\int_{0}^{t_{1}^{p / r^{\prime}}} t_{2}^{m} u_{2}\left(t_{2}\right)^{1-\frac{\tau}{n}} t_{2}^{-m} d t_{2} \\
& \leq(\underbrace{\int_{0}^{t_{1}^{p / r^{\prime}}} t_{2}^{m q^{\prime}} u_{2}\left(t_{2}\right) d t_{2}}_{=1 / r^{\prime} \text { from }(6.4 .3)})^{1 / q^{\prime}}\left(\int_{0}^{\left.t_{1}^{p / r^{\prime}} t_{2}^{-m q} d t_{2}\right)^{1 / q}}\right.
\end{aligned}
$$

We note also that

$$
m q=\frac{r^{\prime}-1}{q^{\prime}} q<1 \Longleftrightarrow \frac{r^{\prime}-1}{q^{\prime}}<1 / q \Longleftrightarrow r^{\prime}<q^{\prime} \text { which holds since } \frac{1}{p^{\prime}}+\frac{1}{q^{\prime}}=\frac{1}{r^{\prime}} .
$$

As a result, we have

$$
J_{1} \leq \int_{0}^{+\infty} u_{1}\left(t_{1}\right)\left(\frac{1}{r^{\prime}}\right)^{1 / q^{\prime}}\left(\left(t_{1}^{p / r^{\prime}}\right)^{1-m q}(1-m q)^{-1}\right)^{1 / q} d t_{1}
$$

Since

$$
\frac{p(1-m q)}{r^{\prime} q}=\frac{p}{r^{\prime} q}\left(1-\frac{\left(r^{\prime}-1\right)}{q^{\prime}} q\right)=\frac{p}{r^{\prime}}\left(1-\frac{r^{\prime}}{q^{\prime}}\right)=p\left(\frac{1}{r^{\prime}}-\frac{1}{q^{\prime}}\right)=\frac{p}{p^{\prime}}=p-1
$$

we obtain, using (6.4.3),

$$
\begin{aligned}
J_{1} & \leq \int_{0}^{+\infty} u_{1}\left(t_{1}\right) t_{1}^{p-1} d t_{1}\left(\frac{1}{r^{\prime}}\right)^{1 / q^{\prime}}(1-m q)^{-1 / q} \\
& =\frac{1}{p}\left(\frac{1}{r^{\prime}}\right)^{1 / q^{\prime}}(1-m q)^{-1 / q}=\frac{1}{p r^{\prime}}\left(\frac{1}{r^{\prime}}-\frac{m q}{r^{\prime}}\right)^{-1 / q}=\frac{1}{p r^{\prime}}\left(\frac{1}{r^{\prime}}-\frac{q}{q^{\prime} r}\right)^{-1 / q} \\
& =\frac{1}{p r^{\prime}}\left(\frac{1}{r^{\prime}}-\frac{(q-1)}{r}\right)^{-1 / q}=\frac{1}{p r^{\prime}}\left(1-\frac{q}{r}\right)^{-1 / q}=\frac{1}{p r^{\prime}}\left(\frac{1}{q}-\frac{1}{r}\right)^{-1 / q} q^{-1 / q} \\
& =\frac{1}{p r^{\prime}}\left(\frac{1}{p^{\prime}}\right)^{-1 / q} q^{-1 / q}=\frac{1}{p r^{\prime}}\left(\frac{p^{\prime}}{q}\right)^{1 / q}=\frac{1}{p r^{\prime}}\left(\frac{p^{\prime} \tau}{n}\right)^{\tau / n} .
\end{aligned}
$$

To estimate $J_{2}$ from above is analogous: we have, choosing $\mu=\frac{p-1}{q^{\prime}}$,

$$
\begin{aligned}
\int_{0}^{t_{2}^{r^{\prime} / p}} u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} d t_{1} & =\int_{0}^{t_{2}^{r^{\prime} / p}} t_{1}^{\mu} u_{1}\left(t_{1}\right)^{1-\frac{\tau}{n}} t_{1}^{-\mu} d t_{1} \\
& \leq(\underbrace{\int_{0}^{t_{2}^{r^{\prime} / p}} t_{1}^{\mu q^{\prime}} u_{1}\left(t_{1}\right) d t_{1}}_{=1 / p})^{1 / q^{\prime}}\left(\int_{0}^{t_{2}^{r_{2}^{\prime} / p}} t_{1}^{-\mu q} d t_{1}\right)^{1 / q}
\end{aligned}
$$

We check $\mu q<1$ by the same calculation, exchanging the roles of $p$ and $r^{\prime}: p^{\prime}$ is replaced by $r$ and $p r^{\prime}$ replaced by $r^{\prime} p$ is unchanged.
Theorem 6.4.4 (Hardy-Littlewood-Sobolev inequality). Let p, $q, r \in(1,+\infty)$ such that $\frac{1}{p^{\prime}}+\frac{1}{q^{\prime}}=\frac{1}{r^{\prime}}$. There exists $C>0$ such that, for all $F \in L^{p}\left(\mathbb{R}^{n}\right)$,

$$
\left\|\left(F *|\cdot|^{-n / q}\right)\right\|_{L^{r}\left(\mathbb{R}^{n}\right)} \leq C\|F\|_{L^{p}\left(\mathbb{R}^{n}\right)}
$$

The constant $C$ can be taken as $q^{\prime} \beta_{n}^{1 / q} \frac{1}{p r^{\prime}}\left(\left(\frac{p^{\prime}}{q}\right)^{1 / q}+\left(\frac{r}{q}\right)^{1 / q}\right)$.
Proof. For $f=|F| /\|F\|_{L^{p}},\|g\|_{L^{r^{\prime}}}=1$, we have proven from (6.4.4) and Lemma 6.4.3,

$$
T_{\tau}(f, g) \leq \frac{n \beta_{n}^{\tau / n}}{n-\tau} \frac{1}{p r^{\prime}}\left(\left(\frac{p^{\prime}}{q}\right)^{1 / q}+\left(\frac{r}{q}\right)^{1 / q}\right)=\beta_{n}^{1 / q} q^{\prime} \frac{1}{p r^{\prime}}\left(\left(\frac{p^{\prime}}{q}\right)^{1 / q}+\left(\frac{r}{q}\right)^{1 / q}\right)
$$

providing the sought result.

### 6.5 Notes

The names of mathematicians encountered in this chapter follow.
Godfrey H. Hardy (1877-1947) was a prominent British mathematician.
John E. Littlewood (1885-1977) was a British mathematician, a pioneer of Fourier analysis in collaboration with Raymond Paley (1907-1933).
Serguei Sobolev (1908-1989) was a Russian mathematician, author of several fundamental contributions to functional analysis. His name is attached to the so-called Sobolev spaces. He introduced in the 1930s a theory for weak solutions to PDE, similar to distribution theory, later developed in greater generality by the French mathematician Laurent Schwartz (1915-2002).

### 6.6 Exercises

Exercise 6.6.1. Let $p \in[1,+\infty]$ and let $u \in L^{p}\left(\mathbb{R}^{n}\right), v \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$. Prove that $u * v$ is a bounded continuous function on $\mathbb{R}^{n}$.

Answer. We already know from Theorem 6.2.4 (and in fact Hölder's inequality) that $u * v$ belongs to $L^{\infty}$ with $\|u * v\|_{L^{\infty}} \leq\|u\|_{L^{p}}\|v\|_{L^{p^{\prime}}}$. We may assume that $1 \leq p<+\infty$ (if $p=+\infty$, then $p^{\prime}=1$ and we may use the commutativity of convolution). Moreover, we have

$$
(u * v)(x+h)-(u * v)(x)=\int(u(x+h-y)-u(x-y)) v(y) d y
$$

and using the notation of Exercise 3.7.15, with $\check{u}(t)=u(-t)$, we have

$$
(u * v)(x+h)-(u * v)(x)=\int\left(\tau_{x+h} \check{u}-\tau_{x} \check{u}\right)(y) v(y) d y
$$

so that $|(u * v)(x+h)-(u * v)(x)| \leq\left\|\tau_{x+h} \check{u}-\tau_{x} \check{u}\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{p^{\prime}}\left(\mathbb{R}^{n}\right)}$, and thus

$$
|(u * v)(x+h)-(u * v)(x)| \leq\left\|\tau_{h}\left(\tau_{x} \check{u}\right)-\tau_{x} \check{u}\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{p^{\prime}}\left(\mathbb{R}^{n}\right)}
$$

Since $\tau_{x} \check{u} \in L^{p}\left(\mathbb{R}^{n}\right)$, we may apply Exercise 3.7.15 to get

$$
\lim _{h \rightarrow 0}\left\|\tau_{h}\left(\tau_{x} \check{u}\right)-\tau_{x} \check{u}\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}=0
$$

entailing the continuity of $u * v$.
Exercise 6.6.2. We define $E=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, x_{1}-x_{2} \notin \mathbb{Q}\right\}$. Show that $E$ cannot contain a set $A_{1} \times A_{2}$ with $A_{1}, A_{2}$ measurable with positive Lebesgue measure.

Answer. Reductio ad absurdum: let us assume that $E \supset A_{1} \times A_{2}$ with $A_{1}, A_{2}$ measurable with positive measure. We may assume

$$
0<\lambda_{1}\left(A_{j}\right)<+\infty, \quad \text { for } j=1,2
$$

and we define $\varphi\left(x_{1}\right)=\int_{\mathbb{R}} \mathbf{1}_{A_{1}}\left(x_{1}+x_{2}\right) \mathbf{1}_{A_{2}}\left(x_{2}\right) d x_{2}$. The function $\varphi$ is continuous, since with the notation of Exercise 3.7.15 we have

$$
\varphi(x+h)-\varphi(x)=\int_{\mathbb{R}}\left[\tau_{-x-h}\left(\mathbf{1}_{A_{1}}\right)-\tau_{-x}\left(\mathbf{1}_{A_{1}}\right)\right](y) \mathbf{1}_{A_{2}}(y) d y
$$

so that since $\tau_{-x}\left(\mathbf{1}_{A_{1}}\right) \in L^{1}\left(\mathbb{R}^{n}\right)$, we get from Exercise 3.7.15,

$$
|\varphi(x+h)-\varphi(x)| \leq\left\|\tau_{-h}\left(\tau_{-x}\left(\mathbf{1}_{A_{1}}\right)\right)-\tau_{-x}\left(\mathbf{1}_{A_{1}}\right)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}^{\longrightarrow} 0
$$

The function $\varphi$ is thus continuous on $\mathbb{R}$ valued in $\mathbb{R}_{+}$. Moreover, we have

$$
\int_{\mathbb{R}} \varphi\left(x_{1}\right) d x_{1}=\iint_{\mathbb{R} \times \mathbb{R}} \mathbf{1}_{A_{1}}\left(x_{1}+x_{2}\right) \mathbf{1}_{A_{2}}\left(x_{2}\right) d x_{2} d x_{1}=\lambda_{1}\left(A_{1}\right) \lambda_{1}\left(A_{2}\right) \in \mathbb{R}_{+}^{*}
$$

As a consequence, there exists $x_{1} \in \mathbb{R}$ such that $\varphi\left(x_{1}\right)>0$; we have then $x_{1} \in$ $A_{1}-A_{2}$, otherwise

$$
\forall x_{2} \in A_{2}, \quad x_{1}+x_{2} \notin A_{1},
$$

which implies $\mathbf{1}_{A_{1}}\left(x_{1}+x_{2}\right) \mathbf{1}_{A_{2}}\left(x_{2}\right)=0$ for all $x_{2} \in \mathbb{R}$ and thus $\varphi\left(x_{1}\right)=0$. As a result, we have

$$
\emptyset \neq\{\varphi>0\} \subset A_{1}-A_{2}
$$

Moreover, we have $\left(A_{1}-A_{2}\right) \cap \mathbb{Q}=\emptyset$, otherwise

$$
\exists x_{1} \in A_{1}, \exists x_{2} \in A_{2}, x_{1}-x_{2} \in \mathbb{Q} \Longrightarrow\left(x_{1}, x_{2}\right) \notin E
$$

contradicting $A_{1} \times A_{2} \subset E$. We have proven $A_{1}-A_{2} \subset \mathbb{Q}^{c}$ and thus

$$
\emptyset \neq\{\varphi>0\} \subset \mathbb{Q}^{c} .
$$

But the non-empty open set $\{\varphi>0\}$ contains a non-empty open interval $] a, b[, a<$ $b$; the density of $\mathbb{Q}$ in $\mathbb{R}$ implies $] a, b[\cap \mathbb{Q} \neq \emptyset$, which is incompatible with the above inclusion.

Exercise 6.6.3. Let $\rho \in L^{1}\left(\mathbb{R}^{n}\right)$ with integral 1. For $\epsilon>0$, we define $\rho_{\epsilon}(x)=$ $\epsilon^{-n} \rho(x / \epsilon)$.
(1) Let $p \in\left[1,+\infty\left[\right.\right.$ and let $u \in L^{p}\left(\mathbb{R}^{n}\right)$. Show that $u * \rho_{\epsilon}$ converges with limit $u$ in $L^{p}\left(\mathbb{R}^{n}\right)$ when $\epsilon \rightarrow 0_{+}$.
(2) Let us take $u=\mathbf{1}_{[0,1]}$ and $\rho(x)=e^{-\pi\|x\|^{2}}$. Show that $u * \rho_{\epsilon}$ does not converge in $L^{\infty}(\mathbb{R})$.

Answer. (1) We have seen in Theorem 6.2.5 that $L^{1}\left(\mathbb{R}^{n}\right) * L^{p}\left(\mathbb{R}^{n}\right) \subset L^{p}\left(\mathbb{R}^{n}\right)$, and we have

$$
\int\left|\left(u * \rho_{\epsilon}\right)(x)-u(x)\right|^{p} d x=\int\left|\int(u(x-\epsilon y)-u(x)) \rho(y) d y\right|^{p} d x
$$

so that with the notation of Exercise 3.7.15, using Jensen's inequality (Theorem 3.1.3),

$$
\left\|u * \rho_{\epsilon}-u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} \leq \int \frac{|\rho(y)|}{\|\rho\|_{L^{1}\left(\mathbb{R}^{n}\right)}}\left\|\tau_{\epsilon y} u-u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} d y\|\rho\|_{L^{1}\left(\mathbb{R}^{n}\right)}^{p}
$$

From the same Exercise 3.7.15, we find that $0=\lim _{\epsilon \rightarrow 0}\left\|\tau_{\epsilon y} u-u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}$ and since

$$
|\rho(y)|\left\|\tau_{\epsilon y} u-u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq 2\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}|\rho(y)| \in L^{1}\left(\mathbb{R}^{n}\right)
$$

we may apply Lebesgue's dominated convergence theorem to get the sought result. (2) (see also Exercise 4.5 .8 for analogous results). From Exercise 6.6.1, the functions $u * \rho_{\epsilon}$ are continuous. If the sequence of continuous functions $u * \rho_{\epsilon}$ were converging in $L^{\infty}\left(\mathbb{R}^{n}\right)$, the convergence would be uniform and the limit would
be a continuous function $v$. This would imply the convergence of $\left(u * \rho_{\epsilon}\right)_{\mid[-2,2]}$ towards $v_{[[-2,2]}$ in $L^{1}([-2,2])$. But we know from the previous question that $u * \rho_{\epsilon}$ converges towards $u$ in $L^{1}\left(\mathbb{R}^{n}\right)$ : this would imply that the continuous function $v$ would satisfy

$$
0=\int_{0}^{1}|v(x)-1| d x+\int_{[-2,0] \cup[1,2]}|v(x)| d x=0 \Longrightarrow v=\mathbf{1}_{[0,1]} \text { on }[-2,2],
$$

which is impossible since $v$ is continuous. We can say a little bit more, since the expressions are quite explicit here. We have for $\epsilon>0$,

$$
\left(u * \rho_{\epsilon}\right)(x)=\int_{\mathbb{R}} \mathbf{1}_{[0,1]}(x-\epsilon y) e^{-\pi y^{2}} d y=\int_{(x-1) / \epsilon}^{x / \epsilon} e^{-\pi y^{2}} d y
$$

Consequently for $x \in] 0,1[, x / \epsilon \rightarrow+\infty$ and $(x-1) / \epsilon \rightarrow-\infty$ so that

$$
\lim _{\epsilon \rightarrow 0_{+}}\left(u * \rho_{\epsilon}\right)(x)= \begin{cases}1 & \text { for } 0<x<1 \\ 1 / 2=\int_{-\infty}^{0} e^{-\pi y^{2}} d y=\int_{0}^{+\infty} e^{-\pi y^{2}} d y & \text { for } x=0,1 \\ 0 & \text { for } x \notin[0,1]\end{cases}
$$

since for $x>1$,

$$
0 \leq \int_{(x-1) / \epsilon}^{x / \epsilon} e^{-\pi y^{2}} d y \leq e^{-\pi(x-1)^{2} \epsilon^{-2}} \epsilon^{-1} \underset{\epsilon \rightarrow 0_{+}}{\longrightarrow} 0
$$

The case $x<0$ is dealt with analogously. The pointwise limit is actually discontinuous at 0 and 1 .

Exercise 6.6.4. Let $p_{1}, \ldots, p_{k}, q \in[1,+\infty]$ such that

$$
\sum_{1 \leq j \leq k} \frac{1}{p_{j}}=k-1+\frac{1}{q}
$$

Show that $\left\|u_{1} * \cdots * u_{k}\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq\left\|u_{1}\right\|_{L^{p_{1}}\left(\mathbb{R}^{n}\right)} \ldots\left\|u_{k}\right\|_{L^{p_{k}\left(\mathbb{R}^{n}\right)}}$.
Answer. For $k=2$, this is Young's inequality since

$$
\frac{1}{p_{1}}+\frac{1}{p_{2}}=1+\frac{1}{q}, \quad \text { i.e., } \quad 1-\frac{1}{p_{1}}+1-\frac{1}{p_{2}}=1-\frac{1}{q}
$$

We have for $k \geq 2$, if $\frac{1}{p^{\prime}}+\frac{1}{q^{\prime}}=\frac{1}{r^{\prime}}$, using induction on $k$,

$$
\begin{aligned}
\left\|u_{1} * \cdots * u_{k} * u_{k+1}\right\|_{L^{r}} & \leq\left\|u_{1} * \cdots * u_{k}\right\|_{L^{q}}\left\|u_{k+1}\right\|_{L^{p}} \leq\left\|u_{1}\right\|_{L^{p_{1}}} \cdots\left\|u_{k}\right\|_{L^{p_{k}}}\left\|u_{k+1}\right\|_{L^{p}} \\
\frac{1}{q^{\prime}} & =\sum_{1 \leq j \leq k} \frac{1}{p_{j}^{\prime}} \Longrightarrow \frac{1}{r^{\prime}}=\left(\sum_{1 \leq j \leq k} \frac{1}{p_{j}^{\prime}}\right)+\frac{1}{p^{\prime}}
\end{aligned}
$$

i.e.,

$$
\sum_{1 \leq j \leq k} \frac{1}{p_{j}}+\frac{1}{p}=k+1-\frac{1}{r^{\prime}}=k+\frac{1}{r}
$$

Exercise 6.6.5. Let $\left.n \in \mathbb{N}^{*}, a \in\right] 1,+\infty[, p \in] 1,+\infty\left[\right.$ and let $k \in C^{1}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ homogeneous with degree $-n / a$. We define

$$
\left.\gamma=n\left(1-\frac{1}{a}-\frac{1}{p}\right) \quad \text { and we assume } \gamma \in\right] 0,1[.
$$

(1) Show that for $x \neq 0,|k(x)| \leq C_{0}|x|^{-n / a}$. For $u \in L_{\text {comp }}^{p}\left(\mathbb{R}^{n}\right)$, we define $(k * u)(x)=\int k(y) u(x-y) d y$. Show that $k * u$ is meaningful and that for $R>0$,

$$
\int_{|y| \leq R}|y|^{-n / a}|u(x-y)| d y \leq c_{n, p}\|u\|_{L^{p}} R^{\gamma}
$$

(2) Show that for $u \in L_{\mathrm{comp}}^{p}\left(\mathbb{R}^{n}\right), k * u$ is an Hölderian function with index $\gamma$. Answer. (1) For $x \neq 0$, we have

$$
\left.|k(x)=k(x /|x|)| x\right|^{-n / a}\left|\leq|x|^{-n / a} \sup _{\mathbb{S}^{n-1}}\right| k \mid .
$$

We have also

$$
\begin{aligned}
\int_{|y| \leq R}|y|^{-n / a}|u(x-y)| d y & \leq\|u\|_{L^{p}}\left(\int_{|y| \leq R}|y|^{-n p^{\prime} / a} d y\right)^{1 / p^{\prime}} \\
& \leq C\|u\|_{L^{p}}\left(\int_{0}^{R} r^{n-1-\frac{n p^{\prime}}{a}} d r\right)^{1 / p^{\prime}} \\
& =C^{\prime}\|u\|_{L^{p}} R^{\frac{n}{p^{\prime}-\frac{n}{a}}}=C^{\prime}\|u\|_{L^{p}} R^{\gamma}
\end{aligned}
$$

since $n-1-\frac{n p^{\prime}}{a}=n p^{\prime}\left(\frac{1}{p^{\prime}}-\frac{1}{a}\right)-1=n p^{\prime}\left(1-\frac{1}{p}-\frac{1}{a}\right)-1=\gamma p^{\prime}-1>-1$. As a result,

$$
(k * u)(x)=\int_{y \in \operatorname{supp} u} k(x-y) u(y) d y
$$

is a bounded measurable function since $u \in L_{\mathrm{comp}}^{p}$ and $k \in L_{\mathrm{loc}}^{p^{\prime}}$ : we have indeed

$$
-\frac{n p^{\prime}}{a}>-n
$$

since $1-\frac{1}{p}-\frac{1}{a}>0 \Longrightarrow \frac{1}{p^{\prime}}>\frac{1}{a} \Longrightarrow \frac{p^{\prime}}{a}<1$. We can prove as well that $k * u$ is continuous, but the next question provides a sharper Hölderian regularity.
(2) For $u \in L_{\text {comp }}^{p}\left(\mathbb{R}^{n}\right), x, h \in \mathbb{R}^{n}$, we have

$$
\begin{aligned}
(k * u)(x+h)-(k * u)(x) & =\int k(y) u(x+h-y) d y-\int k(y) u(x-y) d y \\
& =\int k(y+h) u(x-y) d y-\int k(y) u(x-y) d y
\end{aligned}
$$

so that

$$
\begin{aligned}
|(k * u)(x+h)-(k * u)(x)| \leq & \underbrace{\int_{|y|<2|h|}|k(y+h)-k(y)||u(x-y)| d y}_{I_{1}} \\
& +\underbrace{\int_{|y| \geq 2|h|}|k(y+h)-k(y)||u(x-y)| d y}_{I_{2}}
\end{aligned}
$$

To handle $I_{1}$ we note that $|k(y)| \leq C_{0}|y|^{-n / a}$ and $|k(y+h)| \leq C_{0}|y+h|^{-n / a}$, so that, using the estimate of question (1), we get

$$
I_{1} \leq C_{0} C^{\prime}(2|h|)^{\gamma}\|u\|_{L^{p}}+C_{0} C^{\prime}(3|h|)^{\gamma}\|u\|_{L^{p}}
$$

We have thus, using the mean value theorem and the homogeneity of $k^{\prime}$ for $I_{2}$,

$$
\begin{aligned}
& |(k * u)(x+h)-(k * u)(x)| \\
& \quad \leq 2 C_{0} C^{\prime}(3|h|)^{\gamma}\|u\|_{L^{p}}+C^{\prime \prime}|h| \int_{|y| \geq 2|h|} \sup _{\theta \in[0,1]}|y+\theta h|^{-\frac{n}{a}-1}|u(x-y)| d y .
\end{aligned}
$$

If $|y| \geq 2|h|$, we have $|y+\theta h| \geq|y|-|h| \geq \frac{1}{2}|y|$ and the factor of $C^{\prime \prime}$ is bounded above by

$$
\begin{aligned}
\omega & =|h| 2^{\frac{n}{a}+1}\|u\|_{L^{p}}\left(\int_{|y| \geq 2|h|}|y|^{-\left(\frac{n}{a}+1\right) p^{\prime}} d y\right)^{1 / p^{\prime}} \\
& =|h| 2^{\frac{n}{a}+1}\|u\|_{L^{p}}\left(\int_{2|h|}^{+\infty} r^{n-1-\frac{n p^{\prime}}{a}-p^{\prime}} d r\right)^{1 / p^{\prime}}\left|\mathbb{S}^{n-1}\right|^{1 / p^{\prime}}
\end{aligned}
$$

and since

$$
n-1-\frac{n p^{\prime}}{a}-p^{\prime}=n p^{\prime}\left(\frac{1}{p^{\prime}}-\frac{1}{a}\right)-1-p^{\prime}=\gamma p^{\prime}-p^{\prime}-1=p^{\prime}(\gamma-1)-1<-1,
$$

we get

$$
\omega \leq C^{\prime \prime \prime}\|u\|_{L^{p}}|h|\left(|h|^{p^{\prime}(\gamma-1)}\right)^{1 / p^{\prime}}=C^{\prime \prime \prime}\|u\|_{L^{p}}|h|^{\gamma}
$$

Exercise 6.6.6. Let $n$ be an integer $\geq 3$. For $x \in \mathbb{R}^{n}$, we denote by $\|x\|$ the Euclidean norm of $x$. Let $p \in[1,+\infty]$; a measurable function $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ is said to belong to $L_{\text {loc }}^{p}$ when for all compact subsets $K$ of $\mathbb{R}^{n}, \mathbf{1}_{K} f \in L^{p}\left(\mathbb{R}^{n}\right)$.
(1) We define $E(x)=\|x\|^{2-n}$ and $p_{n}=\frac{n}{n-2}$. Show that $E$ belongs to $\cap_{1 \leq p<p_{n}} L_{\mathrm{loc}}^{p}$, and $E \notin L_{\mathrm{loc}}^{p_{n}}$.
(2) Let $q \in] n / 2,+\infty]$ and let $F$ be a function in $L^{q}\left(\mathbb{R}^{n}\right)$ with compact support. We define

$$
C_{F}(x)=\int_{\mathbb{R}^{n}}\|x-y\|^{2-n} F(y) d y .
$$

Show that $C_{F}$ belongs to $L_{\mathrm{loc}}^{\infty}$.
(3) Let $\varphi$ be a function in $C_{c}^{2}\left(\mathbb{R}^{n}\right)$. Show that $C_{\varphi}$ is twice differentiable.
(4) Let $\epsilon>0$ be given and $\varphi \in C_{c}^{2}\left(\mathbb{R}^{n}\right)$. Let $\chi \in C^{\infty}(\mathbb{R},[0,1])$ such that

$$
\chi(t)= \begin{cases}0 & \text { for } t \leq 1 \\ 1 & \text { for } t \geq 2\end{cases}
$$

We set $\Delta \varphi=\sum_{1 \leq j \leq n} \frac{\partial^{2} \varphi}{\partial x_{j}^{2}}, \quad I(\varphi, \epsilon)=\int_{\mathbb{R}^{n}}\|y\|^{2-n} \chi(\|y\| / \epsilon)(\Delta \varphi)(y) d y$.
Show that

$$
\lim _{\epsilon \rightarrow 0_{+}} I(\varphi, \epsilon)=C_{\triangle \varphi}(0) \quad \text { and } \quad C_{\triangle \varphi}(0)=\alpha_{n} \varphi(0)
$$

where $\alpha_{n}$ is a constant depending only on $n$ (hint: calculate $\triangle(\theta(\|x\|))$ where $\theta$ is twice differentiable vanishing near 0 ).
(5) Let $F$ be as in question (2). Show that for any function $\varphi$, compactly supported and twice differentiable

$$
\int_{\mathbb{R}^{n}} C_{F}(x)(\triangle \varphi)(x) d x=\alpha_{n} \int_{\mathbb{R}^{n}} F(x) \varphi(x) d x
$$

Answer. (1) We have $\int_{\|x\| \leq R}\|x\|^{p(2-n)} d x=\left|\mathbb{S}^{n-1}\right| \int_{0}^{R} r^{p(2-n)+n-1} d r$ which is finite iff

$$
p(2-n)+n-1>-1, \quad \text { i.e., } \quad p<\frac{n}{n-2}=p_{n}
$$

(2) For a given $x \in \mathbb{R}^{n}$, the function $y \mapsto\|x-y\|^{2-n}$ belongs to $L_{\text {loc }}^{p}$ for $1 \leq p<p_{n}$. As a result, with $K=\operatorname{supp} F$ (a compact set), the function

$$
y \mapsto\|x-y\|^{2-n} \mathbf{1}_{K}(y)=G_{x}(y)
$$

belongs to $L^{p}\left(\mathbb{R}^{n}\right)$ for $1 \leq p<p_{n}$. If $q^{\prime}$ is the conjugate exponent of $q>n / 2$, we have $1 / q<2 / n$ and

$$
\frac{1}{q^{\prime}}=1-\frac{1}{q}>1-\frac{2}{n}=\frac{n-2}{n} \quad \text { i.e., } \quad q^{\prime}<\frac{n}{n-2}=p_{n}
$$

so that the function $G_{x}$ belongs to $L^{q^{\prime}}\left(\mathbb{R}^{n}\right)$. From Hölder's inequality, the product $G_{x} F$ belongs to $L^{1}$ and

$$
\left|C_{F}(x)\right| \leq\|F\|_{L^{q}}\left\|G_{x}\right\|_{L^{q^{\prime}}} .
$$

But we have for $L$ compact and $x \in L$,

$$
\begin{aligned}
\left\|G_{x}\right\|_{L^{q^{\prime}}}^{q^{\prime}} & =\int_{K}\|y-x\|^{q^{\prime}(2-n)} d y=\int_{-x+K}\|t\|^{q^{\prime}(2-n)} d t \\
& \leq \int_{-L+K}\|t\|^{q^{\prime}(2-n)} d t<+\infty
\end{aligned}
$$

since $K-L=\{a-b\}_{a \in K, b \in L}$ is compact and $q^{\prime}(2-n)>-n$ (since $q^{\prime}<\frac{n}{n-2}$ from above).
(3) Indeed, with $C_{\varphi}(x)=\int\|y\|^{2-n} \varphi(x-y) d y$, defining $\varphi_{j k}=\frac{\partial^{2} \varphi}{\partial x_{j} \partial x_{k}}$ (a $C_{c}^{0}$ function), we see that for a compact set $M$,

$$
\sup _{x \in M}\|y\|^{2-n}\left|\varphi_{j k}(x-y)\right| \leq\|y\|^{2-n} \mathbf{1}_{M-\operatorname{supp} \varphi}(y)\left\|\varphi_{j k}\right\|_{L^{\infty}} \in L^{1}
$$

since if $x-y \in \operatorname{supp} \varphi, y=y-x+x \in M-\operatorname{supp} \varphi$ which is compact.
(4) Since $\varphi \in C_{c}^{2}$ and thus $\triangle \varphi \in C_{c}^{0}$, we have

$$
\|y\|^{2-n} \chi(\|y\| / \epsilon)|(\triangle \varphi)(y)| \leq\|y\|^{2-n}|(\Delta \varphi)(y)| \in L^{1} .
$$

Moreover for $y \neq 0, \lim _{\epsilon \rightarrow 0_{+}} \chi(\|y\| / \epsilon)=1$, Lebesgue's dominated convergence theorem gives the first result. Moreover integrating by parts in the simple integrals in $x_{j}$ (on $C_{c}^{1}$ functions), we get

$$
\begin{aligned}
I(\varphi, \epsilon) & =\sum_{1 \leq j \leq n} \int\|y\|^{2-n} \chi(\|y\| / \epsilon) \varphi_{j j}(y) d y \\
& =\sum_{1 \leq j \leq n} \int \frac{\partial^{2}}{\partial y_{j}^{2}}\left(\|y\|^{2-n} \chi(\|y\| / \epsilon)\right) \varphi(y) d y
\end{aligned}
$$

We note that for $x \neq 0, \partial_{x_{j}}(\|x\|)=x_{j} /\|x\|$ since $\partial_{x_{j}}\left(\|x\|^{2}\right)=2 x_{j}$, so that for $\theta$ as in the statement of question (4),

$$
\begin{aligned}
\triangle(\theta(\|x\|)) & =\sum_{1 \leq j \leq n} \frac{\partial}{\partial x_{j}}\left[\theta^{\prime}(\|x\|) \frac{x_{j}}{\|x\|}\right] \\
& =\sum_{1 \leq j \leq n} \theta^{\prime \prime}(\|x\|) \frac{x_{j}^{2}}{\|x\|^{2}}+\theta^{\prime}(\|x\|)\left(\frac{1}{\|x\|}-\frac{x_{j}}{\|x\|^{2}} \frac{x_{j}}{\|x\|}\right)
\end{aligned}
$$

Denoting $r=\|x\|$, we get

$$
\triangle(\theta(r))=\theta^{\prime \prime}(r)+\frac{1}{r} n \theta^{\prime}(r)-\frac{1}{r^{3}} r^{2} \theta^{\prime}(r)=\theta^{\prime \prime}(r)+\frac{n-1}{r} \theta^{\prime}(r)
$$

We may now calculate

$$
\begin{aligned}
\triangle\left(r^{2-n} \chi(r / \epsilon)\right)= & (2-n)(1-n) r^{-n} \chi(r / \epsilon) \\
& +2(2-n) r^{1-n} \chi^{\prime}(r / \epsilon) \epsilon^{-1}+r^{2-n} \chi^{\prime \prime}(r / \epsilon) \epsilon^{-2} \\
& +\frac{n-1}{r}\left[(2-n) r^{1-n} \chi(r / \epsilon)+r^{2-n} \chi^{\prime}(r / \epsilon) \epsilon^{-1}\right]
\end{aligned}
$$

$$
\begin{aligned}
= & \chi(r / \epsilon) \overbrace{\left[(2-n)(1-n) r^{-n}+(n-1)(2-n) r^{-n}\right]}^{=0} \\
& +\chi^{\prime}(r / \epsilon)\left[2(2-n) r^{1-n} \epsilon^{-1}+(n-1) r^{1-n} \epsilon^{-1}\right] \\
& +\chi^{\prime \prime}(r / \epsilon) \epsilon^{-2} r^{2-n} \\
= & \chi^{\prime}(r / \epsilon) \epsilon^{-1} r^{1-n}(3-n)+\chi^{\prime \prime}(r / \epsilon) \epsilon^{-2} r^{2-n} .
\end{aligned}
$$

We find

$$
\begin{aligned}
I(\varphi, \epsilon) & =\int \varphi(y)\left[\chi^{\prime}(\|y\| / \epsilon) \epsilon^{-1}\|y\|^{1-n}(3-n)+\chi^{\prime \prime}(\|y\| / \epsilon) \epsilon^{-2}\|y\|^{2-n}\right] d y \\
& =\int \varphi(\epsilon y)\left[\chi^{\prime}(\|y\|) \epsilon^{-1} \epsilon^{1-n}\|y\|^{1-n}(3-n)+\chi^{\prime \prime}(\|y\|) \epsilon^{-2} \epsilon^{2-n}\|y\|^{2-n}\right] \epsilon^{n} d y \\
& =\int \varphi(\epsilon y)\left[\chi^{\prime}(\|y\|)\|y\|^{1-n}(3-n)+\chi^{\prime \prime}(\|y\|)\|y\|^{2-n}\right] d y
\end{aligned}
$$

and since the function between the brackets is $C_{\mathrm{c}}^{\infty}$, we get

$$
\begin{aligned}
C_{\Delta \varphi}(0)=\lim _{\epsilon \rightarrow 0} I(\varphi, \epsilon) & =\varphi(0)\left|\mathbb{S}^{n-1}\right| \int_{0}^{+\infty}\left[\chi^{\prime}(r)(3-n)+\chi^{\prime \prime}(r) r\right] d r \\
& =\varphi(0)\left|\mathbb{S}^{n-1}\right|\left((3-n)-\int_{0}^{+\infty} \chi^{\prime}(r) d r\right) \\
& =\varphi(0) \underbrace{\left|\mathbb{S}^{n-1}\right|(2-n)}_{\alpha_{n}} .
\end{aligned}
$$

(5) Thanks to Fubini's theorem we have, with $\psi_{y}(x)=\psi(x+y)$,

$$
\begin{aligned}
\int & C_{F}(x)(\triangle \varphi)(x) d x=\iint\|x-y\|^{2-n} F(y)(\triangle \varphi)(x) d x d y \\
& =\iint\|x\|^{2-n} F(y)(\triangle \varphi)(x+y) d x d y \\
& =\int\left[\int\|x\|^{2-n}(\triangle \varphi)(x+y) d x\right] F(y) d y=\int\left[\int\|x\|^{2-n}(\triangle \varphi)_{y}(x) d x\right] F(y) d y \\
& =\int\left[\int\|x\|^{2-n}\left(\triangle \varphi_{y}\right)(x) d x\right] F(y) d y=\int C_{\Delta \varphi_{y}}(0) F(y) d y \\
& =\int \alpha_{n} \varphi_{y}(0) F(y) d y=\int \alpha_{n} \varphi(y) F(y) d y
\end{aligned}
$$

We may note that with $F$ of class $C_{c}^{2}$, the above equality gives $\triangle\left(\alpha_{n}^{-1} C_{F}\right)=F$ and gives a solution to the equation

$$
\Delta u=F
$$

for $F \in L^{\frac{n}{2}+\delta}$ with $\delta>0$ and $F$ with compact support.

Exercise 6.6.7. Let $n \geq 1$ be an integer. For $x \in \mathbb{R}^{n}$, $\|x\|$ stands for the Euclidean norm of $x$. For $(t, x) \in \mathbb{R} \times \mathbb{R}^{n}$, we define

$$
E(t, x)= \begin{cases}(4 \pi t)^{-\frac{n}{2}} \exp -\frac{\|x\|^{2}}{4 t} & \text { if } t>0 \\ 0 & \text { if } t \leq 0\end{cases}
$$

(1) Show that for all $T \in \mathbb{R}, E$ belongs to $\left.\left.L^{1}(]-\infty, T\right] \times \mathbb{R}^{n}\right)$.
(2) For $t>0$, we define on $\mathbb{R}^{n}$ the function $e(t)$ by $e(t)(x)=E(t, x)$. Show that for all $t>0, e(t) \in L^{1}\left(\mathbb{R}^{n}\right)$.
(3) Let $\psi$ be in $L^{1}\left(\mathbb{R}^{n}\right)$. For $t>0$, we set $u(t)=e(t) * \psi$. Show that for all $t>0$, $u(t) \in L^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\lim _{t \rightarrow 0_{+}} u(t)=\psi \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right)
$$

(4) We assume in the sequel that $\psi \in C_{c}\left(\mathbb{R}^{n}\right)$. For $t>0$ and $x \in \mathbb{R}^{n}$, we set $U(t, x)=u(t)(x)$. Show that $U \in C^{\infty}\left(\mathbb{R}_{+}^{*} \times \mathbb{R}^{n}\right)$.
(5) Show that for $t>0, x \in \mathbb{R}^{n}$, we have $\frac{\partial U}{\partial t}(t, x)=\sum_{1 \leq j \leq n} \frac{\partial^{2} U}{\partial x_{j}^{2}}(t, x)$.

Answer. (1) The function $E$ is positive measurable. For $T>0$, we have

$$
\int_{0}^{T}(4 \pi t)^{-n / 2} \int_{\mathbb{R}^{n}} \exp -\frac{\|x\|^{2}}{4 t} d x d t=\int_{0}^{T} d t=T
$$

(2) For $t>0$, the same calculation proves $\int_{\mathbb{R}^{n}} E(t, x) d x=1$.
(3) The function $u(t)$ belongs to $L^{1}$ as a convolution of $L^{1}$ functions. We have for $t>0$,

$$
u(t)(x)=\int_{\mathbb{R}^{n}} \psi(x-y)(4 \pi t)^{-n / 2} \exp -\frac{\|y\|^{2}}{4 t} d y=\int_{\mathbb{R}^{n}} \psi\left(x+z(4 \pi t)^{1 / 2}\right) e^{-\pi\|z\|^{2}} d z
$$

Let $\psi_{k}$ be a sequence of continuous functions with compact support converging towards $\psi$ in $L^{1}$ and let us set $\epsilon=(4 \pi t)^{1 / 2}$. We have

$$
u(t)-\psi=e(t) * \psi-\psi=e(t) *\left(\psi-\psi_{k}\right)-\left(\psi-\psi_{k}\right)+e(t) * \psi_{k}-\psi_{k}
$$

and thus for a parameter $M>0$,

$$
\begin{aligned}
\|u(t)-\psi\|_{L^{1}} \leq 2\left\|\psi-\psi_{k}\right\|_{L^{1}} & +\iint_{\mathbb{R}_{x}^{n} \times\{\|z\| \leq M\}}\left|\psi_{k}(x+\epsilon z)-\psi_{k}(x)\right| e^{-\pi\|z\|^{2}} d z d x \\
& +\iint_{\mathbb{R}_{x}^{n} \times\{\|z\|>M\}}\left|\psi_{k}(x+\epsilon z)-\psi_{k}(x)\right| e^{-\pi\|z\|^{2}} d z d x
\end{aligned}
$$

Lebesgue's dominated convergence theorem applied to the first integral for $\epsilon \rightarrow 0_{+}$ (pointwise convergence towards 0 follows from the continuity of $\psi_{k}$, domination is due to the uniform compact support for $0 \leq \epsilon \leq 1$ ) provides

$$
\limsup _{t \rightarrow 0_{+}}\|u(t)-\psi\|_{L^{1}} \leq 2\left\|\psi-\psi_{k}\right\|_{L^{1}}+\int_{\{\|z\|>M\}} e^{-\pi\|z\|^{2}} d z 2\left\|\psi_{k}\right\|_{L^{1}}
$$

As a result, taking the limit when $k$ goes to $+\infty$, we get

$$
\limsup _{t \rightarrow 0_{+}}\|u(t)-\psi\|_{L^{1}} \leq \int_{\{\|z\|>M\}} e^{-\pi\|z\|^{2}} d z 2\|\psi\|_{L^{1}}
$$

for all $M>0$, implying the sought result.
(4) We write for $t>0, x \in \mathbb{R}^{n}$,

$$
U(t, x)=\int_{\mathbb{R}^{n}} \psi(y)(4 \pi t)^{-n / 2} \exp -\frac{\|x-y\|^{2}}{4 t} d y
$$

and defining $F(t, x, y)=\psi(y)(4 \pi t)^{-n / 2} \exp -\frac{\|x-y\|^{2}}{4 t}$, we see that
(i) $\int_{\mathbb{R}^{n}}|F(t, x, y)| d y<+\infty$,
(ii) $(t, x) \mapsto F(t, x, y)$ is $C^{\infty}$ on $\mathbb{R}_{+}^{*} \times \mathbb{R}^{n}$,
(iii) for all compact $K \subset \mathbb{R}_{+}^{*} \times \mathbb{R}^{n}, \int_{\mathbb{R}^{n}} \sup _{(t, x) \in K}\left|\partial_{t}^{k} \partial_{x}^{\alpha} F(t, x, y)\right| d y<+\infty$.

The last point follows from the following identity (easily proven by induction on $k+|\alpha|)$ :

$$
\partial_{t}^{k} \partial_{x}^{\alpha} F(t, x, y)=\psi(y) Q_{k \alpha}\left(t^{-1 / 2}, x-y\right) \exp -\frac{\|x-y\|^{2}}{4 t}
$$

where $Q_{k \alpha}$ is a polynomial. The function $U$ is thus $C^{\infty}$ on $\mathbb{R}_{+}^{*} \times \mathbb{R}^{n}$.
(5) We calculate then directly on $\mathbb{R}_{+}^{*} \times \mathbb{R}^{n}$,

$$
\frac{\partial U}{\partial t}=\int_{R^{n}} \psi(y)(4 \pi t)^{-n / 2} \exp -\frac{\|x-y\|^{2}}{4 t}\left[-\frac{n}{2 t}+\frac{\|x-y\|^{2}}{4 t^{2}}\right] d y
$$

and

$$
\frac{\partial U}{\partial x_{j}}=\int_{R^{n}} \psi(y)(4 \pi t)^{-n / 2} \exp -\frac{\|x-y\|^{2}}{4 t}\left[-\frac{\left(x_{j}-y_{j}\right)}{2 t}\right] d y
$$

which gives

$$
\frac{\partial^{2} U}{\partial x_{j}^{2}}=\int_{R^{n}} \psi(y)(4 \pi t)^{-n / 2} \exp -\frac{\|x-y\|^{2}}{4 t}\left[\frac{\left(x_{j}-y_{j}\right)^{2}}{4 t^{2}}-\frac{1}{2 t}\right] d y
$$

and then

$$
\sum_{1 \leq j \leq n} \frac{\partial^{2} U}{\partial x_{j}^{2}}=\int_{R^{n}} \psi(y)(4 \pi t)^{-n / 2} \exp -\frac{\|x-y\|^{2}}{4 t}\left[\frac{\|x-y\|^{2}}{4 t^{2}}-\frac{n}{2 t}\right] d y=\frac{\partial U}{\partial t}
$$

Exercise 6.6.8. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $p \in[1,+\infty), q \in[1,+\infty]$. We define the Lorentz space $L^{p, q}(X)$ as the set of measurable functions $f: X \rightarrow \mathbb{C}$ such that

$$
\left(t^{p} \mu(\{x \in X,|f(x)|>t\})\right)^{1 / p} \in L^{q}\left(\mathbb{R}_{+}, \frac{d t}{t}\right)
$$

We define the following quantities on $L^{p, q}(X)$ :
for $p, q \in[1,+\infty),\|f\|_{L^{p, q}(X)}=\left(\int_{0}^{+\infty}\left(t^{p} \mu(\{x \in X,|f(x)|>t\})\right)^{\frac{q}{p}} \frac{d t}{t}\right)^{\frac{1}{q}}$,
for $p \in[1,+\infty), q=+\infty, \quad\|f\|_{L^{p, \infty}(X)}^{p}=\sup _{t>0} t^{p} \mu(\{x \in X,|f(x)|>t\})$,
for $p=q=+\infty, \quad\|f\|_{L^{\infty, \infty}(X)}=\|f\|_{L^{\infty}(X)}$.
(1) Show that $L^{p, p}(X)=L^{p}(X)$ and $L^{p, \infty}(X)=L_{w}^{p}(X)$ (see Definition 6.3.1).
(2) Prove that $L^{p, q}(X)$ is a vector space and that $\|f\|_{L^{p, q}(X)}$ is a quasi-norm on this vector space.
N.B. A very complete and accessible description of $L^{p, q}$ spaces is given in the survey article [34] by the American mathematician R. Hunt (1937-2009).
Answer. (1) The second assertion follows immediately from the very definition of $L_{w}^{p}(X)$. The first assertion is obvious by definition for $p=\infty$. If $p \in[1,+\infty)$, we have for $f \in L^{p}(X)$,

$$
\|f\|_{L^{p}(X)}^{p}=\int_{X}|f(x)|^{p} d \mu=\int_{X}\left(\int_{\mathbb{R}_{+}} p t^{p-1} H(|f(x)|-t) d t\right) d \mu
$$

and by Tonelli's theorem,

$$
\|f\|_{L^{p}(X)}^{p}=p \int_{0}^{+\infty} t^{p} \mu(\{x \in X,|f(x)|>t\}) \frac{d t}{t}=p\|f\|_{L^{p, p}(X)}^{p}
$$

(2) The answer is obvious for $p=q=\infty$, and is already known for $q=\infty$. We may thus assume that $p, q \in[1,+\infty)$. Let us prove that $\|\cdot\|_{L^{p, q}(X)}$ is a quasi-norm: if $\|f\|_{L^{p, q}(X)}=0$, then for all $t>0, \mu(\{x \in X,|f(x)|>t\})=0$ so that

$$
\{x \in X, f(x) \neq 0\}=\cup_{n \in \mathbb{N}^{*}}\{x \in X,|f(x)|>1 / n\}
$$

has measure 0 and thus $f=0$ a.e. Moreover $\|\cdot\|_{L^{p, q}(X)}$ is positively homogeneous with degree 1 , and $L^{p, q}(X)$ is stable by multiplication by a complex number since with $z \in \mathbb{C}^{*}$,

$$
t^{q}(\mu(\{x \in X,|z f(x)|>t\}))^{q / p} \frac{d t}{t}=|z|^{q} s^{q}(\mu(\{x \in X,|f(x)|>s\}))^{q / p} \frac{d s}{s}
$$

Let $f, g$ be in $L^{p, q}(X)$. Let $\theta \in(0,1)$. Since for $t>0,|f| \leq(1-\theta) t$ and $|g| \leq \theta t$ imply $|f+g| \leq t$, we have

$$
\{|f+g|>t\} \subset\{|f|>t(1-\theta)\} \cup\{|g|>t \theta\}
$$

so that

$$
t^{p} \mu(\{|f+g|>t\}) \leq t^{p} \mu(\{|f|>t(1-\theta)\})+t^{p} \mu(\{|g|>t \theta\})
$$

and thus

$$
\begin{aligned}
\left(t^{p} \mu(\{|f+g|>t\})\right)^{1 / p} & \leq\left(t^{p} \mu(\{|f|>t(1-\theta)\})+t^{p} \mu(\{|g|>t \theta\})\right)^{1 / p} \\
& \leq t \mu(\{|f|>t(1-\theta)\})^{1 / p}+t \mu(\{|g|>t \theta\})^{1 / p}
\end{aligned}
$$

where the last inequality follows from the sharp elementary ${ }^{3}$

$$
\forall a, b \geq 0, \forall p \geq 1, \quad\left(a^{p}+b^{p}\right)^{1 / p} \leq a+b .
$$

We obtain

$$
\left(t^{p} \mu(\{|f+g|>t\})\right)^{1 / p} \leq t \mu(\{|f|>t(1-\theta)\})^{1 / p}+t \mu(\{|f|>t \theta\})^{1 / p}
$$

and the triangle inequality in $L^{q}$ and the homogeneity give

$$
\|f+g\|_{L^{p, q}(X)} \leq(1-\theta)^{-1}\|f\|_{L^{p, q}(X)}+\theta^{-1}\|g\|_{L^{p, q}(X)} .
$$

We may assume that both $\|f\|_{L^{p, q}(X)},\|g\|_{L^{p, q}(X)}$ are positive (otherwise $f$ or $g$ are 0 a.e.) and choosing $\theta=\|g\|^{1 / 2} /\left(\|f\|^{1 / 2}+\|g\|^{1 / 2}\right)$, we get

$$
\|f+g\|_{L^{p, q}(X)} \leq\left(\|f\|_{L^{p, q}(X)}^{1 / 2}+\|g\|_{L^{p, q}(X)}^{1 / 2}\right)^{2} \leq 2\left(\|f\|_{L^{p, q}(X)}+\|g\|_{L^{p, q}(X)}\right),
$$

proving the result.
Exercise 6.6.9. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Let $f: X \rightarrow \mathbb{C}$ be a measurable function. We define the distribution function $f_{*}:[0,+\infty] \rightarrow[0,+\infty]$ of $f$ and the decreasing rearrangement function $f^{*}$ : $[0,+\infty] \rightarrow[0,+\infty]$ by

$$
\begin{align*}
f_{*}(t) & =\mu(\{x \in X,|f(x)|>t\}),  \tag{6.6.4}\\
f^{*}(s) & =\inf \left\{t \geq 0, f_{*}(t) \leq s\right\}, \tag{6.6.5}
\end{align*}
$$

with the usual convention $\inf \emptyset=+\infty$.
(1) Prove that $f_{*}$ and $f^{*}$ are decreasing.
(2) Prove that $f_{*}$ is right-continuous.
(3) Prove that for all $t \geq 0, f^{*}\left(f_{*}(t)\right) \leq t$ and that for all $s \geq 0, f_{*}\left(f^{*}(s)\right) \leq s$.
(4) Prove that $f^{*}$ is right-continuous.
(5) Prove that $f$ and $f^{*}$ have the same distribution function (with $\overline{\mathbb{R}}_{+}$equipped with the Lebesgue measure).
${ }^{3}$ For $p \geq 1$, the function $[0,1] \ni \tau \mapsto \tau^{p}+(1-\tau)^{p}=\gamma(\tau)$ is convex as a sum of convex functions and thus for $a, b \geq 0$,

$$
\tau^{p}+(1-\tau)^{p}=\gamma(\tau 1+(1-\tau) 0) \leq \tau \gamma(1)+(1-\tau) \gamma(0)=1 \Longrightarrow\left(a^{p}+b^{p}\right) \leq(a+b)^{p}
$$

This inequality is shown to be sharp by taking $b=0$.

Answer. (1) Note that

$$
\begin{aligned}
& f_{*}(+\infty)=0, \quad f_{*}(0)=\mu(\{x, f(x) \neq 0\}) \\
& f^{*}(+\infty)=0, \quad f^{*}(0)=\inf \left\{t \geq 0, f_{*}(t)=0\right\}
\end{aligned}
$$

Let $t_{1}<t_{2}$ in $\overline{\mathbb{R}}_{+}$: then

$$
\left\{x \in X,|f(x)|>t_{2}\right\} \subset\left\{x \in X,|f(x)|>t_{1}\right\}
$$

implying readily that $f_{*}$ is decreasing. Let $s_{1}<s_{2}$ in $\overline{\mathbb{R}}_{+}$: then

$$
\left(f_{*}\right)^{-1}\left(\left[0, s_{1}\right]\right) \subset\left(f_{*}\right)^{-1}\left(\left[0, s_{2}\right]\right) \Longrightarrow f^{*}\left(s_{2}\right) \leq f^{*}\left(s_{1}\right)
$$

(2) Let $\left(\epsilon_{k}\right)$ be a sequence of positive numbers decreasing towards 0 . We have

$$
\{|f|>t\}=\cup_{k \in \mathbb{N}}\left\{|f|>t+\epsilon_{k}\right\}
$$

so that by Proposition 1.4.4(2) (or Beppo Levi's theorem), we get $\lim _{k} f_{*}\left(t+\epsilon_{k}\right)=$ $f_{*}(t)$.
(3) Let $t \in \overline{\mathbb{R}}_{+}$. If $s=f_{*}(t)$, we have $f^{*}(s) \leq t$ (otherwise $t<f^{*}(s)$ and from (6.6.5) we find $f_{*}(t)>s=f_{*}(t)$ which is impossible): we have proven $f^{*}\left(f_{*}(t)\right) \leq t$. Let $s \in \overline{\mathbb{R}}_{+}$. We have $f_{*}(+\infty)=0$, and thus if $f^{*}(s)=+\infty, f_{*}\left(f^{*}(s)\right)=0 \leq s$. We may thus assume $f^{*}(s)<+\infty$. Let $\left(t_{k}\right)$ be a decreasing sequence converging towards $f^{*}(s)$ with $f_{*}\left(t_{k}\right) \leq s$. By the already proven right-continuity of $f_{*}$, we have

$$
\lim _{k} f_{*}\left(t_{k}\right)=f_{*}\left(f^{*}(s)\right) \Longrightarrow f_{*}\left(f^{*}(s)\right) \leq s
$$

(4) Let $s \in \mathbb{R}_{+}$and $\left(\epsilon_{k}\right)$ be a positive sequence decreasing to 0 . We already know that $f^{*}\left(s+\epsilon_{k}\right) \leq f^{*}(s)$ and let us assume that there exists $t$ such that

$$
\forall k \in \mathbb{N}, \quad f^{*}\left(s+\epsilon_{k}\right)<t<f^{*}(s)
$$

This implies $f_{*}\left(f^{*}\left(s+\epsilon_{k}\right)\right) \leq f_{*}(t) \leq f_{*}\left(f^{*}(s)\right) \leq s$, and thus $t \geq f^{*}(s)$ which contradicts the assumption.
(5) We start with a lemma.

Lemma 6.6.10. Let $g:[0,+\infty] \rightarrow[0,+\infty]$ be a decreasing function. Then,

$$
g_{*}(t)=\sup \left\{s \in \overline{\mathbb{R}}_{+}, g(s)>t\right\}
$$

Proof. Let $s$ be such that $g(s)>t$. Then, since $g$ is decreasing, $g([0, s]) \subset(t,+\infty]$, so that $s \leq g_{*}(t)$ and thus $\sup \left\{s \in \overline{\mathbb{R}}_{+}, g(s)>t\right\} \leq g_{*}(t)$. Conversely, let $s_{\infty}=$ $\sup \left\{s \in \overline{\mathbb{R}}_{+}, g(s)>t\right\}$. If $s>s_{\infty}$, we have $g(s) \leq t$, so that

$$
\left(s_{\infty},+\infty\right] \subset\{s, g(s) \leq t\} \Longrightarrow\{s, g(s)>t\} \subset\left[0, s_{\infty}\right] \Longrightarrow g_{*}(t) \leq s_{\infty}
$$

concluding the proof of the lemma.

We can apply this lemma to the decreasing function $f^{*}$ to get

$$
\left(f^{*}\right)_{*}(t)=\sup \left\{s \in \overline{\mathbb{R}}_{+}, f^{*}(s)>t\right\} .
$$

We have

$$
f_{*}(t) \geq\left(f^{*}\right)_{*}(t),
$$

otherwise, we would have $f_{*}(t)<\left(f^{*}\right)_{*}(t)$ and thus we could find $s$ such that $f_{*}(t)<s$ with $f^{*}(s)>t$, which would give $f^{*}(s) \leq f^{*}\left(f_{*}(t)\right) \leq t$, contradicting $f^{*}(s)>t$. Conversely, we note that

$$
\left(f^{*}\right)_{*}(t)=\int_{0}^{+\infty} H\left(f^{*}(s)-t\right) d s
$$

and since $f^{*}\left(f_{*}(t)\right) \leq t$, we get the first inequality

$$
\left(f^{*}\right)_{*}(t) \leq \int_{0}^{+\infty} H\left(f^{*}(s)-f^{*}\left(f_{*}(t)\right)\right) d s \leq \int_{0}^{+\infty} H\left(f^{*}(t)-s\right) d s=f^{*}(t)
$$

where the second inequality follows from the inclusion

$$
\left\{s, f^{*}(s)>f^{*}\left(f_{*}(t)\right)\right\} \subset\left\{s, s<f_{*}(t)\right\}
$$

due to the implication $s \geq f_{*}(t) \Longrightarrow f^{*}(s) \leq f^{*}\left(f_{*}(t)\right)$. The inequalities $(\dagger),(\ddagger)$ give the answer.

Exercise 6.6.11. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let

$$
1 \leq p_{1} \leq p \leq p_{2} \leq+\infty
$$

Prove that $L^{p}(\mu) \subset L^{p_{1}}(\mu)+L^{p_{2}}(\mu)$.
Answer. We may of course assume that $p_{1}<p<p_{2}$. We note then that, for $u \in L^{p}(\mu)$,

$$
\mu(\{x \in X,|u(x)|>1\})=\int_{\{|u(x)|>1\}} d \mu \leq \int_{\{|u(x)|>1\}}|u(x)|^{p} d \mu \leq\|u\|_{L^{p}(\mu)}^{p}<+\infty .
$$

We have $u=u \mathbf{1}_{\{|u|>1\}}+u \mathbf{1}_{\{|u| \leq 1\}}$ and $u \mathbf{1}_{\{|u| \leq 1\}} \in L^{\infty}(\mu)$. We have also with $q=p / p_{1} \geq 1,1 / q^{\prime}=1-p_{1} / p$,

$$
\begin{aligned}
& \int_{X}\left|u \mathbf{1}_{\{|u|>1\}}\right|^{p_{1}} d \mu \leq\left(\int_{X}|u|^{p_{1} q} d \mu\right)^{1 / q}\left(\int_{X} \mathbf{1}_{\{|u|>1\}}{ }^{p_{1} q^{\prime}} d \mu\right)^{1 / q^{\prime}} \\
& \quad=\|u\|_{L^{p}(\mu)}^{p_{1}} \mu(\{|u|>1\})^{1-\frac{p_{1}}{p}} \leq\|u\|_{L^{p}(\mu)}^{p_{1}+\left(1-\frac{p_{1}}{p}\right) p}=\|u\|_{L^{p}(\mu)}^{p}<+\infty
\end{aligned}
$$

so that we have proven that $u \mathbf{1}_{\{|u|>1\}} \in L^{p_{1}}(\mu)$. If $p_{2}=+\infty$, we use $u \mathbf{1}_{\{|u| \leq 1\}} \in$ $L^{\infty}(\mu)$ to conclude. If $p_{2}<+\infty$, we estimate

$$
\int_{X}\left|u \mathbf{1}_{\{|u| \leq 1\}}\right|^{p_{2}} d \mu=\int_{X}\left|u \mathbf{1}_{\{|u| \leq 1\}}\right|^{p_{2}-p}|u|^{p} d \mu \leq \int_{X}|u|^{p} d \mu=\|u\|_{L^{p}(\mu)}^{p}<+\infty .
$$

Finally we have proven more precisely that for $u \in L^{p}(\mu)$,

$$
\begin{equation*}
u=\underbrace{u \mathbf{1}_{\{|u|>1\}}}_{u_{1}}+\underbrace{u \mathbf{1}_{\{|u| \leq 1\}}}_{u_{2}},\left\|u_{1}\right\|_{L^{p_{1}}(\mu)} \leq\|u\|_{L^{p}(\mu)}^{p / p_{1}},\left\|u_{2}\right\|_{L^{p_{2}}(\mu)} \leq\|u\|_{L^{p}(\mu)}^{p / p_{2}} \tag{6.6.6}
\end{equation*}
$$

## Chapter 7

## Complex Measures

### 7.1 Complex measures

Definition 7.1.1. Let $(X, \mathcal{M})$ be a measurable space (see Definition 1.1.1). A complex measure on $(X, \mathcal{M})$ is a mapping $\mu: \mathcal{M} \rightarrow \mathbb{C}$ such that $\mu(\emptyset)=0$ and for any sequence $\left(A_{k}\right)_{k \in \mathbb{N}}$ of pairwise disjoint elements of $\mathcal{M}$,

$$
\begin{equation*}
\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)=\sum_{k \in \mathbb{N}} \mu\left(A_{k}\right), \tag{7.1.1}
\end{equation*}
$$

i.e., the series $\sum_{k \in \mathbb{N}} \mu\left(A_{k}\right)$ converges in $\mathbb{C}$ with limit $\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)$. A real measure is a complex measure valued in $\mathbb{R}$.
N.B. Reading Definition 1.1 .1 of a positive measure, we realize the unpleasant fact that a positive measure is not always a complex measure, since for a positive measure the convergence of the series with positive terms $\sum_{k \in \mathbb{N}} \mu\left(A_{k}\right)$ always holds in $\overline{\mathbb{R}}_{+}$, but not necessarily in $\mathbb{R}$ : in the first place, some $\mu\left(A_{k}\right)$ could be $+\infty$ and even if every $\mu\left(A_{k}\right)$ is non-negative finite, it could happen that the series $\sum_{k \in \mathbb{N}} \mu\left(A_{k}\right)=+\infty$.

We note also that the set of complex measures on $(X, \mathcal{M})$ is a $\mathbb{C}$-vector space. We could have defined easily a vector-valued measure: with $(X, \mathcal{M})$ being a measurable space and $B$ being a Banach space, Definition 7.1.1 gives a meaning to a $B$-valued measure. In particular when $B$ is finite dimensional, the notion of an $\mathbb{R}^{N}$-valued measure follows easily from the notion of a real-valued measure. When $B$ is infinite dimensional, integration theory presents specific difficulties which are beyond the scope of this book.
Remark 7.1.2. Definition 7.1.1 implies the so-called commutative convergence of the series $\sum_{k \in \mathbb{N}} \mu\left(A_{k}\right)$, which is equivalent to its absolute convergence (see Exercise 7.7.1). So it is a consequence of the definition of a complex measure, that for $\left(A_{k}\right)_{k \in \mathbb{N}}$ pairwise disjoint sets in $\mathcal{M}, \sum_{k \in \mathbb{N}}\left|\mu\left(A_{k}\right)\right|<+\infty$.

The following definition provides a good set of examples of complex measures.
Definition 7.1.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $h \in L^{1}(\mu)$. The complex measure $\nu$ defined on $\mathcal{M}$ by $\nu(E)=\int_{E} h d \mu$ is called the measure with density $h$ with respect to $\mu$ and we use the notation $d \nu=h d \mu$. For $f \in L^{1}(\nu)$, we have $f h \in L^{1}(\mu)$ and

$$
\int_{X} f d \nu=\int_{X} f h d \mu
$$

Remark 7.1.4. We have seen in Proposition 1.6.5 that in a measure space ( $X, \mathcal{M}, \mu$ ) where $\mu$ is a positive measure, given a measurable function $h: X \rightarrow \overline{\mathbb{R}}_{+}$, we may define a new positive measure $\nu$ on $(X, \mathcal{M})$ by

$$
\nu(E)=\int_{E} h d \mu \quad \text { and for } f: X \rightarrow \overline{\mathbb{R}}_{+} \text {measurable } \int_{X} f d \nu=\int_{X} f \cdot h d \mu
$$

Of course when $h$ belongs to $L^{1}(\mu)$, we can write

$$
h=(\operatorname{Re} h)_{+}-(\operatorname{Re} h)_{-}+i(\operatorname{Im} h)_{+}-i(\operatorname{Im} h)_{-},
$$

and we may define the complex measure

$$
d \nu=h d \mu, \quad \nu(E)=\int_{E} h d \mu
$$

The measure $\nu$ is the complex linear combination of the finite positive measures

$$
d \nu=(\operatorname{Re} h)_{+} d \mu-(\operatorname{Re} h)_{-} d \mu+i(\operatorname{Im} h)_{+} d \mu-i(\operatorname{Im} h)_{-} d \mu
$$

There are various extensions of this notion when $h$ does not belong to $L^{1}(\mu)$, for instance if $h=h_{+}-h_{-}, h_{ \pm} \geq 0$ measurable and $h_{-} \in L^{1}(\mu)$ : in that case the positive measures $h_{ \pm} d \mu$, well defined by Proposition 1.6.5, are such that $h_{-} d \mu$ is bounded so that $h_{+} d \mu-h_{-} d \mu$ makes sense and is a measure.
Remark 7.1.5. More generally, on a measure space $(X, \mathcal{M})$ we may consider $\mu_{1}, \mu_{2}$ two positive measures such that

$$
\begin{equation*}
\left\{E \in \mathcal{M}, \mu_{1}(E)=\mu_{2}(E)=+\infty\right\}=\emptyset \tag{7.1.2}
\end{equation*}
$$

so that we may define the signed measure

$$
\mu: \mathcal{M} \rightarrow \overline{\mathbb{R}}, \quad \mu(E)=\mu_{1}(E)-\mu_{2}(E)
$$

We have of course $\mu(\emptyset)=0$ and if $\left(A_{k}\right)_{k \in \mathbb{N}}$ is a pairwise disjoint sequence of $\mathcal{M}$, we have

$$
\mu\left(\cup_{\mathbb{N}} A_{k}\right)=\sum_{\mathbb{N}} \mu\left(A_{k}\right)
$$

To verify that the sum above converges in $\overline{\mathbb{R}}$ and that equality holds, we note that with $A=\cup_{\mathbb{N}} A_{k}$, either $\mu_{1}(A)<+\infty$ or $\mu_{2}(A)<+\infty$. Let us assume that the latter holds: then we have

$$
\begin{aligned}
& \mu_{1}(A)=\sum_{\mathbb{N}} \mu_{1}\left(A_{k}\right), \quad \text { convergence in } \overline{\mathbb{R}}_{+} \\
& \mu_{2}(A)=\sum_{\mathbb{N}} \mu_{2}\left(A_{k}\right), \quad \text { convergence in } \mathbb{R}_{+}
\end{aligned}
$$

so that $\mu_{1}(A)-\mu_{2}(A)$ makes sense, belongs to $(-\infty,+\infty]$, and is equal to $+\infty$ if $\mu_{1}(A)=+\infty=\mu_{1}(A)-\mu_{2}(A)=\sum_{\mathbb{N}} \mu\left(A_{k}\right)$, with convergence ${ }^{1}$ in $(-\infty,+\infty]$. If $\mu_{1}(A)<+\infty$, the $\sigma$-additivity property is obvious. Of course if $\mu_{2}(A)=+\infty$ so that $\mu_{1}(A)<+\infty$, the discussion is similar, leading to convergence in $[-\infty,+\infty)$. In both cases, convergence and equality hold in $\overline{\mathbb{R}}$.

### 7.2 Total variation of a complex measure

Definition 7.2.1. Let $(X, \mathcal{M})$ be a measurable space and let $\lambda$ be a complex measure on $(X, \mathcal{M})$ (Definition 7.1.1). The total variation measure of $\lambda$, denoted by $|\lambda|$, is defined on $\mathcal{M}$ as

$$
\begin{equation*}
|\lambda|(E)=\sup _{\substack{\left(E_{k}\right)_{k \in \mathbb{N}} \text { pairwise disjoint } \\ \text { with union } E, E_{k} \in \mathcal{M}}} \sum_{\mathbb{N}}\left|\lambda\left(E_{k}\right)\right| . \tag{7.2.1}
\end{equation*}
$$

The name total variation measure is justified by the following results proving that $|\lambda|$ is actually a positive measure on $\mathcal{M}$.
Remark 7.2.2. We may use the word partition of $E$ for the $\left(E_{k}\right)_{k \in \mathbb{N}}$ although according to our definition, a partition $\left(X_{i}\right)_{i \in I}$ of a set $X$ is a pairwise disjoint family of subsets of $X$, with union $X$ and also such that no $X_{i}$ is empty. Adding empty sets in the family does not change the sum in (7.2.1).

Proposition 7.2.3. Let $(X, \mathcal{M})$ be a measurable space and let $\lambda$ be a complex measure on $(X, \mathcal{M})$. The total variation measure of $\lambda$ is a positive measure on $(X, \mathcal{M})$ with a finite total variation, i.e., such that $|\lambda|(X)<+\infty$.

[^42]$$
\sum_{0 \leq k \leq n}\left(a_{k}-b_{k}\right) \geq\left(\sum_{0 \leq k \leq n} a_{k}-\sum_{\mathbb{N}} b_{k}\right) \underset{n \rightarrow+\infty}{\longrightarrow}+\infty
$$
qed.

Proof. We have obviously $|\lambda|(\emptyset)=0$. Let $A \in \mathcal{M}$ and let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a partition of $A$. Let us consider $\left(F_{k}\right)_{k \in \mathbb{N}}$ a partition of $A$ : we have

$$
\sum_{k \in \mathbb{N}}\left|\lambda\left(F_{k}\right)\right|=\sum_{k \in \mathbb{N}}\left|\sum_{n \in \mathbb{N}} \lambda\left(A_{n} \cap F_{k}\right)\right| \leq \sum_{n \in \mathbb{N}} \sum_{k \in \mathbb{N}}\left|\lambda\left(A_{n} \cap F_{k}\right)\right| \leq \sum_{n \in \mathbb{N}}|\lambda|\left(A_{n}\right)
$$

implying

$$
|\lambda|(A) \leq \sum_{n \in \mathbb{N}}|\lambda|\left(A_{n}\right) .
$$

Since Formula (7.2.1) is obviously increasing ${ }^{2}$ with $E$, we may assume that for all $n \in \mathbb{N},|\lambda|\left(A_{n}\right)<+\infty$. This implies that for all $n$, all $\epsilon>0$, there exists $\left(E_{n, k, \epsilon}\right)_{k \in \mathbb{N}}$ partition of $A_{n}$ such that

$$
|\lambda|\left(A_{n}\right)-\epsilon 2^{-n-1}<\sum_{k \in \mathbb{N}}\left|\lambda\left(E_{n, k, \epsilon}\right)\right| \leq|\lambda|\left(A_{n}\right)
$$

Since we have $\sum_{n, k \in \mathbb{N}}\left|\lambda\left(E_{n, k, \epsilon}\right)\right| \leq|\lambda|(A)$ we obtain

$$
\forall \epsilon>0, \quad-\epsilon+\sum_{n}|\lambda|\left(A_{n}\right) \leq|\lambda|(A) \Longrightarrow \sum_{n}|\lambda|\left(A_{n}\right) \leq|\lambda|(A),
$$

proving that $|\lambda|$ is indeed a positive measure on $(X, \mathcal{M})$.
Let us now prove that $|\lambda|$ is bounded.
Lemma 7.2.4. Let $X_{0} \in \mathcal{M}$ such that $|\lambda|\left(X_{0}\right)=+\infty$. Then there exists $X_{1}, Y_{1} \in$ $\mathcal{M}$ such that

$$
X_{0}=X_{1} \cup Y_{1}, \quad X_{1} \cap Y_{1}=\emptyset, \quad\left|\lambda\left(Y_{1}\right)\right| \geq 1, \quad|\lambda|\left(X_{1}\right)=+\infty
$$

Proof of the lemma. From the assumption on $X_{0}$, for any $\epsilon>0$, we may find a partition $\left(A_{k, \epsilon}\right)_{k \in \mathbb{N}}$ of $X_{0}$ such that

$$
\begin{equation*}
\sum_{k \in \mathbb{N}}\left|\lambda\left(A_{k, \epsilon}\right)\right|>\frac{5 \sqrt{2}}{\epsilon} \Longrightarrow \exists N, \text { such that } \sum_{0 \leq k \leq N}\left|\lambda\left(A_{k, \epsilon}\right)\right|>\frac{4 \sqrt{2}}{\epsilon} \tag{7.2.2}
\end{equation*}
$$

and according to Exercise 7.7.2, we find $J \subset\{0, \ldots, N\}$ such that

$$
\left|\lambda\left(\cup_{k \in J} A_{k, \epsilon}\right)\right|=\left|\sum_{k \in J} \lambda\left(A_{k, \epsilon}\right)\right|>\frac{1}{\epsilon}
$$



$$
\sum_{k \in \mathbb{N}}\left|\lambda\left(E_{k}\right)\right| \leq\left|\lambda\left(F \cap E^{c}\right)\right|+\sum_{k \in \mathbb{N}}\left|\lambda\left(E_{k}\right)\right| \leq|\lambda|(F) .
$$

and this implies

$$
\left|\lambda\left(\cup_{k \in \mathbb{N} \backslash J} A_{k, \epsilon}\right)\right|=\left|\lambda(X)-\lambda\left(\cup_{k \in J} A_{k, \epsilon}\right)\right|>\frac{1}{\epsilon}-|\lambda(X)|>\frac{1}{2 \epsilon},
$$

provided $\epsilon$ is chosen ab initio such that $2 \epsilon|\lambda(X)|<1$. Moreover, since $|\lambda|$ is a positive measure and $X_{0}$ is the disjoint union of $\left(\cup_{k \in \mathbb{N} \backslash J} A_{k, \epsilon}\right),\left(\cup_{k \in J} A_{k, \epsilon}\right)$, at least one of these sets has infinite $|\lambda|$ measure and we have proven above that both have $\lambda$ measure with absolute value $\geq 1$, providing we choose $\epsilon=\frac{1}{2+2 \mid \lambda(X)}$. This completes the proof of the lemma.

Now let us show that $|\lambda|(X)=+\infty$ leads to a contradiction. Using the previous lemma, we set $X_{0}=X$ and we find $X_{1}, Y_{1}$ disjoint subsets of $X_{0}$ such that $|\lambda|\left(X_{1}\right)=+\infty$ and $\left|\lambda\left(Y_{1}\right)\right| \geq 1$. We may thus apply the lemma again and find $X_{2}, Y_{2}$ disjoint subsets of $X_{1}$ such that $|\lambda|\left(X_{2}\right)=+\infty$ and $\left|\lambda\left(Y_{2}\right)\right| \geq 1$. Let us assume that we have found $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$, with

$$
X_{j} \cap Y_{j}=\emptyset, \quad X_{j} \cup Y_{j}=X_{j-1}, \quad|\lambda|\left(X_{j}\right)=+\infty, \quad\left|\lambda\left(Y_{j}\right)\right| \geq 1, j \geq 1
$$

we may apply the lemma and find $X_{n+1}, Y_{n+1}$ disjoint subsets of $X_{n}=X_{n+1} \cup Y_{n+1}$ such that $|\lambda|\left(X_{n+1}\right)=+\infty$ and $\left|\lambda\left(Y_{n+1}\right)\right| \geq 1$. As a result, we have constructed a sequence $\left(Y_{n}\right)_{n \geq 1}$ of elements of $\mathcal{M}$, such that $\left|\lambda\left(Y_{n}\right)\right| \geq 1$ and for $n, m \geq 1$,

$$
Y_{n} \cap Y_{n+m} \subset Y_{n} \cap X_{n+m-1} \subset Y_{n} \cap X_{n}=\emptyset,
$$

so that the $\left(Y_{n}\right)_{n \geq 1}$ are pairwise disjoint elements of $\mathcal{M}$ such that $\left|\lambda\left(Y_{n}\right)\right| \geq 1$. This is incompatible with the convergence of the series $\sum_{n \geq 1} \lambda\left(Y_{n}\right)$. The proof of the proposition is complete.

Definition 7.2.5 (Jordan decomposition of a real measure). Let $(X, \mathcal{M})$ be a measure space and let $\lambda$ be a real measure. We define

$$
\begin{equation*}
\lambda_{+}=\frac{1}{2}(|\lambda|+\lambda), \quad \lambda_{-}=\frac{1}{2}(|\lambda|-\lambda) . \tag{7.2.3}
\end{equation*}
$$

The positive measures $\lambda_{ \pm}$are both bounded and satisfy

$$
\begin{equation*}
|\lambda|=\lambda_{+}+\lambda_{-}, \quad \lambda=\lambda_{+}-\lambda_{-} . \tag{7.2.4}
\end{equation*}
$$

### 7.3 Absolute continuity, mutually singular measures

Definition 7.3.1. Let $(X, \mathcal{M})$ be a measurable space, let $\mu$ be a positive measure on $(X, \mathcal{M})$ and let $\lambda$ be a complex or a positive measure on $(X, \mathcal{M})$. We shall say that $\lambda$ is absolutely continuous with respect to $\mu$, and use the notation $\lambda \ll \mu$, whenever

$$
\begin{equation*}
\text { for } E \in \mathcal{M}, \quad \mu(E)=0 \Longrightarrow \lambda(E)=0 \text {. } \tag{7.3.1}
\end{equation*}
$$

Lemma 7.3.2. Let $(X, \mathcal{M})$ be a measurable space, let $\lambda$ be a complex or a positive measure on $(X, \mathcal{M})$ and let $C \in \mathcal{M}$. The following properties are equivalent:
(i) for all $E \in \mathcal{M}, \lambda(E)=\lambda(E \cap C)$.
(ii) for all $E \in \mathcal{M}, E \subset C^{c} \Longrightarrow \lambda(E)=0$.

Such a set $C$ will be called a carrier of $\lambda$.
Proof. Obviously (i) implies (ii) since $\lambda(\emptyset)=0$. Conversely, if (ii) holds, and $E \in \mathcal{M}$, we have $\lambda(E)=\lambda(E \cap C)+\underbrace{\lambda\left(E \cap C^{c}\right)}_{=0}=\lambda(E \cap C)$.

Definition 7.3.3. Let $(X, \mathcal{M})$ be a measurable space, and let $\lambda_{1}, \lambda_{2}$ be two measures on $\mathcal{M}$. These two measures will be said to be mutually singular whenever they are carried by disjoint sets: there exist $A_{1}, A_{2} \in \mathcal{M}, A_{1} \cap A_{2}=\emptyset$ such that $A_{j}$ is a carrier of $\lambda_{j}, j=1,2$. We shall then use the notation $\lambda_{1} \perp \lambda_{2}$.

Proposition 7.3.4. Let $(X, \mathcal{M})$ be a measurable space, and let $\mu, \lambda, \lambda_{1}, \lambda_{2}$ be measures on $\mathcal{M}$ with $\mu$ a positive measure. Then we have

$$
\begin{align*}
& \lambda_{1} \perp \mu \text { and } \lambda_{2} \perp \mu \Longrightarrow \lambda_{1}+\lambda_{2} \perp \mu,  \tag{7.3.2}\\
& \lambda_{1} \ll \mu \text { and } \lambda_{2} \ll \mu \Longrightarrow \lambda_{1}+\lambda_{2} \ll \mu,  \tag{7.3.3}\\
& \lambda_{1} \ll \mu \text { and } \lambda_{2} \perp \mu \Longrightarrow \lambda_{1} \perp \lambda_{2},  \tag{7.3.4}\\
& \lambda \ll \mu \text { and } \lambda \perp \mu \Longrightarrow \lambda=0 . \tag{7.3.5}
\end{align*}
$$

Proof. If $\lambda_{j} \perp \mu, j=1,2$, then there exist $A_{1}, A_{2}, A \in \mathcal{M}$ such that $A_{j}$ is a carrier for $\lambda_{j}, B_{1}, B_{2}$ are carriers for $\mu$ and $A_{j} \cap B_{j}=\emptyset, j=1,2$. Then $B_{1} \cap B_{2}$ is also a carrier for $\mu$ (obvious from (i) in Lemma 7.3.2) and $A_{1} \cup A_{2}$ is a carrier for $\lambda_{1}+\lambda_{2}$ since $\forall E \in \mathcal{M}$,

$$
\begin{aligned}
\left(\lambda_{1}+\lambda_{2}\right)(E) & =\left(\lambda_{1}+\lambda_{2}\right)\left(E \cap\left(A_{1} \cup A_{2}\right)\right)+\left(\lambda_{1}+\lambda_{2}\right)\left(E \cap A_{1}^{c} \cap A_{2}^{c}\right) \\
& =\left(\lambda_{1}+\lambda_{2}\right)\left(E \cap\left(A_{1} \cup A_{2}\right)\right)
\end{aligned}
$$

since $\lambda_{j}\left(E \cap A_{1}^{c} \cap A_{2}^{c}\right)=0$. Since we have $\left(A_{1} \cup A_{2}\right) \cap\left(B_{1} \cap B_{2}\right)=\emptyset$, this gives the sought result.

Let us assume now $\lambda_{1} \ll \mu$ and $\lambda_{2} \ll \mu$ and let $E \in \mathcal{M}$ such that $\mu(E)=0$. Then we have $\lambda_{j}(E)=0$ and the result.

If $\lambda_{1} \ll \mu$ and $\lambda_{2} \perp \mu$, we find $A_{2}, B \in \mathcal{M}$ such that $A_{2} \cap B=\emptyset, \mu$ carried by $B$ and $\lambda_{2}$ carried by $A_{2}$. We have thus for $E \in \mathcal{M}$,

$$
\lambda_{1}(E)=\lambda_{1}\left(E \cap A_{2}^{c}\right)+\lambda_{1}(\underbrace{E \cap A_{2}}_{\subset A_{2} \subset B^{c}})=\lambda_{1}\left(E \cap A_{2}^{c}\right)
$$

since $E \cap A_{2} \subset B^{c} \Longrightarrow \mu\left(E \cap A_{2}\right)=0 \Longrightarrow \lambda_{1}\left(E \cap A_{2}\right)=0$. As a result $\lambda_{1}$ is carried by $A_{2}^{c}$ which is disjoint from $A_{2}$, a carrier of $\lambda_{2}$, entailing $\lambda_{1} \perp \lambda_{2}$.

We assume now $\lambda \ll \mu$ and $\lambda \perp \mu$. Let $A, B$ be disjoint in $\mathcal{M}$ respective carriers for $\lambda, \mu$. For $E \in \mathcal{M}$, we have $\lambda(E)=\lambda(E \cap A)$ and since $\mu(E \cap A)=$
$\mu(E \cap A \cap B)=\mu(\emptyset)=0$, the assumption $\lambda \ll \mu$ implies $\lambda(E \cap A)=0$ and thus $\lambda(E)=0$. The proof of the proposition is complete.

Lemma 7.3.5. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. Then $\mu$ is $\sigma$-finite if and only if there exists $w \in \mathcal{L}^{1}(\mu)$ such that for all $x \in X$, $0<w(x)<1$.

Proof. A simple modification of Exercise 3.7.9: if $\mu$ is $\sigma$-finite, take $w=f / 3$ where $f$ is given by (3.7.4) on page 161 . The same exercise provides a stronger converse.

### 7.4 Radon-Nikodym theorem

Theorem 7.4.1 (Radon-Nikodym Theorem). Let $(X, \mathcal{M})$ be a measurable space, let $\mu$ be a positive $\sigma$-finite measure on $(X, \mathcal{M})$ and let $\lambda$ be a complex measure on $(X, \mathcal{M})$.
(1) There exists a unique couple $\left(\lambda_{a}, \lambda_{s}\right)$ of complex measures on $(X, \mathcal{M})$ such that

$$
\lambda=\lambda_{a}+\lambda_{s}, \quad \lambda_{a} \ll \mu, \quad \lambda_{s} \perp \mu .
$$

(2) There exists a unique element $h \in L^{1}(\mu)$ such that $d \lambda_{a}=h d \mu$, i.e., for all $E \in \mathcal{M}$,

$$
\lambda_{a}(E)=\int_{E} h d \mu
$$

The couple of measures $\left(\lambda_{a}, \lambda_{s}\right)$ is called the Lebesgue decomposition of $\lambda$ with respect to $\mu$ and $h$ is called the Radon-Nikodym derivative of $\lambda$ with respect to $\mu$.

Proof. We shall follow the proof given by John von Neumann ([66]). Let us prove the uniqueness properties: if for $\lambda_{a, j}, \lambda_{s, j}, j=1,2$, complex measures, we have

$$
\lambda=\lambda_{a, j}+\lambda_{s, j}, \quad \lambda_{a, j} \ll \mu, \quad \lambda_{s, j} \perp \mu,
$$

then, from (7.3.3), $\lambda_{a, 1}-\lambda_{a, 2} \ll \mu$ and since $\lambda_{a, 1}-\lambda_{a, 2}=\lambda_{s, 1}-\lambda_{s, 2} \perp \mu$ (from (7.3.2)), property (7.3.5) implies $\lambda_{a, 1}-\lambda_{a, 2}=0$ and thus $\lambda_{s, 1}=\lambda_{s, 2}$. Moreover, if $d \lambda_{a}=h_{j} d \mu, h_{j} \in L^{1}(\mu), j=1,2$, we obtain for all $E \in \mathcal{M}$,

$$
\int_{E}\left(h_{1}-h_{2}\right) d \mu=0
$$

which implies $h_{1}=h_{2}$ from Exercise 1.9.27. We shall now prove the existence part, which is the most interesting part of this theorem.
Let us assume first that $\lambda$ is a bounded positive measure. Let $w$ be a function given by Lemma 7.3.5 and let us define the bounded positive measure $\phi$ by

$$
d \phi=d \lambda+w d \mu
$$

For $E \in \mathcal{M}$ and $f=\mathbf{1}_{E}$, we have

$$
\begin{equation*}
\int_{X} f d \phi=\int_{X} f d \lambda+\int_{X} w f d \mu \tag{7.4.1}
\end{equation*}
$$

As a result, this equality holds as well for simple functions (see Definition 1.3.2), and thus for a non-negative measurable function, we apply Beppo Levi's theorem 1.6.1 and Theorem 1.3.3 (to the three positive measures $d \phi, d \lambda, w d \mu$ ). For $f \in$ $L^{2}(\phi)$, we have

$$
\begin{aligned}
\left|\int_{X} f d \lambda\right| \leq \int_{X}|f| d \lambda & \leq \int_{X}|f| d \phi \leq\|f\|_{L^{2}(\phi)} \phi(X)^{\frac{1}{2}} \\
& \leq\|f\|_{L^{2}(\phi)}\left(\lambda(X)+\|w\|_{L^{1}(\mu)}\right)^{\frac{1}{2}}
\end{aligned}
$$

Consequently, the mapping $L^{2}(\phi) \ni f \mapsto \int_{X} f d \lambda$ is a continuous linear form on $L^{2}(\phi)$ : by the classical Riesz representation theorem of continuous linear forms in a Hilbert space, we know that there exists a unique $g \in L^{2}(\phi)$ such that

$$
\begin{equation*}
\forall f \in L^{2}(\phi), \quad \int_{X} f d \lambda=\langle f, g\rangle_{L^{2}(\phi)} \tag{7.4.2}
\end{equation*}
$$

Let $E \in \mathcal{M}$ such that $\phi(E)>0$; for $f=\mathbf{1}_{E}$ in (7.4.2), we find

$$
\lambda(E)=\int_{E} \bar{g} d \phi
$$

and since $\lambda(E)$ is real this implies in particular that $\int_{E} \operatorname{Im} g d \phi=0$, for all $E \in$ $\mathcal{M}$, so that $g$ is real-valued $\phi$-almost everywhere. Moreover, from the inequality $\lambda(E) \leq \phi(E)$, we infer that for all $E \in \mathcal{M}$ such that $\phi(E)>0$,

$$
0 \leq \frac{1}{\phi(E)} \int_{E} g d \phi \leq 1
$$

and from Exercise 1.9.30 and $g \in L^{2}(\phi) \subset L^{1}(\phi)$ (due to $\phi$ bounded measure), this implies that $g(x) \in[0,1], \phi$-almost everywhere, i.e., on $N^{c}$ where $N \in \mathcal{M}$ with $\phi(N)=0$. We may replace $g$ in (7.4.2) by $\tilde{g}=g \mathbf{1}_{N^{c}}$ and find that $\forall x \in X, \tilde{g}(x) \in$ $[0,1]$, so that we may rewrite (7.4.2) as

$$
\begin{align*}
\forall f \in L^{2}(\phi), \quad \int_{X} f d \lambda=\int_{X} f \tilde{g} d \phi & =\int_{X} f \tilde{g} d \lambda+\int_{X} f \tilde{g} w d \mu \\
\text { i.e., } \quad \int_{X} f(1-\tilde{g}) d \lambda & =\int_{X} f \tilde{g} w d \mu \tag{7.4.3}
\end{align*}
$$

Let us now define the positive measures $\lambda_{a}, \lambda_{s}$ on $(X, \mathcal{M})$ by

$$
\begin{gather*}
A=\{x \in X, 0 \leq \tilde{g}(x)<1\}, B=\{x \in X, 0 \leq \tilde{g}(x)=1\}(\text { note } A, B \in \mathcal{M})  \tag{7.4.4}\\
\text { for } E \in \mathcal{M}, \quad \lambda_{a}(E)=\lambda(A \cap E), \quad \lambda_{s}(E)=\lambda(B \cap E) \tag{7.4.5}
\end{gather*}
$$

Taking $f=\mathbf{1}_{B}$ in (7.4.3), we obtain $\int_{B} w d \mu=0$, and since $w(x)>0$ for all $x$, this implies $\mathbf{1}_{B} w=0, \mu$-a.e. and thus $\mu(B)=0$, so that

$$
\lambda_{s} \perp \mu, \quad\left(B \text { is a carrier of } \lambda_{s}\right) .
$$

In (7.4.3), we may as well take $f=\left(1+\tilde{g}+\cdots+\tilde{g}^{N}\right) \mathbf{1}_{E}$ for $E \in \mathcal{M}$ since $\tilde{g}$ is bounded and the measure $\phi$ is bounded, entailing

$$
\int_{E \cap A}\left(1-\tilde{g}^{N+1}\right) d \lambda=\int_{E}\left(1-\tilde{g}^{N+1}\right) d \lambda=\int_{E} \tilde{g}\left(1+\tilde{g}+\cdots+\tilde{g}^{N}\right) w d \mu
$$

For $x \in A$, the sequence $\left(1-\tilde{g}^{N+1}(x)\right)$ converges monotonically to 1 , so that, thanks to Beppo Levi's theorem, the lhs converges to $\lambda(E \cap A)=\lambda_{a}(E)$. The sequence $\left(\tilde{g}(x)\left(1+\tilde{g}(x)+\cdots+\tilde{g}^{N}(x)\right)\right)_{N \in \mathbb{N}}$ converges increasingly towards a nonnegative measurable function $h(x)$, so that

$$
\forall E \in \mathcal{M}, \quad \lambda_{a}(E)=\int_{E} h d \mu
$$

Since $\lambda_{a}(X)<+\infty$, we get as well that $h \in L^{1}(\mu)$ and $\lambda_{a} \ll \mu$, which concludes the proof for a $\lambda$ bounded positive measure.
Let us assume now that $\lambda$ is a complex measure on $(X, \mathcal{M})$. Then, according to the decomposition into real and imaginary parts and to the Jordan decomposition (Definition 7.2.5), we have

$$
\lambda=\operatorname{Re} \lambda+i \operatorname{Im} \lambda=(\operatorname{Re} \lambda)_{+}-(\operatorname{Re} \lambda)_{-}+i(\operatorname{Im} \lambda)_{+}-i(\operatorname{Im} \lambda)_{-}
$$

where $(\operatorname{Re} \lambda)_{ \pm},(\operatorname{Im} \lambda)_{ \pm}$are bounded positive measures to which we may apply the previous result. This completes the proof of Theorem 7.4.1.

Remark 7.4.2. If $\lambda$ is a positive $\sigma$-finite measure (as well as $\mu$ ), then using Lemma 7.3 .5 we can find a measurable function $v$ valued in $(0,1)$ such that $v d \lambda$ is a bounded positive measure. We can use the Lebesgue decomposition of $v d \lambda$, so that for $f$ non-negative measurable,

$$
\int_{X} f v d \lambda=\int_{X} f h d \mu+\int_{X} f d \nu_{s}, \quad \nu_{a} \ll \mu, \quad 0 \leq h \in L^{1}(\mu), \quad \nu_{s} \perp \mu
$$

This implies $\int_{X} f d \lambda=\int_{X} f v^{-1} h d \mu+\int_{X} f v^{-1} d \nu_{s}$, and

$$
d \lambda=v^{-1} h d \mu+v^{-1} d \nu_{s}, \quad \lambda(E)=\int_{E} v^{-1} h d \mu+\int_{E \cap C} v^{-1} d \nu_{s}, \quad \mu(C)=0
$$

The positive measure $v^{-1} h d \mu$ is absolutely continuous with respect to $\mu$, thanks to (3) in Proposition 1.5.4 which implies as well that $v^{-1} d \nu_{s}$ and $d \mu$ are mutually singular. This means that the first part of the Radon-Nikodym Theorem holds for $\lambda$ a positive $\sigma$-finite measure (and of course $\mu$ positive $\sigma$-finite), although the second part may not hold since the function $v^{-1} h$ need not be in $L^{1}(\mu)$ : however, due to the explicit construction used in Lemma 7.3 .5 , we see that $v^{-1} h \mathbf{1}_{X_{n}}$ will belong to $L^{1}(\mu)$ if $\cup_{n \in \mathbb{N}} X_{n}=X, \lambda\left(X_{n}\right)<+\infty$.

Lemma 7.4.3 (Hahn decomposition). Let $(X, \mathcal{M})$ be a measure space and let $\lambda$ be a real measure. There exists a partition $\left\{A_{+}, A_{-}\right\}$of $X$ with $A_{ \pm} \in \mathcal{M}$ such that

$$
\forall E \in \mathcal{M}, \quad \lambda_{ \pm}(E)= \pm \lambda\left(A_{ \pm} \cap E\right)
$$

Proof. See Exercise 7.7.9.
Theorem 7.4.4. Let $(X, \mathcal{M})$ be a measure space. The mapping $\lambda \mapsto|\lambda|(X)$ is a norm on the vector space $\mathscr{M}(X, \mathcal{M})$ of complex measures on $(X, \mathcal{M})$. Using the notation $\|\lambda\|=|\lambda|(X),\left\|\left|\left|\lambda \|\left|=\sup _{E \in \mathcal{M}}\right| \lambda(E)\right|\right.\right.$, these formulas are defining norms on $\mathscr{M}(X, \mathcal{M})$ which are equivalent and make $\mathscr{M}(X, \mathcal{M})$ a Banach space.

Proof. Note first that $\mathscr{M}(X, \mathcal{M})$ is obviously a complex vector space and Definition 7.2 .1 implies that $\|\cdot\|$ is valued in $\mathbb{R}_{+}$, homogeneous with degree 1 , separated, and satisfies the triangle inequality. The quantity $\|\|\lambda\|\|=\sup _{E \in \mathcal{M}}|\lambda(E)|$ is such that

$$
\left\|\|\lambda\|\left|\leq \sup _{E \in \mathcal{M}}\right| \lambda \mid(E) \leq\right\| \lambda \|<+\infty
$$

Thus $\|\|\cdot\|\|$ is a norm on $\mathscr{M}(X, \mathcal{M})$ (we have proven finiteness, which was the only non-obvious property). Moreover, if $\lambda$ is a real measure, we have from the Jordan-Hahn decomposition (Definition 7.2.5, Lemma 7.4.3),

$$
|\lambda|(X)=\lambda_{+}(X)+\lambda_{-}(X)=\lambda\left(A_{+}\right)-\lambda\left(A_{-}\right) \leq 2|\|\lambda \mid\| .
$$

If $\lambda$ is a complex measure, we have $\lambda=\operatorname{Re} \lambda+i \operatorname{Im} \lambda$ and thus

$$
\|\lambda\| \leq\|\operatorname{Re} \lambda\|+\|\operatorname{Im} \lambda\| \leq 2\|\operatorname{Re} \lambda\|+2\|\operatorname{Im} \lambda\|\|=\| \lambda+\bar{\lambda}\|+\|\|\lambda-\bar{\lambda}\| \leq 4\|\lambda\|,
$$

where the definition of $\bar{\lambda}$ is simply $\bar{\lambda}(E)=\overline{\lambda(E)}$, which makes $\bar{\lambda}$ a complex measure with the same norm as $\lambda$ (true for $\|\cdot\|,\| \| \cdot\| \|$ ).

Let us now consider a Cauchy sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ in $\mathscr{M}(X, \mathcal{M})$. For each $E \in \mathcal{M}$, the sequence of complex numbers $\left(\mu_{n}(E)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence and we may define

$$
\begin{equation*}
\mu(E)=\lim _{n} \mu_{n}(E) \tag{7.4.6}
\end{equation*}
$$

We have thus obviously $\mu(\emptyset)=0$ and finite additivity. Let $\left(A_{k}\right)_{k \in \mathbb{N}}$ be a pairwise disjoint sequence of elements of $\mathcal{M}$. We note first that

$$
\left|\mu(E)-\mu_{n}(E)\right|=\lim _{m}\left|\mu_{m}(E)-\mu_{n}(E)\right| \leq \limsup _{m}\left\|\mu_{m}-\mu_{n}\right\| \|=\epsilon_{n} \underset{n \rightarrow+\infty}{\longrightarrow} 0
$$

Using the finite additivity property of $\mu$ we have

$$
\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)=\sum_{0 \leq k \leq N} \mu\left(A_{k}\right)+\mu\left(\cup_{k>N} A_{k}\right)
$$

We have also for $n, N \in \mathbb{N}$,

$$
\begin{aligned}
& \left|\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)-\sum_{0 \leq k \leq N} \mu\left(A_{k}\right)\right|=\left|\mu\left(\cup_{k>N} A_{k}\right)\right| \\
& \quad \leq\left|\mu\left(\cup_{k>N} A_{k}\right)-\mu_{n}\left(\cup_{k>N} A_{k}\right)\right|+\left|\mu_{n}\left(\cup_{k>N} A_{k}\right)\right| \leq \epsilon_{n}+\sum_{k>N}\left|\mu_{n}\left(A_{k}\right)\right|,
\end{aligned}
$$

so that for all $n \in \mathbb{N}$, $\lim \sup _{N \rightarrow+\infty}\left|\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)-\sum_{0 \leq k \leq N} \mu\left(A_{k}\right)\right| \leq \epsilon_{n}$, and since $\lim _{n} \epsilon_{n}=0$, this implies

$$
\lim _{N \rightarrow+\infty}\left|\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)-\sum_{0 \leq k \leq N} \mu\left(A_{k}\right)\right|=0,
$$

proving the convergence of the series $\sum_{k \geq 0} \mu\left(A_{k}\right)$ towards $\mu\left(\cup_{k \in \mathbb{N}} A_{k}\right)$, which is the sought $\sigma$-additivity. The proof of Theorem 7.4.4 is complete.

### 7.5 The dual of $L^{p}(X, \mathcal{M}, \mu), 1 \leq p<+\infty$

Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure. We consider the Banach spaces $L^{p}(\mu)$ (see Theorem 3.2.8) and we want to determine their dual spaces whenever $1 \leq p<+\infty$ and the measure $\mu$ is $\sigma$-finite. For $1 \leq p<+\infty$, we shall denote by $p^{\prime}$ the conjugate index such that

$$
\frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

$\left(p^{\prime}=p /(p-1)\right.$ if $1<p<+\infty$ and $p^{\prime}=+\infty$ if $\left.p=1\right)$.

## Main result

Theorem 7.5.1. Let $(X, \mathcal{M}, \mu)$ be a measured space where $\mu$ is a $\sigma$-finite positive measure and let $1 \leq p<+\infty$. Let $\xi \in\left(L^{p}(\mu)\right)^{*}$, the topological dual of $L^{p}(\mu)$. Then there exists a unique $g \in L^{p^{\prime}}(\mu)$ such that

$$
\forall f \in L^{p}(\mu), \quad\langle\xi, f\rangle=\int_{X} f g d \mu, \quad\|\xi\|_{\left(L^{p}(\mu)\right)^{*}}=\|g\|_{L^{p^{\prime}}(\mu)}
$$

so that, for $1 \leq p<+\infty, \quad\left(L^{p}(\mu)\right)^{*}=L^{p^{\prime}}(\mu)$.
$N . B$. We may consider the sesquilinear mapping

$$
\begin{array}{clc}
\Phi: L^{p}(\mu) \times L^{p^{\prime}}(\mu) & \longrightarrow & \mathbb{C} \\
(f, g) & \mapsto & \int_{X} f \bar{g} d \mu .
\end{array}
$$

which is well defined, thanks to Hölder's inequality (Theorem 3.1.6), and satisfy

$$
|\Phi(f, g)| \leq\|f\|_{L^{p}}\|g\|_{L^{p^{\prime}}} .
$$

Let us check that the mapping $L^{p^{\prime}}(\mu) \ni g \mapsto \Phi_{g} \in\left(L^{p}(\mu)\right)^{*}$ given by $\Phi_{g}(f)=$ $\Phi(f, g)$ is isometric, i.e.,

$$
\begin{equation*}
\left\|\Phi_{g}\right\|_{\left(L^{p}\right)^{*}}=\sup _{\|f\|_{L^{p}=1}}\left|\int_{X} f \bar{g} d \mu\right|=\|g\|_{L^{p^{\prime}}} \tag{7.5.1}
\end{equation*}
$$

In fact the inequality $\left\|\Phi_{g}\right\|_{\left(L^{p}\right)^{*}} \leq\|g\|_{L^{p^{\prime}}}$ follows from Hölder's inequality and for a given $0 \neq g \in L^{p^{\prime}}$ and $1<p<+\infty$ we have, with

$$
f=\frac{g}{|g|}|g|^{p^{\prime} / p} \mathbf{1}_{g \neq 0}\|g\|_{L^{p^{\prime}}}^{-p^{\prime} / p}, \quad\|f\|_{L^{p}}^{p}=\int_{X}|g|^{p^{\prime}} d \mu\|g\|_{L^{p^{\prime}}}^{-p^{\prime}}=1
$$

and the equality

$$
\int_{X} f \bar{g} d \mu=\int_{X}|g|^{1+\frac{p^{\prime}}{p}} d \mu\|g\|_{L^{p^{\prime}}}^{-p^{\prime} / p}=\|g\|_{L^{p^{\prime}}}^{-\frac{p^{\prime}}{p}+p^{\prime}}=\|g\|_{L^{p^{\prime}}}
$$

The same type of argument works for $p=1$ : here $p^{\prime}=+\infty$ and for $0 \neq g \in L^{\infty}$ we choose $\epsilon>0$ such that $\mu\left(\left\{|g| \geq\|g\|_{L^{\infty}}-\epsilon\right\}\right)>0$ and we set

$$
f=\frac{g}{|g|} \frac{1\left(|g| \geq\|g\|_{L^{\infty}}-\epsilon\right)}{\mu\left(\left\{|g| \geq\|g\|_{L^{\infty}}-\epsilon\right\}\right)}, \quad \text { so that }\|f\|_{L^{1}}=1
$$

and

$$
\begin{aligned}
\Phi_{g}(f) & =\int_{X}|g| \frac{1}{\mu(\underbrace{\left\{|g| \geq\|g \mid \geq\| \|_{L^{\infty}}-\epsilon\right)}_{G_{\epsilon}}} d \mu=\frac{1}{\mu\left(G_{\epsilon}\right)} \int_{\|g\|_{L^{\infty}-\epsilon \leq \leq g \mid \leq\|g\|_{L^{\infty}}}}|g| d \mu \\
& \geq \frac{1}{\mu\left(G_{\epsilon}\right)}\left(\|g\|_{L^{\infty}}-\epsilon\right) \mu\left(G_{\epsilon}\right)=\|g\|_{L^{\infty}}-\epsilon
\end{aligned}
$$

As a result $\left\|\Phi_{g}(f)\right\|_{\left(L^{1}\right)^{*}}=\|g\|_{L^{\infty}}$. As a result the mapping

$$
\psi: L^{p^{\prime}}(\mu) \longrightarrow\left(L^{p}(\mu)\right)^{*}, \quad \psi(g)=\Phi_{g}
$$

is injective and isometric and thus has a closed image isomorphic to $L^{p^{\prime}}(\mu)$ (thanks to the Open Mapping Theorem 10.2.43). The main difficulty of the above theorem is the proof that $\psi$ is indeed onto when $1 \leq p<+\infty$. We shall see some examples (see (7.5.11)) showing that for $p=\infty$, the dual space of $L^{\infty}$, i.e., the bidual of $L^{1}$ is much larger than $L^{1}$ and that the mapping $\psi$ is not onto in general in that case ${ }^{3}$.

Proof of the theorem. Let then $1 \leq p<+\infty$ and $\xi \in\left(L^{p}(\mu)\right)^{*}$. We assume first that $\mu(X)<+\infty$. For $E \in \mathcal{M}$, we define

$$
\begin{equation*}
\lambda(E)=\xi\left(\mathbf{1}_{E}\right) \tag{7.5.2}
\end{equation*}
$$

[^43]If $A, B$ are measurable and disjoint, we have $\mathbf{1}_{A \cup B}=\mathbf{1}_{A}+\mathbf{1}_{B}$, which implies that $\lambda$ is finitely additive. Let us consider $E=\cup_{j \in \mathbb{N}} E_{j}$ with $\left(E_{j}\right)_{j \in \mathbb{N}}$ pairwise disjoint elements of $\mathcal{M}$. With $A_{k}=\cup_{j \leq k} E_{j}$, we have

$$
\left\|\mathbf{1}_{E}-\mathbf{1}_{A_{k}}\right\|_{L^{p}}^{p}=\int_{E \backslash A_{k}} d \mu=\mu\left(E \backslash A_{k}\right)
$$

By the Lebesgue dominated convergence theorem, we know that $\lim _{k} \mu\left(E \backslash A_{k}\right)=$ 0 , and since $\xi$ is continuous on $L^{p}$, we get that $\lim _{k} \lambda\left(A_{k}\right)=\lambda(E)$, i.e.,

$$
\lambda(E)=\sum_{j \in \mathbb{N}} \lambda\left(E_{j}\right)
$$

so that $\lambda$ is a complex measure. Moreover if $\mu(E)=0$, we have $\mathbf{1}_{E}=0, \mu$-a.e. and $\mathbf{1}_{E}=0$ in $L^{p}$ implying $\lambda(E)=0$. As a result we have $\lambda \ll \mu$. We may apply the Radon-Nikodym Theorem 7.4.1: there exists $g \in L^{1}(\mu)$ such that

$$
\xi\left(\mathbf{1}_{E}\right)=\lambda(E)=\int_{E} g d \mu=\int_{X} g \mathbf{1}_{E} d \mu .
$$

Thus, by the linearity of $\xi$, for any simple function $f$ (finite linear combination of characteristic functions of measurable sets) we get

$$
\begin{equation*}
\xi(f)=\int_{X} f g d \mu, \quad \text { which is true as well for } f \in L^{\infty}(\mu) \tag{7.5.3}
\end{equation*}
$$

since a function in $L^{\infty}(\mu)$ is a uniform limit of simple functions. If $p=1$, for all $E \in \mathcal{M}$, we have

$$
\left|\int_{X} \mathbf{1}_{E} g d \mu\right|=\left|\xi\left(\mathbf{1}_{E}\right)\right| \leq\|\xi\|_{\left(L^{1}\right)^{*}}\left\|\mathbf{1}_{E}\right\|_{L^{1}}=\mu(E)\|\xi\|_{\left(L^{1}\right)^{*}}
$$

and thus $|g(x)| \leq\|\xi\|_{\left(L^{1}\right)^{*}} \mu$-a.e., implying

$$
\begin{equation*}
\|g\|_{L^{\infty}(\mu)} \leq\|\xi\|_{\left(L^{1}\right)^{*}} \tag{7.5.4}
\end{equation*}
$$

If $1<p<+\infty$, we consider a measurable function $\alpha$ such that $\alpha g=|g|$ (see Exercise 1.9.16), and we define

$$
f_{n}=\mathbf{1}_{E_{n}}|g|^{p^{\prime}-1} \alpha, \quad E_{n}=\{|g| \leq n\}
$$

We have $|\alpha|=1$ on the set $\{g \neq 0\}$ and $p\left(p^{\prime}-1\right)=p^{\prime}$ so that

$$
|f|_{n}^{p}=\mathbf{1}_{E_{n}}|g|^{p^{\prime}}, \quad\left|f_{n}\right| \leq n^{p^{\prime}}
$$

and applying (7.5.3) to the $L^{\infty}$ function $f_{n}$, we get

$$
\xi\left(f_{n}\right)=\int_{X} \mathbf{1}_{E_{n}}|g|^{p^{\prime}-1} \alpha g d \mu=\int_{E_{n}}|g|^{p^{\prime}} d \mu
$$

and $\left.\left|\int_{E_{n}}\right| g\right|^{p^{\prime}} d \mu \mid \leq\|\xi\|_{\left(L^{p}\right)^{*}}\left\|f_{n}\right\|_{L^{p}}=\|\xi\|_{\left(L^{p}\right)^{*}}\left(\int_{E_{n}}|g|^{p^{\prime}} d \mu\right)^{1 / p}$ and this implies

$$
\left.\left.\left|\int_{E_{n}}\right| g\right|^{p^{\prime}} d \mu\right|^{1-\frac{1}{p}=\frac{1}{p^{\prime}}} \leq\|\xi\|_{\left(L^{p}\right)^{*}}
$$

Beppo Levi's theorem 1.6 .1 then implies that $\|g\|_{L^{p^{\prime}}} \leq\|\xi\|_{\left(L^{p}\right)^{*}}$. Since $\xi$ and $f \mapsto \int f g d \mu$ coincide (and are continuous) on $L^{\infty}(\mu)$, which is dense in $L^{p}(\mu)$ (see Proposition 3.2.11), they coincide on $L^{p}(\mu)$ and $\|\xi\|_{\left(L^{p}\right)^{*}}=\|g\|_{L^{p^{\prime}}}$. The proof is complete in the case $\mu(X)<+\infty$.

Let us now assume that $\mu(X)=+\infty$. From Lemma 7.3.5, we know that there exists $w \in L^{1}(\mu)$ such that $\forall x \in X, 0<w(x)<1$. We consider now the finite measure $d \nu=w d \mu\left(\nu(X)=\int_{X} w d \mu<\infty\right)$ and the linear isometries

$$
\left.\begin{array}{ccc}
L^{p}(\nu) & \longrightarrow & L^{p}(\mu)  \tag{7.5.5}\\
F & \mapsto & F w^{1 / p}
\end{array}\right\}, \quad\left\{\begin{array}{ccc}
L^{p}(\mu) & \longrightarrow & L^{p}(\nu) \\
f & \mapsto & f w^{-1 / p}
\end{array}\right.
$$

noting that we have

$$
\begin{aligned}
\|F\|_{L^{p}(\nu)}^{p} & =\int_{X}|F|^{p} w d \mu=\left\|F w^{1 / p}\right\|_{L^{p}(\mu)}^{p} \\
\|f\|_{L^{p}(\mu)}^{p} & =\int_{X}|f|^{p} w^{-1} d \nu=\left\|f w^{-1 / p}\right\|_{L^{p}(\nu)}^{p}
\end{aligned}
$$

As a consequence, if $\xi \in\left(L^{p}(\mu)\right)^{*}$ we can define $\eta \in\left(L^{p}(\nu)\right)^{*}$ by

$$
\forall F \in L^{p}(\nu),\langle\eta, F\rangle_{\left(L^{p}(\nu)\right)^{*}, L^{p}(\nu)}=\left\langle\xi, w^{1 / p} F\right\rangle_{\left(L^{p}(\mu)\right)^{*}, L^{p}(\mu)}
$$

and

$$
\|\eta\|_{\left(L^{p}(\nu)\right)^{*}}=\|\xi\|_{\left(L^{p}(\mu)\right)^{*}}
$$

We can use the proven result on finite measures to find $G \in L^{p^{\prime}}(\nu)$ such that $\|G\|_{L^{p^{\prime}}(\nu)}=\|\eta\|_{\left(L^{p}(\nu)\right)^{*}}$ with $\langle\eta, F\rangle_{\left(L^{p}(\nu)\right)^{*}, L^{p}(\nu)}=\int_{X} F G d \nu$ so that

$$
\langle\xi, f\rangle_{\left(L^{p}(\mu)\right)^{*}, L^{p}(\mu)}=\int_{X} f w^{-1 / p} G w d \mu=\int_{X} f g d \mu, \quad g=G w^{1-\frac{1}{p}}
$$

and, if $p^{\prime}<\infty$,

$$
\|\xi\|_{\left(L^{p}(\mu)\right)^{*}}^{p}=\|G\|_{L^{p^{\prime}}(\nu)}^{p}=\int_{X}|G|^{p^{\prime}} w d \mu=\int_{X}\left(|G| w^{1-\frac{1}{p}}\right)^{p^{\prime}} d \mu=\|g\|_{L^{p^{\prime}}(\mu)}^{p} .
$$

If $p=1, p^{\prime}=\infty$, we have $g=G$ and $\|\xi\|_{\left(L^{1}(\mu)\right)^{*}}=\|G\|_{L^{\infty}(\nu)}=\|g\|_{L^{\infty}(\nu)}$. The proof of the theorem is complete.

## The Banach spaces $c_{0}, \ell^{p}$

These are spaces of sequences of complex numbers $\left(x_{k}\right)_{k \geq 1}$. We have

$$
\begin{align*}
c_{0} & =\left\{\left(x_{k}\right)_{k \geq 1}, \lim _{k} x_{k}=0\right\}, \quad\left\|\left(x_{k}\right)_{k \geq 1}\right\|_{\infty}=\sup _{k \geq 1}\left|x_{k}\right|,  \tag{7.5.6}\\
\text { for } p \geq 1, \ell^{p} & =\left\{\left(x_{k}\right)_{k \geq 1}, \sum_{k \geq 1}\left|x_{k}\right|^{p}<+\infty\right\},\left\|\left(x_{k}\right)_{k \geq 1}\right\|_{p}=\left(\sum_{k \geq 1}\left|x_{k}\right|^{p}\right)^{1 / p},  \tag{7.5.7}\\
\ell^{\infty} & =\left\{\left(x_{k}\right)_{k \geq 1}, \sup _{k \geq 1}\left|x_{k}\right|<+\infty\right\}, \quad\left\|\left(x_{k}\right)_{k \geq 1}\right\|_{\infty}=\sup _{k \geq 1}\left|x_{k}\right| . \tag{7.5.8}
\end{align*}
$$

These spaces are Banach spaces, and $\ell^{2}$ is a Hilbert space (see Theorem 3.2.8). Note also that the space $c_{0}$ is a closed subspace of $\ell^{\infty}$ (Exercise 3.7.29). The spaces $c_{0}, \ell^{p}$, for $1 \leq p<+\infty$ are separable since the finite sequences of complex numbers with rational real and imaginary part are dense (Exercise 3.7.29). The space $\ell^{\infty}$ is not separable (see Exercise 3.7.20).

## Duality results

Let us prove that $c_{0}^{*}=\ell^{1}$. We consider the mapping

$$
\begin{array}{ccc}
c_{0} \times \ell^{1} & \longrightarrow & \mathbb{C} \\
(x, y) & \mapsto & \sum_{k \geq 1} x_{k} \overline{y_{k}}:=(x, y) \tag{7.5.9}
\end{array}
$$

and we have $|(x, y)| \leq\|x\|_{c_{0}}\|y\|_{\ell^{1}}$. As a consequence, we have a mapping

$$
\ell^{1} \ni y \mapsto j(y) \in c_{0}^{*} \text { with } j(y) \cdot x=(x, y) .
$$

The mapping $j$ is linear, sends $\ell^{1}$ into $c_{0}^{*}$ and that inequality proves as well that $j$ is continuous: $\|j(y)\|_{c_{0}^{*}} \leq\|y\|_{\ell^{1}}$. On the other hand, for a given $y$ in $\ell^{1}, N \in \mathbb{N}^{*}$, choosing $x_{k}=y_{k} /\left|y_{k}\right|$ when $y_{k} \neq 0$ and $k \leq N, x_{k}=0$ otherwise, we have $x=\left(x_{k}\right)_{k \geq 1} \in c_{0},\|x\|_{c_{0}} \leq 1$,

$$
\|j(y)\|_{c_{0}^{*}}=\sup _{\|x\|_{c_{0} \leq 1}}|(x, y)| \geq \sum_{1 \leq k \leq N}\left|y_{k}\right|, \quad \text { for all } N \geq 1
$$

so that $\|j(y)\|_{c_{0}^{*}}=\|y\|_{\ell^{1}}$. As a result $j\left(\ell^{1}\right)$ is a closed subspace of $c_{0}^{*}$ which is isomorphic to $\ell^{1}$.

We need to prove that $j$ is onto. Let us take $\xi \in c_{0}^{*}$; we define for $j \geq 1$, $e_{j}=\left(\delta_{j, k}\right)_{k \geq 1}\left(\in c_{0}\right)$. We choose some real numbers $\theta_{j}$ so that $e^{i \theta_{j}} \xi \cdot e_{j}=\left|\xi \cdot e_{j}\right|$ and we consider $x=\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}, 0,0,0 \ldots\right) \in c_{0},\|x\|_{c_{0}}=1$, so that

$$
\xi \cdot x=\sum_{1 \leq j \leq n} e^{i \theta_{j}} \xi \cdot e_{j}=\sum_{1 \leq j \leq n}\left|\xi \cdot e_{j}\right| .
$$

As a result, we have for all $n \geq 1, \sum_{1 \leq j \leq n}\left|\xi \cdot e_{j}\right| \leq\|\xi\|_{c_{0}^{*}}\|x\|_{c_{0}}=\|\xi\|_{c_{0}^{*}}$, proving that $y=\left(\xi \cdot e_{j}\right)_{j \geq 1} \in \ell^{1}$. Now, we have for $x=\left(x_{j}\right)_{j \geq 1} \in c_{0}$, by the continuity of $\xi$,

$$
\xi \cdot x=\lim _{n \rightarrow+\infty} \sum_{1 \leq j \leq n} x_{j}\left(\xi \cdot e_{j}\right)=\left(x,\left(\xi \cdot e_{j}\right)_{j \geq 1}\right)=(x, y)
$$

proving that $\xi=j(y)$ for some $y \in \ell^{1}$ and the sought surjectivity.
Theorem 7.5.1 implies that $\left(\ell^{1}\right)^{*}=\ell^{\infty}$ (a direct proof analogous to the previous one is also possible).

Let us now prove that $\left(\ell^{\infty}\right)^{*}$, which is the bidual of $\ell^{1}$, is (much) larger than $\ell^{1}$. The space $c_{0}$ is a closed proper subspace of $\ell^{\infty}$, and the Hahn-Banach theorem (Theorem 10.2.38) allows us to construct $\xi_{0} \in\left(\ell^{\infty}\right)^{*}$ such that

$$
\begin{equation*}
\xi_{0 \mid c_{0}}=0, \quad \xi_{0} \cdot x_{0}=1, \quad x_{0}=(1,1,1, \ldots) \in \ell^{\infty} \backslash c_{0} \tag{7.5.10}
\end{equation*}
$$

As a consequence, the mapping $j: \ell^{1} \longrightarrow\left(\ell^{1}\right)^{* *}=\left(\ell^{\infty}\right)^{*}$, defined in Proposition 10.3.13, is not onto since there is no $y \in \ell^{1}$ such that $j(y)=\xi_{0}$ : otherwise, we would have for $x \in \ell^{\infty}$,

$$
\left\langle\xi_{0}, x\right\rangle_{\left(\ell^{\infty}\right)^{*}, \ell \infty}=\langle j(y), x\rangle_{\left(\ell^{1}\right)^{* *},\left(\ell^{1}\right)^{*}}=\langle x, y\rangle_{\left(\ell^{1}\right)^{*}, \ell^{1}}=\sum_{j \geq 1} \overline{x_{j}} y_{j}
$$

and since $\left\langle\xi_{0}, e_{j}\right\rangle_{\left(\ell^{\infty}\right)^{*}, \ell^{\infty}}=0$, that would imply $y_{j}=0$ for all $j \geq 1$, and $\xi_{0}=0$, contradicting (7.5.10). The next proposition summarizes the situation.

Proposition 7.5.2. We consider the spaces $c_{0}, \ell^{p}$ defined in (7.5.6), (7.5.7), (7.5.8). When $1<p<+\infty$ we define $\left.p^{\prime} \in\right] 1,+\infty\left[\right.$ by the identity $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Then we have

$$
\begin{gather*}
\left(\ell^{1}\right)^{*}=\ell^{\infty},\left(\ell^{1}\right)^{* *} \neq \ell^{1}, \quad \ell^{1} \text { is not reflexive }  \tag{7.5.11}\\
1<p<+\infty, \quad\left(\ell^{p}\right)^{*}=\ell^{p^{\prime}},\left(\ell^{p}\right)^{* *}=\ell^{p}, \quad \ell^{p} \text { is reflexive },  \tag{7.5.12}\\
\ell^{\infty} \text { is not reflexive, }  \tag{7.5.13}\\
c_{0}^{*}=\ell^{1}, c_{0}^{* *}=\left(\ell^{1}\right)^{*}=\ell^{\infty} \neq c_{0}, \quad c_{0} \text { is not reflexive } \tag{7.5.14}
\end{gather*}
$$

Proof. The first and the fourth lines are proven above, the second line follows from Theorem 7.5.1, the third line is a consequence of Proposition 10.3.16, since $\ell^{1}$ is not reflexive.

## Examples of weak convergence

Definition of weak convergence and elementary properties related to that notion are given in Section 10.3. We consider the space $L^{p}(\mathbb{R})$ for some $p \in[1,+\infty[$. We want to provide some examples of a sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ of $L^{p}(\mathbb{R})$ weakly converging to 0 , but not strongly converging to 0 . Here we assume $1<p<+\infty$.

- A first phenomenon is strong oscillations: take $u_{k}(x)=e^{i k x} \mathbf{1}_{[0,1]}(x)$ : the $L^{p}$ norm of $u_{k}$ is constant equal to 1 but for $v \in L^{p^{\prime}}$, the sequence

$$
\left\langle u_{k}, v\right\rangle=\int u_{k}(x) \bar{v}(x) d x
$$

has limit zero (a consequence of the Riemann-Lebesgue Lemma 3.4.5).

- The sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ may also concentrate at a point: take

$$
u_{k}(x)=k^{1 / p} u_{1}(k x)
$$

where $u_{1}$ has norm 1 in $L^{p}$. Here also the $L^{p}$-norm of $u_{k}$ is a constant equal to 1 . However for $v \in L^{p^{\prime}}$,

$$
\left\langle u_{k}, v\right\rangle=\int u_{k}(x) \bar{v}(x) d x=\int u_{1}(t) \bar{v}(t / k) d t k^{-\frac{1}{p^{\prime}}}
$$

with $\left.p, p^{\prime} \in\right] 1,+\infty\left[\right.$. With $\varphi, \psi \in C_{c}^{0}(\mathbb{R})$ we have with $\psi_{k}(x)=k^{1 / p} \psi(k x)$,

$$
\begin{aligned}
\left|\left\langle u_{k}, v\right\rangle\right| \leq\left|\left\langle u_{k}, v-\varphi\right\rangle\right| & +\left|\left\langle u_{k}-\psi_{k}, \varphi\right\rangle\right|+\left|\left\langle\psi_{k}, \varphi\right\rangle\right| \\
& \leq\left\|u_{1}\right\|_{L^{p}}\|v-\varphi\|_{L^{p}}+\left\|u_{1}-\psi\right\|_{L^{p}}\|\varphi\|_{L^{p^{\prime}}}+\left|\left\langle\psi_{k}, \varphi\right\rangle\right|,
\end{aligned}
$$

which implies $\lim \sup _{k}\left|\left\langle u_{k}, v\right\rangle\right| \leq\left\|u_{1}\right\|_{L^{p}}\|v-\varphi\|_{L^{p^{\prime}}}+\left\|u_{1}-\psi\right\|_{L^{p}}\|\varphi\|_{L^{p^{\prime}}}$, and this gives the weak convergence to 0 since $p, p^{\prime}$ are both in $] 1,+\infty[$.

- The sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ may also escape to infinity: take $u_{k}(x)=u_{0}(x-k)$, where $u_{0}$ has norm 1 in $L^{p}$. Reasoning as above, we need only to check

$$
\int \psi(x-k) \varphi(x) d x
$$

for $\varphi, \psi \in C_{c}^{0}(\mathbb{R})$ : that quantity is 0 for $k$ large enough.

### 7.6 Notes

Hans Hahn (1879-1934) was an Austrian mathematician. He served as an adviser for Kurt GÖDEL (1906-1978) (see our appendix on page 414).
Otto Nikodỳm (1887-1974) was a Polish mathematician.
John von Neumann (1903-1957) was a Hungarian-born American mathematician, a major scientist of the twentieth century, with fundamental contributions in Quantum Mechanics, Information Theory, Functional Analysis and Set Theory.

### 7.7 Exercises

Exercise 7.7.1. Let $\left(a_{k}\right)_{k \in \mathbb{N}}$ be a sequence of complex numbers such that for any bijection $\sigma: \mathbb{N} \rightarrow \mathbb{N}$, the series $\sum_{k \in \mathbb{N}} a_{\sigma(k)}$ converges. Then

$$
\sum_{k \in \mathbb{N}}\left|a_{k}\right|<+\infty
$$

i.e., the series is absolutely converging.

Answer. Let us assume that all $a_{k}$ are real valued and $\sum_{k \in \mathbb{N}}\left|a_{k}\right|=+\infty$. Writing

$$
a_{k}=a_{k}^{+}-a_{k}^{-}, \quad a_{k}^{+}=\max \left(a_{k}, 0\right), a_{k}^{-}=\max \left(-a_{k}, 0\right), \quad\left|a_{k}\right|=a_{k}^{+}+a_{k}^{-}
$$

we have $\sum_{k \in \mathbb{N}} a_{k}^{+}=+\infty=\sum_{k \in \mathbb{N}} a_{k}^{-}$, otherwise if one of this series converges in $\mathbb{R}$ (say $\sum_{k \in \mathbb{N}} a_{k}^{+}<+\infty$ ), since $\sum_{k \in \mathbb{N}} a_{k}$ is convergent, this would imply that $\sum_{k \in \mathbb{N}} a_{k}^{-}<+\infty$ and the convergence of $\sum_{k \in \mathbb{N}}\left|a_{k}\right|$, contradicting the assumption. Let us define

$$
N_{+}=\left\{k \in \mathbb{N}, a_{k} \geq 0\right\}, \quad N_{-}=\left\{k \in \mathbb{N}, a_{k}<0\right\}
$$

We have from the properties of divergence

$$
N_{+} \sqcup N_{-}=\mathbb{N}, \quad \operatorname{card} N_{ \pm}=\aleph_{0}
$$

Let $\left\{m_{l}\right\}_{l \geq 1}=N_{-},\left\{\nu_{j}\right\}_{j \geq 1}=N_{+}$be strictly increasing sequences.
Take $n_{1}$ such that $\sum_{1 \leq j \leq n_{1}} a_{\nu_{j}}+a_{m_{1}} \geq 1 \quad$ (possible since $\sum_{k \in N_{+}} a_{k}=+\infty$ ).
Take $n_{2}>n_{1}$ such that $\sum_{1 \leq j \leq n_{2}} a_{\nu_{j}}+a_{m_{1}}+a_{m_{2}} \geq 2$,

Take $n_{l}>n_{l-1}$ such that $\sum_{1 \leq j \leq n_{l}} a_{\nu_{j}}+a_{m_{1}}+\cdots+a_{m_{l}} \geq l$.
Then we can find $n_{l+1}>n_{l}$ such that

$$
\sum_{1 \leq j \leq n_{l+1}} a_{\nu_{j}}+a_{m_{1}}+\cdots+a_{m_{l}}+a_{m_{l+1}} \geq l+1
$$

We have thus constructed a strictly increasing sequence $\left(n_{l}\right)_{l \geq 1}$ of integers such that $\forall l \geq 1, \quad \sum_{1 \leq j \leq n_{l}} a_{\nu_{j}}+a_{m_{1}}+\cdots+a_{m_{l}} \geq l$, so that

$$
\lim _{l \rightarrow+\infty}\left(\sum_{1 \leq j \leq n_{l}} a_{\nu_{j}}+\sum_{1 \leq j \leq l} a_{m_{l}}\right)=+\infty
$$

This implies that we have found a bijection $\sigma$ from $\mathbb{N}$ onto $\mathbb{N}$ such that $\sum_{k \in \mathbb{N}} a_{\sigma(k)}$ diverges.

If the $a_{k}$ are complex valued, and if $\sum_{k \in \mathbb{N}}\left|a_{k}\right|=+\infty$, then we have

$$
\sum_{k \in \mathbb{N}}\left|\operatorname{Re} a_{k}\right|=+\infty \quad \text { or } \sum_{k \in \mathbb{N}}\left|\operatorname{Im} a_{k}\right|=+\infty
$$

In the first case, we find a bijection of $\mathbb{N}$ such that $\sum_{k \in \mathbb{N}} \operatorname{Re} a_{\sigma(k)}$ diverges which implies that $\sum_{k \in \mathbb{N}} a_{\sigma(k)}$ diverges as well (its convergence would imply the convergence of the real parts).

Exercise 7.7.2. Let $n \geq 1$ be an integer and let $\|\cdot\|$ be a norm on $\mathbb{R}^{n}$. Show that there exists a positive constant $c$ (depending only on the norm $\|\cdot\|$ and on n) such that for all $N \geq 1$, all $v_{1}, \ldots, v_{N} \in \mathbb{R}^{n}$, there exists $J \subset\{1, \ldots, N\}$ such that

$$
\left\|\sum_{j \in J} v_{j}\right\| \geq c \sum_{1 \leq j \leq N}\left\|v_{j}\right\| .
$$

Show that for the sup-norm, c can be taken as $\frac{1}{2 n}$, and for the Euclidean norm as $\frac{1}{2 n \sqrt{n}}$.
Answer. Since all the norms on $\mathbb{R}^{n}$ are equivalent (Exercise 1.9.8), we may assume that

$$
\|x\|=\max _{1 \leq r \leq n}\left|x_{r}\right| .
$$

We may also assume by homogeneity that $\sum_{1 \leq j \leq N}\left\|v_{j}\right\|=1$. We note that

$$
\mathbb{R}^{n}=\cup_{1 \leq l \leq n} \Gamma_{l}, \quad \text { with } \Gamma_{l}=\left\{x \in \mathbb{R}^{n},\left|x_{l}\right|=\max _{1 \leq r \leq n}\left|x_{r}\right|\right\}
$$

so that $\sum_{1 \leq j \leq N}\left\|v_{j}\right\|=1 \leq \sum_{1 \leq l \leq n} \sum_{\substack{1 \leq j \leq N \\ v_{j} \in \Gamma_{l}}}\left|v_{j, l}\right|$ implies that we can find $l \in$ $\{1, \ldots, n\}$ with

$$
\frac{1}{n} \leq \sum_{\substack{1 \leq j \leq N \\ v_{j} \in \Gamma_{l}}}\left|v_{j, l}\right|=\sum_{\substack{1 \leq j \leq N \\ v_{j} \in \bar{\Gamma}_{l}, v_{j, l}>0}} v_{j, l}+\sum_{\substack{1 \leq j \leq N \\ v_{j} \in \bar{\Gamma}_{l}, v_{j, l}<0}}\left(-v_{j, l}\right) .
$$

Eventually, we can find $l \in\{1, \ldots, n\}$ with

$$
\frac{1}{2 n} \leq \sum_{\substack{1 \leq \leq \leq N \\ v_{j} \in j \leq \bar{\Gamma}_{l}, v_{j, l}>0}} v_{j, l} \quad \text { or } \quad \frac{1}{2 n} \leq \sum_{\substack{1 \leq j \leq N \\ v_{j} \in \Gamma_{l}, v_{j, l}<0}}\left(-v_{j, l}\right)
$$

In the first case (the second case is analogous), we have

$$
\frac{1}{2 n} \leq \sum_{\substack{1 \leq j \leq N \\ v_{j} \in \bar{\Gamma}_{l}, v_{j}, l}} v_{j, l} \leq\left\|\sum_{\substack{1 \leq j \leq N \\ v_{j} \in \bar{\Gamma}_{l}, v_{j}, l}} v_{j}\right\|
$$

and we can take $J=\left\{1 \leq j \leq N, v_{j} \in \Gamma_{l}, v_{j, l}>0\right\}$ and $c=\frac{1}{2 n}$. Since

$$
\max _{1 \leq l \leq n}\left|x_{l}\right| \leq\left(\sum_{1 \leq l \leq n}\left|x_{l}\right|^{2}\right)^{1 / 2} \leq \sqrt{n} \max _{1 \leq l \leq n}\left|x_{l}\right|
$$

we get as well the constant for the Euclidean norm.
Exercise 7.7.3. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\lambda$ be a complex measure on $(X, \mathcal{M})$. Prove that if $\lambda \ll \mu$ then $|\lambda| \ll \mu$ (prove that the converse is also true).

Answer. Let $E \in \mathcal{M}$ such that $\mu(E)=0$ and $|\lambda|(E)>0$ : we can find a partition $\left(E_{k}\right)_{k \in \mathbb{N}}$ of $E\left(E_{k} \in \mathcal{M}\right)$ such that

$$
\sum_{k \in \mathbb{N}}\left|\lambda\left(E_{k}\right)\right| \geq \frac{1}{2}|\lambda|(E)>0
$$

which is impossible since $\mu(E)=0 \Longrightarrow \forall k, \mu\left(E_{k}\right)=0 \Longrightarrow \forall k, \lambda\left(E_{k}\right)=0$. The converse is obvious since $\mu(E)=0 \Longrightarrow|\lambda|(E)=0$ and since $|\lambda|(E) \geq|\lambda(E)|$ we get $\lambda(E)=0$.

Exercise 7.7.4. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $\lambda$ be a complex measure on $(X, \mathcal{M})$. Prove that $\lambda \ll \mu$ iff

$$
\begin{equation*}
\forall \epsilon>0, \exists \delta>0, \forall E \in \mathcal{M}, \quad \mu(E)<\delta \Longrightarrow|\lambda(E)|<\epsilon \tag{7.7.1}
\end{equation*}
$$

We can write this property symbolically as $\lim _{\mu(E) \rightarrow 0} \lambda(E)=0$ uniformly with respect to $E \in \mathcal{M}$.

Answer. If (7.7.1) holds, with $E \in \mathcal{M}$ such that $\mu(E)=0$, we obtain immediately $\lambda(E)=0$, proving $\lambda \ll \mu$. Let us assume conversely that (7.7.1) does not hold:

$$
\exists \epsilon_{0}>0, \forall k \in \mathbb{N}, \exists E_{k} \in \mathcal{M}, \quad \mu\left(E_{k}\right)<2^{-k} \text { and }\left|\lambda\left(E_{k}\right)\right| \geq \epsilon_{0}
$$

We define $F_{j}=\cup_{k, k \geq j} E_{k}$ so that the sequence $\left(F_{j}\right)_{j \geq 1}$ is decreasing and

$$
\mu\left(F_{j}\right) \leq \sum_{k \geq j} 2^{-k}=2^{1-j} \Longrightarrow \mu\left(F=\cap_{j \geq 1} F_{j}\right)=0
$$

On the other hand we have $|\lambda|\left(F_{j}\right) \geq|\lambda|\left(E_{j}\right) \geq\left|\lambda\left(E_{j}\right)\right| \geq \epsilon_{0}$ and since $|\lambda|$ is a bounded positive measure, thanks to (3) in Proposition 1.4.4, we have $|\lambda|\left(F_{1}\right)<$ $+\infty$ and we get

$$
0<\epsilon_{0} \leq \lim _{j}|\lambda|\left(F_{j}\right)=|\lambda|(F) \Longrightarrow|\lambda| \text { is not absolutely continuous with respect to } \mu,
$$

proving that $\lambda$ is not absolutely continuous with respect to $\mu$ from the previous exercise.

Exercise 7.7.5. Let $(X, \mathcal{M})$ be a measurable space and let $\lambda$ be a complex measure carried by a set $A \in \mathcal{M}$. Then $|\lambda|$ is also carried by $A$.
Answer. We have $\lambda(E)=\lambda(E \cap A)$ so that for $E \in \mathcal{M}$ and for a partition $\left(E_{k}\right)_{k \in \mathbb{N}}$ of $E$, we have

$$
\sum_{k}\left|\lambda\left(E_{k}\right)\right|=\sum_{k}\left|\lambda\left(E_{k} \cap A\right)\right| \leq|\lambda|(E \cap A),
$$

so that $|\lambda|(E) \leq|\lambda|(E \cap A) \Longrightarrow|\lambda|(E \cap A)=|\lambda|(E)$.
Exercise 7.7.6. Let $(X, \mathcal{M})$ be a measurable space and let $\lambda$ be a measure on $(X, \mathcal{M})$ valued in $\mathbb{R}^{m}$ for some $m \in \mathbb{N}^{*}$.
(1) Give a definition of $|\lambda|$ such that this total variation measure is a positive bounded measure on $(X, \mathcal{M})$ which coincides with $|\lambda|$ when $\lambda$ is a complexvalued measure (see Definition 7.2.1).
(2) Let $f: X \rightarrow \mathbb{R}^{m}$ be in $L^{1}(|\lambda|)$. Prove that

$$
\begin{equation*}
\left\|\int_{X} f d|\lambda|\right\| \leq \int_{X}\|f\| d|\lambda| . \tag{7.7.2}
\end{equation*}
$$

Let $T$ be a closed set of $\mathbb{R}^{m}$ such that

$$
\begin{equation*}
\forall E \in \mathcal{M} \text { with }|\lambda|(E)>0, \quad \frac{1}{|\lambda|(E)} \int_{E} f d|\lambda| \in T \tag{7.7.3}
\end{equation*}
$$

Prove that $f(x) \in T,|\lambda|$-a.e.
(3) Prove that there exists a measurable function $f: X \rightarrow \mathbb{R}^{m}$ such that

$$
\forall x \in X,\|f(x)\|=1,(\text { Euclidean norm }) \quad d \lambda=f d|\lambda| .
$$

This identity is called the polar decomposition of the vector-valued measure $\lambda$.
Answer. (1) We use the very same definition as in Definition 7.2.1,

$$
\begin{equation*}
|\lambda|(E)=\sup _{\substack{\left(E_{k}\right)_{k \in \mathbb{N}} \text { pairwise disjoint } \\ \text { with union } E, E_{k} \in \mathcal{M}}} \sum_{\mathbb{N}}\left\|\lambda\left(E_{k}\right)\right\|, \tag{7.7.4}
\end{equation*}
$$

and the proof that $|\lambda|$ is a positive measure is identical to the case where $\lambda$ is complex valued in Proposition 7.2.3. To check that $|\lambda|$ is bounded requires a simple modification of the proof of Lemma 7.2.4. We modify (7.2.2) as follows:

$$
\begin{equation*}
\sum_{k \in \mathbb{N}}\left|\lambda\left(A_{k, \epsilon}\right)\right|>\frac{(2 m+1) \sqrt{m}}{\epsilon} \Longrightarrow \exists N, \text { such that } \sum_{0 \leq k \leq N}\left|\lambda\left(A_{k, \epsilon}\right)\right|>\frac{2 m \sqrt{m}}{\epsilon} \tag{7.7.5}
\end{equation*}
$$

and according to Exercise 7.7.2, we find $J \subset\{0, \ldots, N\}$ such that

$$
\left\|\lambda\left(\cup_{k \in J} A_{k, \epsilon}\right)\right\|=\left\|\sum_{k \in J} \lambda\left(A_{k, \epsilon}\right)\right\|>\frac{1}{\epsilon}
$$

and the sequel of the proof does not need any modification.
(2) We have

$$
\left\|\int_{X} f d|\lambda|\right\|=\sup _{\|\xi\|=1}\left\langle\int_{X} f d\right| \lambda|, \xi\rangle=\sup _{\|\xi\|=1} \int_{X}\langle f, \xi\rangle d|\lambda| \leq \int_{X}\|f\| d|\lambda| .
$$

For $\eta \in T^{c}, \exists \rho>0$ with $\bar{B}(\eta, \rho) \subset T^{c}$. If we had $|\lambda|\left(f^{-1}(\bar{B}(z, \rho))\right)>0$, this would give, with $E=f^{-1}(\bar{B}(z, \rho)), \frac{1}{\lambda \mid(E)} \int_{E} f d|\lambda| \in T$. However, we have

$$
\frac{1}{|\lambda|(E)} \int_{f^{-1}(\bar{B}(z, \rho))} f d|\lambda|=\frac{1}{|\lambda|(E)} \int_{f^{-1}(\bar{B}(z, \rho))}(f-\eta) d|\lambda|+\eta
$$

and since

$$
\left|\frac{1}{|\lambda|(E)} \int_{f^{-1}(\bar{B}(\eta, \rho))}(f-\eta) d\right| \lambda\left|\left\lvert\, \leq \frac{\rho|\lambda|(E)}{|\lambda|(E)}=\rho\right.\right.
$$

this would imply $\|\eta-T\| \leq \rho$, which contradicts $\bar{B}(\eta, \rho) \subset T^{c}$. Consequently, $|\lambda|\left(f^{-1}(\bar{B}(\eta, \rho))\right)=0$. Since the open set $T^{c}$ is a countable union of closed balls, this implies that $|\lambda|\left(f^{-1}\left(T^{c}\right)\right)=0$.
(3) We have obviously $\lambda \ll|\lambda|$ which is a positive bounded measure, so that we may apply the Radon-Nikodym Theorem to the $m$ components of $\lambda$ and get a function $f: X \rightarrow \mathbb{R}^{m}$ in $L^{1}(|\lambda|)$ such that

$$
d \lambda=f d|\lambda|
$$

We define for $\rho>0, L_{\rho}=\{x \in X,\|f(x)\|<\rho\}$. Let $\left(E_{k}\right)_{k \in \mathbb{N}}$ be a partition of $L_{\rho}$ : we have, using (7.7.2),

$$
\sum_{k \in \mathbb{N}}\left\|\lambda\left(E_{k}\right)\right\|=\sum_{k \in \mathbb{N}}\left\|\int_{E_{k}} f d|\lambda|\right\| \leq \rho \sum_{k \in \mathbb{N}} \int_{E_{k}} d|\lambda|=\rho|\lambda|\left(L_{\rho}\right)
$$

so that $|\lambda|\left(L_{\rho}\right) \leq \rho|\lambda|\left(L_{\rho}\right)$, which implies $|\lambda|\left(L_{\rho}\right)=0$ for $\rho<1$. As a result $\|f\| \geq 1$, $|\lambda|$ a.e. On the other hand for $|\lambda|(E)>0$, we have

$$
\left\|\frac{1}{|\lambda|(E)} \int_{E} f d|\lambda|\right\|=\frac{\|\lambda(E)\|}{|\lambda|(E)} \leq 1
$$

and (7.7.3) implies $\|f\| \leq 1,|\lambda|$ a.e., and eventually the sought result.
Exercise 7.7.7. Let $\kappa \in[0,1)$ and let $\mathfrak{h}_{\kappa}$ be the Hausdorff measure of dimension $\kappa$ on a finite interval I of the real line with a non-empty interior (see Definition 2.6.5).
(1) Prove that $\lambda_{1}=\mathfrak{h}_{1} \ll \mathfrak{h}_{\kappa}$ where $\lambda_{1}$ is the Lebesgue measure on I. Prove that $\mathfrak{h}_{\kappa}$ is not $\sigma$-finite on $I$.
(2) Prove that there is no $f \in L^{1}\left(\mathfrak{h}_{\kappa}\right)$ such that $d \lambda_{1}=f d \mathfrak{h}_{\kappa}$.
N.B. This implies that the conclusions of the Radon-Nikodym Theorem 7.4.1 do not hold in general when the $\sigma$-finiteness of $\mu$ is not satisfied, even though $\lambda$ is a bounded positive measure.
Answer. (1) We consider the measurable space $(I, \mathcal{B})$ where $\mathcal{B}$ is the Borel $\sigma$ algebra on $I$ and $\mathfrak{h}_{\kappa}$ as measures on that measurable space. From Lemma 2.6.7, if $A$ is a Borel subset of the real line,

$$
\mathfrak{h}_{\kappa}(A)<+\infty \Longrightarrow \mathfrak{h}_{1}(A)=0
$$

proving in particular the absolute continuity of $\mathfrak{h}_{1}$ with respect to $\mathfrak{h}_{\kappa}$ for $\kappa \in[0,1)$. Moreover if $\mathfrak{h}_{\kappa}$ were $\sigma$-finite on $I$, we could find a sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ such that $I=\cup_{\mathbb{N}} X_{n}$ and $\mathfrak{h}_{\kappa}\left(X_{n}\right)<+\infty$. From Lemma 2.6.7, this would imply $\mathfrak{h}_{1}\left(X_{n}\right)=0$ and thus $\mathfrak{h}_{1}(I)=0$, contradicting the assumption on $I$.
(2) If we could find a Borel function $f$ such that $f d \mathfrak{h}_{\kappa}=d \lambda_{1}$, this would imply for $\epsilon>0$ and $J_{\epsilon}=\{t \in I, f(t) \geq \epsilon\}$,

$$
+\infty>\lambda_{1}\left(J_{\epsilon}\right)=\int_{J_{\epsilon}} f d \mathfrak{h}_{\kappa} \geq \epsilon \mathfrak{h}_{\kappa}\left(J_{\epsilon}\right) \Longrightarrow \mathfrak{h}_{\kappa}\left(J_{\epsilon}\right)<+\infty \Longrightarrow \lambda_{1}\left(J_{\epsilon}\right)=0
$$

so that $\int_{J_{\epsilon}} f d \mathfrak{h}_{\kappa}=0$, proving that $\mathfrak{h}_{\kappa}\left(J_{\epsilon}\right)=0$. As a result $f \leq 0, \mathfrak{h}_{\kappa}$ a.e., implying $d \lambda_{1} \leq 0$.

Exercise 7.7.8. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure and let $f \in L^{1}(\mu)$. Let $d \lambda=f d \mu$ be the absolutely continuous complex measure with density $f$ with respect to $\mu$. Prove that

$$
d|\lambda|=|f| d \mu .
$$

Answer. According to (3) in Exercise 7.7.6, there exists a measurable function $w$ of modulus 1 such that

$$
w d|\lambda|=d \lambda=f d \mu \Longrightarrow d|\lambda|=\bar{w} f d \mu
$$

implying that $\bar{w} f \geq 0, \mu$-a.e. Since we have also $|\bar{w} f|=|f|$, we find $\bar{w} f=|f|$, $\mu$-a.e., proving the sought result.

Exercise 7.7.9. Let $(X, \mathcal{M})$ be a measurable space and let $\lambda$ be a real measure on $(X, \mathcal{M})$. Show that there exists a partition of $X,\left\{A_{+}, A_{-}\right\}$, elements of $\mathcal{M}$ which are carriers respectively of $\lambda_{+}, \lambda_{-}(c f$. Definition 7.2.5) and

$$
\lambda_{ \pm}(E)= \pm \lambda\left(E \cap A_{ \pm}\right)
$$

Answer. We have from the polar decomposition (Exercise 7.7.6),

$$
d \lambda=u d|\lambda|, \quad|u|=1
$$

and since $\lambda$ is a real measure, $u$ is real valued $|\lambda|$ a.e. Thus modifying $u$ on a set of measure 0 , we may assume that $u$ takes only the values $\pm 1$. Consequently, we have

$$
d \lambda=u_{+} d|\lambda|-u_{-} d|\lambda|=\mathbf{1}_{\{u=1\}} d|\lambda|-\mathbf{1}_{\{u=-1\}} d|\lambda|,
$$

so that $u_{+}+u_{-}=1$ and

$$
d \lambda_{+}=\frac{1}{2}(d|\lambda|+d \lambda)=\mathbf{1}_{\{u=1\}} d|\lambda|, \quad d \lambda_{-}=\frac{1}{2}(d|\lambda|-d \lambda)=\mathbf{1}_{\{u=-1\}} d|\lambda|
$$

and we can take $A_{ \pm}=\{u= \pm 1\}$.
Exercise 7.7.10. Let $(X, \mathcal{M})$ be a measurable space and let $\lambda$ be a real measure on $(X, \mathcal{M})$ such that there exists positive bounded measures $\mu_{1}, \mu_{2}$ with $\lambda=\mu_{1}-\mu_{2}$. Prove that $\mu_{1} \geq \lambda_{+}, \mu_{2} \geq \lambda_{-}$.
Answer. We have from the previous exercise for $E \in \mathcal{M}$,

$$
\begin{aligned}
& \lambda_{+}(E)=\lambda\left(A_{+} \cap E\right) \leq \mu_{1}\left(A_{+} \cap E\right) \leq \mu_{1}(E) \\
& \lambda_{-}(E)=-\lambda\left(A_{-} \cap E\right) \leq \mu_{2}\left(A_{-} \cap E\right) \leq \mu_{2}(E)
\end{aligned}
$$

Exercise 7.7.11. Let $\mu$ be a positive $\sigma$-finite Borel measure on the real line ( $\mu$ is a positive measure defined on the Borel $\sigma$-algebra of $\mathbb{R}$ which is finite on compact sets) and let $\lambda_{1}$ be the Lebesgue measure on $\mathbb{R}$.
(1) Show that there exist three positive Borel measures $\mu_{a c}, \mu_{s p}, \mu_{s c}$ such that

$$
\begin{align*}
& \mu=\mu_{a c}+\mu_{s p}+\mu_{s c},  \tag{7.7.6}\\
& \mu_{a c} \ll \lambda_{1}, \quad \mu_{s p}=\sum_{k \in \mathbb{N}} \alpha_{k} \delta_{a_{k}}, \quad \text { where } a_{k} \in \mathbb{R}, \alpha_{k}>0,  \tag{7.7.7}\\
& \mu_{s c} \perp \lambda_{1}, \quad \forall x \in \mathbb{R}, \quad \mu_{s c}(\{x\})=0 . \tag{7.7.8}
\end{align*}
$$

(2) Prove that the above decomposition is unique. The measure $\mu_{a c}$ is called the absolutely continuous part of $\mu, \mu_{s p}$ the pure point part of $\mu$ and $\mu_{s c}$ the singular continuous part of $\mu$. A measure such that for all $x, \mu_{s c}(\{x\})=0$ is also said to be diffuse.
(3) Give an example of a measure $\mu$ such that $\mu=\mu_{s c}$.

Answer. (1) The Radon-Nikodym Theorem 7.4.1 implies that

$$
\mu=\mu_{a c}+\mu_{s}, \quad d \mu_{a c}=f d \lambda_{1}, \quad 0 \leq f \in L^{1}(\mathbb{R}), \quad \mu_{s} \perp \lambda_{1}
$$

where $\mu_{s}$ is a positive measure (note that $\mu_{s}$ is finite on compact sets since $\mu$ is a Borel measure). The measure $\mu_{s}$ is carried by a measurable set $C$ with Lebesgue measure 0. Now Exercise 1.9.24 applied to the positive Borel measure $\mu_{s}$, implies that there exists a countable subset $D=\left\{a_{k}\right\}_{k \in \mathbb{N}}$ of $\mathbb{R}$ such that

$$
\mu_{s}=\underbrace{\sum_{a \in D} \mu_{s}(\{a\}) \delta_{a}}_{\mu_{s p}}+\mu_{s c}
$$

where $\mu_{s c}$ is a Borel measure such that for all $x \in \mathbb{R}, \mu_{s c}(\{x\})=0$. Moreover $\mu_{s c}$ is also carried by $C$ and thus $\mu_{s c} \perp \lambda_{1}$ and $\mu_{s c} \perp \mu_{s p}$ since $\mu_{s p}$ is carried by the countable set $D$.
(2) Let us prove the uniqueness of this decomposition. If

$$
\mu=\mu_{a c, j}+\mu_{s p, j}+\mu_{s c, j}, \quad j=1,2,
$$

with the properties of (1), we find from the uniqueness part in the Radon-Nikodym Theorem, that $\mu_{a c, 1}=\mu_{a c, 2}, \quad \mu_{s p, 1}+\mu_{s c, 1}=\mu_{s p, 2}+\mu_{s c, 2}=\nu$. For $x \in \mathbb{R}$, we have

$$
\mu_{s p, 1}(\{x\})+\mu_{s c, 1}(\{x\})=\mu_{s p, 2}(\{x\})+\mu_{s c, 2}(\{x\}) \Longrightarrow \mu_{s p, 1}(\{x\})=\mu_{s p, 2}(\{x\}),
$$

proving that $\mu_{s p, 1}=\mu_{s p, 2}$ and thus $\mu_{s c, 1}=\mu_{s c, 2}$.
(3) The Cantor measure $\Psi^{\prime}$ defined in Proposition 5.7.7 is the derivative of the Cantor function $\Psi$ and is a positive Radon measure supported in the (compact) Cantor ternary set $K_{\infty}$ which has Lebesgue measure 0 , so that $\Psi^{\prime} \perp \lambda_{1}$. Moreover $\Psi^{\prime}$ has no atoms (is a diffuse measure), so that $\Psi^{\prime}=\left(\Psi^{\prime}\right)_{s c}$.

## Chapter 8

## Basic Harmonic Analysis on $\mathbb{R}^{n}$

The Fourier transform of $L^{1}\left(\mathbb{R}^{n}\right)$ functions was defined in Chapter 3 with the Riemann-Lebesgue Lemma 3.4.5. We need to extend this transformation to various other situations and it turns out that L. Schwartz' point of view to define the Fourier transformation on the very large space of tempered distributions is the simplest. However, the cost of the distribution point of view is that we have to define these objects, which is not a completely elementary matter. We have chosen here to limit our presentation to the tempered distributions, topological dual of the so-called Schwartz space of rapidly decreasing functions; this space is a Fréchet space, so its topology is defined by a countable family of semi-norms and is much less difficult to understand than the space of test functions with compact support on an open set. Proving the Fourier inversion formula on the Schwartz space is a truly elementary matter, which yields almost immediately the most general case for tempered distributions, by a duality abstract nonsense argument. This chapter may also serve the reader as a motivation to explore the more difficult local theory of distributions.

### 8.1 Fourier transform of tempered distributions

## The Fourier transformation on $\mathscr{S}\left(\mathbb{R}^{n}\right)$

Definition 8.1.1. Let $n \geq 1$ be an integer. The Schwartz space $\mathscr{S}\left(\mathbb{R}^{n}\right)$ is defined as the vector space of $C^{\infty}$ functions $u$ from $\mathbb{R}^{n}$ to $\mathbb{C}$ such that, for all multi-indices. $\alpha, \beta \in \mathbb{N}^{n}$,

$$
\sup _{x \in \mathbb{R}^{n}}\left|x^{\alpha} \partial_{x}^{\beta} u(x)\right|<+\infty
$$

Here we have used the multi-index notation: for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$ we define

$$
\begin{equation*}
x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}, \quad \partial_{x}^{\alpha}=\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{n}}^{\alpha_{n}}, \quad|\alpha|=\sum_{1 \leq j \leq n} \alpha_{j} \tag{8.1.1}
\end{equation*}
$$

A simple example of such a function is $e^{-|x|^{2}},(|x|$ is the Euclidean norm of $x$ ) and more generally, if $A$ is a symmetric positive definite $n \times n$ matrix, the function

$$
\begin{equation*}
v_{A}(x)=e^{-\pi\langle A x, x\rangle} \tag{8.1.2}
\end{equation*}
$$

belongs to the Schwartz class (Exercise 8.5.1). The space $\mathscr{S}\left(\mathbb{R}^{n}\right)$ is a Fréchet space (see Exercise 8.5.2) equipped with the countable family of semi-norms $\left(p_{k}\right)_{k \in \mathbb{N}}$,

$$
\begin{equation*}
p_{k}(u)=\sup _{\substack{x \in \mathbb{R}^{n} \\|\alpha|,|\beta| \leq k}}\left|x^{\alpha} \partial_{x}^{\beta} u(x)\right| \tag{8.1.3}
\end{equation*}
$$

Definition 8.1.2. For $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, we define its Fourier transform $\hat{u}$ as

$$
\begin{equation*}
\hat{u}(\xi)=\int_{\mathbb{R}^{n}} e^{-2 i \pi x \cdot \xi} u(x) d x \tag{8.1.4}
\end{equation*}
$$

Lemma 8.1.3. The Fourier transform sends continuously $\mathscr{S}\left(\mathbb{R}^{n}\right)$ into itself.
Proof. Just notice that

$$
\xi^{\alpha} \partial_{\xi}^{\beta} \hat{u}(\xi)=\int e^{-2 i \pi x \xi} \partial_{x}^{\alpha}\left(x^{\beta} u\right)(x) d x(2 i \pi)^{|\beta|-|\alpha|}(-1)^{|\beta|}
$$

and since $\sup _{x \in \mathbb{R}^{n}}(1+|x|)^{n+1}\left|\partial_{x}^{\alpha}\left(x^{\beta} u\right)(x)\right|<+\infty$, we get the result.
Lemma 8.1.4. For a symmetric positive definite $n \times n$ matrix $A$, we have

$$
\begin{equation*}
\widehat{v_{A}}(\xi)=(\operatorname{det} A)^{-1 / 2} e^{-\pi\left\langle A^{-1} \xi, \xi\right\rangle} \tag{8.1.5}
\end{equation*}
$$

where $v_{A}$ is given by (8.1.2).
Proof. In fact, diagonalizing the symmetric matrix $A$, it is enough to prove the one-dimensional version of (8.1.5), i.e., to check

$$
\int e^{-2 i \pi x \xi} e^{-\pi x^{2}} d x=\int e^{-\pi(x+i \xi)^{2}} d x e^{-\pi \xi^{2}}=e^{-\pi \xi^{2}}
$$

where the second equality is obtained by taking the $\xi$-derivative of $\int e^{-\pi(x+i \xi)^{2}} d x$ : we have indeed

$$
\begin{aligned}
\frac{d}{d \xi}\left(\int e^{-\pi(x+i \xi)^{2}} d x\right) & =\int e^{-\pi(x+i \xi)^{2}}(-2 i \pi)(x+i \xi) d x \\
& =-i \int \frac{d}{d x}\left(e^{-\pi(x+i \xi)^{2}}\right) d x=0
\end{aligned}
$$

For $a>0$, we obtain $\int_{\mathbb{R}} e^{-2 i \pi x \xi} e^{-\pi a x^{2}} d x=a^{-1 / 2} e^{-\pi a^{-1} \xi^{2}}$, which is the sought result in one dimension. If $n \geq 2$, and $A$ is a positive definite symmetric matrix, there exists an orthogonal $n \times n$ matrix $P$ (i.e., ${ }^{t} P P=\mathrm{Id}$ ) such that

$$
D={ }^{t} P A P, \quad D=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right), \text { all } \lambda_{j}>0
$$

As a consequence, we have, since $|\operatorname{det} P|=1$,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} e^{-2 i \pi x \cdot \xi} e^{-\pi\langle A x, x\rangle} d x & =\int_{\mathbb{R}^{n}} e^{-2 i \pi(P y) \cdot \xi} e^{-\pi\langle A P y, P y\rangle} d y \\
& =\int_{\mathbb{R}^{n}} e^{\left.-2 i \pi y \cdot{ }^{t} P \xi\right)} e^{-\pi\langle D y, y\rangle} d y \\
\left(\text { with } \eta={ }^{t} P \xi\right) & =\prod_{1 \leq j \leq n} \int_{\mathbb{R}} e^{-2 i \pi y_{j} \eta_{j}} e^{-\pi \lambda_{j} y_{j}^{2}} d y_{j}=\prod_{1 \leq j \leq n} \lambda_{j}^{-1 / 2} e^{-\pi \lambda_{j}^{-1} \eta_{j}^{2}} \\
& =(\operatorname{det} A)^{-1 / 2} e^{-\pi\left\langle D^{-1} \eta, \eta\right\rangle} \\
& =(\operatorname{det} A)^{-1 / 2} e^{-\pi\left\langle{ }^{t} P A^{-1} P{ }^{t} P \xi,{ }^{t} P \xi\right\rangle} \\
& =(\operatorname{det} A)^{-1 / 2} e^{-\pi\left\langle A^{-1} \xi, \xi\right\rangle}
\end{aligned}
$$

Proposition 8.1.5. The Fourier transformation is an isomorphism of the Schwartz class and for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
u(x)=\int e^{2 i \pi x \xi} \hat{u}(\xi) d \xi \tag{8.1.6}
\end{equation*}
$$

Proof. Using (8.1.5) we calculate for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ and $\epsilon>0$, dealing with absolutely converging integrals,

$$
\begin{aligned}
u_{\epsilon}(x) & =\int e^{2 i \pi x \xi} \hat{u}(\xi) e^{-\pi \epsilon^{2}|\xi|^{2}} d \xi \\
& =\iint e^{2 i \pi x \xi} e^{-\pi \epsilon^{2}|\xi|^{2}} u(y) e^{-2 i \pi y \xi} d y d \xi \\
& =\int u(y) e^{-\pi \epsilon^{-2}|x-y|^{2}} \epsilon^{-n} d y \\
& =\int \underbrace{(u(x+\epsilon y)-u(x))}_{\text {with absolute value } \leq \epsilon|y|\left\|u^{\prime}\right\|_{L^{\infty}}} e^{-\pi|y|^{2}} d y+u(x) .
\end{aligned}
$$

Taking the limit when $\epsilon$ goes to zero, we get the Fourier inversion formula

$$
\begin{equation*}
u(x)=\int e^{2 i \pi x \xi} \hat{u}(\xi) d \xi \tag{8.1.7}
\end{equation*}
$$

We have also proven for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ and $\check{u}(x)=u(-x)$,

$$
\begin{equation*}
u=\check{\hat{\hat{u}}} \tag{8.1.8}
\end{equation*}
$$

Since $u \mapsto \hat{u}$ and $u \mapsto \check{u}$ are continuous homomorphisms of $\mathscr{S}\left(\mathbb{R}^{n}\right)$, this completes the proof of the proposition.

Proposition 8.1.6. Using the notation

$$
\begin{equation*}
D_{x_{j}}=\frac{1}{2 i \pi} \frac{\partial}{\partial x_{j}}, \quad D_{x}^{\alpha}=\prod_{j=1}^{n} D_{x_{j}}^{\alpha_{j}} \quad \text { with } \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}, \tag{8.1.9}
\end{equation*}
$$

we have, for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\widehat{D_{x}^{\alpha} u}(\xi)=\xi^{\alpha} \hat{u}(\xi), \quad\left(D_{\xi}^{\alpha} \hat{u}\right)(\xi)=(-1)^{|\alpha|} \widehat{x^{\alpha} u(x)}(\xi) \tag{8.1.10}
\end{equation*}
$$

Proof. We have for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right), \hat{u}(\xi)=\int e^{-2 i \pi x \cdot \xi} u(x) d x$ and thus

$$
\begin{aligned}
\left(D_{\xi}^{\alpha} \hat{u}\right)(\xi) & =(-1)^{|\alpha|} \int e^{-2 i \pi x \cdot \xi} x^{\alpha} u(x) d x \\
\xi^{\alpha} \hat{u}(\xi) & =\int(-2 i \pi)^{-|\alpha|} \partial_{x}^{\alpha}\left(e^{-2 i \pi x \cdot \xi}\right) u(x) d x=\int e^{-2 i \pi x \cdot \xi}(2 i \pi)^{-|\alpha|}\left(\partial_{x}^{\alpha} u\right)(x) d x
\end{aligned}
$$

proving both formulas.
$N . B$. The normalization factor $\frac{1}{2 i \pi}$ leads to a simplification in Formula (8.1.10), but the most important aspect of these formulas is certainly that the Fourier transformation exchanges the operation of derivation with the operation of multiplication. For instance with

$$
P(D)=\sum_{|\alpha| \leq m} a_{\alpha} D_{x}^{\alpha}
$$

we have for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right), \widehat{P u}(\xi)=\sum_{|\alpha| \leq m} a_{\alpha} \xi^{\alpha} \hat{u}(\xi)=P(\xi) \hat{u}(\xi)$, and thus

$$
\begin{equation*}
(P u)(x)=\int_{\mathbb{R}^{n}} e^{2 i \pi x \cdot \xi} P(\xi) \hat{u}(\xi) d \xi \tag{8.1.11}
\end{equation*}
$$

Proposition 8.1.7. Let $\phi, \psi$ be functions in $\mathscr{S}\left(\mathbb{R}^{n}\right)$. Then the convolution $\phi * \psi$ as given by (6.1.1) belongs to the Schwartz space and the mapping

$$
\mathscr{S}\left(\mathbb{R}^{n}\right) \times \mathscr{S}\left(\mathbb{R}^{n}\right) \ni(\phi, \psi) \mapsto \phi * \psi \in \mathscr{S}\left(\mathbb{R}^{n}\right)
$$

is continuous. Moreover we have

$$
\begin{equation*}
\widehat{\phi * \psi}=\hat{\phi} \hat{\psi} \tag{8.1.12}
\end{equation*}
$$

Proof. The mapping $(x, y) \mapsto F(x, y)=\phi(x-y) \psi(y)$ belongs to $\mathscr{S}\left(\mathbb{R}^{2 n}\right)$ since $x, y$ derivatives of the smooth function $F$ are linear combinations of products $\left(\partial^{\alpha} \phi\right)(x-y)\left(\partial^{\beta} \psi\right)(y)$ and moreover

$$
\begin{aligned}
(1 & +|x|+|y|)^{N}\left|\left(\partial^{\alpha} \phi\right)(x-y)\left(\partial^{\beta} \psi\right)(y)\right| \\
& \leq(1+|x-y|)^{N}\left|\left(\partial^{\alpha} \phi\right)(x-y)\right|(1+2|y|)^{N}\left|\left(\partial^{\beta} \psi\right)(y)\right| \\
& \leq p(\phi) q(\psi)
\end{aligned}
$$

where $p, q$ are semi-norms on $\mathscr{S}\left(\mathbb{R}^{n}\right)$. This proves that the bilinear mapping $(\phi, \psi) \mapsto F(\phi, \psi)$ is continuous from $\mathscr{S}\left(\mathbb{R}^{n}\right) \times \mathscr{S}\left(\mathbb{R}^{n}\right)$ into $\mathscr{S}\left(\mathbb{R}^{2 n}\right)$. We have now directly $\partial_{x}^{\alpha}(\phi * \psi)=\left(\partial_{x}^{\alpha} \phi\right) * \psi$ and

$$
\begin{aligned}
(1+|x|)^{N}\left|\partial_{x}^{\alpha}(\phi * \psi)\right| & \leq \int\left|F\left(\partial^{\alpha} \phi, \psi\right)(x, y)\right|(1+|x|)^{N} d y \\
& \leq \int \underbrace{\left|F\left(\partial^{\alpha} \phi, \psi\right)(x, y)\right|(1+|x|)^{N}(1+|y|)^{n+1}}_{\leq p(F)}(1+|y|)^{-n-1} d y
\end{aligned}
$$

where $p$ is a semi-norm of $F$ (thus bounded by a product of semi-norms of $\phi$ and $\psi$ ), proving the continuity property. Also we obtain from Fubini's theorem

$$
(\widehat{\phi * \psi})(\xi)=\iint e^{-2 i \pi(x-y) \cdot \xi} e^{-2 i \pi y \cdot \xi} \phi(x-y) \psi(y) d y d x=\hat{\phi}(\xi) \hat{\psi}(\xi)
$$

completing the proof of the proposition.

## The Fourier transformation on $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$

Definition 8.1.8. Let $n$ be an integer $\geq 1$. We define the space $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ as the topological dual of the Fréchet space $\mathscr{S}\left(\mathbb{R}^{n}\right)$ : this space is called the space of tempered distributions on $\mathbb{R}^{n}$.

We note that the mapping

$$
\mathscr{S}\left(\mathbb{R}^{n}\right) \ni \phi \mapsto \frac{\partial \phi}{\partial x_{j}} \in \mathscr{S}\left(\mathbb{R}^{n}\right)
$$

is continuous since for all $k \in \mathbb{N}, p_{k}\left(\partial \phi / \partial x_{j}\right) \leq p_{k+1}(\phi)$, where the semi-norms $p_{k}$ are defined in (8.1.3). This property allows us to define by duality the derivative of a tempered distribution.
Definition 8.1.9. Let $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$. We define $\partial u / \partial x_{j}$ as an element of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
\left\langle\frac{\partial u}{\partial x_{j}}, \phi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=-\left\langle u, \frac{\partial \phi}{\partial x_{j}}\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}} . \tag{8.1.13}
\end{equation*}
$$

The mapping $u \mapsto \partial u / \partial x_{j}$ is a well-defined endomorphism of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ since the estimates

$$
\forall \phi \in \mathscr{S}\left(\mathbb{R}^{n}\right), \quad\left|\left\langle\frac{\partial u}{\partial x_{j}}, \phi\right\rangle\right| \leq C_{u} p_{k_{u}}\left(\frac{\partial \phi}{\partial x_{j}}\right) \leq C_{u} p_{k_{u}+1}(\phi),
$$

ensure the continuity on $\mathscr{S}\left(\mathbb{R}^{n}\right)$ of the linear form $\partial u / \partial x_{j}$.
Definition 8.1.10. Let $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and let $P$ be a polynomial in $n$ variables with complex coefficients. We define the product $P u$ as an element of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
\langle P u, \phi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle u, P \phi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}} . \tag{8.1.14}
\end{equation*}
$$

The mapping $u \mapsto P u$ is a well-defined endomorphism of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ since the estimates

$$
\forall \phi \in \mathscr{S}\left(\mathbb{R}^{n}\right), \quad|\langle P u, \phi\rangle| \leq C_{u} p_{k_{u}}(P \phi) \leq C_{u} p_{k_{u}+D}(\phi),
$$

where $D$ is the degree of $P$, ensure the continuity on $\mathscr{S}\left(\mathbb{R}^{n}\right)$ of the linear form $P u$.
Lemma 8.1.11. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$, $f \in L_{\mathrm{loc}}^{1}(\Omega)$ such that, for all $\varphi \in C_{c}^{\infty}(\Omega), \int f(x) \varphi(x) d x=0$. Then we have $f=0$.

Proof. Let $K$ be a compact subset of $\Omega$ and let $\chi \in C_{\mathrm{c}}^{\infty}(\Omega)$ equal to 1 on a neighborhood of $K$ as in Exercise 2.8.7. With $\rho$ as in Exercise 6.6.3, we get that

$$
\lim _{\epsilon \rightarrow 0_{+}} \rho_{\epsilon} *(\chi f)=\chi f \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right)
$$

We have $\left(\rho_{\epsilon} *(\chi f)\right)(x)=\int f(y) \underbrace{\chi(y) \rho\left((x-y) \epsilon^{-1}\right) \epsilon^{-n}}_{=\varphi_{x}(y)} d y$, with supp $\varphi_{x} \subset \operatorname{supp} \chi$, $\varphi_{x} \in C_{\mathrm{c}}^{\infty}(\Omega)$, and from the assumption of the lemma, we obtain $\left(\rho_{\epsilon} *(\chi f)\right)(x)=0$ for all $x$, implying $\chi f=0$ from the convergence result and thus $f=0$, a.e. on $K$; the conclusion of the lemma follows since $\Omega$ is a countable union of compact sets.

Definition 8.1.12 (support of a distribution). For $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$, we define the support of $u$ and we denote by supp $u$ the closed subset of $\mathbb{R}^{n}$ defined by

$$
\begin{equation*}
(\operatorname{supp} u)^{c}=\left\{x \in \mathbb{R}^{n}, \exists V \text { open } \in \mathscr{V}_{x}, \quad u_{\mid V}=0\right\} \tag{8.1.15}
\end{equation*}
$$

where $\mathscr{V}_{x}$ stands for the set of neighborhoods of $x$ and $u_{\mid V}=0$ means that for all $\phi \in C_{\mathrm{c}}^{\infty}(V),\langle u, \phi\rangle=0$.

## Proposition 8.1.13.

(1) We have $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right) \supset \cup_{1 \leq p \leq+\infty} L^{p}\left(\mathbb{R}^{n}\right)$, with a continuous injection of each $L^{p}\left(\mathbb{R}^{n}\right)$ into $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$. As a consequence $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ contains as well all the derivatives in the sense (8.1.13) of all the functions in some $L^{p}\left(\mathbb{R}^{n}\right)$.
(2) For $u \in C^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
(|u(x)|+|d u(x)|)(1+|x|)^{-N} \in L^{1}\left(\mathbb{R}^{n}\right) \tag{8.1.16}
\end{equation*}
$$

for some non-negative $N$, the derivative in the sense (8.1.13) coincides with the ordinary derivative.

Proof. (1) For $u \in L^{p}\left(\mathbb{R}^{n}\right)$ and $\phi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, we can define

$$
\begin{equation*}
\langle u, \phi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\int_{\mathbb{R}^{n}} u(x) \phi(x) d x \tag{8.1.17}
\end{equation*}
$$

which is a continuous linear form on $\mathscr{S}\left(\mathbb{R}^{n}\right)$ :

$$
\begin{gathered}
\left|\langle u, \phi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}\right| \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|\phi\|_{L^{p^{\prime}\left(\mathbb{R}^{n}\right)}}, \\
\|\phi\|_{L^{p^{\prime}}\left(\mathbb{R}^{n}\right)} \leq \sup _{x \in \mathbb{R}^{n}}\left((1+|x|)^{\frac{n+1}{p^{\prime}}}|\phi(x)|\right) C_{n, p} \leq C_{n, p} p_{k}(\phi), \text { for } k \geq k_{n, p}=\frac{n+1}{p^{\prime}}
\end{gathered}
$$

with $p_{k}$ given by (8.1.3) (when $p=1$, we can take $k=0$ ). We indeed have a continuous injection of $L^{p}\left(\mathbb{R}^{n}\right)$ into $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ : in the first place the mapping described by (8.1.17) is well defined and continuous from the estimate

$$
|\langle u, \phi\rangle| \leq\|u\|_{L^{p}} C_{n, p} p_{k_{n, p}}(\phi)
$$

Moreover, this mapping is linear and injective from Lemma 8.1.11.
(2) We have for $\phi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, $\chi_{0} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, $\chi_{0}=1$ near the origin,

$$
A=\left\langle\frac{\partial u}{\partial x_{j}}, \phi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=-\left\langle u \frac{\partial \phi}{\partial x_{j}}\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=-\int_{\mathbb{R}^{n}} u(x) \frac{\partial \phi}{\partial x_{j}}(x) d x
$$

so that, using Lebesgue's dominated convergence theorem, we find

$$
A=-\lim _{\epsilon \rightarrow 0_{+}} \int_{\mathbb{R}^{n}} u(x) \frac{\partial \phi}{\partial x_{j}}(x) \chi_{0}(\epsilon x) d x .
$$

Performing an integration by parts on $C^{1}$ functions with compact support (see Proposition 2.3.2 (2)), we get

$$
A=\lim _{\epsilon \rightarrow 0_{+}}\left\{\int_{\mathbb{R}^{n}}\left(\partial_{j} u\right)(x) \phi(x) \chi_{0}(\epsilon x) d x+\epsilon \int_{\mathbb{R}^{n}} u(x) \phi(x)\left(\partial_{j} \chi_{0}\right)(\epsilon x) d x\right\}
$$

with $\partial_{j} u$ standing for the ordinary derivative. We have also
$\left.\int_{\mathbb{R}^{n}}\left|u(x) \phi(x)\left(\partial_{j} \chi_{0}\right)(\epsilon x)\right| d x \leq \| \partial_{j} \chi_{0}\right) \|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \int|u(x)|(1+|x|)^{-N} d x p_{N}(\phi)<+\infty$, so that $\left\langle\frac{\partial u}{\partial x_{j}}, \phi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\lim _{\epsilon \rightarrow 0_{+}} \int_{\mathbb{R}^{n}}\left(\partial_{j} u\right)(x) \phi(x) \chi_{0}(\epsilon x) d x$. Since the lhs is a continuous linear form on $\mathscr{S}\left(\mathbb{R}^{n}\right)$ so is the rhs. On the other hand for $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, the rhs is $\int_{\mathbb{R}^{n}}\left(\partial_{j} u\right)(x) \phi(x) d x$. Since $C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $\mathscr{S}\left(\mathbb{R}^{n}\right)$ (Exercise 8.5.3), we find that

$$
\left\langle\frac{\partial u}{\partial x_{j}}, \phi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\int_{\mathbb{R}^{n}}\left(\partial_{j} u\right)(x) \phi(x) d x
$$

since the mapping $\phi \mapsto \int_{\mathbb{R}^{n}}\left(\partial_{j} u\right)(x) \phi(x) d x$ belongs to $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$, thanks to the assumption on $d u$ in (8.1.16). This proves that $\frac{\partial u}{\partial x_{j}}=\partial_{j} u$.

The Fourier transformation can be extended to $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$. We start with noticing that for $T, \phi$ in the Schwartz class we have, using Fubini's theorem,

$$
\int \hat{T}(\xi) \phi(\xi) d \xi=\iint T(x) \phi(\xi) e^{-2 i \pi x \cdot \xi} d x d \xi=\int T(x) \hat{\phi}(x) d x
$$

and we can use the latter formula as a definition.

Definition 8.1.14. Let $T$ be a tempered distribution; the Fourier transform $\hat{T}$ of $T$ is the tempered distribution defined by the formula

$$
\begin{equation*}
\langle\hat{T}, \varphi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle T, \hat{\varphi}\rangle_{\mathscr{S}^{\prime}, \mathscr{S}} \tag{8.1.18}
\end{equation*}
$$

The linear form $\hat{T}$ is obviously a tempered distribution since the Fourier transformation is continuous on $\mathscr{S}$. Thanks to Lemma 8.1.11, if $T \in \mathscr{S}$, the present definition of $\hat{T}$ and (8.1.4) coincide.

This definition gives that, with $\delta_{0}$ standing as the Dirac mass at $0,\left\langle\delta_{0}, \phi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=$ $\phi(0)$ (obviously a tempered distribution), we have

$$
\begin{equation*}
\widehat{\delta_{0}}=1 \tag{8.1.19}
\end{equation*}
$$

since $\left\langle\widehat{\delta_{0}}, \varphi\right\rangle=\left\langle\delta_{0}, \widehat{\varphi}\right\rangle=\widehat{\varphi}(0)=\int \varphi(x) d x=\langle 1, \varphi\rangle$.
Theorem 8.1.15. The Fourier transformation is an isomorphism of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Let $T$ be a tempered distribution. Then we have ${ }^{1}$

$$
\begin{equation*}
T=\overline{\hat{\hat{T}}}, \quad \check{\hat{T}}=\hat{\tilde{T}} \tag{8.1.20}
\end{equation*}
$$

With obvious notation, we have the following extensions of (8.1.10),

$$
\begin{equation*}
\widehat{D_{x}^{\alpha} T}(\xi)=\xi^{\alpha} \hat{T}(\xi), \quad\left(D_{\xi}^{\alpha} \hat{T}\right)(\xi)=(-1)^{|\alpha|} \widehat{x^{\alpha} T(x)}(\xi) \tag{8.1.21}
\end{equation*}
$$

Proof. We have for $T \in \mathscr{S}^{\prime}$,

$$
\langle\dot{\hat{T}}, \varphi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle\hat{\hat{T}}, \check{\varphi}\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle\hat{T}, \hat{\varphi}\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle T, \hat{\hat{\varphi}}\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle T, \varphi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}
$$

where the last equality is due to the fact that $\varphi \mapsto \check{\varphi}$ commutes $^{2}$ with the Fourier transform and (8.1.7) means

$$
\check{\hat{\hat{\varphi}}}=\varphi
$$

a formula also proven true on $\mathscr{S}^{\prime}$ by the previous line of equality. Formula (8.1.10) is true as well for $T \in \mathscr{S}^{\prime}$ since, with $\varphi \in \mathscr{S}$ and $\varphi_{\alpha}(\xi)=\xi^{\alpha} \varphi(\xi)$, we have

$$
\left\langle\widehat{D^{\alpha} T}, \varphi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\left\langle T,(-1)^{|\alpha|} D^{\alpha} \hat{\varphi}\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\left\langle T, \widehat{\varphi_{\alpha}}\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\left\langle\hat{T}, \varphi_{\alpha}\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}
$$

and the other part is proven the same way.

[^44]
## The Fourier transformation on $L^{1}\left(\mathbb{R}^{n}\right)$

Theorem 8.1.16. The Fourier transformation is linear continuous from $L^{1}\left(\mathbb{R}^{n}\right)$ into $L^{\infty}\left(\mathbb{R}^{n}\right)$ and for $u \in L^{1}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
\hat{u}(\xi)=\int e^{-2 i \pi x \cdot \xi} u(x) d x, \quad\|\hat{u}\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)} \tag{8.1.22}
\end{equation*}
$$

Proof. Formula (8.1.4) can be used to define directly the Fourier transform of a function in $L^{1}\left(\mathbb{R}^{n}\right)$ and this gives an $L^{\infty}\left(\mathbb{R}^{n}\right)$ function which coincides with the Fourier transform: for a test function $\varphi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, and $u \in L^{1}\left(\mathbb{R}^{n}\right)$, we have by the definition (8.1.18) above and Fubini's theorem

$$
\langle\hat{u}, \varphi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\int u(x) \hat{\varphi}(x) d x=\iint u(x) \varphi(\xi) e^{-2 i \pi x \cdot \xi} d x d \xi=\int \widetilde{u}(\xi) \varphi(\xi) d \xi
$$

with $\widetilde{u}(\xi)=\int e^{-2 i \pi x \cdot \xi} u(x) d x$ which is thus the Fourier transform of $u$.

## The Fourier transformation on $L^{2}\left(\mathbb{R}^{n}\right)$

Theorem 8.1.17 (Plancherel formula). The Fourier transformation can be extended to a unitary operator of $L^{2}\left(\mathbb{R}^{n}\right)$, i.e., there exists a unique bounded linear operator $F: L^{2}\left(\mathbb{R}^{n}\right) \longrightarrow L^{2}\left(\mathbb{R}^{n}\right)$, such that for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, $F u=\hat{u}$ and we have $F^{*} F=$ $F F^{*}=\operatorname{Id}_{L^{2}\left(\mathbb{R}^{n}\right)}$. Moreover

$$
\begin{equation*}
F^{*}=C F=F C, \quad F^{2} C=\operatorname{Id}_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{8.1.23}
\end{equation*}
$$

where $C$ is the involutive isomorphism of $L^{2}\left(\mathbb{R}^{n}\right)$ defined by $(C u)(x)=u(-x)$. This gives the Plancherel formula: for $u, v \in L^{2}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \hat{u}(\xi) \overline{\hat{v}(\xi)} d \xi=\int u(x) \overline{v(x)} d x \tag{8.1.24}
\end{equation*}
$$

Proof. For test functions $\varphi, \psi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, using Fubini's theorem and (8.1.7), we get $^{3}$

$$
(\hat{\psi}, \hat{\varphi})_{L^{2}\left(\mathbb{R}^{n}\right)}=\int \hat{\psi}(\xi) \overline{\hat{\varphi}(\xi)} d \xi=\iint \hat{\psi}(\xi) e^{2 i \pi x \cdot \xi} \overline{\varphi(x)} d x d \xi=(\psi, \varphi)_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

Next, the density of $\mathscr{S}$ in $L^{2}$ shows that there is a unique continuous extension $F$ of the Fourier transform to $L^{2}$ and that extension is an isometric operator (i.e., satisfying for all $u \in L^{2}\left(\mathbb{R}^{n}\right),\|F u\|_{L^{2}}=\|u\|_{L^{2}}$, i.e., $\left.F^{*} F=\operatorname{Id}_{L^{2}}\right)$. We note that the operator $C$ defined by $C u=\check{u}$ is an involutive isomorphism of $L^{2}\left(\mathbb{R}^{n}\right)$ and that for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$,

$$
C F^{2} u=u=F C F u=F^{2} C u
$$

[^45]By the density of $\mathscr{S}\left(\mathbb{R}^{n}\right)$ in $L^{2}\left(\mathbb{R}^{n}\right)$, the bounded operators

$$
C F^{2}, \operatorname{Id}_{L^{2}\left(\mathbb{R}^{n}\right)}, F C F, F^{2} C
$$

are all equal. On the other hand for $u, \varphi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
\left(F^{*} u, \varphi\right)_{L^{2}} & =(u, F \varphi)_{L^{2}}=\int u(x) \overline{\hat{\varphi}(x)} d x \\
& =\iint u(x) \bar{\varphi}(\xi) e^{2 i \pi x \cdot \xi} d x d \xi=(C F u, \varphi)_{L^{2}}
\end{aligned}
$$

so that $F^{*} u=C F u$ for all $u \in \mathscr{S}$ and by continuity $F^{*}=C F$ as bounded operators on $L^{2}\left(\mathbb{R}^{n}\right)$, thus $F F^{*}=F C F=\mathrm{Id}$. The proof is complete.

## Some standard examples of Fourier transform

Let us consider the Heaviside function defined on $\mathbb{R}$ by $H(x)=1$ for $x>0, H(x)=$ 0 for $x \leq 0$; as a bounded measurable function, it is a tempered distribution, so that we can compute its Fourier transform. With the notation of this section, we have, with $\delta_{0}$ the Dirac mass at $0, \check{H}(x)=H(-x)$,

$$
\widehat{H}+\widehat{\tilde{H}}=\hat{1}=\delta_{0}, \quad \widehat{H}-\widehat{\tilde{H}}=\widehat{\operatorname{sign}}, \quad \frac{1}{i \pi}=\frac{1}{2 i \pi} 2 \widehat{\delta_{0}}(\xi)=\widehat{D \operatorname{sign}}(\xi)=\xi \widehat{\operatorname{sign}} \xi
$$

We note that $\mathbb{R} \mapsto \ln |x|$ belongs to $\mathscr{S}^{\prime}(\mathbb{R})$ and ${ }^{4}$ we define the so-called principal value of $1 / x$ on $\mathbb{R}$ by

$$
\begin{equation*}
\mathrm{pv}\left(\frac{1}{x}\right)=\frac{d}{d x}(\ln |x|), \tag{8.1.25}
\end{equation*}
$$

so that,

$$
\begin{align*}
\left\langle\operatorname{pv} \frac{1}{x}, \phi\right\rangle & =-\int \phi^{\prime}(x) \ln |x| d x=-\lim _{\epsilon \rightarrow 0_{+}} \int_{|x| \geq \epsilon} \phi^{\prime}(x) \ln |x| d x \\
& =\lim _{\epsilon \rightarrow 0_{+}}(\int_{|x| \geq \epsilon} \phi(x) \frac{1}{x} d x+\underbrace{(\phi(\epsilon)-\phi(-\epsilon)) \ln \epsilon}_{\rightarrow 0})  \tag{8.1.26}\\
& =\lim _{\epsilon \rightarrow 0_{+}} \int_{|x| \geq \epsilon} \phi(x) \frac{1}{x} d x .
\end{align*}
$$

This entails $\xi\left(\widehat{\operatorname{sign}} \xi-\frac{1}{i \pi} p v(1 / \xi)\right)=0$ and from Exercise 8.5.4, we get

$$
\widehat{\operatorname{sign} \xi}-\frac{1}{i \pi} p v(1 / \xi)=c \delta_{0}
$$

[^46]with $c=0$ since the lhs is odd ${ }^{5}$. We obtain
\[

$$
\begin{align*}
\widehat{\operatorname{sign}}(\xi) & =\frac{1}{i \pi} p v \frac{1}{\xi}  \tag{8.1.27}\\
p v \widehat{\left(\frac{1}{\pi x}\right)} & =-i \operatorname{sign} \xi  \tag{8.1.28}\\
\hat{H}=\frac{\delta_{0}}{2}+\frac{1}{2 i \pi} p v\left(\frac{1}{\xi}\right) & =\frac{1}{(x-i 0)} \frac{1}{2 i \pi} \quad \text { (see Exercise 8.5.6). } \tag{8.1.29}
\end{align*}
$$
\]

Let us consider now for $0<\alpha<n$ the $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ function $u_{\alpha}(x)=|x|^{\alpha-n}(|x|$ is the Euclidean norm of $x$ ); since $u_{\alpha}$ is also bounded for $|x| \geq 1$, it is a tempered distribution. Let us calculate its Fourier transform $v_{\alpha}$. Since $u_{\alpha}$ is homogeneous of degree $\alpha-n$, we get from Exercise 8.5.9 that $v_{\alpha}$ is a homogeneous distribution of degree $-\alpha$. On the other hand, if $S \in O\left(\mathbb{R}^{n}\right)$ (the orthogonal group), we have in the distribution sense ${ }^{6}$ since $u_{\alpha}$ is a radial function, i.e., such that

$$
\begin{equation*}
v_{\alpha}(S \xi)=v_{\alpha}(\xi) \tag{8.1.30}
\end{equation*}
$$

The distribution $|\xi|^{\alpha} v_{\alpha}(\xi)$ is homogeneous of degree 0 on $\mathbb{R}^{n} \backslash\{0\}$ and is also "radial", i.e., satisfies (8.1.30). Moreover on $\mathbb{R}^{n} \backslash\{0\}$, the distribution $v_{\alpha}$ is a $C^{1}$ function which coincides with ${ }^{7}$

$$
\int e^{-2 i \pi x \cdot \xi} \chi_{0}(x)|x|^{\alpha-n} d x+|\xi|^{-2 N} \int e^{-2 i \pi x \cdot \xi}\left|D_{x}\right|^{2 N}\left(\chi_{1}(x)|x|^{\alpha-n}\right) d x
$$

where $\chi_{0} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ is 1 near 0 and $\chi_{1}=1-\chi_{0}, N \in \mathbb{N}, \alpha+1<2 N$. As a result $|\xi|^{\alpha} v_{\alpha}(\xi)=c_{\alpha}$ on $\mathbb{R}^{n} \backslash\{0\}$ and the distribution on $\mathbb{R}^{n}$ (note that $\alpha<n$ ),

$$
T=v_{\alpha}(\xi)-c_{\alpha}|\xi|^{-\alpha}
$$

is supported in $\{0\}$ and homogeneous (on $\mathbb{R}^{n}$ ) with degree $-\alpha$. From the Exercises 8.5.7(1), 8.5.5 and 8.5.8, the condition $0<\alpha<n$ gives $v_{\alpha}=c_{\alpha}|\xi|^{-\alpha}$. To find $c_{\alpha}$, we compute

$$
\int_{\mathbb{R}^{n}}|x|^{\alpha-n} e^{-\pi x^{2}} d x=\left\langle u_{\alpha}, e^{-\pi x^{2}}\right\rangle=c_{\alpha} \int_{\mathbb{R}^{n}}|\xi|^{-\alpha} e^{-\pi \xi^{2}} d \xi
$$

which yields

$$
\begin{aligned}
2^{-1} \Gamma\left(\frac{\alpha}{2}\right) \pi^{-\frac{\alpha}{2}} & =\int_{0}^{+\infty} r^{\alpha-1} e^{-\pi r^{2}} d r=c_{\alpha} \int_{0}^{+\infty} r^{n-\alpha-1} e^{-\pi r^{2}} d r \\
& =c_{\alpha} 2^{-1} \Gamma\left(\frac{n-\alpha}{2}\right) \pi^{-\left(\frac{n-\alpha}{2}\right)}
\end{aligned}
$$

[^47]We have proven the following lemma.
Lemma 8.1.18. Let $n \in \mathbb{N}^{*}$ and $\alpha \in(0, n)$. The function $u_{\alpha}(x)=|x|^{\alpha-n}$ is $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ and also a temperate distribution on $\mathbb{R}^{n}$. Its Fourier transform $v_{\alpha}$ is also $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ and given by

$$
v_{\alpha}(\xi)=|\xi|^{-\alpha} \pi^{\frac{n}{2}-\alpha} \frac{\Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\frac{n-\alpha}{2}\right)} .
$$

## Fourier transform of Gaussian functions

Proposition 8.1.19. Let $A$ be a symmetric nonsingular $n \times n$ matrix with complex entries such that $\operatorname{Re} A \geq 0$. We define the Gaussian function $v_{A}$ on $\mathbb{R}^{n}$ by $v_{A}(x)=$ $e^{-\pi\langle A x, x\rangle}$. The Fourier transform of $v_{A}$ is

$$
\begin{equation*}
\widehat{v_{A}}(\xi)=(\operatorname{det} A)^{-1 / 2} e^{-\pi\left\langle A^{-1} \xi, \xi\right\rangle} \tag{8.1.31}
\end{equation*}
$$

where $(\operatorname{det} A)^{-1 / 2}$ is defined according to Formula (10.5.8). In particular, when $A=-i B$ with a symmetric real nonsingular matrix $B$, we get

$$
\begin{equation*}
\text { Fourier }\left(e^{i \pi\langle B x, x\rangle}\right)(\xi)=\widehat{v_{-i B}}(\xi)=|\operatorname{det} B|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} B} e^{-i \pi\left\langle B^{-1} \xi, \xi\right\rangle} \tag{8.1.32}
\end{equation*}
$$

Proof. We use the notation of Section 10.5 (in the subsection Logarithm of a nonsingular symmetric matrix). Let us define $\Upsilon_{+}^{*}$ as the set of symmetric $n \times n$ complex matrices with a positive definite real part (naturally these matrices are nonsingular since $A x=0$ for $x \in \mathbb{C}^{n}$ implies $0=\operatorname{Re}\langle A x, \bar{x}\rangle=\langle(\operatorname{Re} A) x, \bar{x}\rangle$, so that $\left.\Upsilon_{+}^{*} \subset \Upsilon_{+}\right)$.

Let us assume first that $A \in \Upsilon_{+}^{*}$; then the function $v_{A}$ is in the Schwartz class (and so is its Fourier transform). The set $\Upsilon_{+}^{*}$ is an open convex subset of $\mathbb{C}^{n(n+1) / 2}$ and the function $\Upsilon_{+}^{*} \ni A \mapsto \widehat{v_{A}}(\xi)$ is holomorphic and given on $\Upsilon_{+}^{*} \cap \mathbb{R}^{n(n+1) / 2}$ by (8.1.31). On the other hand the function

$$
\Upsilon_{+}^{*} \ni A \mapsto e^{-\frac{1}{2} \operatorname{trace} \log A} e^{-\pi\left\langle A^{-1} \xi, \xi\right\rangle}
$$

is also holomorphic and coincides with the previous one on $\mathbb{R}^{n(n+1) / 2}$. By analytic continuation this proves (8.1.31) for $A \in \Upsilon_{+}^{*}$.

If $A \in \Upsilon_{+}$and $\varphi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, we have $\left\langle\widehat{v_{A}}, \varphi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\int v_{A}(x) \hat{\varphi}(x) d x$ so that $\Upsilon_{+} \ni A \mapsto\left\langle\widehat{v_{A}}, \varphi\right\rangle$ is continuous and thus (note that the mapping $A \mapsto A^{-1}$ is an homeomorphism of $\Upsilon_{+}$), using the previous result on $\Upsilon_{+}^{*}$,

$$
\left\langle\widehat{v_{A}}, \varphi\right\rangle=\lim _{\epsilon \rightarrow 0_{+}}\left\langle\widehat{v_{A+\epsilon I}}, \varphi\right\rangle=\lim _{\epsilon \rightarrow 0_{+}} \int e^{-\frac{1}{2} \operatorname{trace} \log (A+\epsilon I)} e^{-\pi\left\langle(A+\epsilon I)^{-1} \xi, \xi\right\rangle} \varphi(\xi) d \xi
$$

and by continuity of Log on $\Upsilon_{+}$and dominated convergence,

$$
\left\langle\widehat{v_{A}}, \varphi\right\rangle=\int e^{-\frac{1}{2} \operatorname{trace} \log A} e^{-\pi\left\langle A^{-1} \xi, \xi\right\rangle} \varphi(\xi) d \xi
$$

which is the sought result.

## Multipliers of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$

Definition 8.1.20. The space $\mathscr{O}_{M}\left(\mathbb{R}^{n}\right)$ of multipliers of $\mathscr{S}\left(\mathbb{R}^{n}\right)$ is the subspace of the functions $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that,

$$
\begin{equation*}
\forall \alpha \in \mathbb{N}^{n}, \exists C_{\alpha}>0, \exists N_{\alpha} \in \mathbb{N}, \forall x \in \mathbb{R}^{n}, \quad\left|\left(\partial_{x}^{\alpha} f\right)(x)\right| \leq C_{\alpha}(1+|x|)^{N_{\alpha}} \tag{8.1.33}
\end{equation*}
$$

It is easy to check that, for $f \in \mathscr{O}_{M}\left(\mathbb{R}^{n}\right)$, the operator $u \mapsto f u$ is continuous from $\mathscr{S}\left(\mathbb{R}^{n}\right)$ into itself, and by transposition from $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ into itself: we define for $T \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right), f \in \mathscr{O}_{M}\left(\mathbb{R}^{n}\right)$,

$$
\langle f T, \varphi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle T, f \varphi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}
$$

and if $p$ is a semi-norm of $\mathscr{S}$, the continuity on $\mathscr{S}$ of the multiplication by $f$ implies that there exists a semi-norm $q$ on $\mathscr{S}$ such that for all $\varphi \in \mathscr{S}, p(f \varphi) \leq q(\varphi)$. A typical example of a function in $\mathscr{O}_{M}\left(\mathbb{R}^{n}\right)$ is $e^{i P(x)}$ where $P$ is a real-valued polynomial: in fact the derivatives of $e^{i P(x)}$ are of type $Q(x) e^{i P(x)}$ where $Q$ is a polynomial so that (8.1.33) holds.
Definition 8.1.21. Let $T, S$ be tempered distributions on $\mathbb{R}^{n}$ such that $\hat{T}$ belongs to $\mathscr{O}_{M}\left(\mathbb{R}^{n}\right)$. We define the convolution $T * S$ by

$$
\begin{equation*}
\widehat{T * S}=\hat{T} \hat{S} \tag{8.1.34}
\end{equation*}
$$

Note that this definition makes sense since $\hat{T}$ is a multiplier so that $\hat{T} \hat{S}$ is indeed a tempered distribution whose inverse Fourier transform is meaningful. We have

$$
\left.\langle T * S, \phi\rangle_{\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right), \mathscr{S}\left(\mathbb{R}^{n}\right)}=\widehat{T * S}, \hat{\dot{\phi}}\right\rangle_{\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right), \mathscr{S}\left(\mathbb{R}^{n}\right)}=\langle\hat{S}, \hat{T} \hat{\dot{\phi}}\rangle_{\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right), \mathscr{S}\left(\mathbb{R}^{n}\right)}
$$

Proposition 8.1.22. Let $T$ be a distribution on $\mathbb{R}^{n}$ such that $T$ is compactly supported. Then $\hat{T}$ is a multiplier which can be extended to an entire function on $\mathbb{C}^{n}$ such that if $\operatorname{supp} T \subset \bar{B}\left(0, R_{0}\right)$,

$$
\begin{equation*}
\exists C_{0}, N_{0} \geq 0, \forall \zeta \in \mathbb{C}^{n}, \quad|\hat{T}(\zeta)| \leq C_{0}(1+|\zeta|)^{N_{0}} e^{2 \pi R_{0}|\operatorname{Im} \zeta|} \tag{8.1.35}
\end{equation*}
$$

In particular, for $S \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$, we may define according to (8.1.34) the convolution $T * S$.

Proof. Let us first check the case $R_{0}=0$ : then the distribution $T$ is supported at $\{0\}$ and from Exercise 8.5.5 is a linear combination of derivatives of the Dirac mass at 0 . Formulas (8.1.19), (8.1.21) imply that $\hat{T}$ is a polynomial, so that the conclusions of Proposition 8.1.22 hold in that case.

Let us assume that $R_{0}>0$ and let us consider a function $\chi$ that is equal to 1 in a neighborhood of $\operatorname{supp} T$ (this implies $\chi T=T$ ) and

$$
\begin{equation*}
\langle\widehat{T}, \phi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle\widehat{\chi T}, \phi\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\langle T, \chi \hat{\phi}\rangle_{\mathscr{S}^{\prime}, \mathscr{S}} . \tag{8.1.36}
\end{equation*}
$$

On the other hand, defining for $\zeta \in \mathbb{C}^{n}$ (with $x \cdot \zeta=\sum x_{j} \zeta_{j}$ for $x \in \mathbb{R}^{n}$ ),

$$
\begin{equation*}
F(\zeta)=\left\langle T(x), \chi(x) e^{-2 i \pi x \cdot \zeta}\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}} \tag{8.1.37}
\end{equation*}
$$

we see that $F$ is an entire function (i.e., holomorphic on $\mathbb{C}^{n}$ ): calculating

$$
\begin{aligned}
F(\zeta+h)-F(\zeta)= & \left\langle T(x), \chi(x) e^{-2 i \pi x \cdot \zeta}\left(e^{-2 i \pi x \cdot h}-1\right)\right\rangle \\
= & \left\langle T(x), \chi(x) e^{-2 i \pi x \cdot \zeta}(-2 i \pi x \cdot h)\right\rangle \\
& +\left\langle T(x), \chi(x) e^{-2 i \pi x \cdot \zeta} \int_{0}^{1}(1-\theta) e^{-2 i \theta \pi x \cdot h} d \theta(-2 i \pi x \cdot h)^{2}\right\rangle
\end{aligned}
$$

and applying to the last term the continuity properties of the linear form $T$, we obtain that the complex differential of $F$ is

$$
\sum_{1 \leq j \leq n}\left\langle T(x), \chi(x) e^{-2 i \pi x \cdot \zeta}\left(-2 i \pi x_{j}\right)\right\rangle d \zeta_{j}
$$

Moreover the derivatives of (8.1.37) are

$$
\begin{equation*}
F^{(k)}(\zeta)=\left\langle T(x), \chi(x) e^{-2 i \pi x \cdot \zeta}(-2 i \pi x)^{k}\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}} \tag{8.1.38}
\end{equation*}
$$

To evaluate the semi-norms of $x \mapsto \chi(x) e^{-2 i \pi x \cdot \zeta}(-2 i \pi x)^{k}$ in the Schwartz space, we have to deal with a finite sum of products of type

$$
\left|x^{\gamma}\left(\partial^{\alpha} \chi\right)(x) e^{-2 i \pi x \cdot \zeta}(-2 i \pi \zeta)^{\beta}\right| \leq(1+|\zeta|)^{|\beta|} \sup _{x \in \mathbb{R}^{n}}\left|x^{\gamma}\left(\partial^{\alpha} \chi\right)(x) e^{2 \pi|x||\operatorname{Im} \zeta|}\right|
$$

We may now choose a function $\chi_{0}$ equal to 1 on $B(0,1)$, supported in $B\left(0, \frac{R_{0}+2 \epsilon}{R_{0}+\epsilon}\right)$ such that $\left\|\partial^{\beta} \chi_{0}\right\|_{L^{\infty}} \leq c(\beta) \epsilon^{-|\beta|}$ with $\epsilon=\frac{R_{0}}{1+|\zeta|}$. We find with

$$
\begin{aligned}
& \chi(x)=\chi_{0}\left(x /\left(R_{0}+\epsilon\right)\right) \quad\left(\text { which is } 1 \text { on a neighborhood of } B\left(0, R_{0}\right)\right), \\
& \sup _{x \in \mathbb{R}^{n}}\left|x^{\gamma}\left(\partial^{\alpha} \chi\right)(x) e^{2 \pi|x||\operatorname{Im} \zeta|}\right| \leq\left(R_{0}+2 \epsilon\right)^{|\gamma|} \sup _{y \in \mathbb{R}^{n}}\left|\left(\partial^{\alpha} \chi_{0}\right)(y) e^{2 \pi\left(R_{0}+2 \epsilon\right)|\operatorname{Im} \zeta|}\right| \\
& \quad \leq\left(R_{0}+2 \epsilon\right)^{|\gamma|} e^{2 \pi\left(R_{0}+2 \epsilon\right)|\operatorname{Im} \zeta|} c(\alpha) \epsilon^{-|\alpha|} \\
& \quad=\left(R_{0}+2 \frac{R_{0}}{1+|\zeta|}\right)^{|\gamma|} e^{2 \pi\left(R_{0}+2 \frac{R_{0}}{1+|\zeta|}\right)|\operatorname{Im} \zeta|} c(\alpha)\left(\frac{1+|\zeta|}{R_{0}}\right)^{|\alpha|} \\
& \leq\left(3 R_{0}\right)^{|\gamma|} e^{2 \pi R_{0}|\operatorname{Im} \zeta|} e^{4 \pi R_{0}} c(\alpha) R_{0}^{-|\alpha|}(1+|\zeta|)^{|\alpha|},
\end{aligned}
$$

yielding

$$
\left|F^{(k)}(\zeta)\right| \leq e^{2 \pi R_{0}|\operatorname{Im} \zeta|} C_{k}(1+|\zeta|)^{N_{k}}
$$

which implies that $\mathbb{R}^{n} \ni \xi \mapsto F(\xi)$ is indeed a multiplier. We have also

$$
\langle T, \chi \hat{\phi}\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}=\left\langle T(x), \chi(x) \int_{\mathbb{R}^{n}} \phi(\xi) e^{-2 i \pi x \xi} d \xi\right\rangle_{\mathscr{S}^{\prime}, \mathscr{S}}
$$

Since the function $F$ is entire we have for $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, using (8.1.38) and Fubini's theorem on $\ell^{1}(\mathbb{N}) \times L^{1}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} F(\xi) \phi(\xi) d \xi=\sum_{k \geq 0}\left\langle T(x), \chi(x)(-2 i \pi x)^{k}\right\rangle \int_{\operatorname{supp} \phi} \frac{\xi^{k}}{k!} \phi(\xi) d \xi \tag{8.1.39}
\end{equation*}
$$

On the other hand, since $\hat{\phi}$ is also entire (from the discussion on $F$ or directly from the integral formula for the Fourier transform of $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ ), we have

$$
\begin{aligned}
\langle T, \chi \hat{\phi}\rangle & =\left\langle T(x), \chi(x) \sum_{k \geq 0}(\hat{\phi})^{(k)}(0) x^{k} / k!\right\rangle \\
& =\langle T(x), \underbrace{\left.\chi(x) \lim _{N \rightarrow+\infty} \sum_{0 \leq k \leq N}(\hat{\phi})^{(k)}(0) x^{k} / k!\right\rangle}_{\text {convergence in } C_{c}^{\infty}\left(\mathbb{R}^{n}\right)} \\
& =\lim _{N \rightarrow+\infty} \sum_{0 \leq k \leq N}\left\langle T(x), \chi(x) x^{k} / k!\right\rangle \int_{\mathbb{R}^{n}} \phi(\xi)(-2 i \pi \xi)^{k} d \xi .
\end{aligned}
$$

Thanks to (8.1.39), that quantity is equal to $\int_{\mathbb{R}^{n}} F(\xi) \phi(\xi) d \xi$. As a result, the tempered distributions $\hat{T}$ and $F$ coincide on $C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, which is dense in $\mathscr{S}\left(\mathbb{R}^{n}\right)$ (see Exercise 8.5.3) and so $\hat{T}=F$, concluding the proof.

### 8.2 The Poisson summation formula

## Wave packets

We define for $x \in \mathbb{R}^{n},(y, \eta) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$,

$$
\begin{align*}
\varphi_{y, \eta}(x)=2^{n / 4} e^{-\pi(x-y)^{2}} e^{2 i \pi(x-y) \cdot \eta}=2^{n / 4} e^{-\pi(x-y-i \eta)^{2}} e^{-\pi \eta^{2}}  \tag{8.2.1}\\
\text { where for } \zeta=\left(\zeta_{1}, \ldots, \zeta_{n}\right) \in \mathbb{C}^{n}, \quad \zeta^{2}=\sum_{1 \leq j \leq n} \zeta_{j}^{2} \tag{8.2.2}
\end{align*}
$$

We note that the function $\varphi_{y, \eta}$ is in $\mathscr{S}\left(\mathbb{R}^{n}\right)$ and with $L^{2}$ norm 1 . In fact, $\varphi_{y, \eta}$ appears as a phase translation of a normalized Gaussian. The following lemma introduces the wave packets transform as a Gabor wavelet.

Lemma 8.2.1. Let $u$ be a function in the Schwartz class $\mathscr{S}\left(\mathbb{R}^{n}\right)$. We define

$$
\begin{align*}
(W u)(y, \eta)=\left(u, \varphi_{y, \eta}\right)_{L^{2}\left(\mathbb{R}^{n}\right)} & =2^{n / 4} \int u(x) e^{-\pi(x-y)^{2}} e^{-2 i \pi(x-y) \cdot \eta} d x  \tag{8.2.3}\\
& =2^{n / 4} \int u(x) e^{-\pi(y-i \eta-x)^{2}} d x e^{-\pi \eta^{2}} \tag{8.2.4}
\end{align*}
$$

For $u \in L^{2}\left(\mathbb{R}^{n}\right)$, the function $T u$ defined by

$$
\begin{equation*}
(T u)(y+i \eta)=e^{\pi \eta^{2}} W u(y,-\eta)=2^{n / 4} \int u(x) e^{-\pi(y+i \eta-x)^{2}} d x \tag{8.2.5}
\end{equation*}
$$

is an entire function. The mapping $u \mapsto W u$ is continuous from $\mathscr{S}\left(\mathbb{R}^{n}\right)$ to $\mathscr{S}\left(\mathbb{R}^{2 n}\right)$ and isometric from $L^{2}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{2 n}\right)$. Moreover, we have the reconstruction formula

$$
\begin{equation*}
u(x)=\iint_{\mathbb{R}^{n} \times \mathbb{R}^{n}}(W u)(y, \eta) \varphi_{y, \eta}(x) d y d \eta \tag{8.2.6}
\end{equation*}
$$

Proof. For $u$ in $\mathscr{S}\left(\mathbb{R}^{n}\right)$, we have

$$
(W u)(y, \eta)=e^{2 i \pi y \eta} \widehat{\Omega}^{1}(\eta, y)
$$

where $\widehat{\Omega}^{1}$ is the Fourier transform with respect to the first variable of the $\mathscr{S}\left(\mathbb{R}^{2 n}\right)$ function $\Omega(x, y)=u(x) e^{-\pi(x-y)^{2}} 2^{n / 4}$. Thus the function $W u$ belongs to $\mathscr{S}\left(\mathbb{R}^{2 n}\right)$. It makes sense to compute

$$
\begin{align*}
& 2^{-n / 2}(W u, W u)_{L^{2}\left(\mathbb{R}^{2 n}\right)} \\
& \quad=\lim _{\epsilon \rightarrow 0_{+}} \int u\left(x_{1}\right) \bar{u}\left(x_{2}\right) e^{-\pi\left[\left(x_{1}-y\right)^{2}+\left(x_{2}-y\right)^{2}+2 i\left(x_{1}-x_{2}\right) \eta+\epsilon^{2} \eta^{2}\right]} d y d \eta d x_{1} d x_{2} \tag{8.2.7}
\end{align*}
$$

Now the last integral on $\mathbb{R}^{4 n}$ converges absolutely and we can use Fubini's theorem. Integrating with respect to $\eta$ involves the Fourier transform of a Gaussian function and we get $\epsilon^{-n} e^{-\pi \epsilon^{-2}\left(x_{1}-x_{2}\right)^{2}}$. Since

$$
2\left(x_{1}-y\right)^{2}+2\left(x_{2}-y\right)^{2}=\left(x_{1}+x_{2}-2 y\right)^{2}+\left(x_{1}-x_{2}\right)^{2}
$$

integrating with respect to $y$ yields a factor $2^{-n / 2}$. We are left with

$$
\begin{align*}
& (W u, W u)_{L^{2}\left(\mathbb{R}^{2 n}\right)} \\
& \quad=\lim _{\epsilon \rightarrow 0_{+}} \int u\left(x_{1}\right) \bar{u}\left(x_{2}\right) e^{-\pi\left(x_{1}-x_{2}\right)^{2} / 2} \epsilon^{-n} e^{-\pi \epsilon^{-2}\left(x_{1}-x_{2}\right)^{2}} d x_{1} d x_{2} \tag{8.2.8}
\end{align*}
$$

Changing the variables, the integral is

$$
\lim _{\epsilon \rightarrow 0_{+}} \int u(s+\epsilon t / 2) \bar{u}(s-\epsilon t / 2) e^{-\pi \epsilon^{2} t^{2} / 2} e^{-\pi t^{2}} d t d s=\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
$$

by Lebesgue's dominated convergence theorem: the triangle inequality and the estimate $|u(x)| \leq C(1+|x|)^{-n-1}$ imply, with $v=u / C$,

$$
\begin{aligned}
|v(s+\epsilon t / 2) \bar{v}(s-\epsilon t / 2)| & \leq(1+|s+\epsilon t / 2|)^{-n-1}(1+|s+\epsilon t / 2|)^{-n-1} \\
& \leq(1+|s+\epsilon t / 2|+|s-\epsilon t / 2|)^{-n-1} \\
& \leq(1+2|s|)^{-n-1}
\end{aligned}
$$

Eventually, this proves that for $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\|W u\|_{L^{2}\left(\mathbb{R}^{2 n}\right)}^{2}=\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \tag{8.2.9}
\end{equation*}
$$

so that by density of $\mathscr{S}\left(\mathbb{R}^{n}\right)$ in $L^{2}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
W: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{2 n}\right) \quad \text { with } \quad W^{*} W=\operatorname{id}_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{8.2.10}
\end{equation*}
$$

Noticing first that $\iint W u(y, \eta) \varphi_{y, \eta} d y d \eta$ belongs to $L^{2}\left(\mathbb{R}^{n}\right)$ (with a norm smaller than $\left.\|W u\|_{L^{1}\left(\mathbb{R}^{2 n}\right)}\right)$ and applying Fubini's theorem, we get from the polarization of (8.2.9) for $u, v \in \mathscr{S}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
(u, v)_{L^{2}\left(\mathbb{R}^{n}\right)}=(W u, W v)_{L^{2}\left(\mathbb{R}^{2 n}\right)} & =\iint W u(y, \eta)\left(\varphi_{y, \eta}, v\right)_{L^{2}\left(\mathbb{R}^{n}\right)} d y d \eta \\
& =\left(\iint W u(y, \eta) \varphi_{y, \eta} d y d \eta, v\right)_{L^{2}\left(\mathbb{R}^{n}\right)}
\end{aligned}
$$

yielding $u=\iint W u(y, \eta) \varphi_{y, \eta} d y d \eta$, which is the result of the lemma.

## Poisson's formula

The following lemma is in fact the Poisson summation formula for Gaussian functions in one dimension.
Lemma 8.2.2. For all complex numbers $z$, the following series are absolutely convergent and

$$
\begin{equation*}
\sum_{m \in \mathbb{Z}} e^{-\pi(z+m)^{2}}=\sum_{m \in \mathbb{Z}} e^{-\pi m^{2}} e^{2 i \pi m z} \tag{8.2.11}
\end{equation*}
$$

Proof. We set $\omega(z)=\sum_{m \in \mathbb{Z}} e^{-\pi(z+m)^{2}}$. The function $\omega$ is entire and 1-periodic since for all $m \in \mathbb{Z}, z \mapsto e^{-\pi(z+m)^{2}}$ is entire and for $R>0$,

$$
\sup _{|z| \leq R}\left|e^{-\pi(z+m)^{2}}\right| \leq \sup _{|z| \leq R}\left|e^{-\pi z^{2}}\right| e^{-\pi m^{2}} e^{2 \pi|m| R} \in \ell^{1}(\mathbb{Z})
$$

Consequently, for $z \in \mathbb{R}$, we obtain, expanding $\omega$ in Fourier series ${ }^{8}$,

$$
\omega(z)=\sum_{k \in \mathbb{Z}} e^{2 i \pi k z} \int_{0}^{1} \omega(x) e^{-2 i \pi k x} d x
$$

${ }^{8}$ Note that we use this expansion only for a $C^{\infty}$ 1-periodic function. The proof is simple and requires us only to compute $1+2 \operatorname{Re} \sum_{1 \leq k \leq N} e^{2 i \pi k x}=\frac{\sin \pi(2 N+1) x}{\sin \pi x}$. Then one has to show that for a smooth 1-periodic function $\omega$ such that $\omega(0)=0$,

$$
\lim _{\lambda \rightarrow+\infty} \int_{0}^{1} \frac{\sin \lambda x}{\sin \pi x} \omega(x) d x=0
$$

which is obvious since for a smooth $\nu$ (here we take $\nu(x)=\omega(x) / \sin \pi x),\left|\int_{0}^{1} \nu(x) \sin (\lambda x) d x\right|=$ $O\left(\lambda^{-1}\right)$ by integration by parts.

We also check, using Fubini's theorem on $L^{1}(0,1) \times \ell^{1}(\mathbb{Z})$,

$$
\begin{aligned}
\int_{0}^{1} \omega(x) e^{-2 i \pi k x} d x & =\sum_{m \in \mathbb{Z}} \int_{0}^{1} e^{-\pi(x+m)^{2}} e^{-2 i \pi k x} d x \\
& =\sum_{m \in \mathbb{Z}} \int_{m}^{m+1} e^{-\pi t^{2}} e^{-2 i \pi k t} d t \\
& =\int_{\mathbb{R}} e^{-\pi t^{2}} e^{-2 i \pi k t}=e^{-\pi k^{2}}
\end{aligned}
$$

So the lemma is proven for real $z$ and since both sides are entire functions, we conclude by analytic continuation.

It is now straightforward to get the $n$ th-dimensional version of the previous lemma: for all $z \in \mathbb{C}^{n}$, using the notation (8.2.2), we have

$$
\begin{equation*}
\sum_{m \in \mathbb{Z}^{n}} e^{-\pi(z+m)^{2}}=\sum_{m \in \mathbb{Z}^{n}} e^{-\pi m^{2}} e^{2 i \pi m \cdot z} \tag{8.2.12}
\end{equation*}
$$

Theorem 8.2.3 (Poisson summation formula). Let $n$ be a positive integer and let $u$ be a function in $\mathscr{S}\left(\mathbb{R}^{n}\right)$. Then we have

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{n}} u(k)=\sum_{k \in \mathbb{Z}^{n}} \hat{u}(k) \tag{8.2.13}
\end{equation*}
$$

where $\hat{u}$ stands for the Fourier transform of $u$. In other words the tempered distribution $D_{0}=\sum_{k \in \mathbb{Z}^{n}} \delta_{k}$ is such that $\widehat{D_{0}}=D_{0}$.

Proof. We write, according to (8.2.6) and to Fubini's theorem

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}^{n}} u(k) & =\sum_{k \in \mathbb{Z}^{n}} \iint W u(y, \eta) \varphi_{y, \eta}(k) d y d \eta \\
& =\iint W u(y, \eta) \sum_{k \in \mathbb{Z}^{n}} \varphi_{y, \eta}(k) d y d \eta
\end{aligned}
$$

Now, (8.2.12), (8.2.1) give

$$
\sum_{k \in \mathbb{Z}^{n}} \varphi_{y, \eta}(k)=\sum_{k \in \mathbb{Z}^{n}} \widehat{\varphi}_{y, \eta}(k),
$$

so that (8.2.6) and Fubini's theorem imply the result.

### 8.3 Periodic distributions

## The Dirichlet kernel

For $N \in \mathbb{N}$, the Dirichlet kernel $D_{N}$ is defined on $\mathbb{R}$ by

$$
\begin{aligned}
D_{N}(x) & =\sum_{-N \leq k \leq N} e^{2 i \pi k x} \\
& =1+2 \operatorname{Re} \sum_{1 \leq k \leq N} e^{2 i \pi k x} \underbrace{=}_{x \notin \mathbb{Z}} 1+2 \operatorname{Re}\left(e^{2 i \pi x} \frac{e^{2 i \pi N x}-1}{e^{2 i \pi x}-1}\right) \\
& =1+2 \operatorname{Re}\left(e^{2 i \pi x-i \pi x+i \pi N x}\right) \frac{\sin (\pi N x)}{\sin (\pi x)}=1+2 \cos (\pi(N+1) x) \frac{\sin (\pi N x)}{\sin (\pi x)} \\
& =1+\frac{1}{\sin (\pi x)}(\sin (\pi x(2 N+1))-\sin (\pi x))=\frac{\sin (\pi x(2 N+1))}{\sin (\pi x)},
\end{aligned}
$$

and extending by continuity at $x \in \mathbb{Z}$ that 1 -periodic function, we find that

$$
\begin{equation*}
D_{N}(x)=\frac{\sin (\pi x(2 N+1))}{\sin (\pi x)} \tag{8.3.1}
\end{equation*}
$$

Now, for a 1-periodic $v \in C^{1}(\mathbb{R})$, with

$$
\begin{equation*}
\left(D_{N} \star u\right)(x)=\int_{0}^{1} D_{N}(x-t) u(t) d t \tag{8.3.2}
\end{equation*}
$$

we have
$\lim _{N \rightarrow+\infty} \int_{0}^{1} D_{N}(x-t) v(t) d t=v(x)+\lim _{N \rightarrow+\infty} \int_{0}^{1} \sin (\pi t(2 N+1)) \frac{(v(x-t)-v(x))}{\sin (\pi t)} d t$, and the function $\theta_{x}$ given by $\theta_{x}(t)=\frac{v(x-t)-v(x)}{\sin (\pi t)}$ is continuous on $[0,1]$, and from the Riemann-Lebesgue Lemma 3.4.5, we obtain

$$
\lim _{N \rightarrow+\infty} \sum_{-N \leq k \leq N} e^{2 i \pi k x} \int_{0}^{1} e^{-2 i \pi k t} v(t) d t=\lim _{N \rightarrow+\infty} \int_{0}^{1} D_{N}(x-t) v(t) d t=v(x) .
$$

On the other hand if $v$ is 1-periodic and $C^{1+l}$, the Fourier coefficient

$$
\begin{aligned}
& c_{k}(v)=\int_{0}^{1} e^{-2 i \pi k t} v(t) d t \\
& \overbrace{\text { for } k} \neq \overbrace{}^{=0} \frac{1}{2 i \pi k}\left[e^{-2 i \pi k t} v(t)\right]_{t=1}^{t=0}+\int_{0}^{1} \frac{1}{2 i \pi k} e^{-2 i \pi k t} v^{\prime}(t) d t,
\end{aligned}
$$

and iterating the integration by parts, we find $c_{k}(v)=O\left(k^{-1-l}\right)$ so that for a 1-periodic $C^{2}$ function $v$, we have

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} e^{2 i \pi k x} c_{k}(v)=v(x) \tag{8.3.3}
\end{equation*}
$$

## Pointwise convergence of Fourier series

Lemma 8.3.1. Let $u: \mathbb{R} \longrightarrow \mathbb{R}$ be a 1-periodic $L_{\text {loc }}^{1}(\mathbb{R})$ function and let $x_{0} \in[0,1]$. Let us assume that there exists $w_{0} \in \mathbb{R}$ such that the Dini condition is satisfied, i.e.,

$$
\begin{equation*}
\int_{0}^{1 / 2} \frac{\left|u\left(x_{0}+t\right)+u\left(x_{0}-t\right)-2 w_{0}\right|}{t} d t<+\infty \tag{8.3.4}
\end{equation*}
$$

Then, $\lim _{N \rightarrow+\infty} \sum_{|k| \leq N} c_{k}(u) e^{2 i \pi k x_{0}}=w_{0}$ with $c_{k}(u)=\int_{0}^{1} e^{-2 i \pi t k} u(t) d t$.
Proof. Using the above calculations, we find

$$
\sum_{|k| \leq N} c_{k}(u) e^{2 i \pi k x_{0}}=\left(D_{N} \star u\right)\left(x_{0}\right)=w_{0}+\int_{0}^{1} \frac{\sin (\pi t(2 N+1))}{\sin (\pi t)}\left(u\left(x_{0}-t\right)-w_{0}\right) d t
$$

so that, using the periodicity of $u$ and the fact that $D_{N}$ is an even function, we get

$$
\left(D_{N} \star u\right)\left(x_{0}\right)-w_{0}=\int_{0}^{1 / 2} \frac{\sin (\pi t(2 N+1))}{\sin (\pi t)}\left(u\left(x_{0}-t\right)+u\left(x_{0}+t\right)-2 w_{0}\right) d t
$$

Thanks to the hypothesis (8.3.4), the function

$$
t \mapsto \mathbf{1}_{\left[0, \frac{1}{2}\right]}(t) \frac{u\left(x_{0}-t\right)+u\left(x_{0}+t\right)-2 w_{0}}{\sin (\pi t)}
$$

belongs to $L^{1}(\mathbb{R})$ and the Riemann-Lebesgue Lemma 3.4.5 gives the conclusion.

Theorem 8.3.2. Let $u: \mathbb{R} \longrightarrow \mathbb{R}$ be a 1-periodic $L_{\text {loc }}^{1}$ function.
(1) Let $x_{0} \in[0,1], w_{0} \in \mathbb{R}$. We define $\omega_{x_{0}, w_{0}}(t)=\left|u\left(x_{0}+t\right)+u\left(x_{0}-t\right)-2 w_{0}\right|$ and we assume that

$$
\begin{equation*}
\int_{0}^{1 / 2} \omega_{x_{0}, w_{0}}(t) \frac{d t}{t}<+\infty \tag{8.3.5}
\end{equation*}
$$

Then the Fourier series $\left(D_{N} \star u\right)\left(x_{0}\right)$ converges with limit $w_{0}$. In particular, if (8.3.5) is satisfied with $w_{0}=u\left(x_{0}\right)$, the Fourier series $\left(D_{N} \star u\right)\left(x_{0}\right)$ converges with limit $u\left(x_{0}\right)$. If $u$ has a left and right limit at $x_{0}$ and is such that (8.3.5) is satisfied with $w_{0}=\frac{1}{2}\left(u\left(x_{0}+0\right)+u\left(x_{0}-0\right)\right)$, the Fourier series $\left(D_{N} \star u\right)\left(x_{0}\right)$ converges with limit $\frac{1}{2}\left(u\left(x_{0}-0\right)+u\left(x_{0}+0\right)\right)$.
(2) If the function $u$ is Hölder-continuous ${ }^{9}$, the Fourier series $\left(D_{N} \star u\right)(x)$ converges for all $x \in \mathbb{R}$ with limit $u(x)$.
(3) If $u$ has a left and right limit at each point and a left and right derivative at each point, the Fourier series $\left(D_{N} \star u\right)(x)$ converges for all $x \in \mathbb{R}$ with limit $\frac{1}{2}(u(x-0)+u(x+0))$.

[^48]Proof. (1) follows from Lemma 8.3.1; to obtain (2), we note that for a Hölder continuous function of index $\theta \in] 0,1]$, we have for $t \in] 0,1 / 2$ ],

$$
t^{-1} \omega_{x, u(x)}(t) \leq C t^{\theta-1} \in L^{1}([0,1 / 2])
$$

(3) If $u$ has a right derivative at $x_{0}$, it means that

$$
u\left(x_{0}+t\right)=u\left(x_{0}+0\right)+u_{r}^{\prime}\left(x_{0}\right) t+t \epsilon_{0}(t), \quad \lim _{t \rightarrow 0_{+}} \epsilon_{0}(t)=0 .
$$

As a consequence, for $t \in] 0,1 / 2], t^{-1}\left|u\left(x_{0}+t\right)-u\left(x_{0}+0\right)\right| \leq\left|u_{r}^{\prime}\left(x_{0}\right)+\epsilon_{0}(t)\right|$. Since $\lim _{t \rightarrow 0_{+}} \epsilon_{0}(t)=0$, there exists $\left.\left.T_{0} \in\right] 0,1 / 2\right]$ such that $\left|\epsilon_{0}(t)\right| \leq 1$ for $t \in\left[0, T_{0}\right]$. As a result, we have

$$
\begin{aligned}
& \int_{0}^{1 / 2} t^{-1}\left|u\left(x_{0}+t\right)-u\left(x_{0}+0\right)\right| d t \\
& \quad \leq \int_{0}^{T_{0}}\left(\left|u_{r}^{\prime}\left(x_{0}\right)\right|+1\right) d t+\int_{T_{0}}^{1 / 2}\left|u\left(x_{0}+t\right)-u\left(x_{0}+0\right)\right| d t T_{0}^{-1}<+\infty
\end{aligned}
$$

since $u$ is also $L_{\text {loc }}^{1}$. The integral $\int_{0}^{1 / 2} t^{-1}\left|u\left(x_{0}-t\right)-u\left(x_{0}-0\right)\right| d t$ is also finite and the condition (8.3.5) holds with $w_{0}=\frac{1}{2}\left(u\left(x_{0}-0\right)+u\left(x_{0}+0\right)\right)$. The proof of the lemma is complete.

## Periodic distributions

We consider now a distribution $u$ on $\mathbb{R}^{n}$ which is periodic with periods $\mathbb{Z}^{n}$. Let $\chi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right)$such that $\chi=1$ on $[0,1]^{n}$. Then the function $\chi_{1}$ defined by

$$
\chi_{1}(x)=\sum_{k \in \mathbb{Z}^{n}} \chi(x-k)
$$

is $C^{\infty}$ periodic ${ }^{10}$ with periods $\mathbb{Z}^{n}$. Moreover since

$$
\mathbb{R}^{n} \ni x \in \prod_{1 \leq j \leq n}\left[E\left(x_{j}\right), E\left(x_{j}\right)+1[\right.
$$

the bounded function $\chi_{1}$ is also bounded from below and such that $1 \leq \chi_{1}(x)$. With $\chi_{0}=\chi / \chi_{1}$, we have

$$
\sum_{k \in \mathbb{Z}^{n}} \chi_{0}(x-k)=1, \quad \chi_{0} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)
$$

For $\varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, we have from the periodicity of $u$,

$$
\langle u, \varphi\rangle=\sum_{k \in \mathbb{Z}^{n}}\left\langle u(x), \varphi(x) \chi_{0}(x-k)\right\rangle=\sum_{k \in \mathbb{Z}^{n}}\left\langle u(x), \varphi(x+k) \chi_{0}(x)\right\rangle,
$$

[^49]where the sums are finite. Now if $\varphi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, we have, since $\chi_{0}$ is compactly supported (say in $|x| \leq R_{0}$ ),
\[

$$
\begin{aligned}
& \left|\left\langle u(x), \varphi(x+k) \chi_{0}(x)\right\rangle\right| \leq C_{0} \sup _{|\alpha| \leq N_{0},|x| \leq R_{0}}\left|\varphi^{(\alpha)}(x+k)\right| \\
& \quad \leq C_{0} \sup _{|\alpha| \leq N_{0},|x| \leq R_{0}}\left|\left(1+R_{0}+|x+k|\right)^{n+1} \varphi^{(\alpha)}(x+k)\right|(1+|k|)^{-n-1} \\
& \quad \leq p_{0}(\varphi)(1+|k|)^{-n-1}
\end{aligned}
$$
\]

where $p_{0}$ is a semi-norm of $\varphi$ (independent of $k$ ). As a result $u$ is a tempered distribution and we have for $\varphi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, using Poisson's summation formula,

$$
\langle u, \varphi\rangle=\langle u(x), \sum_{k \in \mathbb{Z}^{n}} \underbrace{\varphi(x+k) \chi_{0}(x)}_{\psi_{x}(k)}\rangle=\left\langle u(x), \sum_{k \in \mathbb{Z}^{n}} \widehat{\psi_{x}}(k)\right\rangle .
$$

Now we see that $\widehat{\psi_{x}}(k)=\int_{\mathbb{R}^{n}} \varphi(x+t) \chi_{0}(x) e^{-2 i \pi k t} d t=\chi_{0}(x) e^{2 i \pi k x} \hat{\varphi}(k)$, so that

$$
\langle u, \varphi\rangle=\sum_{k \in \mathbb{Z}^{n}}\left\langle u(x), \chi_{0}(x) e^{2 i \pi k x}\right\rangle \hat{\varphi}(k),
$$

which means

$$
u(x)=\sum_{k \in \mathbb{Z}^{n}}\left\langle u(t), \chi_{0}(t) e^{2 i \pi k t}\right\rangle e^{-2 i \pi k x}=\sum_{k \in \mathbb{Z}^{n}}\left\langle u(t), \chi_{0}(t) e^{-2 i \pi k t}\right\rangle e^{2 i \pi k x}
$$

Theorem 8.3.3. Let $u$ be a periodic distribution on $\mathbb{R}^{n}$ with periods $\mathbb{Z}^{n}$. Then $u$ is a tempered distribution and if $\chi_{0}$ is a $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ function such that $\sum_{k \in \mathbb{Z}^{n}} \chi_{0}(x-k)=$ 1, we have

$$
\begin{align*}
u & =\sum_{k \in \mathbb{Z}^{n}} c_{k}(u) e^{2 i \pi k x}  \tag{8.3.6}\\
\hat{u} & =\sum_{k \in \mathbb{Z}^{n}} c_{k}(u) \delta_{k}, \quad \text { with } \quad c_{k}(u)=\left\langle u(t), \chi_{0}(t) e^{-2 i \pi k t}\right\rangle \tag{8.3.7}
\end{align*}
$$

and convergence in $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$. If $u$ is in $C^{m}\left(\mathbb{R}^{n}\right)$ with $m>n$, the previous formulas hold with uniform convergence for (8.3.6) and

$$
\begin{equation*}
c_{k}(u)=\int_{[0,1]^{n}} u(t) e^{-2 i \pi k t} d t \tag{8.3.8}
\end{equation*}
$$

Proof. The first statements are already proven and the calculation of $\hat{u}$ is immediate. If $u$ belongs to $L_{\text {loc }}^{1}$ we can redo the calculations above, choosing $\chi_{0}=\mathbf{1}_{[0,1]^{n}}$, and get (8.3.6) with $c_{k}$ given by (8.3.8). Moreover, if $u$ is in $C^{m}$ with $m>n$, we get by integration by parts that $c_{k}(u)$ is $O\left(|k|^{-m}\right)$ so that the series (8.3.6) is uniformly converging.

Theorem 8.3.4. Let $u$ be a periodic distribution on $\mathbb{R}^{n}$ with periods $\mathbb{Z}^{n}$. If $u \in L_{\text {loc }}^{2}$ (i.e., $u \in L^{2}\left(\mathbb{T}^{n}\right)$ with $\left.\mathbb{T}^{n}=(\mathbb{R} / \mathbb{Z})^{n}\right)$, then

$$
\begin{equation*}
u(x)=\sum_{k \in \mathbb{Z}^{n}} c_{k}(u) e^{2 i \pi k x}, \quad \text { with } \quad c_{k}(u)=\int_{[0,1]^{n}} u(t) e^{-2 i \pi k t} d t \tag{8.3.9}
\end{equation*}
$$

and convergence in $L^{2}\left(\mathbb{T}^{n}\right)$. Moreover $\|u\|_{L^{2}\left(\mathbb{T}^{n}\right)}^{2}=\sum_{k \in \mathbb{Z}^{n}}\left|c_{k}(u)\right|^{2}$. Conversely, if the coefficients $c_{k}(u)$ defined by (8.3.7) are in $\ell^{2}\left(\mathbb{Z}^{n}\right)$, the distribution $u$ is $L^{2}\left(\mathbb{T}^{n}\right)$.

Proof. As said above the formula for the $c_{k}(u)$ follows from changing the choice of $\chi_{0}$ to $\mathbf{1}_{[0,1]^{n}}$ in the discussion preceding Theorem 8.3.3. Formula (8.3.6) gives the convergence in $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ to $u$. Now, since

$$
\int_{[0,1]^{n}} e^{2 i \pi(k-l) t} d t=\delta_{k, l}
$$

we see from Theorem 8.3.3 that for $u \in C^{n+1}\left(\mathbb{T}^{n}\right)$,

$$
\langle u, u\rangle_{L^{2}\left(\mathbb{T}^{n}\right)}=\sum_{k \in \mathbb{Z}^{n}}\left|c_{k}(u)\right|^{2}
$$

As a consequence the mapping $L^{2}\left(\mathbb{T}^{n}\right) \ni u \mapsto\left(c_{k}(u)\right)_{k \in \mathbb{Z}^{n}} \in \ell^{2}\left(\mathbb{Z}^{n}\right)$ is isometric with a range containing the dense subset $\ell^{1}\left(\mathbb{Z}^{n}\right)\left(\right.$ if $\left(c_{k}(u)\right)_{k \in \mathbb{Z}^{n}} \in \ell^{1}\left(\mathbb{Z}^{n}\right), u$ is a continuous function); since the range is closed ${ }^{11}$, the mapping is onto and is an isometric isomorphism from the open mapping theorem.

### 8.4 Notes

Johann Dirichlet (1805-1859) was a German mathematician.
Maurice Fréchet (1878-1973) was a French mathematician.
Joseph Fourier (1768-1830) was a French mathematician, inventor of the trigonometrical series, a versatile tool used now in many branches of Science.
Dennis Gabor (1900-1979) was a Hungarian-born British electrical engineer.
Oliver Heaviside (1850-1925) was a British electrical engineer.
Michel Plancherel (1885-1967) was a Swiss mathematician.
Denis Poisson (1781-1840) was a French mathematician.
Laurent Schwartz (1915-2002) was a French mathematician, creator of the modern theory of distributions. In 1950 he became the first French recipient of the Fields medal.

[^50]
### 8.5 Exercises

Exercise 8.5.1. Let $A$ be a positive definite $n \times n$ symmetric matrix. Prove that the function $\psi_{A}$ defined by $\psi_{A}(x)=e^{-\langle A x, x\rangle}$ belongs to $\mathscr{S}\left(\mathbb{R}^{n}\right)$.

Answer. The function $\psi_{A}$ is smooth and such that

$$
x^{\alpha}\left(\partial_{x}^{\beta} \psi_{A}\right)(x)=P_{\alpha, \beta}(x) \psi_{A}(x)
$$

where $P_{\alpha, \beta}$ is a polynomial (obvious induction). Since $\langle A x, x\rangle \geq \delta\|x\|^{2}$ with a positive $\delta$ and $\left|P_{\alpha, \beta}(x)\right| \leq C\left(1+\|x\|^{2}\right)^{d / 2}$, where $d$ is the degree of $P$, we obtain the boundedness of $x^{\alpha}\left(\partial_{x}^{\beta} \psi_{A}\right)(x)$, proving the sought result.

Exercise 8.5.2. The Schwartz class of functions is defined by

$$
\mathscr{S}\left(\mathbb{R}^{n}\right)=\left\{u \in C^{\infty}\left(\mathbb{R}^{n}\right), \forall \alpha, \beta \in \mathbb{N}^{n}, \sup _{x \in \mathbb{R}^{n}}\left|x^{\alpha} \partial_{x}^{\beta} u(x)\right|=p_{\alpha \beta}(u)<\infty\right\}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}, x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}, \beta \in \mathbb{N}^{n}, \partial_{x}^{\beta}=\partial_{x_{1}}^{\beta_{1}} \ldots \partial_{x_{n}}^{\beta_{n}}$. Show that the $p_{\alpha \beta}$ are semi-norms on $\mathscr{S}\left(\mathbb{R}^{n}\right)$, making this space a Fréchet space.

Answer. The $p_{\alpha \beta}$ are semi-norms, i.e., valued in $\mathbb{R}_{+}$such that $p_{\alpha \beta}(\lambda u)=|\lambda| p_{\alpha \beta}(u)$ and they satisfy the triangle inequality. We consider a Cauchy sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$. It means that for all $\alpha, \beta$, for all $\epsilon>0$, there exists $k_{\alpha \beta \epsilon}$ such that for all $k \geq$ $k_{\alpha \beta \epsilon}, l \geq 0$,

$$
p_{\alpha \beta}\left(u_{k+l}-u_{k}\right) \leq \epsilon
$$

Using the case $\alpha=\beta=0$, we find a continuous function $u$ with a uniform limit of $u_{k}$. Using the uniform convergence of the sequence $\left(\partial_{x}^{\alpha} u_{k}\right)_{k \in \mathbb{N}}$, we get that $u$ is $C^{\infty}$ and that the sequences $\left(\partial_{x}^{\alpha} u_{k}\right)_{k \in \mathbb{N}}$ are uniformly converging towards $\partial_{x}^{\alpha} u$. We write then

$$
\begin{aligned}
\left|x^{\alpha} \partial_{x}^{\beta}\left(u_{k}-u\right)(x)\right| & =\lim _{l \rightarrow+\infty}\left|x^{\alpha} \partial_{x}^{\beta}\left(u_{k}-u_{l}\right)(x)\right| \\
& \leq \limsup _{l} p_{\alpha \beta}\left(u_{k}-u_{l}\right) \leq \epsilon
\end{aligned}
$$

for $k \geq k_{\alpha \beta \epsilon}$. We get $p_{\alpha \beta}\left(u_{k}-u\right) \leq \epsilon$ for $k \geq k_{\alpha \beta \epsilon}$, proving the convergence in $\mathscr{S}\left(\mathbb{R}^{n}\right)$.

Exercise 8.5.3. Prove that $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in the Schwartz class $\mathscr{S}\left(\mathbb{R}^{n}\right)$.
Answer. Let $\chi_{0} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ equal to 1 on the unit ball. Let $\phi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ and let us define for $k \in \mathbb{N}^{*}$,

$$
\phi_{k}(x)=\chi_{0}(x / k) \phi(x), \quad \phi_{k} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right), \quad \phi_{k}(x)-\phi(x)=\phi(x)\left(\chi_{0}(x / k)-1\right)
$$

and with the $p_{\alpha \beta}$ defined in Exercise 8.5.2, we have

$$
\begin{aligned}
p_{\alpha \beta}\left(\phi_{k}-\phi\right)= & \sup _{x \in \mathbb{R}^{n}}\left|x^{\alpha} \sum_{\substack{\beta^{\prime}+\beta^{\prime \prime}=\beta \\
\left|\beta^{\prime \prime}\right| \geq 1}} \frac{\beta!}{\beta^{\prime}!\beta^{\prime \prime \prime}!} \partial_{x}^{\beta^{\prime}} \phi(x) \partial_{x}^{\beta^{\prime \prime}} \chi_{0}(x / k) k^{-\left|\beta^{\prime \prime}\right|}\right| \\
& +\sup _{x \in \mathbb{R}^{n},|x| \geq k}\left|x^{\alpha}\left(\partial_{x}^{\beta} \phi\right)(x)\left(\chi_{0}\left(\frac{x}{k}\right)-1\right)\right|, \\
\leq & C k^{-1} p_{\max (|\alpha|,|\beta|)}(\phi) p_{\max (|\alpha|,|\beta|)}\left(\chi_{0}\right)+k^{-1} \sup _{x \in \mathbb{R}^{n}} \| x\left|x^{\alpha}\left(\partial_{x}^{\beta} \phi\right)(x)\right|,
\end{aligned}
$$

with $p_{k}$ defined in (8.1.3), proving the convergence towards $\phi$ in the Schwartz space of the sequence $\left(\phi_{k}\right)_{k \in \mathbb{N}}$.

Exercise 8.5.4. Let $T \in \mathscr{S}^{\prime}(\mathbb{R})$ such that $x T=0$. Prove that $T=c \delta_{0}$.
Answer. Let $\phi \in \mathscr{S}(\mathbb{R})$ and let $\chi_{0} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\chi_{0}(0)=1$. We have

$$
\phi(x)=\chi_{0}(x) \phi(x)+\left(1-\chi_{0}(x)\right) \phi(x) .
$$

Applying Taylor's formula with integral remainder (see, e.g., Theorem 5.9.3), we define the smooth function $\psi$ by

$$
\psi(x)=\frac{\left(1-\chi_{0}(x)\right)}{x} \phi(x)
$$

and, applying Leibniz' formula, we see also that $\psi$ belongs to $\mathscr{S}(\mathbb{R})$. As a result

$$
\langle T, \phi\rangle_{\mathscr{S}^{\prime}(\mathbb{R}), \mathscr{S}(\mathbb{R})}=\left\langle T, \chi_{0} \phi\right\rangle=\left\langle T, \chi_{0}(\phi-\phi(0))\right\rangle+\phi(0)\left\langle T, \chi_{0}\right\rangle=\phi(0)\left\langle T, \chi_{0}\right\rangle
$$

since the function $x \mapsto \chi_{0}(x)(\phi(x)-\phi(0)) / x$ belongs to $C_{\mathrm{c}}^{\infty}(\mathbb{R})$. As a result $T=\left\langle T, \chi_{0}\right\rangle \delta_{0}$.

Exercise 8.5.5. Prove that a distribution with support $\{0\}$ is a linear combination of derivatives of the Dirac mass at 0, i.e.,

$$
u=\sum_{|\alpha| \leq N} c_{\alpha} \delta_{0}^{(\alpha)}
$$

where the $c_{\alpha}$ are some constants.
Answer. Let $N_{0} \in \mathbb{N}$ such that $|\langle u, \varphi\rangle| \leq C p_{N_{0}}(\varphi)$, where the semi-norms $p_{k}$ are given by (8.1.3). For $\varphi \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, we have
and thus for $\chi_{0} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right), \chi_{0}=1$ near 0,

$$
\begin{equation*}
\langle u, \varphi\rangle=\left\langle u, \chi_{0} \varphi\right\rangle=\sum_{|\alpha| \leq N_{0}} \frac{\left(\partial_{x}^{\alpha} \varphi\right)(0)}{\alpha!}\left\langle u, \chi_{0}(x) x^{\alpha}\right\rangle+\left\langle u, \chi_{0}(x) \psi(x) x^{N_{0}+1}\right\rangle \tag{8.5.1}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\left|\left\langle u, \chi_{0}(x) \psi(x) x^{N_{0}+1}\right\rangle\right| \leq C_{0} \sup _{|\alpha| \leq N_{0}}\left|\partial_{x}^{\alpha}\left(\chi_{0}(x) \psi(x) x^{N_{0}+1}\right)\right| . \tag{8.5.2}
\end{equation*}
$$

We can take $\chi_{0}(x)=\rho(x / \epsilon)$, where $\rho \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ is supported in the unit ball $B_{1}$, $\rho=1$ in $\frac{1}{2} B_{1}$ and $\epsilon>0$. We have then

$$
\chi_{0}(x) \psi(x) x^{N_{0}+1}=\epsilon^{N_{0}+1} \rho\left(\frac{x}{\epsilon}\right) \psi\left(\epsilon \frac{x}{\epsilon}\right) \frac{x^{N_{0}+1}}{\epsilon^{N_{0}+1}}=\epsilon^{N_{0}+1} \rho_{1}\left(\frac{x}{\epsilon}\right)
$$

with $\rho_{1}(t)=\rho(t) \psi(\epsilon t) t^{N_{0}+1}$, so that $\rho_{1} \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ is supported in the unit ball $B_{1}$ and has all its derivatives bounded independently of $\epsilon$. From (8.5.2), we get for all $\epsilon>0$,

$$
\left|\left\langle u, \chi_{0}(x) \psi(x) x^{N_{0}+1}\right\rangle\right| \leq C_{0} \sup _{|\alpha| \leq N_{0}} \epsilon^{N_{0}+1-|\alpha|}\left|\left(\partial_{t}^{\alpha} \rho_{1}\right)\left(\frac{x}{\epsilon}\right)\right| \leq C_{1} \epsilon
$$

which implies that the left-hand side of (8.5.2) is zero.
Exercise 8.5.6. Let $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\lambda \in \mathbb{C}$. The distribution $u$ is said to be homogeneous with degree $\lambda$ if for all $t>0, u(t \cdot)=t^{\lambda} u(\cdot)$. Prove that the distribution $u$ is homogeneous of degree $\lambda$ if and only if Euler's equation is satisfied, namely

$$
\begin{equation*}
\sum_{1 \leq j \leq n} x_{j} \partial_{x_{j}} u=\lambda u \tag{8.5.3}
\end{equation*}
$$

Answer. A distribution $u$ on $\mathbb{R}^{n}$ is homogeneous of degree $\lambda$ means:

$$
\forall \varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right), \forall t>0, \quad\left\langle u(y), \varphi(y / t) t^{-n}\right\rangle=t^{\lambda}\langle u(x), \varphi(x)\rangle
$$

which is equivalent to $\forall \varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right), \forall s>0,\left\langle u(y), \varphi(s y) s^{n+\lambda}\right\rangle=\langle u(x), \varphi(x)\rangle$, also equivalent to

$$
\begin{equation*}
\forall \varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right), \quad \frac{d}{d s}\left(\left\langle u(y), \varphi(s y) s^{n+\lambda}\right\rangle\right)=0 \quad \text { on } s>0 . \tag{8.5.4}
\end{equation*}
$$

The differentiability property is easy to derive ${ }^{12}$ and that

$$
\left\langle u(y), \varphi(s y) s^{n+\lambda}\right\rangle=\langle u(x), \varphi(x)\rangle \quad \text { at } s=1 .
$$

$$
\begin{aligned}
& \overline{{ }^{12} \text { We have for } s} \gg 0 \text {, } \\
& \qquad \varphi((s+h) y)-\varphi(s y)=\varphi^{\prime}(s y) h y+\int_{0}^{1}(1-\theta) \varphi^{\prime \prime}((s+\theta h) y) d \theta h^{2} y^{2} .
\end{aligned}
$$

It is enough to prove that for $\sigma$ in a neighborhood $V$ of $s$, the function $y \mapsto \varphi^{(l)}(\sigma y)$ is bounded in $\mathscr{S}\left(\mathbb{R}^{n}\right)$. This is obvious, choosing for instance $V=(s / 2,2 s)$.

As a consequence, we get that the homogeneity of degree $\lambda$ of $u$ is equivalent to

$$
\forall s>0, \quad\left\langle u(y), s^{n+\lambda-1}\left((n+\lambda) \varphi(s y)+\sum_{1 \leq j \leq n}\left(\partial_{j} \varphi\right)(s y) s y_{j}\right)\right\rangle=0
$$

also equivalent to $0=\left\langle u(y),\left(n+\lambda+\sum_{1 \leq j \leq n} y_{j} \partial_{j}\right)(\varphi(s y))\right\rangle$ and by the definition of the differentiation of a distribution, it is equivalent to

$$
(n+\lambda) u-\sum_{1 \leq j \leq n} \partial_{j}\left(y_{j} u\right)=0
$$

which is (8.5.3) by Leibniz' rule.

## Exercise 8.5.7.

(1) Prove that the Dirac mass at 0 in $\mathbb{R}^{n}$ is homogeneous of degree $-n$.
(2) Prove that if $T$ is a homogeneous distribution of degree $\lambda$, then $\partial_{x}^{\alpha} T$ is also homogeneous with degree $\lambda-|\alpha|$.
(3) Prove that the distribution $\operatorname{pv}\left(\frac{1}{x}\right)$ is homogeneous of degree -1 as well as $1 /(x \pm i 0)$.
(4) For $\lambda \in \mathbb{C}$ with $\operatorname{Re} \lambda>-1$ we define the $L_{\mathrm{loc}}^{1}(\mathbb{R})$ functions

$$
x_{+}^{\lambda}=\left\{\begin{array}{ll}
x^{\lambda} & \text { if } x>0,  \tag{8.5.5}\\
0 & \text { if } x \leq 0,
\end{array} \quad \chi_{+}^{\lambda}=\frac{x_{+}^{\lambda}}{\Gamma(\lambda+1)} .\right.
$$

Prove that the distributions $\chi_{+}^{\lambda}$ and $x_{+}^{\lambda}$ are homogeneous of degree $\lambda$.
Answer. (1) We have for $t>0$,

$$
\left\langle\delta_{0}(t x), \varphi(x)\right\rangle=\left\langle\delta_{0}(y), \varphi(y / t) t^{-n}\right\rangle=t^{-n} \varphi(0)=t^{-n}\left\langle\delta_{0}, \varphi\right\rangle .
$$

(2) Taking the derivative of the Euler equation (8.5.3), we get

$$
\partial_{x_{k}} u+\sum_{1 \leq j \leq k} x_{j} \partial_{x_{j}} \partial_{x_{k}} u-\lambda \partial_{x_{k}} u=0
$$

proving that $\partial_{x_{k}} u$ is homogeneous of degree $\lambda-1$ and the result by iteration.
(3) It follows immediately from the definition (8.1.26) that the distribution $\mathrm{pv}\left(\frac{1}{x}\right)$ is homogeneous of degree -1 . The same is true for the distributions $\frac{1}{x \pm i 0}$ as it is clear from

$$
\begin{equation*}
\frac{1}{x \pm i 0}=\frac{d}{d x}(\log (x \pm i 0))=\frac{d}{d x}(\ln |x| \pm i \pi \check{H}(x))=\operatorname{pv} \frac{1}{x} \mp i \pi \delta_{0} . \tag{8.5.6}
\end{equation*}
$$

(4) The distributions $\chi_{+}^{\lambda}$ and $x_{+}^{\lambda}$ are homogeneous of degree $\lambda$. By an analytic continuation argument, we can prove that $\chi_{+}^{\lambda}$ may be defined for any $\lambda \in \mathbb{C}$ and is a homogeneous distribution of degree $\lambda$ which satisfies

$$
\chi_{+}^{\lambda}=\left(\frac{d}{d x}\right)^{k}\left(\chi_{+}^{\lambda+k}\right), \quad \chi_{+}^{-k}=\delta_{0}^{(k-1)}, k \in \mathbb{N}^{*}
$$

Exercise 8.5.8. Let $\left(u_{j}\right)_{1 \leq j \leq m}$ be non-zero homogeneous distributions on $\mathbb{R}^{n}$ with distinct degrees $\left(\lambda_{j}\right)_{1 \leq j \leq m}\left(j \neq k\right.$ implies $\left.\lambda_{j} \neq \lambda_{k}\right)$. Prove that they are independent in the complex vector space $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$.

Answer. We assume that $m \geq 2$ and that there exists some complex numbers $\left(c_{j}\right)_{1 \leq j \leq m}$ such that $\sum_{1 \leq j \leq m} c_{j} u_{j}=0$. Then applying the (Euler) operator

$$
\mathcal{E}=\sum_{1 \leq j \leq m} x_{j} \partial_{x_{j}}
$$

we get for all $k \in \mathbb{N}, 0=\sum_{1 \leq j \leq m} c_{j} \mathcal{E}^{k}\left(u_{j}\right)=\sum_{1 \leq j \leq m} c_{j} \lambda_{j}^{k} u_{j}$. We consider now the Vandermonde matrix $m \times m$

$$
V_{m}=\left(\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\lambda_{1} & \lambda_{2} & \ldots & \lambda_{m} \\
\ldots . & & & \\
\lambda_{1}^{m-1} & \lambda_{2}^{m-1} & \ldots & \lambda_{m}^{m-1}
\end{array}\right), \quad \operatorname{det} V_{m}=\prod_{1 \leq j<k \leq m}\left(\lambda_{k}-\lambda_{j}\right) \neq 0
$$

We note that for $\varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, and $X \in \mathbb{C}^{m}$ given by

$$
X=\left(\begin{array}{c}
c_{1}\left\langle u_{1}, \varphi\right\rangle \\
c_{2}\left\langle u_{2}, \varphi\right\rangle \\
\ldots \ldots \ldots \ldots \\
c_{m}\left\langle u_{m}, \varphi\right\rangle
\end{array}\right)
$$

we have $V_{m} X=0$, so that $X=0$, i.e., $\forall j, \forall \varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right), c_{j}\left\langle u_{j}, \varphi\right\rangle=0$, i.e., $c_{j} u_{j}=0$ and since $u_{j}$ is not the zero distribution, we get the sought conclusion $c_{j}=0$ for all $j$.

Exercise 8.5.9. Let $T \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ be a homogeneous distribution of degree $m$. Prove that its Fourier transform is a homogeneous distribution of degree $-m-n$.

Answer. We check

$$
\left(\xi \cdot D_{\xi}\right) \hat{T}=-\xi \cdot \widehat{x T}=-\left(\widehat{D_{x} \cdot x T}\right)=-\frac{n}{2 i \pi} \hat{T}-\frac{1}{2 i \pi}\left(\widehat{x \cdot \partial_{x} T}\right)=-\frac{(n+m)}{2 i \pi} \hat{T}
$$

so that Euler's equation $\xi \cdot \partial_{\xi} \hat{T}=-(n+m) \hat{T}$ is satisfied.
Exercise 8.5.10. Let $u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ such that $\nabla u=\left(\partial_{1} u, \ldots, \partial_{n} u\right)=0$. Prove that $u$ is a constant.

Answer. For all $j$, we have $\xi_{j} \hat{u}(\xi)=0$ and since a polynomial is a multiplier of $\mathscr{S}$, we have also $|\xi|^{2} \hat{u}(\xi)=0$, which implies that supp $\hat{u} \subset\{0\}$. From Exercise 8.5.5, we find that $\hat{u}$ is a linear combination of derivatives of the Dirac mass at 0 and (8.1.19) implies along with (8.1.21) that $u$ is a polynomial. Now a polynomial with a vanishing gradient is a constant (use Taylor's formula).

## Chapter 9

## Classical Inequalities

### 9.1 Riesz-Thorin interpolation theorem

Theorem 9.1.1 (Hadamard three-lines theorem). Let $a<b$ be real numbers, let $\Omega=\{z \in \mathbb{C}, a<\operatorname{Re} z<b\}$ and let $f: \bar{\Omega} \rightarrow \mathbb{C}$ be a bounded continuous function holomorphic on $\Omega$. We define for $x \in[a, b]$,

$$
M(x)=\sup _{y \in \mathbb{R}}|f(x+i y)| .
$$

Then the function $M$ is log-convex on $[a, b]$, i.e.,

$$
\begin{equation*}
M(x) \leq M(a)^{\frac{b-x}{b-a}} M(b)^{\frac{x-a}{b-a}} . \tag{9.1.1}
\end{equation*}
$$

N.B. Exercise 3.7 .2 provides some information about logarithmic convexity. We note here that this proposition implies in particular that if $f$ vanishes identically on the vertical line $\{\operatorname{Re} z=a\}$ or on $\{\operatorname{Re} z=b\}$, then it should vanish identically on $\Omega$. If $M(a), M(b)$ are both positive, then (9.1.1) reads

$$
(\ln M)((1-\theta) a+\theta b) \leq(1-\theta) \ln M(a)+\theta \ln M(b)
$$

which means convexity of $\ln M$ on $[a, b]$, i.e., log-convexity. Defining $\ln 0=-\infty$, we recover the fact that if $f$ vanishes on one vertical line, it vanishes on $\Omega$.

Proof. We may of course assume without loss of generality that $a=0, b=1$ : given $a<b$ real numbers, and $f$ as in the proposition above, we may consider

$$
\tilde{f}(z)=f((b-a) z+a)
$$

which is defined on $\{z \in \mathbb{C}, 0 \leq \operatorname{Re} z \leq 1\}$. If we get the result for $\tilde{f}$, it will read
for $\theta \in[0,1]$

$$
\begin{aligned}
& \quad \sup _{\{\operatorname{Re} \zeta=a+\theta(b-a)=x\}}|f(\zeta)|=\sup _{\{\operatorname{Re} z=\theta\}}|\tilde{f}(z)| \\
& \quad \leq\left(\sup _{y \in \mathbb{R}}|\tilde{f}(i y)|\right)^{1-\theta}\left(\sup _{y \in \mathbb{R}}|\tilde{f}(1+i y)|\right)^{\theta} \\
& =\left(\sup _{y \in \mathbb{R}}|f(a+(b-a) i y)|\right)^{1-\theta}\left(\sup _{y \in \mathbb{R}}|f(a+b-a+(b-a) i y)|\right)^{\theta} \\
& =\left(\sup _{\operatorname{Re} \zeta=a}|f(\zeta)|\right)^{\frac{b-x}{b-a}}\left(\sup _{\operatorname{Re} \zeta=b}|f(\zeta)|\right)^{\frac{x-a}{b-a}}
\end{aligned}
$$

which is the sought result.
We assume first that $M(0)=M(1)=1$. We define for $\epsilon>0$ the holomorphic function $h_{\epsilon}$ on $\operatorname{Re} z>-1 / \epsilon$ given by

$$
h_{\epsilon}(z)=\frac{1}{1+\epsilon z} .
$$

We note that $\forall z \in \partial \Omega,\left|f(z) h_{\epsilon}(z)\right| \leq 1$ (in fact $|f(z)| \leq 1$ there as well as $h_{\epsilon}(z)$ ) and moreover with $C=\sup _{\bar{\Omega}}|f|$, we have for $0 \leq \operatorname{Re} z \leq 1,|\operatorname{Im} z| \geq C / \epsilon$,

$$
\begin{equation*}
\left|f(z) h_{\epsilon}(z)\right| \leq C|1+\epsilon z|^{-1} \leq C \epsilon^{-1}|\operatorname{Im} z|^{-1} \leq 1 \tag{9.1.2}
\end{equation*}
$$

As a result, considering the rectangle $R_{\epsilon}=\{0 \leq \operatorname{Re} z \leq 1,|\operatorname{Im} z| \leq C / \epsilon\}$, we see that the continuous function $f h_{\epsilon}: R_{\epsilon} \rightarrow \mathbb{C}$ is bounded above by 1 on the boundary and is holomorphic in the interior. Applying the maximum principle, we obtain that

$$
\forall z \in R_{\epsilon}, \quad\left|f(z) h_{\epsilon}(z)\right| \leq 1
$$

On the other hand if $z \in \bar{\Omega}$ with $|\operatorname{Im} z|>C / \epsilon$, we get from (9.1.2) the same inequality $(\sharp)$. Consequently, we have for all $\epsilon>0$ and all $z \in \bar{\Omega},\left|f(z) h_{\epsilon}(z)\right| \leq 1$, which implies the sought result $|f(z)| \leq 1$ for $z \in \bar{\Omega}$.
We assume now that $M(0), M(1)$ are both positive, and we introduce the function

$$
\begin{equation*}
F(z)=M(0)^{-(1-z)} M(1)^{-z} f(z)=f(z) e^{z(\ln M(0)-\ln M(1))} M(0)^{-1} \tag{9.1.3}
\end{equation*}
$$

The function $F$ is holomorphic on $\Omega=\{0<\operatorname{Re} z<1\}$, is and bounded on $\bar{\Omega}$ since

$$
\sup _{z \in \bar{\Omega}}|F(z)| \leq M(0)^{-1} e^{|\ln M(0)-\ln M(1)|} \sup _{\bar{\Omega}}|f| .
$$

Moreover, on the vertical lines $\operatorname{Re} z=0,1,|F|$ is bounded above respectively by

$$
M(0) M(0)^{-1}=1, \quad M(1) M(0) M(1)^{-1} M(0)^{-1}=1
$$

so that we may apply the previous result to obtain

$$
\forall z \in \bar{\Omega}, \quad\left|M(0)^{-(1-z)} M(1)^{-z} f(z)\right| \leq 1
$$

which is precisely the sought result.

We assume now that $M(0) \geq 0, M(1) \geq 0$. Let $\epsilon>0$ be given. We introduce the function

$$
\begin{equation*}
F_{\epsilon}(z)=(M(0)+\epsilon)^{-(1-z)}(M(1)+\epsilon)^{-z} f(z) . \tag{9.1.4}
\end{equation*}
$$

Then, using the previous result, we obtain

$$
\forall \epsilon>0, \forall z \in \bar{\Omega}, \quad|f(z)| \leq\left|(M(0)+\epsilon)^{(1-z)}(M(1)+\epsilon)^{z}\right|
$$

which implies the result, letting $\epsilon \rightarrow 0_{+}$. The proof of the theorem is complete.
Theorem 9.1.2 (Riesz-Thorin Interpolation Theorem). Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a $\sigma$-finite positive measure. Let $p_{0}, p_{1}, q_{0}, q_{1} \in[1,+\infty]$ and let $T: L^{p_{j}}(\mu) \longrightarrow L^{q_{j}}(\mu), j=0,1$, be a linear map such that

$$
\|T u\|_{L^{q_{j}}(\mu)} \leq M_{j}\|u\|_{L^{p_{j}}(\mu)}, \quad j=0,1
$$

For $\theta \in[0,1]$ we define $\frac{1}{p_{\theta}}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}, \quad \frac{1}{q_{\theta}}=\frac{1-\theta}{q_{0}}+\frac{\theta}{q_{1}}$. Then $T$ is a bounded linear map from $L^{p_{\theta}}(\mu)$ into $L^{q_{\theta}}(\mu)$ and

$$
\begin{equation*}
\forall u \in L^{p_{\theta}}(\mu), \quad\|T u\|_{L^{q_{\theta}}(\mu)} \leq M_{0}^{1-\theta} M_{1}^{\theta}\|u\|_{L^{p_{\theta}}(\mu)} \tag{9.1.5}
\end{equation*}
$$

Proof. We may of course assume that $\theta \in(0,1)$.
[1] Let us first assume that $p_{\theta}=+\infty$, so that $p_{0}=p_{1}=+\infty$.
Let $u$ be a function in $L^{\infty}(\mu)$ : $T u$ belongs to $L^{q_{0}}(\mu) \cap L^{q_{1}}(\mu)$.
Claim. For $\theta \in(0,1)$, we have $L^{q_{0}}(\mu) \cap L^{q_{1}}(\mu) \subset L^{q_{\theta}}(\mu)$. This is obvious if $q_{\theta}=+\infty$ (implying $q_{0}=q_{1}=+\infty$ ) and if $q_{\theta}<+\infty$, assuming that $q_{0}, q_{1}$ are both finite (and distinct), we find some $t \in(0,1)$ such that

$$
\begin{align*}
q_{\theta} & =(1-t) q_{0}+t q_{1}, \quad \text { so that with } \frac{1}{r}=1-t, \\
\int_{X}|v|^{q_{\theta}} d \mu & =\int_{X}|v|^{q_{0}(1-t)}|v|^{q_{1} t} d \mu  \tag{9.1.6}\\
& \leq\left\||v|^{q_{0}(1-t)}\right\|_{L^{r}}\left\||v|^{q_{1} t}\right\|_{L^{r^{\prime}}}=\|v\|_{L^{q_{0}}}^{q_{0}(1-t)}\|v\|_{L^{q_{1}}}^{q_{1} t} .
\end{align*}
$$

If $q_{0}=+\infty, 1 \leq q_{1}<+\infty$, we have $q_{\theta}=q_{1} / \theta$ and

$$
\begin{equation*}
\int_{X}|v|^{q_{\theta}} d \mu \leq\|v\|_{L^{\infty}}^{q_{1}\left(\frac{1}{\theta}-1\right)} \int_{X}|v|^{q_{1}} d \mu \tag{9.1.7}
\end{equation*}
$$

proving the claim in that case as well.
We find thus that $T u \in L^{q_{\theta}}$ and when $q_{0}, q_{1}$ are both finite, applying (9.1.6),

$$
\|T u\|_{q_{\theta}}^{q_{\theta}} \leq\|T u\|_{q_{0}}^{q_{0}(1-t)}\|T u\|_{q_{1}}^{q_{1} t} \leq M_{0}^{q_{0}(1-t)} M_{1}^{q_{1} t}\|u\|_{\infty}^{q_{\theta}}
$$

and since

$$
\frac{t q_{1}}{q_{\theta}}=\frac{q_{\theta}-q_{0}}{q_{1}-q_{0}} \frac{q_{1}}{q_{\theta}}=\frac{1-\frac{q_{0}}{q_{\theta}}}{1-\frac{q_{0}}{q_{1}}}=\frac{q_{0}^{-1}-q_{\theta}^{-1}}{q_{0}^{-1}-q_{1}^{-1}}=\theta, \quad \text { so that } \frac{(1-t) q_{0}}{q_{\theta}}=1-\theta
$$

proving (9.1.5). If $q_{0}=+\infty, 1 \leq q_{1}<+\infty$, we have $q_{\theta}=q_{1} / \theta$ and applying (9.1.7)

$$
\|T u\|_{q_{\theta}}^{q_{\theta}} \leq\|T u\|_{q_{0}}^{q_{1}\left(\frac{1}{\theta}-1\right)}\|T u\|_{q_{1}}^{q_{1}} \leq M_{0}^{q_{1}\left(\frac{1}{\theta}-1\right)} M_{1}^{q_{1}}\|u\|_{\infty}^{q_{\theta}}
$$

and since

$$
\frac{q_{\theta}-q_{1}}{q_{\theta}}=1-\frac{q_{\theta}^{-1}}{q_{1}^{-1}-q_{0}^{-1}}=1-\theta, \quad \text { so that } \quad \frac{q_{1}}{q_{\theta}}=\theta
$$

this implies (9.1.5) in that case as well.
[2] We assume now that $1 \leq p_{\theta}<+\infty, q_{\theta}>1$. Let $u$ be a function in $S$ (defined in (3.2.20)), so that

$$
\begin{equation*}
u=\sum_{1 \leq j \leq m} \alpha_{j} e^{i \phi_{j}} \mathbf{1}_{A_{j}}, \quad \alpha_{j}>0, \phi_{j} \in \mathbb{R}, \quad \mu\left(A_{j}\right)<+\infty \tag{9.1.8}
\end{equation*}
$$

where the $A_{j}$ are pairwise disjoint elements of $\mathcal{M}$. Then $T u$ makes sense, belongs to $L^{q_{\theta}}(\mu)$ and since $S$ is dense in $L^{p_{\theta}}(\mu)$ (Proposition 3.2.11), it is enough to prove that

$$
\begin{equation*}
\forall v \in L^{\left(q_{\theta}\right)^{\prime}}, \quad\left|\int(T u) v d \mu\right| \leq M_{0}^{1-\theta} M_{1}^{\theta}\|u\|_{p_{\theta}}\|v\|_{\left(q_{\theta}\right)^{\prime}} \tag{9.1.9}
\end{equation*}
$$

In fact, if we prove the above inequality, thanks to Lemma 6.2.1, this will imply that $\|T u\|_{q_{\theta}} \leq M_{0}^{1-\theta} M_{1}^{\theta}\|u\|_{p_{\theta}}$. Now since $T$ is a linear operator, and $S$ is dense in $L^{p_{\theta}}(\mu)$, there is a unique extension of $T$ to a bounded linear operator from $L^{p_{\theta}}(\mu)$ into $L^{q_{\theta}}(\mu)$ with operator-norm bounded above by $M_{0}^{1-\theta} M_{1}^{\theta}$. To obtain (9.1.9), it is enough to prove that

$$
\begin{equation*}
\forall v \in S, \quad\left|\int(T u) v d \mu\right| \leq M_{0}^{1-\theta} M_{1}^{\theta}\|u\|_{p_{\theta}}\|v\|_{\left(q_{\theta}\right)^{\prime}} \tag{9.1.10}
\end{equation*}
$$

since $q_{\theta}>1\left(S\right.$ is dense in $\left.L^{\left(q_{\theta}\right)^{\prime}}\right)$. We may thus assume that

$$
\begin{equation*}
v=\sum_{1 \leq k \leq N} \beta_{k} e^{i \psi_{k}} \mathbf{1}_{B_{k}}, \quad \beta_{k}>0, \psi_{k} \in \mathbb{R}, \quad \mu\left(B_{k}\right)<+\infty \tag{9.1.11}
\end{equation*}
$$

where the $B_{k}$ are pairwise disjoint elements of $\mathcal{M}$. We define the entire functions

$$
\begin{array}{ll}
u(z)=\sum_{1 \leq j \leq m} \alpha_{j}^{a(z) / a(\theta)} e^{i \phi_{j}} \mathbf{1}_{A_{j}}, & a(z)=\frac{1-z}{p_{0}}+\frac{z}{p_{1}} \\
v(z)=\sum_{1 \leq k \leq N} \beta_{k}^{(1-b(z)) /(1-b(\theta))} e^{i \psi_{k}} \mathbf{1}_{B_{k}}, & b(z)=\frac{1-z}{q_{0}}+\frac{z}{q_{1}} \\
F(z)=\int_{X}(T u(z)) v(z) d \mu & \tag{9.1.14}
\end{array}
$$

and we note that $a(\theta)=1 / p(\theta), b(\theta)=1 / q(\theta) \in(0,1)$ since $\theta \in(0,1)$. The function $F$ is bounded on $\{z \in \mathbb{C}, 0 \leq \operatorname{Re} z \leq 1\}$ : we have to deal with a finite sum and

$$
\operatorname{Re} a(z) \in[0,1], \quad \operatorname{Re}(1-b(z)) \in[0,1] .
$$

Moreover, for $y \in \mathbb{R}$, we have

$$
F(i y)=\int_{X} T\left(\sum_{1 \leq j \leq m} \alpha_{j}^{\frac{a(i y)}{a(i)}} e^{i \phi_{j}} \mathbf{1}_{A_{j}}\right)\left(\sum_{1 \leq k \leq m} \mathbf{1}_{B_{k}} \beta_{k}^{\frac{(1-b(i y))}{(1-b(\theta))}} e^{i \psi_{k}}\right) d \mu
$$

and thus

$$
|F(i y)| \leq M_{0}\left\|\sum_{1 \leq j \leq m} \alpha_{j}^{\frac{a(i y)}{\alpha(\theta)}} e^{i \phi_{j}} \mathbf{1}_{A_{j}}\right\|_{p_{0}}\left\|\sum_{1 \leq k \leq m} \mathbf{1}_{B_{k}} \beta_{k}^{\frac{(1-b(i y))}{(1-b(\theta))}} e^{i \psi_{k}}\right\|_{q_{0}^{\prime}} .
$$

Since the $\left(A_{j}\right)_{1 \leq j \leq m}$ (and the $\left.\left(B_{k}\right)_{1 \leq k \leq N}\right)$ are pairwise disjoint, we have

$$
\begin{aligned}
& \left\|\sum_{1 \leq j \leq m} \alpha_{j}^{\frac{a(i y)}{a(\theta)}} e^{i \phi_{j}} \mathbf{1}_{A_{j}}\right\|_{p_{0}}=\left\|\sum_{1 \leq j \leq m} \alpha_{j}^{\frac{\mathrm{Re} a(i y)}{a(\theta)}} \mathbf{1}_{A_{j}}\right\|_{p_{0}}=\left\|\sum_{1 \leq j \leq m} \alpha_{j}^{\frac{p(\theta)}{p_{0}}} \mathbf{1}_{A_{j}}\right\|_{p_{0}} \\
& \quad=\left(\int_{X}\left(\sum_{1 \leq j \leq m} \alpha_{j}^{p(\theta)} \mathbf{1}_{A_{j}}\right) d \mu\right)^{1 / p_{0}}=\left(\int_{X}|u(\theta)|^{p(\theta)} d \mu\right)^{1 / p_{0}}=\|u(\theta)\|_{p(\theta)}^{p_{\theta} / p_{0}},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|\sum_{1 \leq k \leq N} \mathbf{1}_{B_{k}} \beta_{k}^{\frac{(1-b(i y))}{(1-b(\theta))}} e^{i \psi_{k}}\right\|_{q_{0}^{\prime}}=\left\|\sum_{1 \leq k \leq N} \beta_{k}^{\frac{1-\mathrm{Re} b(i y)}{1-b(\theta)}} \mathbf{1}_{B_{k}}\right\|_{q_{0}^{\prime}}=\left\|\sum_{1 \leq k \leq N} \beta_{k}^{\frac{q^{\prime}(\theta)}{q_{0}^{\prime}}} \mathbf{1}_{B_{k}}\right\|_{q_{0}^{\prime}} \\
& \quad=\left(\int_{X}\left(\sum_{1 \leq k \leq N} \beta_{k}^{q^{\prime}(\theta)} \mathbf{1}_{B_{k}}\right) d \mu\right)^{1 / q_{0}^{\prime}}=\left(\int_{X}|v(\theta)|^{q^{\prime}(\theta)} d \mu\right)^{1 / q_{0}^{\prime}}=\|v(\theta)\|_{q^{\prime}(\theta)}^{q_{\theta}^{\prime} / q_{0}^{\prime}}
\end{aligned}
$$

so that, for $y \in \mathbb{R},|F(i y)| \leq M_{0}\|u(\theta)\|_{p(\theta)}^{p_{\theta} / p_{0}}\|v(\theta)\|_{q^{\prime}(\theta)}^{q_{\theta}^{\prime} / q_{0}^{\prime}}$. We obtain similarly that

$$
|F(1+i y)| \leq M_{1}\|u(\theta)\|_{p(\theta)}^{p_{\theta} / p_{1}}\|v(\theta)\|_{q^{\prime}(\theta)}^{q_{\theta}^{\prime} / q_{1}^{\prime}} .
$$

The last two inequalities and Theorem 9.1.1 imply for $\operatorname{Re} z \in[0,1]$,

$$
|F(z)| \leq\left(M_{0}\|u(\theta)\|_{p(\theta)}^{\frac{p_{\theta}}{p_{0}}}\|v(\theta)\|_{q^{\prime}(\theta)}^{\frac{q_{\theta}^{\prime}}{q_{0}}}\right)^{1-\operatorname{Re} z}\left(M_{1}\|u(\theta)\|_{p(\theta)}^{p_{\theta} / p_{1}}\|v(\theta)\|_{q^{\prime}(\theta)}^{q_{\theta}^{\prime} / q_{1}^{\prime}}\right)^{\operatorname{Re} z}
$$

so that for $\operatorname{Re} z=\theta$, since

$$
\frac{p_{\theta}}{p_{0}}(1-\theta)+\frac{p_{\theta}}{p_{1}} \theta=1=\frac{q_{\theta}^{\prime}}{q_{0}^{\prime}}(1-\theta)+\frac{q_{\theta}^{\prime}}{q_{1}^{\prime}} \theta,
$$

we get

$$
\left|\int(T u) v d \mu\right|=|F(\theta)| \leq M_{0}^{1-\theta} M_{1}^{\theta}\|u\|_{p(\theta)}\|v\|_{q^{\prime}(\theta)}
$$

which is indeed (9.1.10), concluding the proof in this case.
[3] We assume now that $1 \leq p_{\theta}<+\infty, q_{\theta}=1$ (and thus $q_{0}=q_{1}=1, q_{0}^{\prime}=$ $\left.q_{1}^{\prime}=+\infty\right)$. It is enough to prove (9.1.9) (from Proposition 3.2.11), and to get it, (9.1.10) should be modified so that $S$ is replaced by $S_{\infty}$ (see Proposition 3.2.13), meaning that (9.1.11) must be modified so that $\mu\left(B_{k}\right)$ could be $+\infty$. We modify (9.1.13) and take $v(z)=v$. The rest of the proof is unchanged, following case [2]. The proof of Theorem 9.1.2 is complete.

The Riesz-Thorin interpolation theorem appears as a direct consequence of Hadamard's three-lines theorem and is a typical example of a complex interpolation method based on a version of the maximum principle for holomorphic functions on unbounded domains. Of course holomorphic functions in an unbounded domain $\Omega$, continuous in $\bar{\Omega}$, may fail to satisfy the maximum principle ${ }^{1}$. However, the Phragmén-Lindelöf principle asserts that a maximum principle result holds true, provided we impose some restriction on the growth of the class of functions: Hadamard's three lines theorem, in which we have assumed boundedness for the holomorphic function, is a good example of this technique. We give below some classical consequences of Theorem 9.1.2.

Theorem 9.1.3 (Generalized Young's inequality). Let $p, q, r \in[1,+\infty]$ such that (6.2.1) holds. Let $\left(X_{1}, \mathcal{M}_{1}, \mu_{1}\right)$ and $\left(X_{2}, \mathcal{M}_{2}, \mu_{2}\right)$ be measure spaces where each $\mu_{j}$ is a $\sigma$-finite positive measure and let $k: X_{1} \times X_{2} \rightarrow \mathbb{C}$ be a measurable mapping (the product $X_{1} \times X_{2}$ is equipped with the $\sigma$-algebra $\mathcal{M}_{1} \otimes \mathcal{M}_{2}$ ) such that there exists $M \geq 0$ with

$$
\begin{align*}
& \sup _{x_{1} \in X_{1}}\left(\int_{X_{2}}\left|k\left(x_{1}, x_{2}\right)\right|^{p} d \mu_{2}\left(x_{2}\right)\right)^{1 / p} \leq M  \tag{9.1.15}\\
& \sup _{x_{2} \in X_{2}}\left(\int_{X_{1}}\left|k\left(x_{1}, x_{2}\right)\right|^{p} d \mu_{1}\left(x_{1}\right)\right)^{1 / p} \leq M \tag{9.1.16}
\end{align*}
$$

The linear operator $L$ defined by

$$
\begin{equation*}
\left(L u_{2}\right)\left(x_{1}\right)=\int_{X_{2}} k\left(x_{1}, x_{2}\right) u_{2}\left(x_{2}\right) d \mu_{2}\left(x_{2}\right) \tag{9.1.17}
\end{equation*}
$$

can be extended to a bounded linear operator from $L^{q}\left(\mu_{2}\right)$ into $L^{r}\left(\mu_{1}\right)$ with opera-tor-norm less than $M$.

[^51]Remark 9.1.4. The first (resp. second) supremum can be replaced by an esssup (see (3.2.6)) in the $\mu_{1}$ (resp. $\mu_{2}$ ) sense. If $p=+\infty$ (which implies $q=1, r=+\infty$ ), the hypothesis reads as

$$
\operatorname{esssup}_{\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}}\left|k\left(x_{1}, x_{2}\right)\right| \leq M=M
$$

and the result in that case is trivial since

$$
\left|\left(L u_{2}\right)\left(x_{1}\right)\right| \leq M\left\|u_{2}\right\|_{L^{1}\left(\mu_{2}\right)} \Longrightarrow\left\|L u_{2}\right\|_{L^{\infty}\left(\mu_{1}\right)} \leq M\left\|u_{2}\right\|_{L^{1}\left(\mu_{2}\right)}
$$

We may thus assume that $1 \leq p<+\infty$. If $q=+\infty$ (which implies $p=1, r=+\infty$ ), we get also trivially

$$
\begin{aligned}
\left|\left(L u_{2}\right)\left(x_{1}\right)\right| \leq & \int_{X_{2}}\left|k\left(x_{1}, x_{2}\right) \| u_{2}\left(x_{2}\right)\right| d \mu_{2}\left(x_{2}\right) \\
\leq & M\left\|u_{2}\right\|_{L^{\infty}\left(\mu_{2}\right)} \\
& \Longrightarrow\left\|L u_{2}\right\|_{L^{\infty}\left(\mu_{1}\right)} \leq M\left\|u_{2}\right\|_{L^{\infty}\left(\mu_{2}\right)}
\end{aligned}
$$

We may thus assume that $p$ and $q$ are finite. We may define (9.1.17) for $u_{2}=\mathbf{1}_{A_{2}}$, where $A_{2} \in \mathcal{M}$, with $\mu_{2}\left(A_{2}\right)<+\infty$. Then we have

$$
\begin{aligned}
\int_{A_{2}}\left|k\left(x_{1}, x_{2}\right)\right| d \mu_{2}\left(x_{2}\right) & \leq M\left\|\mathbf{1}_{A_{2}}\right\|_{L^{p^{\prime}\left(\mu_{2}\right)}} \\
& \leq M \mu_{2}\left(A_{2}\right)^{1 / p^{\prime}}<+\infty
\end{aligned}
$$

As a result for $u_{2} \in S_{q}\left(\mu_{2}\right)$ (the space $S_{p}(\mu)$ is defined by (3.2.20)), we may define $L u_{2}$ as an $L^{\infty}\left(\mu_{1}\right)$ function. Since for $1 \leq q<+\infty, S_{q}\left(\mu_{2}\right)$ is dense in $L^{q}\left(\mu_{2}\right)$ (Proposition 3.2.11), the statement of Theorem 9.1.3 can be rephrased as follows: the linear operator $L$ defined from $S_{q}\left(\mu_{2}\right)$ into $L^{\infty}\left(\mu_{1}\right)$ can be uniquely extended as a bounded linear operator from $L^{q}\left(\mu_{2}\right)$ into $L^{r}\left(\mu_{1}\right)$ with operator-norm less than $M$.
N.B. Young's inequality (Theorem 6.2.2) is indeed a consequence of the above result, taking $k\left(x_{1}, x_{2}\right)=a\left(x_{1}-x_{2}\right)$ with $x_{j} \in \mathbb{R}^{n}$, $\mu_{j}$ equal to the Lebesgue measure on $\mathbb{R}^{n}, M=\|a\|_{L^{p}\left(\mathbb{R}^{n}\right)}$.

Proof of the theorem. As noted in the above remark, we may assume that $p, q$ are both finite. For $u_{2} \in S_{q}\left(\mu_{2}\right)$ (also if $p^{\prime}=+\infty$ for $u_{2} \in S_{q, \infty}\left(\mu_{2}\right)$, where $S_{p, \infty}(\mu)$ is defined by (3.2.24)), we have

$$
\begin{equation*}
\left\|L u_{2}\right\|_{L^{\infty}\left(\mu_{1}\right)} \leq M\left\|u_{2}\right\|_{L^{p^{\prime}}\left(\mu_{2}\right)} . \tag{9.1.18}
\end{equation*}
$$

This implies that $L$ can be extended uniquely as a bounded linear operator from $L^{p^{\prime}}\left(\mu_{2}\right)$ into $L^{\infty}\left(\mu_{1}\right)$ so that (9.1.18) holds true. Moreover, for $u_{2} \in S_{q}\left(\mu_{2}\right)$, we
have if $p>1$ (thus $\left.p^{\prime}<+\infty\right)$,

$$
\begin{aligned}
& \left\|L u_{2}\right\|_{L^{p}\left(\mu_{1}\right)} \underbrace{}_{\text {Lemma } 6.2 .1}=\sup _{\substack{\|w\|_{L^{p^{\prime}}\left(\mu_{1}\right)}^{w \in S_{p^{\prime}}\left(\mu_{1}\right)}}}\left|\int_{X_{1}}\left(L u_{2}\right)\left(x_{1}\right) w\left(x_{1}\right) d \mu\left(x_{1}\right)\right| \\
& \quad \leq \sup _{\substack{\|w\|_{L^{p^{\prime}}\left(\mu_{1}\right)}=1 \\
w \in S_{p^{\prime}}\left(\mu_{1}\right)}} \iint_{X_{1} \times X_{2}}\left|k\left(x_{1}, x_{2}\right)\left\|u_{2}\left(x_{2}\right)\right\| w\left(x_{1}\right)\right| d \mu_{1}\left(x_{1}\right) d \mu_{2}\left(x_{2}\right) \\
& \leq M \sup _{\substack{\|w\|_{L^{p^{\prime}}\left(\mu_{1}\right)}=1 \\
w \in S_{p^{\prime}}\left(\mu_{1}\right)}}\|w\|_{L^{p^{\prime}}\left(\mu_{1}\right)} \int_{X_{2}}\left|u_{2}\left(x_{2}\right)\right| d \mu_{2}\left(x_{2}\right)=M\left\|u_{2}\right\|_{L^{1}\left(\mu_{2}\right)} .
\end{aligned}
$$

This implies that if $p>1, L$ can be extended uniquely as a bounded linear operator from $L^{1}\left(\mu_{2}\right)$ into $L^{p}\left(\mu_{1}\right)$ so that

$$
\begin{equation*}
\left\|L u_{2}\right\|_{L^{p}\left(\mu_{1}\right)} \leq M\left\|u_{2}\right\|_{L^{1}\left(\mu_{2}\right)} \tag{9.1.19}
\end{equation*}
$$

Applying the Riesz-Thorin interpolation theorem 9.1.2 to the inequalities (9.1.18)(9.1.19), we find that the linear operator $L$ sends continuously $L^{\tilde{q}}\left(\mu_{2}\right)$ into $L^{\tilde{r}}\left(\mu_{2}\right)$ (with operator norm $M$ ) with

$$
\frac{1}{\tilde{q}}=\frac{1-\theta}{1}+\frac{\theta}{p^{\prime}}, \quad \frac{1}{\tilde{r}}=\frac{1-\theta}{p}+\frac{\theta}{\infty}
$$

for all $\theta \in[0,1]$. From (6.2.1), we have $1 / p^{\prime}+1 / q^{\prime}=1 / r^{\prime}$ so that $p^{\prime} \geq r^{\prime}$ and $1 \leq p \leq r$ : thus we may choose

$$
[0,1] \ni \theta=1-\frac{p}{r} \Longrightarrow \frac{1-\theta}{p}=\frac{1}{r}, \tilde{r}=r, \quad \frac{1-\theta}{1}+\frac{\theta}{p^{\prime}}=1-\frac{1}{p}+\frac{1}{r}=\frac{1}{q}, \tilde{q}=q
$$

This completes the proof for $p>1$. Note that if $p=1$ then $r=q$ (which can be assumed finite from Remark 9.1.4), we have directly

$$
\begin{aligned}
& \int_{X_{1}}\left(\int_{X_{2}}\left|k\left(x_{1}, x_{2}\right) \| u_{2}\left(x_{2}\right)\right| d \mu_{2}\left(x_{2}\right)\right)^{q} d \mu_{1}\left(x_{1}\right) \\
& \quad \leq \int_{X_{1}}\left(\int_{X_{2}}\left(\left|k\left(x_{1}, x_{2}\right)\right|^{\frac{1}{q}}\left|u_{2}\left(x_{2}\right)\right|\right)^{q} d \mu_{2}\left(x_{2}\right)\right)\left(\int_{X_{2}}\left|k\left(x_{1}, x_{2}\right)\right|^{\frac{q^{\prime}}{q^{\prime}}} d \mu_{2}\left(x_{2}\right)\right)^{\frac{q}{q^{q}}} d \mu_{1}\left(x_{1}\right) \\
& \leq M^{q / q^{\prime}} \iint_{X_{1} \times X_{2}}\left|k\left(x_{1}, x_{2}\right)\left\|\left.u_{2}\left(x_{2}\right)\right|^{q} d \mu_{2}\left(x_{2}\right) d \mu_{1}\left(x_{1}\right) \leq M^{\frac{q}{q^{\prime}}+1}\right\| u_{2} \|_{L^{q}\left(\mu_{2}\right)}^{q}\right.
\end{aligned}
$$

so that in this case as well, we find that

$$
\begin{equation*}
\left\|L u_{2}\right\|_{L^{q}\left(\mu_{1}\right)} \leq M\left\|u_{2}\right\|_{L^{q}\left(\mu_{2}\right)} \tag{9.1.20}
\end{equation*}
$$

The proof of Theorem 9.1.3 is complete.

Theorem 9.1.5 (Hausdorff-Young). Let $n \geq 1$ be an integer. The Fourier transform $F$ maps injectively and continuously $L^{p}\left(\mathbb{R}^{n}\right)$ into $L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$ for $1 \leq p \leq 2$ and

$$
\begin{equation*}
\forall u \in L^{p}\left(\mathbb{R}^{n}\right), \quad\|\hat{u}\|_{L^{p^{\prime}}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{9.1.21}
\end{equation*}
$$

Proof. Note first that we have defined the Fourier transformation on the space of tempered distributions (see Definition 8.1.14), so that Proposition 8.1.13(1) provides a definition of the Fourier transform for any function in $L^{p}\left(\mathbb{R}^{n}\right)$ and that this transformation is injective on $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$, since it is an isomorphism (see Theorem 8.1.15). We have seen as well in Theorem 8.1.16 that the Fourier transformation on $L^{1}\left(\mathbb{R}^{n}\right)$ is given by the explicit formula (8.1.22) and satisfies the inequality

$$
\forall u \in L^{1}\left(\mathbb{R}^{n}\right) \text {, we have } \hat{u} \in L^{\infty}\left(\mathbb{R}^{n}\right) \text { and } \quad\|\hat{u}\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}
$$

Moreover, Theorem 8.1 .17 shows that the Fourier transformation is a unitary transformation of $L^{2}\left(\mathbb{R}^{n}\right)$ so that

$$
\forall u \in L^{2}\left(\mathbb{R}^{n}\right) \text {, we have } \hat{u} \in L^{2}\left(\mathbb{R}^{n}\right) \text { and } \quad\|\hat{u}\|_{L^{2}\left(\mathbb{R}^{n}\right)}=\|u\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

Applying the Riesz-Thorin interpolation theorem 9.1.2 yields readily that the Fourier transformation is a bounded linear map from $L^{p}\left(\mathbb{R}^{n}\right)$ into $L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$ for $1 \leq p \leq 2$ since for $\theta$ ranging in $[0,1]$, we have

$$
\frac{1}{p}=\frac{1-\theta}{1}+\frac{\theta}{2}=1-\frac{\theta}{2} \Longrightarrow \frac{1}{p^{\prime}}=\frac{\theta}{2}
$$

N.B. The constant 1 in (9.1.21) is not sharp. The best constant can be found in a paper by E. Lieb [42] who proved that for $1<p<2$,

$$
\begin{equation*}
\sup _{\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}=1}\|\hat{u}\|_{L^{p^{\prime}}\left(\mathbb{R}^{n}\right)}=\left(p^{1 / p} p^{\prime-1 / p^{\prime}}\right)^{n / 2} \tag{9.1.22}
\end{equation*}
$$

Remark 9.1.6. The mapping $L^{1}\left(\mathbb{R}^{n}\right) \ni u \mapsto \hat{u} \in L^{\infty}\left(\mathbb{R}^{n}\right)$ is one-to-one and not onto: if it were onto it would be a bijective continuous mapping from $L^{1}\left(\mathbb{R}^{n}\right)$ onto $L^{\infty}\left(\mathbb{R}^{n}\right)$ and thus, from the Open Mapping Theorem 10.2.43 (a direct consequence of Baire's theorem), it would be an isomorphism. Since

$$
\hat{\hat{\tilde{v}}}=v \quad \text { for a tempered distribution } v
$$

the inverse isomorphism from $L^{\infty}\left(\mathbb{R}^{n}\right)$ onto $L^{1}\left(\mathbb{R}^{n}\right)$ would be the inverse Fourier transform $\stackrel{\hat{}}{ }$ and this would imply that the Fourier transform of an $L^{\infty}\left(\mathbb{R}^{n}\right)$ function belongs to $L^{1}\left(\mathbb{R}^{n}\right)$. However the latter is not true since the Fourier transform of $\mathbf{1}_{[-1,1]}\left(\right.$ a function in $\left.L^{\infty} \cap L^{1}\right)$ is

$$
\int_{-1}^{1} e^{-2 i \pi x \xi} d x=\left[\frac{e^{-2 i \pi x \xi}}{-2 i \pi \xi}\right]_{x=-1}^{x=1}=\frac{e^{2 i \pi \xi}-e^{-2 i \pi \xi}}{2 i \pi \xi}=\frac{\sin (2 \pi \xi)}{\pi \xi}
$$

which does not belong to $L^{1}(\mathbb{R})$ (see Exercise 2.8.20).

### 9.2 Marcinkiewicz Interpolation Theorem

Definition 9.2.1. Let $p, q \in[1,+\infty]$. A (not necessarily linear) mapping

$$
T: L^{p}\left(\mathbb{R}^{n}\right) \longrightarrow L_{w}^{q}\left(\mathbb{R}^{n}\right)=L^{q, \infty}\left(\mathbb{R}^{n}\right)
$$

such that $\exists C \geq 0, \forall u \in L^{p}\left(\mathbb{R}^{n}\right), \quad\|T u\|_{L^{q, \infty}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}$,
where the Lorentz space $L^{q, \infty}\left(\mathbb{R}^{n}\right)$ is defined in Exercise 6.6.8 (see also Definition 6.3.1) is said to be of weak-type $(p, q)$.
N.B. When $q=+\infty$, this means:

$$
\begin{equation*}
\exists C \geq 0, \forall u \in L^{p}\left(\mathbb{R}^{n}\right), \quad\|T u\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{9.2.1}
\end{equation*}
$$

For $1 \leq q<+\infty$ this means: $\exists C \geq 0, \forall u \in L^{p}\left(\mathbb{R}^{n}\right), \forall t>0$,

$$
\begin{equation*}
\lambda_{n}\left(\left\{x \in \mathbb{R}^{n},|(T u)(x)|>t\right\}\right) \leq\left(C\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)} t^{-1}\right)^{q} \tag{9.2.2}
\end{equation*}
$$

where $\lambda_{n}$ stands for the Lebesgue measure on $\mathbb{R}^{n}$.
Definition 9.2.2. A bounded mapping $T: L^{p}\left(\mathbb{R}^{n}\right) \longrightarrow L^{q}\left(\mathbb{R}^{n}\right)$, i.e., such that

$$
\begin{equation*}
\exists C \geq 0, \forall u \in L^{p}\left(\mathbb{R}^{n}\right), \quad\|T u\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{9.2.3}
\end{equation*}
$$

will be said of strong-type $(p, q)$.
Of course, a strong-type $(p, q)$ mapping is also of weak-type $(p, q)$, since the notions are identical for $q=+\infty$ and if $1 \leq q<+\infty$, this follows from Inequality (6.3.2) (and the related inclusion $L^{q} \subset L_{w}^{q}$ ).

Theorem 9.2.3 (Marcinkiewicz Interpolation Theorem). Let $r \in(1,+\infty]$ and let $T: L^{1}\left(\mathbb{R}^{n}\right)+L^{r}\left(\mathbb{R}^{n}\right) \longrightarrow\{$ measurable functions $\}$ be a mapping such that

$$
\begin{equation*}
|T(u+v)| \leq|T u|+|T v| . \tag{9.2.4}
\end{equation*}
$$

We assume that $T$ is of weak-type $(1,1)$ and $(r, r)$ (see Definition 9.2.1). Then $T$ is of strong-type $(p, p)$ for all $p \in(1, r)$ (see (9.2.3)).
$N . B$. From the inclusion $L^{p} \subset L^{1}+L^{r}$ (see Exercise 6.6.11), we see that $T$ is indeed defined on $L^{p}$. This very useful theorem (see [45] for the 1939 original paper and [44] for a historical perspective) is also very remarkable by the fact that it is providing a strong-type information from a weak-type assumption.
Notation. Let $(X, \mathcal{M}, \mu)$ be a measure space where $\mu$ is a positive measure; we shall use the following notation, for a measurable function $u$ and $t>0$ :

$$
\begin{equation*}
\omega(t, u)=\mu\left(\left\{x \in \mathbb{R}^{n},|u(x)|>t\right\}\right) \tag{9.2.5}
\end{equation*}
$$

With $\Omega_{p}(u)$ given by Definition 6.3.1 (see also Exercise 6.6.8 (1)), we find that $\Omega_{p}(u)=\sup _{t>0} t^{p} \omega(t, u)$. For $p \in[1,+\infty)$ and $u \in L^{p}(\mu)$, we have, using Fubini's theorem,

$$
\begin{aligned}
\int_{0}^{+\infty} p t^{p-1} \omega(t, u) d t & =\int_{0}^{+\infty} p t^{p-1}\left(\int_{\{x,|u(x)|>t\}} d \mu\right) d t \\
& =\iint_{\mathbb{R}_{+} \times X} p t^{p-1} H(|u(x)|-t) d \mu(x) d t \\
& =\int_{X} \int_{0}^{|u(x)|} p t^{p-1} d t d \mu(x)=\int_{X}|u(x)|^{p} d \mu(x)
\end{aligned}
$$

so that

$$
\begin{equation*}
\|u\|_{L^{p}(\mu)}=p^{1 / p}\left\|t \omega(t, u)^{1 / p}\right\|_{L^{p}\left(\mathbb{R}_{+}, \frac{d t}{t}\right)} \tag{9.2.6}
\end{equation*}
$$

On the other hand for $u \in L^{\infty}(\mu)$ we have, according to Definition 3.2.4,

$$
\|u\|_{L^{\infty}(\mu)}=\inf \{t>0, \omega(t, u)=0\} .
$$

Proof of Theorem 9.2.3. We use the above notation with $\mu=\lambda_{n}$, the Lebesgue measure on $\mathbb{R}^{n}$. Let us assume first $\mathbf{r}=+\infty$. The weak type $(\infty, \infty)$ hypothesis means $\|T u\|_{L^{\infty}} \leq C\|u\|_{L^{\infty}}$ and we may assume that $C=1$. We write for $u \in$ $L^{1}+L^{\infty}, t>0$,

$$
u=\underbrace{u \mathbf{1}_{\{|u|>t / 2\}}}_{u_{1}}+\underbrace{u \mathbf{1}_{\{|u| \leq t / 2\}}}_{u_{2}}
$$

and this gives

$$
|(T u)(x)| \leq\left|\left(T u_{1}\right)(x)\right|+\left|\left(T u_{2}\right)(x)\right| \leq\left|\left(T u_{1}\right)(x)\right|+\left\|u_{2}\right\|_{L^{\infty}} \leq\left|\left(T u_{1}\right)(x)\right|+\frac{t}{2}
$$

so that we find the inclusion

$$
\{x,|(T u)(x)|>t\} \subset\left\{x,\left|\left(T u_{1}\right)(x)\right|>t / 2\right\}
$$

The weak-type $(1,1)$ assumption reads $t \omega(t, T v) \leq c_{11}\|v\|_{L^{1}}$ so that

$$
\begin{align*}
\frac{t}{2} \lambda_{n}\left(\left\{x,\left|\left(T u_{1}\right)(x)\right|>\frac{t}{2}\right\}\right) & \leq c_{11}\left\|u_{1}\right\|_{L^{1}} \\
\Longrightarrow \omega\left(\frac{t}{2}, T u_{1}\right) & \leq \frac{2 c_{11}}{t} \int_{|u|>t / 2}|u| d x \tag{b}
\end{align*}
$$

Applying Formula (9.2.6) to Tu, we find, using Tonelli's theorem and $1<p<+\infty$,

$$
\|T u\|_{L^{p}}^{p}=p \int_{0}^{+\infty} t^{p-1} \omega(t, T u) d t
$$

$$
\begin{aligned}
(\text { from (\#)) } & \leq p \int_{0}^{+\infty} t^{p-1} \omega\left(\frac{t}{2}, T u_{1}\right) d t \\
(\text { from (b)) } & \leq p \int_{0}^{+\infty} t^{p-1} \frac{2 c_{11}}{t} \int_{|u|>t / 2}|u| d x d t \\
& =2 p c_{11} \iint_{\mathbb{R}_{+} \times \mathbb{R}^{n}} t^{p-2} H(2|u(x)|-t)|u(x)| d t d x \\
& =\frac{2 p c_{11}}{p-1} \int_{\mathbb{R}^{n}}(2|u(x)|)^{p-1}|u(x)| d x=\frac{2^{p} p c_{11}}{p-1}\|u\|_{L^{p}}^{p}
\end{aligned}
$$

which gives the strong-type $(p, p)$ for $T$.
We assume now $1<\mathbf{r}<+\infty$. Let $u \in L^{p}$, let $t>0$ and let $u_{1}, u_{2}$ be defined as above. Since $|(T u)(x)| \leq\left|\left(T u_{1}\right)(x)\right|+\left|\left(T u_{2}\right)(x)\right|$, we find

$$
\{x,|(T u)(x)|>t\} \subset\left\{x,\left|\left(T u_{1}\right)(x)\right|>t / 2\right\} \cup\left\{x,\left|\left(T u_{2}\right)(x)\right|>t / 2\right\}
$$

and thus $\omega(t, T u) \leq \omega\left(\frac{t}{2}, T u_{1}\right)+\omega\left(\frac{t}{2}, T u_{2}\right)$. Following (6.6.6), we see that $u_{1} \in$ $L^{1}, u_{2} \in L^{r}$. The weak-type assumptions imply with fixed positive constants $c_{1}, c_{r}$,

$$
\frac{t}{2} \omega\left(\frac{t}{2}, T u_{1}\right) \leq c_{1}\left\|u_{1}\right\|_{L^{1}}, \quad\left(\frac{t}{2}\right)^{r} \omega\left(\frac{t}{2}, T u_{2}\right) \leq c_{r}^{r}\left\|u_{2}\right\|_{L^{r}}^{r}
$$

We obtain thus

$$
\begin{equation*}
\omega(t, T u) \leq \frac{2 c_{1}}{t} \int|u(x)| H(2|u(x)|-t) d x+\frac{2^{r} c_{r}^{r}}{t^{r}} \int_{0<|u(x)| \leq t / 2}|u(x)|^{r} d x \tag{দ}
\end{equation*}
$$

Tonelli's theorem implies

$$
\begin{aligned}
& \int_{0}^{+\infty} p t^{p-1} \omega(t, T u) d t \\
& \leq \iint_{\mathbb{R}_{+} \times \mathbb{R}^{n}} p t^{p-1} \frac{2 c_{1}}{t}|u(x)| H(2|u(x)|-t) d t d x \\
&+\iint_{\mathbb{R}_{+} \times \mathbb{R}^{n}} p t^{p-1} \frac{2^{r} c_{r}^{r}}{t^{r}} \mathbf{1}_{\{0<|u| \leq t / 2\}}|u(x)|^{r} d t d x \\
&= \frac{2 p c_{1}}{p-1} \int|u(x)|(2|u(x)|)^{p-1} d x+2^{r} c_{r}^{r} p \int_{|u(x)|>0}|u(x)|^{r} \underbrace{\int_{2|u(x)|}^{+\infty} t^{p-1-r}}_{\text {note that } p-r<0} d t d x \\
&= \frac{2^{p} p c_{1}}{p-1} \int|u(x)|^{p} d x+2^{r} c_{r}^{r} p \int|u(x)|^{r} \frac{(2|u(x)|)^{p-r}}{r-p} d x \\
&=\|u\|_{L^{p}}^{p}\left(\frac{2^{p} p c_{1}}{p-1}+\frac{2^{p} c_{r}^{r} p}{r-p}\right)
\end{aligned}
$$

so that $\|T u\|_{L^{p}} \leq\|u\|_{L^{p}} 2 p^{1 / p}\left(\frac{c_{1}}{p-1}+\frac{c_{r}^{r}}{r-p}\right)^{1 / p}$, concluding the proof.

### 9.3 Maximal function

Definition 9.3.1. Let $f$ be a function in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$. The maximal function of $f$, denoted by $\mathcal{M}_{f}$, is defined on $\mathbb{R}^{n}$ by

$$
\begin{equation*}
\mathcal{M}_{f}(x)=\sup _{t>0} \frac{1}{|B(x, t)|} \int_{B(x, t)}|f(y)| d y \tag{9.3.1}
\end{equation*}
$$

where $|B(x, t)|$ is the Lebesgue measure of the ball with center $x$ and radius $t$.
Using the notation $f_{A} f d \mu=\int_{A} f d \mu / \mu(A)$, we find

$$
\mathcal{M}_{f}(x)=\sup _{t>0} \int_{B(x, t)}|f(y)| d y=\sup _{t>0} \int_{\mathbb{B}^{n}}|f(x+t z)| d z
$$

We note also that the maximal function (of a measurable function) is measurable (see Exercise 9.8.3).
Remark 9.3.2. Let us evaluate $\mathcal{M}_{\mathbf{1}_{\mathbb{B}} n}$. Let $x \in \mathbb{R}^{n}$. For $t \geq 1+|x|$, we have

$$
|y| \leq 1 \Longrightarrow|y-x| \leq 1+|x| \Longrightarrow y \in \bar{B}(x, t)
$$

We have thus for $t \geq 1+|x|, t^{-n}\left|\mathbb{B}^{n}\right|^{-1} \int_{B(x, t)} \mathbf{1}_{\mathbb{B}^{n}}(y) d y=t^{-n}$, implying

$$
\mathcal{M}_{\mathbb{1}_{\mathbb{B}^{n}}}(x) \geq(1+|x|)^{-n} \Longrightarrow \mathcal{M}_{\mathbb{1}_{\mathbb{R}^{n}}} \notin L^{1}\left(\mathbb{R}^{n}\right)
$$

proving that the mapping $f \mapsto \mathcal{M}_{f}$ does not send $L^{1}$ into itself. We shall see below that the maximal function of an $L^{1}\left(\mathbb{R}^{n}\right)$ function is nevertheless in $L_{w}^{1}\left(\mathbb{R}^{n}\right)$, proving that the mapping $f \mapsto \mathcal{M}_{f}$ is of weak-type $(1,1)$.
Theorem 9.3.3 (Hardy-Littlewood maximal inequality). The mapping $f \mapsto \mathcal{M}_{f}$ is of weak-type $(1,1)$ and of strong-type $(p, p)$ for all $p \in(1,+\infty]$ (see Definitions 9.2.1, 9.2.2).

Proof. Since the mapping $f \mapsto \mathcal{M}_{f}$ is obviously of strong-type $(\infty, \infty)$ (since $\left.\left\|\mathcal{M}_{f}\right\|_{L^{\infty}} \leq\|f\|_{L^{\infty}}\right)$, according ${ }^{2}$ to the Marcinkiewicz interpolation theorem 9.2.3, it is enough to prove the weak-type $(1,1)$ property:

$$
\begin{equation*}
\exists C_{n}, \forall f \in L^{1}\left(\mathbb{R}^{n}\right), \quad \sup _{t>0} t\left|\left\{x \in \mathbb{R}^{n}, \mathcal{M}_{f}(x)>t\right\}\right| \leq C_{n}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)} \tag{9.3.2}
\end{equation*}
$$

Note that from Remark 9.3.2, the Riesz-Thorin Theorem 9.1.2 cannot be used since the mapping fails to be of strong-type $(1,1)$. We start with a lemma.

[^52]Lemma 9.3.4 (Wiener covering lemma). Let $E$ be a measurable subset of $\mathbb{R}^{n}$ such that $E \subset \cup_{j \in J} B_{j}$ where $\left(B_{j}\right)_{j \in J}$ is a family of open balls such that

$$
2 \rho_{0}=\sup _{j \in J} \operatorname{diam} B_{j}<+\infty
$$

Then there exists a countable subfamily $\left(B_{j}\right)_{j \in D}$ of pairwise disjoint balls such that

$$
\lambda_{n}(E) \leq 5^{n} \sum_{j \in D} \lambda_{n}\left(B_{j}\right)
$$

Proof of the lemma. Let $B_{j_{0}}=B\left(x_{0}, r_{0}\right)$ be a ball ${ }^{3}$ such that diam $B_{j_{0}}=2 r_{0}>$ $\rho_{0}$. Next, we define

$$
J_{0}=J, \quad J_{1}=\left\{j \in J_{0}, B_{j} \cap B_{j_{0}}=\emptyset\right\}
$$

If $j \notin J_{1}$, then $B_{j} \cap B_{j_{0}} \neq \emptyset$, so that $\exists y_{0} \in B_{j} \cap B_{j_{0}}$ and

$$
x \in B_{j} \Longrightarrow\left|x-x_{0}\right| \leq \underbrace{\left|x-y_{0}\right|}_{x, y_{0} \in B_{j}}+\underbrace{\left|y_{0}-x_{0}\right|}_{y_{0} \in B\left(x_{0}, r_{0}\right)} \leq 2 \rho_{0}+r_{0}<5 r_{0}
$$

entailing $j \notin J_{1} \Longrightarrow B_{j} \subset B_{j_{0}}^{*}$ which is defined as a ball with the same center as $B_{j_{0}}$ and a diameter equal to five times the diameter of $B_{j_{0}}$.

- For the family $\left(B_{j}\right)_{j \in J_{0}}$ of open balls with bounded diameters,

$$
\exists j_{0} \in J_{0}, \text { with } J_{1}=\left\{j \in J_{0}, B_{j} \cap B_{j_{0}}=\emptyset\right\}, \quad \begin{cases}j \in J_{1} & \Longrightarrow B_{j} \cap B_{j_{0}}=\emptyset \\ j \notin J_{1} & \Longrightarrow B_{j} \subset B_{j_{0}}^{*}\end{cases}
$$

- Let us assume that we have found $J_{0} \supset J_{1} \supset \cdots \supset J_{k}, k \geq 1, j_{0} \in J_{0}, \ldots, j_{k} \in J_{k}$ such that
(1) $\operatorname{diam} B_{j_{0}}>\frac{1}{2} \sup _{j \in J_{0}} \operatorname{diam} B_{j}, \ldots \ldots \ldots \ldots, \operatorname{diam} B_{j_{k}}>\frac{1}{2} \sup _{j \in J_{k}} \operatorname{diam} B_{j}$,
(2) $\left\{j \in J_{0}, j \notin J_{1} \Longrightarrow B_{j} \subset B_{j_{0}}^{*}\right\}$,
(3) $\left\{j \in J_{1} \Longrightarrow B_{j} \cap B_{j_{0}}=\emptyset\right\}$,
(2) $\left\{j \in J_{k-1}, j \notin J_{k} \Longrightarrow B_{j} \subset B_{j_{k-1}}^{*}\right\}$,
(3) $\left\{j \in J_{k} \Longrightarrow B_{j} \cap B_{j_{k-1}}=\emptyset\right\}$.

We define then $J_{k+1}=\left\{j \in J_{k}, B_{j} \cap B_{j_{k}}=\emptyset\right\}$ and if $J_{k+1} \neq \emptyset$ we find $j_{k+1} \in J_{k+1}$ such that

$$
\operatorname{diam} B_{j_{k+1}}>\frac{1}{2} \sup _{j \in J_{k+1}} \operatorname{diam} B_{j}
$$

[^53]fulfilling (1) for $k+1$ as well. Moreover (3) holds true for $k+1$ by construction and if $j \in J_{k} \backslash J_{k+1}$, we have $B_{j} \cap B_{j_{k}} \neq \emptyset$, so that $\exists y_{k} \in B_{j} \cap B_{j_{k}}, B_{j_{k}}=B\left(x_{k}, r_{k}\right)$, and
\[

$$
\begin{aligned}
x \in B_{j} \Longrightarrow\left|x-x_{k}\right| & \leq \underbrace{\left|x-y_{k}\right|}_{x, y_{k} \in B_{j}}+\underbrace{\left|y_{k}-x_{k}\right|}_{y_{k} \in B\left(x_{k}, r_{k}\right)} \\
& \leq \underbrace{\operatorname{diam} B_{j}}_{j \in J_{k}}+r_{k}<2 \operatorname{diam} B_{j_{k}}+r_{k}=5 r_{k}
\end{aligned}
$$
\]

entailing $B_{j} \subset B_{j_{k}}^{*}$, proving (2) for $k+1$.

- As a result, assuming that all the $J_{k}$ are non-empty, we find

$$
J_{0} \supset J_{1} \supset \cdots \supset J_{k} \supset \ldots, j_{k} \in J_{k}
$$

such that

$$
\begin{cases}k \geq 1: & j \in J_{k-1} \backslash J_{k} \Longrightarrow B_{j} \subset B_{j_{k-1}}^{*} \\ k \geq 1: & j \in J_{k} \Longrightarrow B_{j} \cap B_{j_{k-1}}=\emptyset\end{cases}
$$

The family $\left(B_{j_{k}}\right)_{k \geq 0}$ is pairwise disjoint: we consider $k^{\prime} \geq k^{\prime \prime}+1$. We have $j_{k^{\prime}} \in$ $J_{k^{\prime}} \subset J_{k^{\prime \prime}+1}$ and $j_{k^{\prime \prime}} \in J_{k^{\prime \prime}}$ so that

$$
\underbrace{B_{j_{k^{\prime}}}}_{j_{k^{\prime}} \in J_{k^{\prime \prime}+1}} \cap B_{j_{k^{\prime \prime}}}=\emptyset
$$

Claim. If $\sum_{k \geq 0}\left|B_{j_{k}}\right|<+\infty$ we have for all $j \in J_{0}, B_{j} \subset \cup_{k \geq 1} B_{j_{k-1}}^{*}$. The Claim is obvious if $j \in \cup_{k \geq 1}\left(J_{k-1} \backslash J_{k}\right)$. Otherwise we have

$$
j \in \cap_{k \geq 1}\left(J_{k-1}^{c} \cup J_{k}\right), \text { which means } j \in \cap_{k \geq 1} J_{k}:
$$

in fact, we have $\cap_{k \geq 1}\left(J_{k-1}^{c} \cup J_{k}\right)=\cap_{k \geq 1} J_{k}$ since

$$
\begin{aligned}
\{\forall k & \left.\geq 1, j \in J_{k} \cup J_{k-1}^{c}\right\} \text { and }\left\{\exists k_{0} \geq 1, j \notin J_{k_{0}}\right\} \\
& \Longrightarrow j \in J_{k_{0}-1}^{c}, k_{0} \geq 2, \text { since } J_{0}^{c}=\emptyset \\
& \Longrightarrow j \in J_{k_{0}-2}^{c}, k_{0} \geq 3 \cdots \Longrightarrow j \in J_{1}^{c} \Longrightarrow j \in J_{0}^{c}=\emptyset
\end{aligned}
$$

which is impossible. If $j \in \cap_{k \geq 1} J_{k}$, we have $\forall k \geq 1,2 \operatorname{diam} B_{j_{k}}>\operatorname{diam} B_{j}$ and since the series $\sum_{k \geq 0}\left|B_{j_{k}}\right|$ converges, this implies $\lim _{k} \operatorname{diam} B_{j_{k}}=0$, and $\operatorname{diam} B_{j}=0$ so that the open ball $B_{j}$ is empty. The claim is proven.

- Finally, we have either $\sum_{k>0}\left|B_{j_{k}}\right|=+\infty$ (a case where the conclusion of the lemma is reached trivially) or $\sum_{k \geq 0}\left|B_{j_{k}}\right|<+\infty$ and the above claim implies that

$$
E \subset \cup_{k \geq 1} B_{j_{k-1}}^{*}
$$

providing the sought answer.

- When $J_{k_{0}}=\emptyset$ for some $k_{0} \geq 1$, we find that $J_{0}=\cup_{1 \leq k \leq k_{0}}\left(J_{k-1} \backslash J_{k}\right)$ and we have obviously $\forall j \in J_{0}, B_{j} \subset \cup_{k \geq 1} B_{j_{k-1}}^{*}$, obtaining the conclusion as well in that case. The proof of the Wiener covering lemma is complete.

Let us go back to the proof of Theorem 9.3.3. Let $s>0$ be given. If $x \in \mathbb{R}^{n}$ is such that $\mathcal{M}_{f}(x)>s$, we can find $t_{s, x}>0$ such that

$$
\frac{1}{\left|B\left(x, t_{s, x}\right)\right|} \int_{B\left(x, t_{s, x}\right)}|f(y)| d y>s \Longrightarrow\left|B\left(x, t_{s, x}\right)\right| \leq s^{-1}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}<+\infty
$$

We consider the measurable set

$$
E_{s}=\left\{x \in \mathbb{R}^{n}, \mathcal{M}_{f}(x)>s\right\} \subset \cup_{x \in E_{s}} B\left(x, t_{s, x}\right)
$$

and we note that $t_{s, x}^{n}\left|\mathbb{B}^{n}\right| \leq s^{-1}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}$ so that we may apply the Wiener covering Lemma 9.3.4. We find a sequence $\left(x_{k}\right)_{k \in \mathbb{N}}$ in $\mathbb{R}^{n}$ such that the balls $B\left(x_{k}, t_{s, x_{k}}\right)$ are pairwise disjoint and

$$
\begin{aligned}
& \left|E_{s}=\left\{x \in \mathbb{R}^{n}, \mathcal{M}_{f}(x)>s\right\}\right| \\
& \quad \leq 5^{n} \sum_{k \in \mathbb{N}}\left|B\left(x_{k}, t_{s, x_{k}}\right)\right| \leq s^{-1} 5^{n} \sum_{k \in \mathbb{N}} \int_{B\left(x_{k}, t_{s, x_{k}}\right)}|f(y)| d y \leq s^{-1} 5^{n} \int_{\mathbb{R}^{n}}|f(y)| d y
\end{aligned}
$$

proving $s\left|E_{s}\right| \leq 5^{n}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)}$ and the weak-type ( 1,1 ) property.
Remark 9.3.5. Note that with the result of Exercise 9.8.2, this implies

$$
\begin{equation*}
\text { for } 1<p \leq+\infty, \quad\left\|\mathcal{M}_{f}\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq \frac{p^{1+\frac{1}{p}}}{p-1} 5^{\frac{n}{p}}\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{9.3.3}
\end{equation*}
$$

A result due to E.M. Stein and J.-O. Stromberg [56] shows that the $L^{p}$ to $L^{p}$ norm of $\mathcal{M}$ can be chosen independently of the dimension $n$.

### 9.4 Lebesgue differentiation theorem, Lebesgue points

Theorem 9.4.1 (Lebesgue Differentiation Theorem). Let $f$ be a function in $L^{1}\left(\mathbb{R}^{n}\right)$. Then, there exists a Borel set $L_{f}$ such that $\lambda_{n}\left(L_{f}^{c}\right)=0$ such that

$$
\begin{equation*}
\forall x \in L_{f}, \quad \lim _{r \rightarrow 0_{+}} \frac{1}{\lambda_{n}(B(x, r))} \int_{B(x, r)}|f(y)-f(x)| d y=0 \tag{9.4.1}
\end{equation*}
$$

The set $L_{f}$ is called the set of Lebesgue points of $f$.
Remark 9.4.2. Note that this implies that for $f \in L^{1}\left(\mathbb{R}^{n}\right)$, for all $x \in L_{f}$, $\lim _{r \rightarrow 0} f_{B(x, r)} f(y) d y=f(x)$.
Proof. For $\rho>0$ we define the measurable set

$$
\begin{equation*}
E_{\rho}=\{x \in \mathbb{R}^{n}, \limsup _{t \rightarrow 0_{+}} \underbrace{\frac{1}{|B(x, t)|} \int_{B(x, t)}|f(y)-f(x)| d y}_{\mathcal{N}_{f}(t, x)}>\rho\} . \tag{9.4.2}
\end{equation*}
$$

Let $\phi \in C_{c}^{0}\left(\mathbb{R}^{n}\right)$. We have

$$
\begin{aligned}
\mathcal{N}_{f}(t, x) & \leq \int_{B(x, t)}|f(y)-\phi(y)| d y+\int_{B(x, t)}|\phi(y)-\phi(x)| d y+|\phi(x)-f(x)| \\
& \leq \mathcal{M}_{\phi-f}(x)+\int_{B(x, t)}|\phi(y)-\phi(x)| d y+|\phi(x)-f(x)|
\end{aligned}
$$

Since $\phi$ is uniformly continuous, we get

$$
\underset{t \rightarrow 0}{\limsup } \mathcal{N}_{f}(t, x) \leq \mathcal{M}_{\phi-f}(x)+|f(x)-\phi(x)| .
$$

As a result the set $E_{\rho}$ defined by (9.4.2) is such that

$$
E_{\rho} \subset\{x,|f(x)-\phi(x)|>\rho / 2\} \cup\left\{x, \mathcal{M}_{\phi-f}(x)>\rho / 2\right\}
$$

and this implies $\left|E_{\rho}\right| \leq|\{x,|f(x)-\phi(x)|>\rho / 2\}|+\left|\left\{x, \mathcal{M}_{\phi-f}(x)>\rho / 2\right\}\right|$. Using now Theorem 9.3.3, we obtain for any $\phi \in C_{c}^{0}\left(\mathbb{R}^{n}\right)$,

$$
\left|E_{\rho}\right| \leq \frac{2}{\rho} \int_{\mathbb{R}^{n}}|f(x)-\phi(x)| d x+C_{n} \frac{2}{\rho}\|f-\phi\|_{L^{1}\left(\mathbb{R}^{n}\right)}=\frac{2\left(1+C_{n}\right)}{\rho}\|f-\phi\|_{L^{1}\left(\mathbb{R}^{n}\right)} .
$$

The density of $C_{c}^{0}\left(\mathbb{R}^{n}\right)$ in $L^{1}\left(\mathbb{R}^{n}\right)$ implies that $\left|E_{\rho}\right|=0$ for all $\rho>0$ and since

$$
\left\{x \in \mathbb{R}^{n}, \limsup _{t \rightarrow 0_{+}} \mathcal{N}_{f}(t, x)>0\right\}=\cup_{k \geq 1} E_{1 / k},
$$

this gives as well that $\left|E_{0}\right|=0$. We define $L_{f}=E_{0}^{c}$ and we have for $x \in L_{f}$, $\lim _{t \rightarrow 0} \mathcal{N}_{f}(t, x)=0$, which is the sought result.
Theorem 9.4.3. Let $f \in L_{\mathrm{loc}}^{1}(\mathbb{R})$. We define for $x \in \mathbb{R}, F(x)=\int_{0}^{x} f(y) d y$.
(1) Then the function $F$ is continuous on $\mathbb{R}$, differentiable almost everywhere with derivative $f(x)$.
(2) The weak derivative of $F$ is $f$.

Proof. (1) The continuity of $F$ is obvious since for $h \geq 0$,

$$
F(x+h)-F(x)=\int_{[x, x+h]} f(y) d y,
$$

and for $h \leq 0, F(x+h)-F(x)=-\int_{[x+h, x]} f(y) d y$. Proposition 1.7.10 implies $\lim _{h \rightarrow 0}(F(x+h)-F(x))=0$. We consider now for $h \neq 0$,

$$
\begin{aligned}
\left|\frac{F(x+h)-F(x)}{h}-f(x)\right| & \leq \frac{1}{|h|} \int_{[x, x+h] \cup[x+h, x]}|f(y)-f(x)| d y \\
& \leq \frac{2}{2|h|} \int_{[x-|h|, x+|h|]}|f(y)-f(x)| d y .
\end{aligned}
$$

Applying the previous theorem if $f \in L^{1}(\mathbb{R})$ (or Exercise 9.8.4 when $f \in L_{\mathrm{loc}}^{1}(\mathbb{R})$ ), we find that $F$ is differentiable at the Lebesgue points of $f$, with derivative $f$.
(2) We have for $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, using Fubini's theorem,

$$
\begin{aligned}
\left\langle F^{\prime}, \phi\right\rangle & =-\int F(x) \phi^{\prime}(x) d x \\
& =-\int \phi^{\prime}(x) \int\left(H(x) \mathbf{1}_{[0, x]}(y)-H(-x) \mathbf{1}_{[x, 0]}(y)\right) f(y) d y d x \\
& =\int f(y)\left(-\int_{0 \leq y \leq x} \phi^{\prime}(x) d x+\int_{x \leq y \leq 0} \phi^{\prime}(x) d x\right) d y \\
& =\int f(y)(H(y) \phi(y)+H(-y) \phi(y)) d y=\langle f, \phi\rangle
\end{aligned}
$$

proving the result.
Remark 9.4.4. Almost everywhere differentiability is a very weak piece of information. Almost everywhere differentiability of a function $F$ is a very weak property that does not tell much about the function $F$ : in the first place the trivial example of the Heaviside function shows that a bounded function can be differentiable almost everywhere in $\mathbb{R}$ with a zero derivative without being a constant. The much more elaborate example of the Cantor function defined in Proposition 5.7.7 shows that a continuous function can be differentiable almost everywhere with a null derivative without being a constant, so is not the integral of its a.e. derivative.
Remark 9.4.5. It may also happen that a continuous function is differentiable everywhere but with a derivative which is not integrable in the Lebesgue sense (see Exercise 9.8.5). Some other theories of integration are devised in such a way that a differentiable function is always the integral of its derivative. This is the case in particular of the so-called Henstock-Kurzweil integration theory [38] as well as some earlier theories due to Denjoy and Perron.

The distribution (or weak) derivative does not miss jumps and singularities as the notion of everywhere differentiability. Here the reader may consider only tempered distributions as in Chapter 8, but the statements are true as well for general distributions defined as local objects.

Lemma 9.4.6. Let $T$ be a distribution on $\mathbb{R}$ such that $T^{\prime}=0$. Then $T$ is a constant.
Proof. Let $\phi \in C_{\mathrm{c}}^{\infty}(\mathbb{R})$ and let $\chi_{0} \in C_{\mathrm{c}}^{\infty}(\mathbb{R})$ with integral 1. Denoting $I(\phi)=$ $\int_{\mathbb{R}} \phi(y) d y$, the function $\psi$ defined by

$$
\psi(x)=\phi(x)-I(\phi) \chi_{0}(x)
$$

belongs to $C_{\mathrm{c}}^{\infty}(\mathbb{R})$ and is the derivative of $\Psi(x)=\int_{-\infty}^{x} \psi(y) d y$. Note that $\Psi$ is $C^{\infty}$ and with compact support, since for $x$ large enough

$$
\Psi(x)=\int_{\mathbb{R}} \phi(y) d y-I(\phi) \int_{\mathbb{R}} \chi_{0}(y) d y=0
$$

As a result, we find

$$
\langle T, \phi\rangle=\langle T, \psi\rangle+I(\phi)\left\langle T, \chi_{0}\right\rangle=\left\langle T, \Psi^{\prime}\right\rangle+I(\phi)\left\langle T, \chi_{0}\right\rangle=-\left\langle T^{\prime}, \Psi\right\rangle+I(\phi)\left\langle T, \chi_{0}\right\rangle
$$

so that $T=\left\langle T, \chi_{0}\right\rangle$.
Theorem 9.4.7. Let $F$ be a locally integrable function in $\mathbb{R}$ such that its distribution derivative $F^{\prime}$ is locally integrable. Then the function $F$ is bounded continuous and for all $a \in \mathbb{R}$,

$$
\begin{equation*}
F(x)=F(a)+\int_{a}^{x} F^{\prime}(y) d y . \tag{9.4.3}
\end{equation*}
$$

The function $F$ is also a.e. differentiable with (ordinary) derivative $F^{\prime}(x)$.
Proof. We define $G(x)=\int_{a}^{x} F^{\prime}(y) d y$ and from Theorem 9.4.3, we find that the distribution derivative $G^{\prime}$ of $G$ is equal to $F^{\prime}$ (and that $G$ is continuous). Thus the distribution derivative of $F-G$ is zero, so that $F-G$ is the constant $F(a)-G(a)=$ $F(a)$. The last statement follows from Theorem 9.4.3.

### 9.5 Gagliardo-Nirenberg inequality

Proposition 9.5.1. For all $\phi \in C_{c}^{1}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
\|\phi\|_{L^{\frac{n}{n-1}\left(\mathbb{R}^{n}\right)}} \leq \frac{1}{2} \prod_{1 \leq j \leq n}\left\|\frac{\partial \phi}{\partial x_{j}}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}^{1 / n} . \tag{9.5.1}
\end{equation*}
$$

Proof. The cases $n=1,2$ are very easy: for $n=1$, we have

$$
2 \phi(x)=\int_{-\infty}^{x} \phi^{\prime}(t) d t+\int_{+\infty}^{x} \phi^{\prime}(t) d t \Longrightarrow 2\|\phi\|_{L^{\infty}(\mathbb{R})} \leq\left\|\phi^{\prime}\right\|_{L^{1}(\mathbb{R})}
$$

For $n=2$, we have, using the previous result,

$$
\left|\phi\left(x_{1}, x_{2}\right)\right| \leq \frac{1}{2} \int_{\mathbb{R}}\left|\partial_{1} \phi\left(t_{1}, x_{2}\right)\right| d t_{1}, \quad\left|\phi\left(x_{1}, x_{2}\right)\right| \leq \frac{1}{2} \int_{\mathbb{R}}\left|\partial_{2} \phi\left(x_{1}, t_{2}\right)\right| d t_{2}
$$

so that
$4\|\phi\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2} \leq \int_{\mathbb{R}^{4}}\left|\partial_{1} \phi\left(t_{1}, x_{2}\right)\left\|\partial_{2} \phi\left(x_{1}, t_{2}\right) \mid d t_{1} d t_{2} d x_{1} d x_{2}=\right\| \partial_{1} \phi\left\|_{L^{1}\left(\mathbb{R}^{2}\right)}\right\| \partial_{2} \phi \|_{L^{1}\left(\mathbb{R}^{2}\right)}\right.$.
The cases $n \geq 3$ are more complicated and we need to start with a lemma.
Lemma 9.5.2. Let $n \geq 2$ be an integer and let $\omega_{1}, \ldots, \omega_{n}$ be non-negative measurable functions on $\mathbb{R}^{n-1}$ so that $\omega_{j}$ is a function of $\left(x_{k}\right)_{1 \leq k \leq n, k \neq j}$. Then, we have

$$
\int_{\mathbb{R}^{n}} \omega_{1}^{\frac{1}{n-1}} \ldots \omega_{n}^{\frac{1}{n-1}} d x_{1} \ldots d x_{n} \leq \prod_{j=1}^{n}\left(\int_{\mathbb{R}^{n-1}} \omega_{j} d \widehat{x_{j}}\right)^{\frac{1}{n-1}}
$$

where $d \widehat{x_{j}}=\prod_{\substack{1 \leq k \leq n \\ k \neq j}} d x_{k}$.

Proof of the lemma. For $n=2$ we have indeed

$$
\int_{\mathbb{R}^{2}} \omega_{1}\left(x_{2}\right) \omega_{2}\left(x_{1}\right) d x_{1} d x_{2}=\left\|\omega_{1}\right\|_{L^{1}(\mathbb{R})}\left\|\omega_{2}\right\|_{L^{1}(\mathbb{R})}
$$

Let us assume now that $n \geq 3$ : we have

$$
I_{n}=\int_{\mathbb{R}^{n}} \omega_{1}^{\frac{1}{n-1}} \ldots \omega_{n}^{\frac{1}{n-1}} d x_{1} \ldots d x_{n}=\int_{\mathbb{R}^{n-1}} \overbrace{\omega_{1}^{\frac{1}{n-1}}}^{\begin{array}{c}
\text { doess not } \\
\text { don }
\end{array}}\left(\int_{\mathbb{R}_{2}} \prod_{2 \leq j \leq n} \omega_{j}^{\frac{1}{n-1}} d x_{1}\right) d \widehat{x_{1}},
$$

and since $\frac{1}{n-1}+\frac{n-2}{n-1}=1$, Hölder's inequality implies

$$
I_{n} \leq\left\|\omega_{1}\right\|_{L^{1}\left(\mathbb{R}^{n-1}\right)}^{\frac{1}{n-1}}\left\{\int_{\mathbb{R}^{n-1}}\left(\int_{\mathbb{R}^{1}} \prod_{2 \leq j \leq n} \omega_{j}^{\frac{1}{n-1}} d x_{1}\right)^{\frac{n-1}{n-2}} d \widehat{x_{1}}\right\}^{\frac{n-2}{n-1}}
$$

We have, using the generalized Hölder's inequality of Exercise 3.7.31,

$$
\int_{\mathbb{R}} \prod_{2 \leq j \leq n} \omega_{j}^{\frac{1}{n-1}} d x_{1} \leq \prod_{2 \leq j \leq n}\left(\int_{\mathbb{R}}\left(\omega_{j}^{\frac{1}{n-1}}\right)^{n-1} d x_{1}\right)^{\frac{1}{n-1}}=\left(\prod_{2 \leq j \leq n} \int_{\mathbb{R}} \omega_{j} d x_{1}\right)^{\frac{1}{n-1}}
$$

This gives

$$
I_{n} \leq\left\|\omega_{1}\right\|_{L^{1}\left(\mathbb{R}^{n-1}\right)}^{\frac{1}{n-1}}\{\int_{\mathbb{R}^{n-1}} \prod_{2 \leq j \leq n} \underbrace{\left(\int_{\mathbb{R}} \omega_{j} d x_{1}\right)^{\frac{1}{n-2}}}_{=\Omega_{j}^{\frac{1}{n-2}}} d \widehat{x_{1}}\}^{\frac{n-2}{n-1}}
$$

with $\Omega_{j}$ independent of $x_{1}, x_{j}$ (here $1 \neq j$ since $j \geq 2$ ). We may apply the induction hypothesis to obtain

$$
\begin{aligned}
I_{n} & \leq\left\|\omega_{1}\right\|_{L^{1}\left(\mathbb{R}^{n-1}\right)}^{\frac{1}{n-1}}\left\{\prod_{2 \leq j \leq n}\left\|\Omega_{j}\right\|_{L^{1}\left(\mathbb{R}^{n-2}\right)}^{\frac{1}{n-2}}\right\}^{\frac{n-2}{n-1}} \\
& =\left\|\omega_{1}\right\|_{L^{1}\left(\mathbb{R}^{n-1}\right)}^{\frac{1}{n-1}}\left\{\prod_{2 \leq j \leq n}\left\|\Omega_{j}\right\|_{L^{1}\left(\mathbb{R}^{n-2}\right)}\right\}^{\frac{1}{n-1}}
\end{aligned}
$$

and since for $2 \leq j \leq n$,

$$
\left\|\Omega_{j}\right\|_{L^{1}\left(\mathbb{R}^{n-2}\right)}=\int_{\mathbb{R}^{n-2}} \int_{\mathbb{R}} \omega_{j} d x_{1} \prod_{2 \leq k \leq n, k \neq j} d x_{k}=\left\|\omega_{j}\right\|_{L^{1}\left(\mathbb{R}^{n-1}\right)}
$$

this proves the lemma.

Let us go back to the proof of Proposition 9.5.1. We have

$$
2|\phi(x)| \leq \int_{\mathbb{R}}\left|\partial_{j} \phi\left(x_{1}, \ldots, x_{j-1}, t_{j}, x_{j+1}, \ldots, x_{n}\right)\right| d t_{j}=\omega_{j}(x)
$$

where $\omega_{j}$ does not depend on $x_{j}$. This implies that

$$
2^{\frac{n}{n-1}}|\phi(x)|^{\frac{n}{n-1}} \leq \prod_{1 \leq j \leq n} \omega_{j}(x)^{\frac{1}{n-1}}
$$

and from Lemma 9.5.2, this implies

$$
2^{\frac{n}{n-1}} \int|\phi(x)|^{\frac{n}{n-1}} d x \leq\left(\prod_{1 \leq j \leq n}\left\|\omega_{j}\right\|_{L^{1}\left(\mathbb{R}^{n-1}\right)}\right)^{\frac{1}{n-1}}=\left(\prod_{1 \leq j \leq n}\left\|\partial_{j} \phi\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\right)^{\frac{1}{n-1}}
$$

which is (9.5.1), concluding the proof.
Proposition 9.5.3. The space $W^{1,1}\left(\mathbb{R}^{n}\right)$ is defined as the set of functions $u \in$ $L^{1}\left(\mathbb{R}^{n}\right)$ such that the distribution $\nabla u$ belongs as well to $L^{1}\left(\mathbb{R}^{n}\right)$. This space is a Banach space for the norm

$$
\|u\|_{W^{1,1}\left(\mathbb{R}^{n}\right)}=\|u\|_{L^{1}\left(\mathbb{R}^{n}\right)}+\|\nabla u\|_{L^{1}\left(\mathbb{R}^{n}\right)} .
$$

Proof. Let $\left(u_{k}\right)_{k \in \mathbb{N}}$ be a Cauchy sequence in $W^{1,1}\left(\mathbb{R}^{n}\right)$. Then, we find $u, V \in L^{1}$ such that $\lim _{k} u_{k}=u, \lim \nabla u_{k}=V$ in the space $L^{1}\left(\mathbb{R}^{n}\right)$. Now for $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
\int V \phi d x & =\lim _{k} \int \phi \nabla u_{k} d x=\lim _{k}\left\langle\nabla u_{k}, \phi\right\rangle=-\lim _{k}\left\langle u_{k}, \nabla \phi\right\rangle \\
& =-\lim _{k} \int u_{k} \nabla \phi d x=-\int u \nabla \phi d x=\langle\nabla u, \phi\rangle,
\end{aligned}
$$

proving $V=\nabla u$.
Theorem 9.5.4 (Gagliardo-Nirenberg inequality). Let $u \in W^{1,1}\left(\mathbb{R}^{n}\right)$. Then $u$ belongs to $L^{\frac{n}{n-1}}\left(\mathbb{R}^{n}\right)$ and is such that

$$
\begin{equation*}
\|u\|_{L^{\frac{n}{n-1}}\left(\mathbb{R}^{n}\right)} \leq \frac{1}{2} \prod_{1 \leq j \leq n}\left\|\partial_{j} u\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}^{1 / n} \tag{9.5.2}
\end{equation*}
$$

Proof. Let $\rho \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right)$such that $\int \rho(x) d x=1$. For $\epsilon>0$, we define $\rho_{\epsilon}(x)=\rho(x / \epsilon) \epsilon^{-n}$. The function $\left(u * \rho_{\epsilon}\right)(x)=\int u(y) \rho_{\epsilon}(x-y) d y$ is smooth (obvious from Theorem 3.3.4), belongs to $L^{1}\left(\mathbb{R}^{n}\right)$ (Proposition 6.1.1) and converges to $u$ in $L^{1}\left(\mathbb{R}^{n}\right)$ : for $\phi \in C_{c}^{0}\left(\mathbb{R}^{n}\right)$, we have

$$
u * \rho_{\epsilon}-u=(u-\phi) * \rho_{\epsilon}+\phi * \rho_{\epsilon}-\phi+\phi-u
$$

so that with $L^{1}$ norms, using (6.1.3), for $\epsilon \leq 1$,

$$
\left\|u * \rho_{\epsilon}-u\right\| \leq 2\|u-\phi\|+\int_{K}\left|\left(\phi * \rho_{\epsilon}\right)(x)-\phi(x)\right| d x
$$

where $K$ is the compact set $\operatorname{supp} \phi+\operatorname{supp} \rho$. From Lemma 6.1.4, we find uniform convergence of the sequence of continuous functions $\phi * \rho_{\epsilon}$ and this implies

$$
\forall \phi \in C_{c}^{0}\left(\mathbb{R}^{n}\right), \quad \limsup _{\epsilon \rightarrow 0}\left\|u * \rho_{\epsilon}-u\right\| \leq 2\|u-\phi\|
$$

The density of $C_{c}^{0}\left(\mathbb{R}^{n}\right)$ in $L^{1}\left(\mathbb{R}^{n}\right)$ entails that $\lim _{\epsilon}\left\|u * \rho_{\epsilon}-u\right\|=0$. We have also

$$
\begin{equation*}
\rho_{\epsilon} * \nabla u=\nabla\left(\rho_{\epsilon} * u\right) \tag{9.5.3}
\end{equation*}
$$

since for $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\left(\rho_{\epsilon} * \nabla u\right)(x) \phi(x) d x=\iint \rho_{\epsilon}(x-y)(\nabla u)(y) \phi(x) d x d y \\
& \quad=\left\langle\nabla u, \check{\rho}_{\epsilon} * \phi\right\rangle=-\left\langle u, \check{\rho}_{\epsilon} * \nabla \phi\right\rangle=-\int\left(\rho_{\epsilon} * u\right)(x) \nabla \phi(x) d x=\left\langle\nabla\left(\rho_{\epsilon} * u\right), \phi\right\rangle
\end{aligned}
$$

proving (9.5.3).
Let us assume first that $u$ belongs to $W^{1,1}\left(\mathbb{R}^{n}\right)$ and is compactly supported. We may apply (9.5.1) to the smooth compactly supported $\rho_{\epsilon} * u$. We note that the sequence $\partial_{j}\left(\rho_{\epsilon} * u\right)=\rho_{\epsilon} * \partial_{j} u$ converges in $L^{1}\left(\mathbb{R}^{n}\right)$ towards $\partial_{j} u$. Moreover the inequality (9.5.1) applied to $\rho_{\epsilon_{1}} * u-\rho_{\epsilon_{2}} * u$ implies that $\rho_{\epsilon} * u$ is a Cauchy sequence in $L^{n / n-1}\left(\mathbb{R}^{n}\right)$ thus converges with a limit $v$; since that sequence is converging towards $u$ in $L^{1}\left(\mathbb{R}^{n}\right)$, and for $\phi \in C_{c}^{0}\left(\mathbb{R}^{n}\right)$, we have

$$
\int v(x) \phi(x) d x=\lim _{\epsilon} \int\left(\rho_{\epsilon} * u\right)(x) \phi(x) d x=\int u(x) \phi(x) d x
$$

Lemma 8.1.11 implies $u=v$ which belongs to $L^{n / n-1}$. Inequality (9.5.2) holds true by taking the limits in (9.5.1).

Let us assume now that $u$ belongs to $W^{1,1}\left(\mathbb{R}^{n}\right)$. Let $\chi$ be in $C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n} ;[0,1]\right)$, equal to 1 on $B(0,1)$ and supported in $B(0,2)$. For $\epsilon>0$ we have obviously (dominated convergence)

$$
\lim _{\epsilon \rightarrow 0} \chi(\epsilon x) u(x)=u(x) \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right)
$$

Let us calculate for $\chi_{\epsilon}(x)=\chi(\epsilon x), \nabla\left(u \chi_{\epsilon}\right)=\chi_{\epsilon} \nabla u+u \nabla \chi_{\epsilon}$. We have

$$
\lim _{\epsilon \rightarrow 0} \int_{\mathbb{R}^{n}}\left|u(x) \chi^{\prime}(\epsilon x)\right| d x \epsilon=0=\lim _{\epsilon \rightarrow 0} \int_{\mathbb{R}^{n}}|u(x)|(1-\chi(\epsilon x)) d x
$$

where the first equality is obvious (domination by $\|u\|_{L^{1} \epsilon}\left\|\chi^{\prime}\right\|_{L^{\infty}}$ ) as well as the next one since

$$
\int_{\mathbb{R}^{n}}|u(x)|(1-\chi(\epsilon x)) d x \leq \int_{|x| \geq 1 / \epsilon}|u(x)| d x
$$

We have thus

$$
\lim _{\epsilon \rightarrow 0} \chi_{\epsilon} u=u, \quad \lim _{\epsilon \rightarrow 0} \nabla\left(\chi_{\epsilon} u\right)=\nabla u \quad \text { in } L^{1}
$$

Since $u_{\epsilon}=\chi_{\epsilon} u$ is compactly supported in $W^{1,1}$, we may apply the previous result to get Inequality (9.5.2) for $u_{\epsilon}$. That inequality implies as well that $u_{\epsilon}$ is a Cauchy sequence in $L^{n / n-1}$ and thus converges in that space towards a function $v$. Since the sequence $u_{\epsilon}$ converges in $L^{1}$ towards $u$, the same reasoning as above shows $v=u$ and the result.
Remark 9.5.5. The Gagliardo-Nirenberg inequality (9.5.2) has some interesting properties, beyond the most remarkable of being true. In the first place, this inequality has a scaling invariance: take $u \in W^{1,1}\left(\mathbb{R}^{n}\right)$ and $A \in G l(n, \mathbb{R})$, and consider the function

$$
u_{A}(x)=u(A x)|\operatorname{det} A|^{\frac{n-1}{n}}, \text { so that }\left(\nabla u_{A}\right)(x)=(\nabla u)(A x) A|\operatorname{det} A|^{\frac{n-1}{n}} .
$$

We have

$$
\left\|u_{A}\right\|_{L^{\frac{n}{n-1}\left(\mathbb{R}^{n}\right)}}=\left(\int|u(A x)|^{\frac{n}{n-1}}|\operatorname{det} A| d x\right)^{\frac{n-1}{n}}=\|u\|_{L^{\frac{n}{n-1}}\left(\mathbb{R}^{n}\right)}
$$

and

$$
\left\|\nabla u_{A}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=\int\left|( \nabla u ) ( A x ) A \left\|\left.\operatorname{det} A\right|^{\frac{n-1}{n}} d x=\int|(\nabla u)(y) A \| \operatorname{det} A|^{-\frac{1}{n}} d x\right.\right.
$$

Considering $(\nabla u)(x)$ as a linear form on $\mathbb{R}^{n}$, and $A$ as a linear endomorphism of $\mathbb{R}^{n}$, we have

$$
\|(\nabla u)(x) A\|=\sup _{|T|=1}\|(\nabla u)(x) A T\|
$$

Let us assume now that $A=\alpha \Omega$, where $\alpha \in \mathbb{R}^{*}, \Omega \in O(n)$. We get then

$$
\|(\nabla u)(x) A\|=|\alpha|\|(\nabla u)(x)\|, \quad|\operatorname{det} A|=|\alpha|^{n}
$$

so that $\left\|\nabla u_{A}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=\|\nabla u\|_{L^{1}\left(\mathbb{R}^{n}\right)}$. Inequality (9.5.2) implies

$$
\begin{align*}
\|u\|_{L^{\frac{n}{n-1}\left(\mathbb{R}^{n}\right)}} & \leq \frac{1}{2 n} \sum_{1 \leq j \leq n} \int\left|\left(\partial_{j} u\right)(x)\right| d x \leq \frac{1}{2 \sqrt{n}} \int\left(\sum_{1 \leq j \leq n}\left|\left(\partial_{j} u\right)(x)\right|^{2}\right)^{1 / 2} d x \\
& =\frac{1}{2 \sqrt{n}} \int \underbrace{\|\nabla u(x)\|}_{\substack{\text { Euclidean } \\
\text { norm on } \mathbb{R}^{n}}} d x=\frac{1}{2 \sqrt{n}}\|\nabla u\|_{L^{1}\left(\mathbb{R}^{n}\right)}, \tag{9.5.4}
\end{align*}
$$

and the latter is invariant by affine similarities (generated by homothetic transformations $x \mapsto x_{0}+\alpha x, \alpha \in \mathbb{R}^{*}$, and linear isometries $\left.x \mapsto \Omega x, \Omega \in O(n)\right)$.

On the other hand, we shall use Theorem 9.5.4 to prove the so-called Sobolev inequalities of the next section. Although these inequalities can be handled via
some Fourier analysis methods, this is not the case for the Gagliardo-Nirenberg inequality above which involves the $L^{1}$-norm of the gradient ( $L^{1}$ is not so friendly to Fourier analysis). It is thus an interesting reminder that a clever but elementary combinatorial argument such as Lemma 9.5.2 can find its way into proving a statement that is not accessible to Fourier analysis.

### 9.6 Sobolev spaces, Sobolev injection theorems

We begin with a lemma.
Lemma 9.6.1. Let $n \geq 1$ be an integer and let $p, q \in[1,+\infty)$ such that $\frac{1}{q}=\frac{1}{n}+\frac{1}{p}$. Then there exists a constant $C(p, n)$ such that for all $v \in C_{c}^{1}\left(\mathbb{R}^{n}\right)$,

$$
\|v\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C(p, n)\|\nabla v\|_{L^{q}\left(\mathbb{R}^{n}\right)}
$$

Proof. When $n=1$, we find that the sought estimate is true as well for $p=$ $+\infty, q=1$ (this is (9.5.1)) and for $1 \leq p<+\infty$, we cannot have $q \geq 1$. We may thus assume that $n \geq 2$.

Let us first suppose that $v \geq 0$. We define $u=v^{\frac{p(n-1)}{n}}$ : we note that

$$
\frac{1}{p}+\frac{1}{n} \leq 1 \Longrightarrow \frac{1}{p} \leq \frac{n-1}{n} \Longrightarrow \frac{p(n-1)}{n} \geq 1
$$

so that we have with ordinary differentiation, $\partial_{j} u=\frac{p(n-1)}{n} v^{\frac{p(n-1)}{n}-1} \partial_{j} v$, and the function $u$ is also $C_{c}^{1}$. On the other hand we have, using (9.5.1),

$$
\begin{align*}
\|v\|_{L^{p}}^{p}=\|u\|_{L^{\frac{n}{n-1}}}^{\frac{n}{n-1}} & \leq 2^{-\frac{n}{n-1}} \prod_{1 \leq j \leq n}\left\|\partial_{j} u\right\|_{L^{1}}^{\frac{1}{n-1}}  \tag{9.6.1}\\
& \leq 2^{-\frac{n}{n-1}}\left(\frac{p(n-1)}{n}\right)^{\frac{n}{n-1}} \underbrace{\left(\prod_{1 \leq j \leq n} \int\left|\partial_{j} v \| v\right|^{p-\frac{p}{n}-1} d x\right)^{\frac{1}{n-1}}}_{\text {term } I},
\end{align*}
$$

and this implies that

$$
\|v\|_{L^{p}}^{p(n-1)} \leq 2^{-n}\left(\frac{p(n-1)}{n}\right)^{n} \prod_{1 \leq j \leq n}\left(\left\|\partial_{j} v\right\|_{L^{q}}\left\|v^{\frac{n p-p-n}{n}}\right\|_{L^{q^{\prime}}}\right)
$$

We note that $\frac{(n p-p-n)}{n}=p\left(1-\frac{1}{n}-\frac{1}{p}\right)=\frac{p}{q^{\prime}}$, so that if $q>1$ we have proven

$$
\|v\|_{L^{p}}^{p(n-1)} \leq 2^{-n}\left(\frac{p(n-1)}{n}\right)^{n}\left(\prod_{1 \leq j \leq n}\left\|\partial_{j} v\right\|_{L^{q}}\right)\left\|v^{p}\right\|_{L^{1}}^{\frac{n}{q^{\prime}}}
$$

which gives (the result) for $v \not \equiv 0$,

$$
\|v\|_{L^{p}}^{n}=\|v\|_{L^{p}}^{p(n-1)-\frac{n p}{q}} \leq 2^{-n}\left(\frac{p(n-1)}{n}\right)^{n} \prod_{1 \leq j \leq n}\left\|\partial_{j} v\right\|_{L^{q}},
$$

since $p(n-1)-\frac{n p}{q^{\prime}}=p n\left(1-\frac{1}{n}-\frac{1}{q^{\prime}}\right)=p n\left(\frac{1}{q}-\frac{1}{n}\right)=n$. If $q=1$, we have in term $I$ above, $p-\frac{p}{n}-1=p\left(1-\frac{1}{n}-\frac{1}{p}\right)=0$, so that (9.6.1) gives the answer in the case $q=1$.

We drop now the non-negativity assumption on $v$. For $\epsilon>0$, and $\chi \in C_{c}^{\infty}\left(\mathbb{R}^{n} ;[0,1]\right)$ equal to 1 near the support of $v$, we define the $C_{c}^{1}$ function $u_{\epsilon}$ by

$$
u_{\epsilon}(x)=\left(v(x)^{2}+\epsilon^{2}\right)^{\frac{1}{2} \frac{p(n-1)}{n}} \chi(x) .
$$

We have $\lim _{\epsilon \rightarrow 0}\left\|u_{\epsilon}\right\|_{L^{\frac{n}{n-1}}}^{\frac{n}{n-1}}=\lim _{\epsilon \rightarrow 0} \int\left(v(x)^{2}+\epsilon^{2}\right)^{\frac{p}{2}} \chi(x)^{\frac{n}{n-1}} d x=\|v\|_{L^{p}}^{p}$, and calculating

$$
\nabla u_{\epsilon}=(\nabla \chi)\left(v^{2}+\epsilon^{2}\right)^{\frac{1}{2} \frac{p(n-1)}{n}}+\chi \frac{p(n-1)}{2 n}\left(v^{2}+\epsilon^{2}\right)^{\frac{p(n-1)}{2 n}}-12 v \nabla v
$$

using $p(n-1) / n \geq 1$, we get that

$$
\lim _{\epsilon \rightarrow 0}\left(\nabla u_{\epsilon}\right)(x)=\chi(x) \frac{p(n-1)}{2 n}|v(x)|^{\frac{p(n-1)}{n}-2} 2 v(x)(\nabla v)(x),
$$

so that with dominated convergence, we obtain

$$
\lim _{\epsilon \rightarrow 0}\left\|\nabla u_{\epsilon}\right\|_{L^{1}}=\frac{p(n-1)}{n} \int|v|^{\frac{p(n-1)-n}{n}}|\nabla v| d x
$$

Applying Gagliardo-Nirenberg (9.5.4) to $u_{\epsilon}$ we find

$$
\|v\|_{L^{p}}^{\frac{p(n-1)}{n}}=\lim _{\epsilon}\left\|u_{\epsilon}\right\|_{L^{\frac{n}{n-1}}} \leq \frac{1}{2 \sqrt{n}} \lim _{\epsilon}\left\|\nabla u_{\epsilon}\right\|_{L^{1}}=\frac{p(n-1)}{2 n^{3 / 2}} \int|v|^{\frac{p(n-1)-n}{n}}|\nabla v| d x .
$$

If $q=1$, we have $p(n-1)-n=p n\left(1-\frac{1}{n}-\frac{1}{p}\right)=\frac{p n}{q^{\prime}}=0, p(n-1)=n$ and the previous inequality gives the answer. If $q>1$, we have $p(n-1)-n=\frac{p n}{q^{\prime}}$ and Hölder's inequality implies

$$
\|v\|_{L^{p^{n}}}^{\frac{p(n-1)}{}} \leq \frac{p(n-1)}{2 n^{3 / 2}}\|v\|_{L^{p}}^{\frac{p}{q^{\prime}}}\|\nabla v\|_{L^{q}}
$$

Since $\frac{p(n-1)}{n}-\frac{p}{q^{\prime}}=p\left(1-\frac{1}{n}-\frac{1}{q^{\prime}}\right)=p\left(\frac{1}{q}-\frac{1}{n}\right)=1$, this completes the proof of Lemma 9.6.1.

Proposition 9.6.2. Let $p \in[1,+\infty]$ and $s \in \mathbb{N}$. We define the Sobolev space $W^{s, p}\left(\mathbb{R}^{n}\right)$ as the set of functions $u \in L^{p}\left(\mathbb{R}^{n}\right)$ such that the distribution derivatives $\partial^{\alpha} u$ belong to $L^{p}\left(\mathbb{R}^{n}\right)$ when the multi-index $\alpha \in \mathbb{N}^{n}$ is such that $|\alpha| \leq s$. This space is a Banach space for the norm

$$
\|u\|_{W^{s, p}\left(\mathbb{R}^{n}\right)}=\sum_{|\alpha| \leq s}\left\|\partial^{\alpha} u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}
$$

When $p=2$, it is a Hilbert space with dot-product

$$
(u, v)_{W^{s, 2}\left(\mathbb{R}^{n}\right)}=\sum_{|\alpha| \leq s}\left(\partial^{\alpha} u, \partial^{\alpha} v\right)_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

Proof. This set is obviously a vector space. Let $\left(u_{k}\right)_{k \in \mathbb{N}}$ be a Cauchy sequence in $W^{s, p}\left(\mathbb{R}^{n}\right)$. Then, we find $u, v_{\alpha} \in L^{p}$ such that $\lim _{k} u_{k}=u, \lim _{k} \partial^{\alpha} u_{k}=v_{\alpha}$ in the Banach space $L^{p}\left(\mathbb{R}^{n}\right)$. Now for $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
\int v_{\alpha} \phi d x & =\lim _{k} \int \phi \partial^{\alpha} u_{k} d x=\lim _{k}\left\langle\partial^{\alpha} u_{k}, \phi\right\rangle=(-1)^{|\alpha|} \lim _{k}\left\langle u_{k}, \partial^{\alpha} \phi\right\rangle \\
& =(-1)^{|\alpha|} \lim _{k} \int u_{k} \partial^{\alpha} \phi d x=(-1)^{|\alpha|} \int u \partial^{\alpha} \phi d x=\left\langle\partial^{\alpha} u, \phi\right\rangle
\end{aligned}
$$

proving $v_{\alpha}=\partial^{\alpha} u$.
Lemma 9.6.3. Let $p \in[1,+\infty)$ and $k \in \mathbb{N}$. Then $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $W^{k, p}\left(\mathbb{R}^{n}\right)$. More precisely, defining for $\epsilon>0, \rho \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\int \rho(t) d t=1, \chi \in$ $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ equal to 1 on a neighborhood of $0, \rho_{\epsilon}(x)=\epsilon^{-n} \rho(x / \epsilon), \chi_{\epsilon}(x)=\chi(\epsilon x)$ and

$$
\begin{equation*}
R_{\epsilon} u=\rho_{\epsilon} * \chi_{\epsilon} u \tag{9.6.2}
\end{equation*}
$$

we have $\lim _{\epsilon \rightarrow 0} R_{\epsilon} u=u$ with convergence in $W^{k, p}\left(\mathbb{R}^{n}\right)$.
Proof. Let $u \in W^{k, p}\left(\mathbb{R}^{n}\right)$. The sequence of compactly supported functions ( $\chi_{\epsilon} u$ ) converges in $L^{p}\left(\mathbb{R}^{n}\right)$ towards $u$. We have also

$$
R_{\epsilon} u-u=\rho_{\epsilon} *\left(\chi_{\epsilon} u-u\right)+\rho_{\epsilon} * u-u
$$

so that $\left\|R_{\epsilon} u-u\right\|_{L^{p}} \leq\left\|\chi_{\epsilon} u-u\right\|_{L^{p}}+\left\|\rho_{\epsilon} * u-u\right\|_{L^{p}}$ and the result for $k=0$. For $|\alpha| \leq k$, we have

$$
\partial^{\alpha} R_{\epsilon} u-\partial^{\alpha} u=\rho_{\epsilon} * \partial^{\alpha}\left(\chi_{\epsilon} u\right)-\partial^{\alpha} u=\rho_{\epsilon} *\left(\left[\partial^{\alpha}, \chi_{\epsilon}\right] u\right)+\rho_{\epsilon} *\left(\chi_{\epsilon} \partial^{\alpha} u\right)-\partial^{\alpha} u
$$

entailing

$$
\left\|\partial^{\alpha} R_{\epsilon} u-\partial^{\alpha} u\right\|_{L^{p}} \leq\left\|R_{\epsilon} \partial^{\alpha} u-\partial^{\alpha} u\right\|_{L^{p}}+\sum_{\substack{\beta \leq \alpha \\|\beta| \geq 1}} \frac{\alpha!}{\beta!} \epsilon^{|\beta|} \| \rho_{\epsilon} *\left(\left(\partial^{\beta} \chi\right)_{\epsilon} \partial^{\alpha-\beta} u \|_{L^{p}}\right.
$$

which implies convergence in $W^{k, p}\left(\mathbb{R}^{n}\right)$ of $R_{\epsilon} u$.

Theorem 9.6.4. Let $n \geq 2$ be an integer and let $p, q \in[1,+\infty)$ such that $\frac{1}{p}=\frac{1}{n}+\frac{1}{q}$. Then we have the continuous embedding

$$
W^{1, p}\left(\mathbb{R}^{n}\right) \hookrightarrow L^{q}\left(\mathbb{R}^{n}\right)=W^{0, q}\left(\mathbb{R}^{n}\right)
$$

and there exists $C(p, n)>0$ such that for all $u \in W^{1, p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\|u\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C(p, n)\|\nabla u\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{9.6.3}
\end{equation*}
$$

Remark 9.6.5. Note that when $p$ ranges in the interval $[1, n)$, we have $q=\frac{n p}{n-p}$ ranging in $\left[\frac{n}{n-1},+\infty\right)$. We shall use the notation

$$
\begin{equation*}
p^{*}(n)=\frac{n p}{n-p} \quad \text { for the Sobolev conjugate exponent. } \tag{9.6.4}
\end{equation*}
$$

We may note here that in the limiting case $p=n, q=+\infty$, the above inclusion does not hold for $n \geq 2$ (however Remark 9.6 .6 shows that it is true for $n=1$ ). Let $\beta \in\left(\frac{1}{n}, 1\right)$ and $w(x)=\chi(x)(\ln |x|)^{1-\beta} /(1-\beta)$, where $\chi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$ is equal to 1 on $B(0,1 / 4)$ and is supported in $B(0,1 / 2)$. We have

$$
\begin{aligned}
& (\nabla w)(x)=(\ln |x|)^{-\beta}|x|^{-1} \frac{x}{|x|} \chi(x)+C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right) \\
& \quad \Longrightarrow\|\nabla w\|_{L^{n}}^{n} \leq C+C \int_{0}^{1 / 2} r^{n-1} r^{-n}|\ln r|^{-\beta n} d r=C+\int_{2}^{+\infty} \frac{d R}{R|\ln R|^{\beta n}}<+\infty
\end{aligned}
$$

since $n \beta>1$. The function $w$ is also in $L^{n}\left(\mathbb{R}^{n}\right)$ since

$$
\|w\|_{L^{n}}^{n} \leq C_{1} \int_{0}^{1 / 2} r^{n-1}|\ln r|^{(1-\beta) n} d r=C_{1} \int_{2}^{+\infty} \frac{(\ln R)^{(1-\beta) n} d R}{R^{n+1}}<+\infty
$$

However $w$ does not belong to $L^{\infty}$ since $\beta<1$.
Remark 9.6.6. In the case $n=1$, we have then $p=1, q=+\infty$ and it is indeed true that $W^{1,1}(\mathbb{R}) \hookrightarrow L^{\infty}(\mathbb{R})$. Let $u \in W^{1,1}(\mathbb{R})$. In the proof of Theorem 9.5.4, we have shown the density of $C_{c}^{1}(\mathbb{R})$ in $W^{1,1}(\mathbb{R})$ : let $\left(\phi_{k}\right)$ be a sequence of functions of $C_{c}^{1}(\mathbb{R})$ converging in $W^{1,1}(\mathbb{R})$. We have

$$
u(x)=u(x)-\phi_{k}(x)+\int_{-\infty}^{x} \phi_{k}^{\prime}(t) d t \Longrightarrow|u(x)| \leq\left|u(x)-\phi_{k}(x)\right|+\left\|\phi_{k}^{\prime}\right\|_{L^{1}(\mathbb{R})}
$$

and thus $|u(x)| \leq\left|u(x)-\phi_{k}(x)\right|+\left\|\phi_{k}^{\prime}-u^{\prime}\right\|_{L^{1}(\mathbb{R})}+\left\|u^{\prime}\right\|_{L^{1}(\mathbb{R})}$. We may find a subsequence of $\left(\phi_{k}\right)$ converging almost everywhere to $u$ so that we have a.e.,

$$
|u(x)| \leq\left\|u^{\prime}\right\|_{L^{1}(\mathbb{R})} \Longrightarrow u \in L^{\infty}(\mathbb{R}),\|u\|_{L^{\infty}(\mathbb{R})} \leq\left\|u^{\prime}\right\|_{L^{1}(\mathbb{R})}
$$

Proof of Theorem 9.6.4. Let $u \in W^{1, p}\left(\mathbb{R}^{n}\right)$. Then from Lemma 9.6.3, we have $\lim _{\epsilon} R_{\epsilon} u=u$ in $W^{1, p}\left(\mathbb{R}^{n}\right)$. Moreover from Lemma 9.6.1, we find that

$$
\left\|R_{\epsilon} u\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C(p, n)\left\|\nabla R_{\epsilon} u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}
$$

This inequality proves that $\left(R_{\epsilon} u\right)$ is a Cauchy sequence in $L^{q}\left(\mathbb{R}^{n}\right)$, thus converging towards some $v \in L^{q}\left(\mathbb{R}^{n}\right)$. Since $\left(R_{\epsilon} u\right)$ converges towards $u$ in $W^{1, p}\left(\mathbb{R}^{n}\right)$, we find for $\phi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\langle v, \phi\rangle=\lim _{\epsilon} \int\left(R_{\epsilon} u\right) \phi d x=\langle u, \phi\rangle \Longrightarrow v=u, \quad u \in L^{q}\left(\mathbb{R}^{n}\right)
$$

Passing to the limit with respect to $\epsilon$ in the inequality above gives (9.6.3).
Theorem 9.6.7. Let $0 \leq l<k$ be integers, and let $1 \leq p<q<+\infty$ be real numbers such that

$$
\frac{k-l}{n}=\frac{1}{p}-\frac{1}{q} . \quad \text { Then } W^{k, p}\left(\mathbb{R}^{n}\right) \hookrightarrow W^{l, q}\left(\mathbb{R}^{n}\right)
$$

Proof. If $n=1$, we should have $p=1, q=+\infty, k=l+1$, and we have already seen that $W^{1,1}(\mathbb{R}) \hookrightarrow W^{0, \infty}(\mathbb{R})$, with

$$
\begin{aligned}
& \|u\|_{L^{\infty}} \leq \frac{1}{2}\left\|u^{\prime}\right\|_{L^{1}} \text { for } u, u^{\prime} \in L^{1} \\
& \quad \Longrightarrow \text { for } l \in \mathbb{N} \text { and } u^{(l)}, u^{(l+1)} \in L^{1}(\mathbb{R}),\left\|u^{(l)}\right\|_{L^{\infty}} \leq \frac{1}{2}\left\|u^{(l+1)}\right\|_{L^{1}}
\end{aligned}
$$

which implies for $l \in \mathbb{N}, W^{1+l, 1}(\mathbb{R}) \hookrightarrow W^{l, \infty}(\mathbb{R})$. We assume now $n \geq 2$ and we note that Theorem 9.6.4 tackles the case $k=1, l=0$ with the estimate

$$
\forall u \in W^{1, p}\left(\mathbb{R}^{n}\right), \quad\|u\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C(p, n)\|\nabla u\|_{L^{p}\left(\mathbb{R}^{n}\right)}, \quad \frac{1}{p}-\frac{1}{q}=\frac{1}{n}
$$

We note that this implies

$$
\forall u \in W^{1+l, p}\left(\mathbb{R}^{n}\right), \quad\left\|\nabla^{l} u\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C(p, n)\left\|\nabla^{l+1} u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}, \quad \frac{1}{p}-\frac{1}{q}=\frac{1}{n}
$$

which deals with the case $k=l+1$. Let us assume that for $k-l=\nu \geq 1$, we have proven

$$
\forall u \in W^{\nu+l, p}\left(\mathbb{R}^{n}\right), \quad\left\|\nabla^{l} u\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C(p, n)\left\|\nabla^{l+\nu} u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}, \quad \frac{1}{p}-\frac{1}{q}=\frac{\nu}{n}
$$

This implies that for

$$
\begin{gathered}
\frac{1}{p_{\nu+1}}-\frac{1}{q_{\nu+1}}=\frac{\nu+1}{n}, \quad \frac{1}{p_{\nu+1}}-\frac{1}{q_{\nu+1}}-\frac{1}{n}=\frac{\nu}{n} \\
\forall u \in W^{\nu+l+1, p_{\nu+1}}\left(\mathbb{R}^{n}\right),\left\|\nabla^{l+1} u\right\|_{L^{q_{\nu}}\left(\mathbb{R}^{n}\right)} \leq C\left(p_{\nu+1}, n\right)\left\|\nabla^{l+1+\nu} u\right\|_{L^{p_{\nu+1}}\left(\mathbb{R}^{n}\right)}
\end{gathered}
$$

with $\frac{1}{p_{\nu+1}}-\frac{1}{q_{\nu}}=\frac{\nu}{n}, q_{\nu}=\frac{n q_{\nu+1}}{n+q_{\nu+1}}$. But we have

$$
\left\|\nabla^{l} u\right\|_{L^{r}\left(\mathbb{R}^{n}\right)} \leq C\left(q_{\nu}, n\right)\left\|\nabla^{l+1} u\right\|_{L^{q_{\nu}}\left(\mathbb{R}^{n}\right)}, \frac{1}{q_{\nu}}-\frac{1}{r}=\frac{1}{n}
$$

so that $\frac{1}{r}=\frac{1}{q_{\nu+1}}+\frac{1}{n}-\frac{1}{n}$, i.e., $r=q_{\nu+1}$. We have thus proven by induction on $\nu$ that

$$
\forall u \in W^{\nu+l, p}\left(\mathbb{R}^{n}\right), \quad\left\|\nabla^{l} u\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C(p, n)\left\|\nabla^{l+\nu} u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}, \quad \frac{1}{p}-\frac{1}{q}=\frac{\nu}{n}
$$

proving the sought result.
Remark 9.6.8. We have proven above that

$$
W^{k, p}\left(\mathbb{R}^{n}\right) \hookrightarrow W^{l, q}\left(\mathbb{R}^{n}\right), \quad \text { for } \quad \frac{k-l}{n}=\frac{1}{p}-\frac{1}{q}, \quad 1 \leq p<q<+\infty
$$

Note that in this formula, we have $k>l$ but $p<q$ so that the functions in $W^{k, p}$ have more derivatives but less Lebesgue regularity than the functions in $W^{l, q}$. This means that we can somehow trade some regularity in terms of derivatives (first index $k>l$ ) to buy some $L^{q}$ regularity according to the fixed exchange rate given by $\frac{k-l}{n}=\frac{1}{p}-\frac{1}{q}$. We see also that Lebesgue regularity is a non-convertible currency which cannot buy a derivative regularity.

### 9.7 Notes

A more general definition of Sobolev spaces $W^{s, p}\left(\mathbb{R}^{n}\right)$ for $p \in(1,+\infty)$ and $s \in \mathbb{R}$ is

$$
\begin{equation*}
W^{s, p}\left(\mathbb{R}^{n}\right)=\left\{u \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right),\left\langle D_{x}\right\rangle^{s} u \in L^{p}\left(\mathbb{R}^{n}\right)\right\} \tag{9.7.1}
\end{equation*}
$$

with $\left\langle\widehat{\left.D_{x}\right\rangle^{s} u}=\langle\xi\rangle^{s} \hat{u}(\xi),\langle\xi\rangle=\left(1+|\xi|^{2}\right)^{1 / 2}\right.$, which makes sense since $\langle\xi\rangle^{s}$ belongs to the space $\mathscr{O}_{M}\left(\mathbb{R}^{n}\right)$ of multipliers of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ (see Definition 8.1.21). The general study of these spaces is not much more difficult than what we have done above for $s \in \mathbb{N}$, but a simple exposition would require some basic study of the Fourier multiplier $\langle\xi\rangle^{s}$, i.e., of the operator $\left\langle D_{x}\right\rangle^{s}$. For instance, we would have to prove $L^{p}$ boundedness $(p \in(1,+\infty))$ for the operators $D_{x_{j}}\left\langle D_{x}\right\rangle^{-1}$, and here also a simplifying point of view would certainly be required to introduce elementary facts about pseudodifferential operators. We felt that a five-hundred-page book does not need a hundred more and decided to end the book here. Some information on the topic of pseudodifferential operators can be found in Chapter 18 in the third volume of Hörmander's treatise on Linear Partial Differential Operators [32] and also in the book [41] and the references therein.

The names of mathematicians encountered in this chapter follow.
Arnaud Denjoy (1884-1974) was a French mathematician.
Ralph Henstock (1923-2007) was an English mathematician.
Jaroslav Kurzweil (born 1926) is a Czech mathematician.
Emilio Gagliardo (1930-2008) was an Italian mathematician.

Ernst Lindelöf (1870-1946) is a Finnish mathematician.
Józef Marcinkiewicz (1910-1940) was a Polish mathematician. He died probably during the Katyn killings perpetrated by the NKVD (Soviet secret police).
Louis Nirenberg (born 1925) is a Canadian-born American mathematician.
Oskar Perron (1880-1975) was a German mathematician.
Lars Phragmén (1863-1937) was a Swedish mathematician.
Olof Thorin (1912-2004) was a Swedish mathematician.
Norbert Wiener (1894-1964) was a prominent American scientist, one of the founders of modern harmonic analysis and computer science.

### 9.8 Exercises

Exercise 9.8.1. Let $p, q, r \in[1,2]$ such that (6.2.1) holds. Let $u \in L^{p}\left(\mathbb{R}^{n}\right), v \in$ $L^{q}\left(\mathbb{R}^{n}\right)$. Prove that $\hat{u} \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right), v \in L^{q^{\prime}}\left(\mathbb{R}^{n}\right)$ and that the product $\hat{u} \hat{v}$ belongs to $L^{r^{\prime}}\left(\mathbb{R}^{n}\right)$. Show that

$$
u * v \in L^{r}\left(\mathbb{R}^{n}\right) \text { and } \quad \widehat{u * v}=\hat{u} \hat{v}
$$

Answer. The fact that $u * v$ belongs to $L^{r}$ follows from Young's inequality and we have $\hat{u} \in L^{p^{\prime}}, \hat{v} \in L^{q^{\prime}}$ from the Hausdorff-Young Theorem. This implies from Hölder's inequality that the product $\hat{u} \hat{v}$ belongs to $L^{r^{\prime}}$ since

$$
\int|\hat{u}|^{r^{\prime}}|\hat{v}|^{r^{\prime}} d \xi \leq\left(\int|\hat{u}|^{s r^{\prime}} d \xi\right)^{1 / s}\left(\int|\hat{v}|^{s^{\prime} r^{\prime}} d \xi\right)^{1 / s^{\prime}}
$$

where we may choose

$$
s=\frac{p^{\prime}}{r^{\prime}} \Longrightarrow \frac{1}{s^{\prime}}=1-\frac{r^{\prime}}{p^{\prime}}=r^{\prime}\left(\frac{1}{r^{\prime}}-\frac{1}{p^{\prime}}\right)=\frac{r^{\prime}}{q^{\prime}} \Longrightarrow r^{\prime} s^{\prime}=q^{\prime}
$$

The above argument extends when $r^{\prime}=+\infty$ (which implies $p^{\prime}=q^{\prime}=+\infty$ so that $p=q=r=1$ and $\hat{u}, \hat{v}$ belong to $\left.L^{\infty}\right)$. We have thus

$$
\begin{equation*}
\|\widehat{u * v}\|_{L^{r^{\prime}}\left(\mathbb{R}^{n}\right)} \leq\|\hat{u}\|_{L^{p^{\prime}}\left(\mathbb{R}^{n}\right)}\|\hat{v}\|_{L^{q^{\prime}}\left(\mathbb{R}^{n}\right)} \leq\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}\|v\|_{L^{q}\left(\mathbb{R}^{n}\right)} \tag{9.8.1}
\end{equation*}
$$

To get that $\widehat{u * v}=\hat{u} \hat{v}$, it is enough to prove it for $u, v$ in the Schwartz space since then we shall obtain with $\varphi_{k}, \psi_{k} \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ such that $\lim _{k} \varphi_{k}=u$ in $L^{p}$, $\lim _{k} \psi_{k}=v$ in $L^{q}$, thanks to (9.8.1),

$$
\hat{u} \hat{v}=\underbrace{\lim _{k} \widehat{\varphi_{k}}}_{\begin{array}{c}
\text { limit } \\
\text { in } L^{p^{\prime}}
\end{array}} \underbrace{}_{\text {in } L^{q^{\prime}}} \lim _{l} \widehat{\psi_{l}} \quad=\underbrace{\lim _{k} \widehat{\varphi_{k} * \psi_{k}}}_{\begin{array}{c}
\text { limit } \\
\text { in } L^{r^{\prime}}
\end{array}}=\widehat{u * v}
$$

Formula (8.1.12) gives the result.

Exercise 9.8.2. Show that if $T$ satisfies the assumptions of Theorem 9.2.3 with $r=+\infty$ and

$$
t \omega(t, T u) \leq c_{1}\|u\|_{L^{1}}, \quad\|T u\|_{L^{\infty}} \leq c_{\infty}\|u\|_{L^{\infty}}
$$

then for $1<p<+\infty$, we have

$$
\|T u\|_{L^{p}} \leq \frac{p^{1+\frac{1}{p}}}{p-1} c_{1}^{1 / p} c_{\infty}^{1 / p^{\prime}}\|u\|_{L^{p}}
$$

Answer. We have only to revisit the proof of Theorem 9.2 .3 while paying more attention to the choice of the various constants. We write for $u \in L^{1}+L^{\infty}, t>0$, $\alpha>c_{\infty}$,

$$
\begin{equation*}
u=\underbrace{u \mathbf{1}_{\{|u|>t / \alpha\}}}_{u_{1}}+\underbrace{u \mathbf{1}_{\{|u| \leq t / \alpha\}}}_{u_{2}}, \tag{9.8.2}
\end{equation*}
$$

and this gives

$$
|(T u)(x)| \leq\left|\left(T u_{1}\right)(x)\right|+\left|\left(T u_{2}\right)(x)\right| \leq\left|\left(T u_{1}\right)(x)\right|+\left\|u_{2}\right\|_{L^{\infty}} \leq\left|\left(T u_{1}\right)(x)\right|+\frac{c_{\infty} t}{\alpha}
$$

so that we find the inclusion

$$
\{x,|(T u)(x)|>t\} \subset\left\{x,\left|\left(T u_{1}\right)(x)\right|>t\left(1-c_{\infty} \alpha^{-1}\right)\right\} .
$$

The weak-type $(1,1)$ assumption reads $t \omega(t, T v) \leq c_{1}\|v\|_{L^{1}}$ so that

$$
\begin{equation*}
\omega\left(t\left(1-c_{\infty} \alpha^{-1}\right), T u_{1}\right) \leq \frac{c_{1}}{t\left(1-c_{\infty} \alpha^{-1}\right)} \int_{|u|>t / \alpha}|u| d x . \tag{b}
\end{equation*}
$$

Applying Formula (9.2.6) to Tu, we find, using Tonelli's theorem and $1<p<+\infty$,

$$
\begin{aligned}
\|T u\|_{L^{p}}^{p} & =p \int_{0}^{+\infty} t^{p-1} \omega(t, T u) d t \\
(\text { from (\#)) } & \leq p \int_{0}^{+\infty} t^{p-1} \omega\left(t\left(1-c_{\infty} \alpha^{-1}\right), T u_{1}\right) d t \\
(\text { from (b)) } & \leq p \int_{0}^{+\infty} t^{p-1} \frac{c_{1}}{t\left(1-c_{\infty} \alpha^{-1}\right)} \int_{|u|>t / \alpha}|u| d x d t \\
& =\frac{p c_{1}}{1-c_{\infty} \alpha^{-1}} \iint_{\mathbb{R}_{+} \times \mathbb{R}^{n}} t^{p-2} H(\alpha|u(x)|-t)|u(x)| d t d x \\
& =\frac{p c_{1}}{\left(1-c_{\infty} \alpha^{-1}\right)(p-1)} \int_{\mathbb{R}^{n}}(\alpha|u(x)|)^{p-1}|u(x)| d x \\
& =\frac{\alpha^{p-1} p c_{1}}{\left(1-c_{\infty} \alpha^{-1}\right)(p-1)}\|u\|_{L^{p}}^{p} .
\end{aligned}
$$

We check now for $\alpha=\lambda c_{\infty}$ with $\lambda>1$ (assuming of course $c_{\infty}>0$ ),

$$
\frac{\alpha^{p-1} p c_{1}}{\left(1-c_{\infty} \alpha^{-1}\right)(p-1)}=p^{\prime} c_{1} \frac{\lambda^{p} c_{\infty}^{p-1}}{\lambda-1} .
$$

We have proven that for any $\lambda>1$,

$$
\sup _{\|u\|_{L^{p}=1}}\|T u\|_{L^{p}} \leq\left(p^{\prime} c_{1}\right)^{1 / p} \frac{\lambda}{(\lambda-1)^{1 / p}} c_{\infty}^{1 / p^{\prime}}
$$

so that choosing $\lambda=p /(p-1)$ gives the sought answer.
Exercise 9.8.3. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ be an $L_{\text {loc }}^{1}$ function. Prove that $\mathcal{M}_{f}$ is a measurable function (see Definition 9.3.1).

Answer. For each $t>0$ the function $\mathbb{R}^{n} \times \mathbb{R}^{n} \ni(x, z) \mapsto f(x+t z)$ is measurable (from Theorem 1.2.7) and Proposition 4.1.3 implies that

$$
x \mapsto|B(x, t)|^{-1} \int_{B(x, t)}|f(y)| d y=\left|\mathbb{B}^{n}\right|^{-1} \int_{\mathbb{B}^{n}}|f(x+t z)| d z
$$

is measurable. Proposition 1.3.1 proves that

$$
\widetilde{\mathcal{M}}_{f}(x)=\sup _{t \in \mathbb{Q}_{+}^{*}} \int_{\mathbb{B}^{n}}|f(x+t z)| d z
$$

is measurable. Let $\epsilon>0$ be given. Let us consider $t>0$ and $0<s \in \mathbb{Q}$ such that $t \leq s \leq t(1+\epsilon)$; we have

$$
\frac{1}{t^{n}\left|\mathbb{B}^{n}\right|} \int_{B(x, t)}|f(y)| d y \leq \frac{1}{t^{n}\left|\mathbb{B}^{n}\right|} \int_{B(x, s)}|f(y)| d y \leq\left(\frac{s}{t}\right)^{n} \widetilde{\mathcal{M}}_{f}(x) \leq(1+\epsilon)^{n} \widetilde{\mathcal{M}}_{f}(x)
$$

which implies $\mathcal{M}_{f}(x) \leq(1+\epsilon)^{n} \widetilde{\mathcal{M}}_{f}(x)$. Since $\widetilde{\mathcal{M}}_{f}(x) \leq \mathcal{M}_{f}(x)$, we find that for any $\epsilon>0, \mathcal{M}_{f}(x) \leq(1+\epsilon)^{n} \widetilde{\mathcal{M}}_{f}(x) \leq(1+\epsilon)^{n} \mathcal{M}_{f}(x)$, proving that $\mathcal{M}_{f}$ is equal to the measurable $\widetilde{\mathcal{M}}_{f}$ (this works in particular when $\mathcal{M}_{f}(x)=+\infty$ ).

Exercise 9.8.4. Show that Theorem 9.4.1 holds for $f \in L_{\mathrm{loc}}^{1}(\Omega)$ where $\Omega$ is an open subset of $\mathbb{R}^{n}$.

Answer. Using Exercise 2.8.10, we find a sequence $\left(K_{j}\right)_{j \geq 1}$ of compact subsets of $\Omega$ such that $K_{j} \subset \stackrel{\circ}{K}_{j+1}$ and $\Omega=\cup_{j \geq 1} K_{j}$; Exercise 2.8 .7 provides a function $\varphi_{j} \in C_{\mathrm{c}}^{\infty}\left(\stackrel{\circ}{K}_{j+1}\right)$ equal to 1 on $K_{j}$. We may now consider the $L^{1}\left(\mathbb{R}^{n}\right)$ function $\varphi_{j} f$ and apply Theorem 9.4.1: we find a measurable set $L_{j}$ such that $\lambda_{n}\left(L_{j}^{c}\right)=0$ so that

$$
\forall x \in L_{j}, \quad \lim _{r \rightarrow 0} \int_{B(x, r)}\left|\varphi_{j}(y) f(y)-\varphi_{j}(x) f(x)\right| d y=0
$$

In particular, for $j \geq 2$ and $x \in K_{j-1} \cap L_{j}$, we have $x \in \stackrel{\circ}{K}_{j}$ so that $B(x, r) \subset K_{j}$ for $r>0$ small enough and this gives $\forall x \in K_{j-1} \cap L_{j}$,

$$
0=\lim _{r \rightarrow 0} \int_{B(x, r)}\left|\varphi_{j}(y) f(y)-\varphi_{j}(x) f(x)\right| d y=\lim _{r \rightarrow 0} \int_{B(x, r)}|f(y)-f(x)| d y
$$

As a result the conclusion holds whenever $x \in L=\cup_{j \geq 2}\left(K_{j-1} \cap L_{j}\right)$ which is a measurable subset of $\Omega$. On the other hand we have

$$
L^{c} \cap \Omega=\Omega \cap \bigcap_{j \geq 2}\left(K_{j-1}^{c} \cup L_{j}^{c}\right) \subset \cup_{j \geq 2} L_{j}^{c} \cup \underbrace{\left(\Omega \cap \cap_{j \geq 2} K_{j-1}^{c}\right)}_{=\emptyset},
$$

so that $\lambda_{n}\left(L^{c} \cap \Omega\right)=0$.
Exercise 9.8.5. Let $F$ be defined on $\mathbb{R}$ by $F(0)=0$ and for $x \neq 0, F(x)=$ $x^{2} \sin \left(x^{-2}\right)$.
(1) Prove that $F$ is differentiable everywhere and calculate its derivative $F^{\prime}$.
(2) Prove that $F^{\prime}$ is not locally integrable.
(3) Prove that the weak derivative of $F$ is not a Radon measure.

Answer. (1) Differentiability outside 0 is obvious with

$$
x \neq 0, \quad F^{\prime}(x)=2 x \sin \left(x^{-2}\right)-2 x^{-1} \cos \left(x^{-2}\right), \quad F^{\prime}(0)=\lim _{x \rightarrow 0} x \sin \left(x^{-2}\right)=0
$$

We note in particular that $F^{\prime}$ is not continuous since $F^{\prime}\left(\frac{1}{\sqrt{2 k \pi}}\right)=-2 \sqrt{2 k \pi}$ for $k \in \mathbb{N}^{*}$.
(2) Since $2 x \sin \left(x^{-2}\right)$ is locally bounded, we have to prove that $x^{-1} \cos \left(x^{-2}\right)$ is not locally integrable:

$$
\int_{0}^{1}\left|\cos \left(x^{-2}\right)\right| x^{-1} d x=\frac{1}{2} \int_{1}^{+\infty}|\cos t| \frac{d t}{t}=+\infty \quad \text { (see Exercise 2.8.20). }
$$

(3) The weak derivative $f$ of $F$ is defined as a linear form on $C_{\mathrm{c}}^{\infty}(\mathbb{R})$ functions (or as a tempered distribution, cf. Chapter 8 with Definition 8.1.8), with

$$
\left\langle F^{\prime}, \varphi\right\rangle=-\int_{\mathbb{R}} F(x) \varphi^{\prime}(x) d x
$$

Let us assume that $\varphi$ is supported in $(0,+\infty)$ : we have then

$$
\left\langle F^{\prime}, \varphi\right\rangle=\int\left(2 x \sin \left(x^{-2}\right)-2 x^{-1} \cos \left(x^{-2}\right)\right) \varphi(x) d x
$$

We choose now $\varphi_{k} \in C_{\mathrm{c}}^{\infty}\left(\left(a_{k}, b_{k}\right) ;[0,1]\right)$ with $k \in \mathbb{N}^{*}$,

$$
a_{k}=\left(2 \pi k+\frac{\pi}{4}\right)^{-1 / 2}, \quad b_{k}=\left(2 \pi k-\frac{\pi}{4}\right)^{-1 / 2}
$$

so that $x \in\left(a_{k}, b_{k}\right) \Longrightarrow x^{-2} \in\left(2 \pi k-\frac{\pi}{4}, 2 \pi k+\frac{\pi}{4}\right) \Longrightarrow \cos \left(x^{-2}\right) \in\left(2^{-1 / 2}, 1\right]$. As a result, we have

$$
\int_{a_{k}}^{b_{k}} x^{-1} \cos \left(x^{-2}\right) \varphi_{k}(x) d x \geq 2^{-1 / 2}\left(2 \pi k-\frac{\pi}{4}\right)^{1 / 2} \int_{a_{k}}^{b_{k}} \varphi_{k}(x) d x
$$

We may also assume that $\varphi_{k}$ equals 1 on $\left[\left(2 \pi k+\frac{\pi}{6}\right)^{-1 / 2},\left(2 \pi k-\frac{\pi}{6}\right)^{-1 / 2}\right]$, implying

$$
\int_{a_{k}}^{b_{k}} x^{-1} \cos \left(x^{-2}\right) \varphi_{k}(x) d x \geq 2^{-1 / 2}\left(2 \pi k-\frac{\pi}{4}\right)^{1 / 2} \frac{\pi}{3} \frac{1}{2}\left(2 \pi k+\frac{\pi}{6}\right)^{-3 / 2} \geq c_{0} k^{-1}
$$

Since the intervals $\left(a_{k}, b_{k}\right)$ are pairwise disjoint, the function

$$
\Phi_{N}(x)=\sum_{1 \leq k \leq N} \varphi_{k}(x)
$$

is such that $\Phi_{N} \in C_{\mathrm{c}}^{\infty}((0,+\infty) ;[0,1])$ and

$$
\left\langle F^{\prime}, \Phi_{N}\right\rangle \leq-c_{0} \sum_{1 \leq k \leq N} \frac{1}{k}+\int_{0}^{1} 2 x d x \underset{N \rightarrow+\infty}{\longrightarrow}-\infty
$$

Exercise 9.8.6. Let $\rho \in C_{c}\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right)$such that $\int \rho(z) d z=1$. We define for $\epsilon>0$, $\rho_{\epsilon}(x)=\epsilon^{-n} \rho(x / \epsilon)$ and the operator $R_{\epsilon}$ on $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
\left(R_{\epsilon} u\right)(x)=\int \rho_{\epsilon}(x-y) u(y) d y \tag{9.8.3}
\end{equation*}
$$

(1) Let $1 \leq p<+\infty$. Prove that if $u$ belongs to $L^{p}\left(\mathbb{R}^{n}\right), \lim _{\epsilon \rightarrow 0_{+}} R_{\epsilon} u=u$, with $L^{p}$ convergence. Moreover prove that for almost all $x, \lim _{\epsilon \rightarrow 0_{+}}\left(R_{\epsilon} u\right)(x)=$ $u(x)$.
(2) Let $u \in L^{\infty}\left(\mathbb{R}^{n}\right)$. Prove that for almost all $x, \lim _{\epsilon \rightarrow 0_{+}}\left(R_{\epsilon} u\right)(x)=u(x)$. Prove that $\left\|R_{\epsilon} u\right\|_{L^{\infty}} \leq\|u\|_{L^{\infty}}$.

Answer. (1) The proof of Theorem 3.4.3 answers the very first statement. Let us answer the two questions about a.e. convergence assuming only $u \in L_{\text {loc }}^{1}$ : we have $\left(R_{\epsilon} u\right)(x)-u(x)=\int(u(x-\epsilon z)-u(x)) \rho(z) d z$ so that for $N>0$, assuming as we may that $\operatorname{supp} \rho \subset \mathbb{B}^{n}$,

$$
\mathbf{1}_{\mathbb{B}^{n}}(x / N)\left|\left(R_{\epsilon} u\right)(x)-u(x)\right| \leq \mathbf{1}_{\mathbb{B}^{n}}(x / N)\|\rho\|_{L^{\infty}} \int_{z \in \operatorname{supp} \rho}|u(x-\epsilon z)-u(x)| d z
$$

We define $U(y)=\mathbf{1}_{(1+N) \mathbb{B}^{n}}(y) u(y)$ and we have for $\epsilon \leq 1$,

$$
\mathbf{1}_{\mathbb{B}^{n}}(x / N)\left|\left(R_{\epsilon} u\right)(x)-u(x)\right| \leq \mathbf{1}_{\mathbb{B}^{n}}(x / N)\|\rho\|_{L^{\infty}} \int \mathbf{1}_{\mathbb{B}^{n}}(z)|U(x-\epsilon z)-U(x)| d z
$$

From the Lebesgue differentiation theorem applied to the $L^{1}\left(\mathbb{R}^{n}\right)$ function $U$, we have for almost every $x, \lim _{\epsilon \rightarrow 0} \int \mathbf{1}_{\mathbb{B}^{n}}(z)|U(x-\epsilon z)-U(x)| d z=0$. For each positive
integer $N$, we find a set $L_{N}$ such that $\left|L_{N}^{c}\right|=0$ and

$$
\forall x \in N \mathbb{B}^{n} \cap L_{N}, \quad \lim _{\epsilon \rightarrow 0}\left(R_{\epsilon} u\right)(x)=u(x)
$$

Since $\left\{\cup_{N \geq 1}\left(N \mathbb{B}^{n} \cap L_{N}\right)\right\}^{c}=\cap_{N \geq 1}\left(\left(N \mathbb{B}^{n}\right)^{c} \cup L_{N}^{c}\right) \subset \cup_{N \geq 1} L_{N}^{c}$, which has measure 0 , this completes the proof of a.e. convergence.
(2) The inequality $\left\|R_{\epsilon} u\right\|_{L^{\infty}} \leq\|u\|_{L^{\infty}}$ follows trivially from the assumptions on $\rho$.

Exercise 9.8.7. Let $b \in L^{1}\left(\mathbb{R}^{n}\right)$, and $v \in L^{\infty}\left(\mathbb{R}^{n}\right)$. Prove that

$$
\lim _{\substack{t \rightarrow 0 \\ t \in \mathbb{R}^{n}}} \int|b(x) \| v(x+t)-v(x)| d x=0
$$

Answer. Let $R, \kappa$ be positive constants. We define

$$
A_{R, \kappa}(t)=\{x,|x| \leq R \text { and }|v(x+t)-v(x)|>\kappa\} .
$$

We have for $t \in \mathbb{R}^{n}$, for $|t| \leq R$,

$$
\begin{aligned}
& \lambda_{n}(\{x,|x| \leq R,|x+t|>R\})=\int_{|x| \leq R} H(|x+t|-R) d x \\
& \quad=R^{n} \int_{\mathbb{B}^{n}} H(|R y+t|-R) d y=R^{n} \int_{\mathbb{B}^{n}} H\left(\left|y+t R^{-1}\right|-1\right) d y \\
& \quad \leq R^{n} \int_{\mathbb{B}^{n}} H\left(|y|+|t| R^{-1}-1\right) d y=R^{n} n^{-1}\left|\mathbb{S}^{n-1}\right|\left(1-\left(1-|t| R^{-1}\right)^{n}\right) \\
& \quad \leq R^{n} n^{-1}\left|\mathbb{S}^{n-1}\right| n|t| R^{-1}=R^{n-1}\left|\mathbb{S}^{n-1}\right||t|
\end{aligned}
$$

We have also the estimates

$$
\begin{aligned}
\lambda_{n}\left(A_{R, \kappa}(t)\right) & \leq \frac{1}{\kappa} \int_{|x| \leq R,|x+t| \leq R}|v(x+t)-v(x)| d x+\lambda_{n}(\{x,|x| \leq R,|x+t|>R\}) \\
& \leq \frac{1}{\kappa}\left\|\tau_{-t} v_{R}-v_{R}\right\|_{L^{1}}+|t| R^{n-1}\left|\mathbb{S}^{n-1}\right|
\end{aligned}
$$

with $v_{R}(x)=v(x) \mathbf{1}(|x| \leq R)$ which is an $L^{1}\left(\mathbb{R}^{n}\right)$ function. This implies that for all $\kappa>0, R>0$ we have $\lim _{t \rightarrow 0} \lambda_{n}\left(A_{R, \kappa}(t)\right)=0$ and thus

$$
\begin{aligned}
& \limsup _{t \rightarrow 0} \int|b(x) \| v(x+t)-v(x)| d x \\
& \quad=\limsup _{t \rightarrow 0}\left\{\int_{|v(x+t)-v(x)| \leq \kappa}\left|b(x)\left\|v(x+t)-v(x)\left|d x+\int_{|v(x+t)-v(x)|>\kappa}\right| b(x)\right\| v(x+t)-v(x)\right| d x\right\} \\
& \quad \leq \kappa\|b\|_{L^{1}}+2\|v\|_{L^{\infty}} \limsup _{t \rightarrow 0} \int_{A_{R, \kappa}(t)}|b(x)| d x+2\|v\|_{L^{\infty}} \int_{|x|>R}|b(x)| d x \\
& \quad=\kappa\|b\|_{L^{1}}+2\|v\|_{L^{\infty}} \int_{|x|>R}|b(x)| d x .
\end{aligned}
$$

We infer the result from this inequality, letting $R \rightarrow+\infty$ and $\kappa \rightarrow 0_{+}$.

Exercise 9.8.8. For $p \in[1,2], t=1 / p$, draw the curve $[1 / 2,1] \mapsto t^{-t}(1-t)^{1-t}=$ $p^{1 / p} p^{-1 / p^{\prime}}$, related to the best constant in the Hausdorff-Young inequality (9.1.22). $\left(p^{1 / p} p^{\prime-1 / p^{\prime}}\right)^{n / 2}$.

Answer. We draw (see Figure 9.1) the graph of the function

$$
[1 / 2,1] \ni t \mapsto t^{-t}(1-t)^{1-t}
$$

with $t$ standing for $1 / p$.


Figure 9.1: Function $t^{-t}(1-t)^{1-t}, t \in[1 / 2,1]$.

## Chapter 10

## Appendix

### 10.1 Set theory, cardinals, ordinals

## Set theory

We shall assume that the reader is familiar with elementary set theory (e.g., definitions of union, intersection, products, of family of sets) and knows a little bit about Russell's paradox (see, e.g., Exercise 1.9.2). A simple introduction to the subject would be to solve the seven first exercises in Section 1.9. The notions of Cartesian product ${ }^{1}$, relations, equivalence relations, partitions, quotient set, functions, images and inverse images, as well as injectivity, surjectivity, bijectivity, composition of functions shall also be assumed to be familiar to the reader.

Definition 10.1.1. Let $E$ be a set and $\leq$ be a binary relation on $E$.
(1) The relation $\leq$ is said to be an order relation whenever it is reflexive $(x \leq x)$ antisymmetric $(x \leq y, y \leq x \Longrightarrow y=x)$ and transitive $(x \leq y, y \leq z \Longrightarrow x \leq$ $z)$.
(2) The order relation is said to be total whenever for any $(x, y) \in E^{2}$, either $x \leq y$ or $y \leq x$.
(3) An ordered set $(E, \leq)$ is said to be well ordered whenever every non-empty subset of $E$ has a smallest element, i.e.,

$$
\forall A \text { non-empty } \subset E, \exists a \in A, \quad \forall x \in A, a \leq x
$$

Note that the smallest element of a non-empty subset of $E$ is unique, when it exists.

[^54]Definition 10.1.2. Let $(E, \leq)$ be an ordered set.
(1) An element $a \in E$ is said to be maximal if $\{x \in E, x>a\}=\emptyset$.
(2) An element $a \in E$ is said to be the smallest (resp. largest) element in $E$ if for all $x \in E, x \geq a$ (resp. $x \leq a$ ). If a smallest (resp. largest) element exists, then it is unique.
(3) Let $X$ be a subset of $E$. An upper bound of $X$ is an element $M \in E$ such that $X \subset(\rightarrow, M]=\{x \in E, x \leq M\}$. A lower bound of $X$ is an element $m \in E$ such that $X \subset[m, \leftarrow)=\{x \in E, m \leq x\}$.
(4) Let $X$ be a subset of $E$. When the set of upper bounds (resp. lower bounds) is non-empty and has a smallest element $b$, we call that element the least upper bound or supremum (resp. greatest lower bound or infimum).

We state below the Axiom of Choice, Zorn's lemma and Zermelo's theorem, three statements that can be proven to be equivalent. The Axiom of Choice plays an important rôle in measure theory, since it is a key argument to find non-measurable sets (see Exercise 2.8.19).

Axiom of choice. ${ }^{2}$ Let $I$ be a set and let $\left(A_{i}\right)_{i \in I}$ be a family of non-empty sets. Then the Cartesian product $\prod_{i \in I} A_{i}$ is non-empty.

Zorn's lemma. Let $(X, \leq)$ be a non-empty inductive ordered set: if $Y$ is a totally ordered subset of $X$, there exists $x \in X$ which is an upper bound for $Y$. Then there exists a maximal element in $X$.

Zermelo's theorem. On any set $X$, one can define an order relation $\leq$ which makes $(X, \leq)$ a well-ordered set.

Obviously the set $\mathbb{N}$ of the natural integers with the usual order is indeed well ordered, and this is the basis for the familiar induction reasoning; considering a sequence $\left(\mathscr{P}_{n}\right)_{n \in \mathbb{N}}$ of statements such that $\mathscr{P}_{0}$ is true and $\forall n \in \mathbb{N}, \mathscr{P}_{n} \Longrightarrow \mathscr{P}_{n+1}$ we define

$$
S=\left\{n \in \mathbb{N}, \mathscr{P}_{n} \text { is not true }\right\}
$$

If $S$ is not empty, then it has a smallest element $s_{0}$ and necessarily $s_{0}>0$ since $\mathscr{P}_{0}$ is true; as a consequence $s_{0}-1 \in S^{c}$, so that $\mathscr{P}_{s_{0}-1}$ is true, implying that $\mathscr{P}_{s_{0}}$ is true, contradicting $s_{0} \in S$. As a result, $S$ should be empty and $\mathscr{P}_{n}$ is true for all $n \in \mathbb{N}$. In some sense, Zorn's lemma could be used in a similar way to handle a non-countable family of statements satisfying properties analogous to those of the countable family mentioned above (see Theorem 10.1.19). Of course, it is not difficult to equip a countable set $X$ with an order relation which makes it a well-ordered set: it suffices to use the bijection with a subset of $\mathbb{N}$. However, the set $\mathbb{Q}$ of rational numbers (which is countable), with the standard order is not a well-ordered set; consider for instance $T=\left\{x \in \mathbb{Q}_{+}, x^{2} \geq 2\right\}$, a set which

[^55]is bounded from below without a smallest element (exercise). This means that to construct an order relation on $\mathbb{Q}$ which makes it a well-ordered set, one has to use a different order than the classical one and, for instance, one may use an explicit bijection between $\mathbb{Q}$ and $\mathbb{N}$. The real difficulties begin when you want to construct an order relation on $\mathbb{R}$ which makes it a well-ordered set; naturally, one cannot use the standard order, e.g., since $] 0,1]$ does not have a smallest element, although it has the greatest lower bound 0 . So the construction of that order relation has no relationship with the standard order on the real line and is in fact a result of set theory, dealing with order relations on $\mathscr{P}(\mathbb{N})$, the set of subsets of $\mathbb{N}$.

## Cardinals

A non-empty finite set is defined as a set $X$ such that there exists $N \in \mathbb{N}^{*}$ and a bijection from $\{1, \ldots, N\}$ onto $X$. The empty set is also finite. If $N_{1}, N_{2} \in \mathbb{N}^{*}$ are such that there exists a bijection from $\left\{1, \ldots, N_{1}\right\}$ onto $\left\{1, \ldots, N_{2}\right\}$, this implies $N_{1}=N_{2}$. We can thus define the Cardinal (noted card $X$ ) of a finite set $X$ as its number of elements and $\operatorname{card} \emptyset=0$.

Lemma 10.1.3. Let $X$ be a set. The following properties are equivalent.
(i) $X$ is infinite, i.e., $X$ is not a finite set.
(ii) There exists a proper subset $Y$ of $X$ and a bijection from $X$ onto $Y$.
(iii) There exists an injection $\phi: X \longrightarrow X$ such that $\phi(X)$ is a proper subset of $X$.

Proof. Let us assume that $X$ is finite: then if $Y$ is a proper subset of $X$, its cardinal is strictly smaller than card $X$, and there cannot exist a bijection from $X$ onto $Y$ : this proves $(\mathrm{ii}) \Longrightarrow(\mathrm{i})$.

Let us assume now that $X$ is infinite: then $X$ cannot be empty. Let $x_{1} \in X$ and let us assume that for every $N \in \mathbb{N}^{*}$, there exists a subset $\left\{x_{1}, \ldots, x_{n}\right\} \subset X$ with $N$ elements: this is true for $n=1$ and assuming this for some $n \geq 1$, the set $\left\{x_{1}, \ldots, x_{n}\right\}$ must be proper in $X$ (otherwise $X$ would be finite) and thus there exists $x_{n+1} \in X$ such that $\operatorname{card}\left\{x_{1}, \ldots, x_{n}, x_{n+1}\right\}=n+1$. As a result, we find a subset $N \subset X$ such that there is a bijection $\phi$ from $\mathbb{N}$ onto $N$. We consider now the mapping $\Phi: X \longrightarrow N^{c} \cup \phi(2 \mathbb{N})$ defined by

$$
\begin{cases}\Phi(x)=x, & \text { if } x \in N^{c} \\ \Phi(x)=\phi\left(2 \phi^{-1}(x)\right), & \text { if } x \in N\end{cases}
$$

The mapping $\Phi$ is bijective with inverse mapping $\Psi$,

$$
\begin{cases}\Psi(x)=x, & \text { if } x \in N^{c} \\ \Psi(x)=\phi\left(\frac{1}{2} \phi^{-1}(x)\right), & \text { if } x \in \phi(2 \mathbb{N})\end{cases}
$$

Indeed, we have for $x \in N^{c},(\Phi \circ \Psi)(x)=x=(\Psi \circ \Phi)(x)$. For $x \in N$, we have

$$
(\Psi \circ \Phi)(x)=\Psi(\underbrace{\phi\left(2 \phi^{-1}(x)\right)}_{\in \phi(2 \mathbb{N})})=\phi\left(\frac{1}{2} \phi^{-1}\left(\phi\left(2 \phi^{-1}(x)\right)\right)\right)=x
$$

and for $x \in \phi(2 \mathbb{N}), x=\phi(2 n)$,

$$
(\Phi \circ \Psi)(x)=\Phi\left(\phi\left(\frac{1}{2} \phi^{-1}(x)\right)\right)=\Phi(\underbrace{\phi(n)}_{\in N})=\phi\left(2 \phi^{-1}(\phi(n))\right)=\phi(2 n)=x .
$$

Now the set $Y=N^{c} \cup \phi(2 \mathbb{N})$ is a proper subset of $X=N^{c} \cup \overbrace{\phi(2 \mathbb{N}) \cup \phi(2 \mathbb{N}+1)}^{\text {partition of } N}$ and $\Phi$ is a bijection from $X$ onto $Y$ : this proves $(\mathrm{i}) \Longrightarrow(\mathrm{ii})$. Since the equivalence between (ii) and (iii) is obvious, the proof of Lemma 10.1.3 is complete.

Remark 10.1.4. We get immediately that a subset of a finite set is finite and a superset of an infinite set is infinite.

Definition 10.1.5. Let $X, Y$ be two sets: they are said to be equipotent whenever there exists a bijective mapping $\phi: X \longrightarrow Y$.

Remark 10.1.6. We note that a set $X$ is equipotent to itself and for $X, Y, Z$ sets such that $X$ is equipotent to $Y$ and $Y$ is equipotent to $Z$, we find that $X$ is also equipotent to $Z$; also $X$ equipotent to $Y$ is equivalent to $Y$ equipotent to $X$. We refrain to say that equipotence is an equivalence relation since there is not a set of all sets. When two sets $X, Y$ are equipotent, we shall write symbolically card $X=\operatorname{card} Y$, without defining each side of the equality (note that it nevertheless consistent with the case where $X$ is finite).
Remark 10.1.7. We have defined on page 1 the notion of countable set: we have also proven there that a countable set is either finite or equipotent to $\mathbb{N}$ and that a countable union of countable sets is countable. A byproduct of the proof of Lemma 10.1.3 is that every infinite set contains a set equipotent to $\mathbb{N}$. We shall note $\aleph_{0}=\operatorname{card} \mathbb{N}$ (see Exercise 1.9.3).

Theorem 10.1.8. We have

$$
\operatorname{card}(\mathbb{N} \times \mathbb{N})=\operatorname{card} \mathbb{N}=\operatorname{card} \mathbb{Q}, \quad \operatorname{card} \mathbb{R}=\operatorname{card} \mathcal{P}(\mathbb{N})
$$

The set of real numbers is not countable.
Proof. The first equality is proven in Exercise 1.9.1, the second on page 2, the third equality and the last assertion in Exercise 1.9.5.

Theorem 10.1.9 (Schröder-Bernstein Theorem). Let $X, Y$ be two sets and let $f: X \longrightarrow Y, g: Y \longrightarrow X$ be injective mappings. Then there exists a bijective mapping from $X$ onto $Y$, i.e., card $X=\operatorname{card} Y$.

Proof. We set $A_{0}=X \backslash g(Y)$, and for $n \geq 0, A_{n+1}=g\left(f\left(A_{n}\right)\right)$. We define for $x \in X$,

$$
\Phi(x)= \begin{cases}f(x), & \text { if } x \in \cup_{n \geq 0} A_{n} \\ g^{-1}(x) & \text { otherwise }\end{cases}
$$

where $g^{-1}$ is the inverse mapping of the bijection $g: Y \rightarrow g(Y)$. Note that it is consistent since if $x \notin \cup_{n \geq 0} A_{n}$, then $x \in g(Y)$. The mapping $\Phi$ is one-to-one: let us assume that $\Phi\left(x^{\prime}\right)=\Phi\left(x^{\prime \prime}\right)$. Then if $x^{\prime}, x^{\prime \prime} \in \cup_{n \geq 0} A_{n}$, we find $f\left(x^{\prime}\right)=f\left(x^{\prime \prime}\right)$ and thus from the injectivity of $f$, we get $x^{\prime}=x^{\prime \prime}$. If $x^{\prime}, x^{\prime \prime} \notin \cup_{n \geq 0} A_{n}$, then we find $g^{-1}\left(x^{\prime}\right)=g^{-1}\left(x^{\prime \prime}\right)$ and since $g: Y \rightarrow g(Y)$ is bijective, we get $x^{\prime}=x^{\prime \prime}$. Let us check the case $x^{\prime} \in \cup_{n \geq 0} A_{n}, x^{\prime \prime} \notin \cup_{n \geq 0} A_{n}$ : we have then

$$
f\left(x^{\prime}\right)=g^{-1}\left(x^{\prime \prime}\right) \Longrightarrow g\left(f\left(x^{\prime}\right)\right)=x^{\prime \prime} \Longrightarrow x^{\prime \prime} \in \cup_{n \geq 0} g\left(f\left(A_{n}\right)\right)=\cup_{n \geq 0} A_{n+1}
$$

which contradicts the assumption on $x^{\prime \prime}$, proving injectivity for $\Phi$. Let us show now that $\Phi$ is onto: let $y \in Y$. If $y$ belongs to $\cup_{n \geq 0} f\left(A_{n}\right)=f\left(\cup_{n \geq 0} A_{n}\right)$, then $y=$ $f(x)=\Phi(x)$ for some $x \in \cup_{n \geq 0} A_{n}$. If $y \notin f\left(\cup_{n \geq 0} A_{n}\right)$, then $x=g(y) \notin \cup_{n \geq 0} A_{n}$ : otherwise

$$
\begin{aligned}
y & =g^{-1}(g(y)) \in \cup_{n \geq 0} g^{-1}\left(A_{n} \cap g(Y)\right)=\cup_{n \geq 0} g^{-1}\left(A_{n+1} \cap g(Y)\right) \\
& =\cup_{n \geq 0} g^{-1}\left(g\left(f\left(A_{n}\right)\right) \cap g(Y)\right) \underbrace{=}_{\begin{array}{c}
\text { injectivity } \\
\text { of } g
\end{array}} \cup_{n \geq 0} f\left(A_{n}\right)=f\left(\cup_{n \geq 0} A_{n}\right),
\end{aligned}
$$

contradicting the assumption on $y$. As a result, we have indeed $x=g(y) \notin \cup_{n \geq 0} A_{n}$ and $y=g^{-1}(x)=\Phi(x)$, which ends the proof.

Definition 10.1.10. Let $X, Y$ be two sets. We shall say that $\operatorname{card} X \leq \operatorname{card} Y$ if $X$ is equipotent to a subset of $Y$, i.e., if there exists an injection from $X$ into $Y$.

Remark 10.1.11. It follows from the Schröder-Bernstein theorem that card $X \leq$ $\operatorname{card} Y$ and card $Y \leq \operatorname{card} X$ imply card $X=\operatorname{card} Y$. On the other hand, it is obvious that $\operatorname{card} X \leq \operatorname{card} X$ and for $Z$ a third set,

$$
\operatorname{card} X \leq \operatorname{card} Y \text { and } \operatorname{card} Y \leq \operatorname{card} Z \Longrightarrow \operatorname{card} X \leq \operatorname{card} Z
$$

Again we shall refrain from claiming that we have found an order relation on cardinals, since in the first place we have not defined a cardinal and next, because there is not a set of all sets. We shall say that card $X<\operatorname{card} Y$ whenever card $X \leq$ $\operatorname{card} Y$ and $X$ is not equipotent to $Y$.

Theorem 10.1.12 (Cantor's Theorem). Let $X$ be a set and $\mathcal{P}(X)$ its powerset. Then $\operatorname{card} X<\operatorname{card} \mathcal{P}(X)$.

Proof. Cf. Exercise 1.9.2.

Let $\left(A_{i}\right)_{i \in I}$ be a family of sets. The disjoint union of this family is

$$
\begin{equation*}
\bigsqcup_{i \in I} A_{i}=\bigcup_{i \in I}\left(A_{i} \times\{i\}\right) \tag{10.1.1}
\end{equation*}
$$

We note that for $i^{\prime} \neq i^{\prime \prime}$ in $I$, we have $\left(A_{i^{\prime}} \times\left\{i^{\prime}\right\}\right) \cap\left(A_{i^{\prime \prime}} \times\left\{i^{\prime \prime}\right\}\right)=\emptyset$. Let $\left(A_{i}\right)_{i \in I}$ be a family of sets and let $\left(B_{i}\right)_{i \in I}$ be a family of sets such that for each $i \in I, A_{i}$ is equipotent to $B_{i}$. This implies obviously that $\bigsqcup_{i \in I} A_{i}$ is equipotent to $\bigsqcup_{i \in I} B_{i}$, so that we may define

$$
\begin{equation*}
\sum_{i \in I} \operatorname{card} A_{i}=\operatorname{card}\left(\bigsqcup_{i \in I} A_{i}\right) \tag{10.1.2}
\end{equation*}
$$

Also the Cartesian product $\prod_{i \in I} A_{i}$ is equipotent to $\prod_{i \in I} B_{i}$ so that we may define as well

$$
\begin{equation*}
\prod_{i \in I} \operatorname{card} A_{i}=\operatorname{card}\left(\prod_{i \in I} A_{i}\right) \tag{10.1.3}
\end{equation*}
$$

In particular sums and products of cardinals are commutative and associative. We have seen above $\aleph_{0}+\aleph_{0}=\aleph_{0}, \aleph_{0}^{2}=\aleph_{0}$.

Let $X, Y$ be two sets and let $Y^{X}$ be the set of all mappings from $X$ into $Y$ : this notation is justified by the fact that a mapping $\phi$ from $X$ into $Y$ is $(\phi(x))_{x \in X}$ where each $\phi(x)$ belongs to $Y$. Then if $X^{\prime}$ is equipotent to $X$ and $Y^{\prime}$ is equipotent to $Y$, we obtain obviously the equipotence of $Y^{X}$ with $Y^{\prime X^{\prime}}$ so that we may define

$$
\begin{equation*}
(\operatorname{card} Y)^{\operatorname{card} X}=\operatorname{card}\left(Y^{X}\right) \tag{10.1.4}
\end{equation*}
$$

For instance, we have proven in Exercises 1.9.3, 1.9.5,

$$
\begin{equation*}
2^{\operatorname{card} X}=\operatorname{card}(\mathcal{P}(X)), \quad \mathfrak{c}=\operatorname{card} \mathbb{R}=2^{\aleph_{0}}, \quad \aleph_{0}<\mathfrak{c} \tag{10.1.5}
\end{equation*}
$$

Lemma 10.1.13. Let $X$ be a set and let $\{\omega\}$ be a singleton. Then the set $X$ is infinite if and only if the disjoint union $X \sqcup\{\omega\}$ is equipotent to $X$. In other words, a cardinal number $x$ is infinite if and only if $x=x+1$.

Proof. Let $X$ be a finite set: then $\operatorname{card} X<1+\operatorname{card} X$. Let $X$ be an infinite set: then $X$ contains a set equipotent to $\mathbb{N}$, we may assume that it contains $\mathbb{N}$. We have then

$$
X=\mathbb{N} \sqcup(X \backslash \mathbb{N}) \quad \text { equipotent to } \underbrace{\{\omega\} \sqcup \mathbb{N}}_{\text {equipotent to } \mathbb{N}} \sqcup(X \backslash \mathbb{N})=X \sqcup\{\omega\}
$$

proving card $X=1+\operatorname{card} X$.
Remark 10.1.14. Let $X, Y, Z$ be three sets. Then $X \times(Y \sqcup Z)$ is equipotent to $(X \times Y) \sqcup(X \times Z)$ so that with $x=\operatorname{card} X, y=\operatorname{card} Y, z=\operatorname{card} Z$,

$$
x(y+z)=x y+x z
$$

Note also that $\emptyset \times X=\emptyset$, i.e., $0 x=0$.

Lemma 10.1.15. Let $X, Y, Z$ be three sets.
(1) The set $Z^{X \sqcup Y}$ is equipotent to $Z^{X} \times Z^{Y}$, so that, with $x=\operatorname{card} X, y=$ $\operatorname{card} Y, z=\operatorname{card} Z, z^{x+y}=z^{x} z^{y}$.
(2) The set $\left(Z^{Y}\right)^{X}$ is equipotent to $Z^{Y \times X}$, i.e., $\left(z^{y}\right)^{x}=z^{y x}$.
(3) The set $(X \times Y)^{Z}$ is equipotent to the set $X^{Z} \times Y^{Z}$, i.e., $(x y)^{z}=x^{z} y^{z}$.

Proof. We consider the mappings

$$
\begin{array}{ccccccc}
\Psi: \quad Z^{X} \sqcup Y & \longrightarrow & Z^{X} \times Z^{Y} \\
\phi & \mapsto & \left(\phi_{\mid X}, \phi_{\mid Y}\right) & \Gamma: & Z^{X} \times Z^{Y} & \longrightarrow & Z^{X \sqcup Y} \\
(f, g) & \mapsto & \Gamma(f, g)
\end{array}
$$

where, considering $X, Y$ as disjoint sets with union $X \sqcup Y$,

$$
\text { for } x \in X, \quad \Gamma(f, g)(x)=f(x), \quad \text { for } y \in Y, \quad \Gamma(f, g)(y)=g(y) .
$$

We have $\Gamma \circ \Psi=\operatorname{Id}_{Z^{X} \sqcup Y}$ and $\Psi \circ \Gamma=\operatorname{Id}_{Z^{X} \times Z^{Y}}$ : for

$$
\phi: X \sqcup Y \rightarrow Z,
$$

we have $(\Gamma \circ \Psi)(\phi)=\Gamma\left(\left(\phi_{\mid X}, \phi_{\mid Y}\right)\right)$ so that for $x \in X,(\Gamma \circ \Psi)(\phi)(x)=\phi(x)$, for $y \in Y,(\Gamma \circ \Psi)(\phi)(y)=\phi(y)$, i.e., $(\Gamma \circ \Psi)(\phi)=\phi$. Also for $f: X \rightarrow Z, g: Y \rightarrow$ $Z$, we have

$$
(\Psi \circ \Gamma)(f, g)=\Psi(\Gamma(f, g))=\Psi(f \sqcup g), \quad \text { with } f \sqcup g: X \sqcup Y \rightarrow Z
$$

defined by $(f \sqcup g)(x)=f(x)$ for $x \in X,(f \sqcup g)(y)=g(y)$ for $y \in Y$ and thus

$$
(\Psi \circ \Gamma)(f, g)=\left((f \sqcup g)_{\mid X},(f \sqcup g)_{\mid Y}\right)=(f, g),
$$

proving (1).
We consider the mappings

$$
\begin{aligned}
& \Omega: Z^{Y \times X} \longrightarrow\left(Z^{Y}\right)^{X}, \quad \Theta:\left(Z^{Y}\right)^{X} \longrightarrow Z^{Y \times X} \\
& \phi \quad \mapsto \quad(X \ni x \mapsto \phi(\cdot, x))^{\prime} \quad f \quad \mapsto \quad \Theta(f),
\end{aligned}
$$

with $\Theta(f)(y, x)=f(x)(y)$. We have
$(\Theta \circ \Omega)(\phi)(y, x)=\Omega(\phi)(x)(y)=\phi(y, x),(\Omega \circ \Theta)(f)(x)(y)=\Theta(f)(y, x)=f(x)(y)$, proving (2).

We consider the mappings

$$
\left.\begin{array}{ccccccc}
\Xi:\left(\begin{array}{cl}
X \times Y)^{Z} & \longrightarrow \\
X^{Z} \times Y^{Z} & \Lambda: \\
\phi & \mapsto
\end{array}\right. & \Xi(\phi)
\end{array}, \quad X^{Z} \times Y^{Z} \quad \longrightarrow \quad(X \times Y)^{Z}\right)
$$

with $\Xi(\phi)=\left(z \mapsto \Pi_{X} \phi(z), z \mapsto \Pi_{Y} \phi(z)\right), \quad \Lambda(f, g)(z)=(f(z), g(z))$. We have

$$
\begin{aligned}
(\Lambda \circ \Xi)(\phi)(z) & =\left(\Pi_{X} \phi(z), \Pi_{Y} \phi(z)\right)=\phi(z), \\
(\Xi \circ \Lambda)(f, g) & =\left(z \mapsto \Pi_{X} \Lambda(f, g)(z), z \mapsto \Pi_{Y} \Lambda(f, g)(z)\right) \\
& =(z \mapsto f(z), z \mapsto g(z))=(f, g),
\end{aligned}
$$

proving (3).

Remark 10.1.16. We note also that $\aleph_{0}^{2}=\aleph_{0}\left(\mathbb{N}^{2}\right.$ is equipotent to $\left.\mathbb{N}\right)$ and $2 \aleph_{0}=\aleph_{0}$ and applying the previous lemma

$$
\mathfrak{c} \leq \mathfrak{c}+\aleph_{0} \leq 2 \mathfrak{c}=22^{\aleph_{0}}=2^{\aleph_{0}+1}=2^{\aleph_{0}}=\mathfrak{c} \Longrightarrow \mathfrak{c}=\mathfrak{c}+\aleph_{0}=2 \mathfrak{c}
$$

Moreover, we have

$$
\begin{equation*}
\mathfrak{c}^{2}=\mathfrak{c} \tag{10.1.6}
\end{equation*}
$$

since $\boldsymbol{c}^{2}=2^{\aleph_{0}} 2^{\aleph_{0}}=2^{2 \aleph_{0}}=2^{\aleph_{0}}=\boldsymbol{c}$. We note also that

$$
\mathfrak{c}^{\mathfrak{c}}=\left(2^{\aleph_{0}}\right)^{\mathfrak{c}}=2^{\aleph_{0} \mathfrak{c}}=2^{\mathfrak{c}}>\mathfrak{c}
$$

since $\mathfrak{c} \leq \aleph_{0} \mathfrak{c} \leq \mathfrak{c}^{2}=\mathfrak{c}$ gives $\aleph_{0} \mathfrak{c}=\mathfrak{c}$. We have proven

$$
\begin{equation*}
\operatorname{card}\left(\mathbb{R}^{\mathbb{R}}\right)=\operatorname{card}(\mathcal{P}(\mathbb{R}))>\operatorname{card} \mathbb{R} \tag{10.1.7}
\end{equation*}
$$

On the other hand, considering $C(\mathbb{R} ; \mathbb{R})$ (set of real-valued continuous functions), we see that each $\phi \in C(\mathbb{R} ; \mathbb{R})$ is determined by its restriction to $\mathbb{Q}$, so that

$$
\operatorname{card}(C(\mathbb{R} ; \mathbb{R})) \leq \operatorname{card}\left(\mathbb{R}^{\mathbb{Q}}\right)=\mathfrak{c}^{\aleph_{0}}=2^{\aleph_{0}^{2}}=2^{\aleph_{0}}=\mathfrak{c}
$$

On the other hand, $C(\mathbb{R} ; \mathbb{R})$ contains the constant functions whose cardinality is c. We have proven that

$$
\begin{equation*}
\operatorname{card}(C(\mathbb{R} ; \mathbb{R}))=\operatorname{card} \mathbb{R} \tag{10.1.8}
\end{equation*}
$$

The continuum hypothesis $(\mathrm{CH})$ asserts that there is no subset of the real line which is not countable and not equipotent to $\mathbb{R}$, i.e., there is no cardinal number $x$ such that $\aleph_{0}<x<\mathfrak{c}$. Since $\mathfrak{c}=2^{\aleph_{0}}$ this statement has a natural generalization. The general continuum hypothesis (GCH) asserts that for any non-finite cardinal $\mathfrak{a}$ there is no cardinal number $x$ such that $\mathfrak{a}<x<2^{\mathfrak{a}}$. The CH problem was stated in 1900 by David Hilbert (1862-1943) as the first one in his list of 23 important mathematical questions.

In 1940, Kurt GÖDEL (1906-1978) proved that (CH) cannot be disproved from the standard axioms of set theory (Zermelo-Fraenkel set theory: ZF), even adding the axiom of choice (C). In other words there is no proof of the negation of CH in ZFC. Paul Cohen (1934-2007) showed in 1963 that (CH) cannot be proven in ZFC. Both results assume that ZFC is non-contradictory.

Let us give a couple of examples of applications of Zorn's lemma 10.1 to Set Theory.
Lemma 10.1.17. Let $X, Y$ be two sets. Then $\operatorname{card} X \leq \operatorname{card} Y$ or $\operatorname{card} Y \leq \operatorname{card} X$.
Proof. Let us consider the set $\mathscr{I}=\left\{\left(X_{i}, \phi_{i}\right)\right\}_{i \in I}$ where $\phi_{i}: X_{i} \rightarrow Y$ is injective and $X_{i} \subset X$. It is a non-empty set since the mapping $\phi: \emptyset \rightarrow Y$ with graph $\emptyset \times \emptyset$ is injective. We equip it with the order relation

$$
\left(X_{1}, \phi_{1}\right) \leq\left(X_{2}, \phi_{2}\right) \quad \text { means } \quad X_{1} \subset X_{2} \text { and } \phi_{2 \mid X_{1}}=\phi_{1}
$$

If $\left\{\left(X_{i}, \phi_{i}\right)\right\}_{i \in J}$ is a totally ordered subset of $\mathscr{I}$, we consider $A=\cup_{i \in J} X_{i}$ and $\phi$ defined on $X_{i}$ by $\phi_{i}$ : if $x$ belongs to $X_{i^{\prime}}, X_{i^{\prime \prime}}$, we have $X_{i^{\prime}} \subset X_{i^{\prime \prime}}$ or $X_{i^{\prime \prime}} \subset X_{i^{\prime}}$ and in both cases $\phi_{i^{\prime}}(x)=\phi_{i^{\prime \prime}}(x)$, proving the consistency of the definition of $\phi$, as well as its injectivity. According to Zorn's lemma, the set $\mathscr{I}$ must contain a maximal element $(\tilde{X}, \phi)$. If $\tilde{X}=X$, we have found an injection from $X$ into $Y$.

If there is some $x_{0} \in \tilde{X}^{c}$, then we claim that $\phi: \tilde{X} \rightarrow Y$ is bijective: we need only to prove that it is onto. If $\phi$ were not onto, we could find some $y_{0} \in Y$, such that $\phi: \tilde{X} \rightarrow Y \backslash\left\{y_{0}\right\}$ and thus the extension of $\phi$ to $\tilde{X} \cup\left\{x_{0}\right\}$ defined by $\phi\left(x_{0}\right)=y_{0}$ would be an injection from $\tilde{X} \cup\left\{x_{0}\right\}$ into $Y$, contradicting the maximality of $(\tilde{X}, \phi)$. Thus, we have found an injection of $Y$ into $X$, completing the proof of the lemma.

Lemma 10.1.18. Let $X, Y$ be two sets, $Y \neq \emptyset$. The inequality $\operatorname{card} X \geq \operatorname{card} Y$ is equivalent to the existence of a surjective map $p: X \rightarrow Y$.

Proof. Let us assume that such a surjective map exists. Then the set

$$
\prod_{y \in Y} p^{-1}(\{y\})
$$

is the product of non-empty sets so that thanks to the Axiom of Choice 10.1, the product is non-empty: $\forall y \in Y, \exists s(y) \in X$ such that $p(s(y))=y$. The mapping $s: Y \rightarrow X$ is injective since $p \circ s$ is injective. Conversely if card $Y \leq \operatorname{card} X$, from Definition 10.1.10, we can find an injection from $Y$ onto $X$, i.e., a subset $Z$ of $X$ which is equipotent to $Y(\psi: Z \rightarrow Y$ bijective $)$ : then we have $X=Z \sqcup(X \backslash Z)$ and we can define with $y_{0} \in Y$ (assumed to be non-empty), for $x \in X$,

$$
p(x)= \begin{cases}\psi(x) & \text { if } x \in Z \\ y_{0} & \text { if } x \notin Z\end{cases}
$$

Since $\psi$ is onto, $p$ is onto.
Theorem 10.1.19 (Principle of Transfinite Induction). Let $(X, \leq)$ be a well-ordered set and let us assume that for each $x \in X, P(x)$ is a statement. We assume that for all $x \in X$,

$$
P(y) \text { holds for all } y<x \Longrightarrow P(x)
$$

Then $P(x)$ is true for all $x \in X$.
Proof. Let $S=\{x \in X, P(x)$ does not hold $\}$. If $S$ is not empty, it has a smallest element $a$. Now for all $x<a, P(x)$ holds true and thus $P(a)$ holds true, contradicting $a \in S$. Consequently, $S$ is empty.
N.B. Note that the assumption implies that $P\left(x_{0}\right)$ holds true for the smallest element $x_{0}$ of $X$.

Theorem 10.1.20. Let $X$ be an infinite set. Then $X \times X$ is equipotent to $X$ : for any infinite cardinal $x, x^{2}=x$.

Proof. We have seen in the proof of Lemma 10.1.3 that $X$ contains a set $X_{0}$ equipotent to $\mathbb{N}$ and thus we can find a bijection $\psi_{0}: X_{0} \rightarrow X_{0} \times X_{0}$. We consider now

$$
\mathscr{F}=\{\psi: Y \rightarrow Y \times Y, \text { bijective, } Y \text { infinite } \subset X\}
$$

The family $\mathscr{F}$ is non-empty and ordered by $\left(\psi_{1}, Y_{1}\right) \leq\left(\psi_{2}, Y_{2}\right)$ meaning

$$
Y_{1} \subset Y_{2}, \quad \psi_{2 \mid Y_{1}}=\psi_{1}
$$

The family $\mathscr{F}$ is inductive for that order: let $\left(\psi_{i}, Y_{i}\right)_{i \in I}$ be a totally ordered subset of $\mathscr{F}$. Setting $Y=\cup_{i \in I} Y_{i}$, we define for $y \in Y, \psi(y)=\psi_{i}(y)$ if $y \in Y_{i}$ : note that this definition is consistent since if $y \in Y_{i} \cap Y_{j}$, then we have $Y_{i} \subset Y_{j}$ (or $Y_{i} \supset Y_{j}$ ) and the restriction of $\psi_{j}$ to $Y_{i}$ equals $\psi_{j}$ (or the same property exchanging $i$ with $j$ ). The mapping $\psi: Y \rightarrow Y \times Y$ is injective since for $y^{\prime}, y^{\prime \prime} \in Y$, we find $i \in I$ such that $y^{\prime}, y^{\prime \prime} \in Y_{i}$ and thus $\psi\left(y^{\prime}\right)=\psi\left(y^{\prime \prime}\right)$ means $\psi_{i}\left(y^{\prime}\right)=\psi_{i}\left(y^{\prime \prime}\right)$ implying $y^{\prime}=y^{\prime \prime}$. It is also onto since for $\left(y^{\prime}, y^{\prime \prime}\right) \in Y \times Y$, we find $i \in I$ such that $y^{\prime}, y^{\prime \prime} \in Y_{i}$ and thus there exists $y \in Y_{i}$ such that $\psi(y)=\psi_{i}(y)=\left(y^{\prime}, y^{\prime \prime}\right)$.

Applying Zorn's Lemma 10.1, we find a maximal element $(\psi, Y)$ in $\mathscr{F}$. We have in particular $\mathfrak{a}=\mathfrak{a}^{2}$ with $\mathfrak{a}=\operatorname{card} Y$ and $\mathfrak{a}$ is an infinite cardinal. If $\mathfrak{a}=$ $\operatorname{card} X$, we are done. If $\mathfrak{a}<\operatorname{card} X$, we find that $\operatorname{card}\left(Y^{c}\right)>\mathfrak{a}$ (otherwise card $X=$ $\operatorname{card} Y+\operatorname{card} Y^{c} \leq 2 \mathfrak{a} \leq \mathfrak{a}^{2}=\mathfrak{a}$, contradicting the assumption). As a consequence we may find a subset $Z$ of $Y^{c}$ equipotent to $Y$. We note that $\mathfrak{a} \leq 2 \mathfrak{a}^{2}=2 \mathfrak{a} \leq \mathfrak{a}^{2}=\mathfrak{a}$ and we consider

$$
(Y \cup Z) \times(Y \cup Z)=(Y \times Y) \cup \underbrace{(Y \times Z) \cup(Z \times Y) \cup(Z \times Z)}_{\text {with cardinal } 3 \mathfrak{a}^{2}=\mathfrak{a}}
$$

so that, using a bijective map $\theta: Z \rightarrow(Y \times Z) \cup(Z \times Y) \cup(Z \times Z)$ we may define for $x \in Y \cup Z$,

$$
\tilde{\psi}(x)= \begin{cases}\psi(x), \text { if } x \in Y \\ \theta(x), \text { if } x \in Z\end{cases}
$$

The mapping $\tilde{\psi}$ is bijective from $Y \cup Z$ onto $(Y \cup Z)^{2}$ and extends $\psi$, contradicting the maximality property. The proof of Theorem 10.1.20 is complete.

Kurt Gödel proved in 1938 that the Axiom of Choice is consistent with (ZF), i.e., that, if (ZF) is consistent ${ }^{3}$, then (ZFC) is also consistent. Paul Cohen proved in 1963 that the Axiom of choice is independent of $(\mathrm{ZF})$, i.e., is not a consequence of the axioms of (ZF).

[^56]
## Ordinals

## Introduction

We have seen in Definition 10.1.1(3) the notion of well-ordered set. Let us give a couple of examples. Of course, $\mathbb{N}$ equipped with the usual order is a well-ordered set as well as any finite ordered set. $\mathbb{Z}$ with the standard order is not a well-ordered set since it does not have a smallest element, neither is $(0,1]$ with the order induced by $\mathbb{R}$ (no smallest element). Let us now consider

$$
\begin{equation*}
E=\left\{1-\frac{1}{n}\right\}_{n \geq 1} \cup \mathbb{N}^{*} \tag{10.1.9}
\end{equation*}
$$

with the order induced by the standard order on $\mathbb{Q}$. Then, although $E$ is equipotent to $\mathbb{N}$, it is not isomorphic to $\mathbb{N}$ as an ordered set: before giving a proof of this, let us give a definition.
Definition 10.1.21. Let $\left(X, \leqslant_{X}\right),\left(Y, \leqslant_{Y}\right)$ be well-ordered sets. These two ordered sets are said to be isomorphic if there exists a bijective mapping $\phi: X \rightarrow Y$ that is increasing, i.e., such that $x_{1} \leqslant_{X} x_{2}$ in $X$ implies $\phi\left(x_{1}\right) \leqslant_{Y} \phi\left(x_{2}\right)$ in $Y$. Note that a mapping $\phi$ as above is such that $\phi^{-1}$ is also increasing ${ }^{4}$. We shall say then that

$$
\begin{equation*}
\text { ord } X=\operatorname{ord} Y \quad(\text { the ordinal of } X \text { equals the ordinal of } Y), \tag{10.1.10}
\end{equation*}
$$

or that the ordered sets $X, Y$ are order-isomorphic.
N.B. As for the notion of cardinal, note that we have not defined the ordinal of a well-ordered set, but only the equality between ordinals, meaning isomorphism in the natural sense for ordered sets.

Lemma 10.1.22. Let $\left(A, \leqslant_{A}\right),\left(B, \leqslant_{B}\right)$ be two disjoint well-ordered sets. We define $X=A \cup B$ and the following relation on $X$ :

$$
x_{1} \leqslant_{X} x_{2} \quad \text { means }\left\{\begin{array}{l}
\text { either } x_{1}, x_{2} \in A, x_{1} \leqslant_{A} x_{2} \\
\text { or } x_{1}, x_{2} \in B, x_{1} \leqslant_{B} x_{2} \\
\text { or }\left(x_{1}, x_{2}\right) \in A \times B .
\end{array}\right.
$$

Then $\left(X, \leqslant_{x}\right)$ is a well-ordered set
Proof. Let us check first that $\leqslant_{x}$ is indeed an order relation on $X$ : it is obviously reflexive and if $x_{1} \leqslant_{x} x_{2}, x_{2} \leqslant_{x} x_{1}$, either both $x_{1}, x_{2}$ belong to $A$ or both belong to $B$ and then are equal; the third case $\left(x_{1}, x_{2}\right) \in A \times B$ cannot occur since we would also have $\left(x_{2}, x_{1}\right) \in A \times B$, so that $x_{2} \in A \cap B=\emptyset$. The relation is indeed antisymmetric. Let us now assume that $x_{1} \leqslant_{x} x_{2}, x_{2} \leqslant_{x} x_{3}$ : if $x_{1}, x_{2}$ are both in

[^57]$A$, then either $x_{3} \in A$ and the transitivity follows from the transitivity of $\leqslant_{A}$ or $x_{3} \in B$ and $x_{1} \leqslant_{x} x_{3}$. If $x_{1}, x_{2}$ are both in $B$, then $x_{3}$ must belong to $B$ so that $x_{1} \leq x_{3}$. Moreover, if $x_{1} \in A, x_{2} \in B$, then $x_{3}$ must belong to $B$ so that $x_{1} \leqslant_{x} x_{3}$, concluding the proof of transitivity.

Let $C$ be a non-empty subset of $X$ : if $C \subset B$, then $\min _{X} C=\min _{B} C$. If $C \cap A \neq \emptyset$, then

$$
\min _{X} C=\min _{A}(C \cap A)=c
$$

since $c \in C$ and if $x \in C$, then either $x \in B$ and $c \leqslant_{x} x$ or $x \in A$ and $c \leqslant_{A} x$ so that $c \leqslant_{x} x$. The proof of the lemma is complete.
Remark 10.1.23. This implies that $E$ defined by (10.1.9) with the order induced by the order of $\mathbb{R}$ is well ordered. Also we can see that there is no bijective increasing mapping from $\mathbb{N}$ onto $E$. If such a mapping existed, we would have $\phi(n)=1-\frac{1}{n+1}$ for all $n \in \mathbb{N}$ : it is true for $n=0$ since $\phi(0)$ should be the minimum of $E$. Assuming that it is true up to some $N \geq 0$, we see that the minimum of $\phi\left(\{0, \ldots, N\}^{c}\right)$ should be $\phi(N+1)$ and also

$$
\min (\phi(\{0, \ldots, N\}))^{c}=1-\frac{1}{N+2}
$$

so that $\phi(N+1)=1-\frac{1}{N+2}$, which was to be proven. As a result $\phi(\mathbb{N}) \cap \mathbb{N}^{*}=\emptyset$ and $\phi$ cannot be onto.

Definition 10.1.24. Let $\left(X, \leqslant_{x}\right)$ be a well-ordered set. A subset $S$ of $X$ is said to be a segment of $X$ if $s \in S, x \in X, x \leqslant_{x} s \Longrightarrow x \in S$.

Obviously $X$ itself, the empty set, any set

$$
\begin{equation*}
S_{a}=(\rightarrow, a)=\{x \in X, x<a\}, \quad a \in X, \tag{10.1.11}
\end{equation*}
$$

are segments of $X$ : for the latter, $s<a, x \leq s$ imply $x<a$. Moreover if $a, b \in X$, $S_{a}=S_{b}$ implies $a=b$ : otherwise $a<b$ (resp. $b<a$ ) and $a \in S_{b}=S_{a}$ (resp. $b \in S_{a}=S_{b}$ ), which is impossible.
Proposition 10.1.25. Let $\left(X, \leqslant_{x}\right)$ be a well-ordered set. Any union or intersection of segments of $X$ is again a segment of $X$. A segment of a segment of $X$ is a segment of $X$. For each proper segment $S$ of $X(a$ segment $\neq X)$, there exists $a \in X$ with $S=S_{a}$.

Proof. We start by the proof of the third statement. If $S$ is a proper segment of $X, S^{c}$ is not empty so that we may define $a=\min S^{c}$. We have $S \subset S_{a}$ : if $x \in S$ and $x \geq a$, then by the segment property, we must have $a \in S$, which is impossible since $a \in S^{c}$. Also we have $S_{a} \subset S$ : if $x<a$ then $x \notin S^{c}$ by the minimum property of $a$, i.e., $x \in S$.

For the first statement, let us consider a family $\left(S_{i}\right)_{i \in I}$ of segments of $X$. If $I=\emptyset$, then $\cup_{I} S_{i}=\emptyset$ is a segment. If $I \neq \emptyset$,

$$
s \in \cup_{I} S_{i}, x \leq s \Longrightarrow \exists j \in I, s \in S_{j}, x \leq s \Longrightarrow x \in S_{j} \subset \cup_{I} S_{i}
$$

Moreover to check that $\cap_{I} S_{i}$ is a segment, we may assume that $I \neq \emptyset$ (otherwise $\cap_{I} S_{i}=X$ ), and

$$
s \in \cap_{I} S_{i}, x \leq s \Longrightarrow \forall i \in I, s \in S_{i}, x \leq s \Longrightarrow \forall i \in I, x \in S_{i}
$$

For the second statement we consider a segment $\Sigma$ of a segment of $X$, which is either $X$ or $(\rightarrow, a)$; the first case is trivial, and if $\Sigma$ is a segment of $(\rightarrow, a)$, we find either $\Sigma=(\rightarrow, a)$ or for some $b<a, \Sigma=\{x \in X, x<a$ and $x<b\}=(\rightarrow, b)$.

## Ordering of ordinals

Definition 10.1.26. Let $\left(X, \leqslant_{X}\right),\left(Y, \leqslant_{Y}\right)$ be two well-ordered sets. We shall say that

$$
\operatorname{ord} X \preccurlyeq \operatorname{ord} Y
$$

if $X$ is order-isomorphic to a segment of $Y$. When ord $X \preccurlyeq \operatorname{ord} Y$ and $X$ is not order-isomorphic to $Y$, we shall write ord $X \prec$ ord $Y$.
Lemma 10.1.27. Let $\left(X, \leqslant_{x}\right)$ be a well-ordered set. The only order-isomorphism of $X$ onto a segment of $X$ is the identity of $X$.

Proof. Let us assume that $\phi: X \longrightarrow(\rightarrow, a)$ is an order-isomorphism of $X$ onto a proper segment of $X(a \in X$, see Proposition 10.1.25). We define

$$
\begin{equation*}
A=\{x \in X, \phi(x)<x\} \tag{b}
\end{equation*}
$$

and we note that $a \in A$ so that we can define $b=\min A$. We have

$$
\phi(b)<b \Longrightarrow \phi(\phi(b))<\phi(b) \Longrightarrow \phi(b) \in A
$$

contradicting the fact that $b$ is the smallest element of $A$. We have proven that $\phi: X \rightarrow X$ is an order-isomorphism.

We want now to prove that $\phi$ is the identity. The set $A$ defined in (b) must be empty, otherwise as above its smallest element $b$ satisfies ( $\sharp$ ), leading to a contradiction. As a result, we have for all $x \in X, x \leq \phi(x)$ and applying this result to $\phi^{-1}$, we find

$$
\forall x \in X, \quad x \leq \phi(x) \leq \phi^{-1}(\phi(x))=x, \quad \text { i.e., } \phi=\mathrm{Id}
$$

Proposition 10.1.28. Let $\left(X, \leqslant_{X}\right),\left(Y, \leqslant_{Y}\right)$ be well-ordered sets. Then

$$
\text { ord } X \preccurlyeq \operatorname{ord} Y \text { and } \operatorname{ord} Y \preccurlyeq \operatorname{ord} X \quad \Longrightarrow \quad \operatorname{ord} X=\operatorname{ord} Y \text {. }
$$

Proof. Let $\phi: X \rightarrow T$ be an order-isomorphism of $X$ onto a segment $T$ of $Y$ and let $\psi: Y \rightarrow S$ be an order-isomorphism of $Y$ onto a segment $S$ of $X$. Then

$$
X \ni x \mapsto \psi(\phi(x)) \in(\psi \circ \phi)(X)=\psi(T)
$$

is an order-isomorphism and $\psi(T)$ is a segment of $S$, thus from Proposition 10.1.25 is also a segment of $X$. Applying Lemma 10.1.27 shows that $\psi(T)=X$ so that $S=X$ and ord $X=$ ord $Y$.

Proposition 10.1.29. Let $\left(X, \leqslant_{X}\right),\left(Y, \leqslant_{Y}\right)$ be two well-ordered sets. Then either ord $X \preccurlyeq \operatorname{ord} Y$ or $\operatorname{ord} Y \preccurlyeq \operatorname{ord} X$.

Proof. We define

$$
M=\{x \in X, \exists y \in Y, \text { ord }(\rightarrow, x)=\operatorname{ord}(\rightarrow, y)\}
$$

We note that for each $x \in M$, there exists a unique $y \in Y$ such that $\operatorname{ord}(\rightarrow, x)=$ $\operatorname{ord}(\rightarrow, y)$ : if we have for $y_{1}, y_{2} \in Y$ (say with $\left.y_{2} \leqslant_{Y} y_{1}\right)$

$$
\operatorname{ord}\left(\rightarrow, y_{1}\right)=\operatorname{ord}\left(\rightarrow, y_{2}\right)
$$

then $\left(\rightarrow, y_{1}\right)$ is order-isomorphic to its segment $\left(\rightarrow, y_{2}\right)$ and Lemma 10.1.27 implies $y_{2}=y_{1}$. We have thus a mapping $\phi: M \rightarrow Y$ defined by

$$
\operatorname{ord}(\rightarrow, x)=\operatorname{ord}(\rightarrow, \phi(x))
$$

Note that $\phi$ is injective since if $\phi\left(x_{1}\right)=\phi\left(x_{2}\right)$, say with $x_{2} \leqslant_{x} x_{1}$, we find that $\left(\rightarrow, x_{1}\right)$ is isomorphic to its segment $\left(\rightarrow, x_{2}\right)$, so that Lemma 10.1.27 implies $x_{2}=$ $x_{1}$. Moreover $\phi$ is increasing since if $x_{2} \leqslant_{X} x_{1}$, we must have $\phi\left(x_{2}\right) \leqslant_{Y} \phi\left(x_{1}\right)$, otherwise $\phi\left(x_{1}\right)<_{Y} \phi\left(x_{2}\right)$ with

$$
\operatorname{ord}\left(\rightarrow, \phi\left(x_{2}\right)\right)=\operatorname{ord}\left(\rightarrow, x_{2}\right), \quad \operatorname{ord}\left(\rightarrow, x_{1}\right)=\operatorname{ord}\left(\rightarrow, \phi\left(x_{1}\right)\right),
$$

so that $\left(\rightarrow, \phi\left(x_{2}\right)\right)$ is isomorphic to a segment of $\left(\rightarrow, \phi\left(x_{1}\right)\right)$ which is a proper segment of $\left(\rightarrow, \phi\left(x_{2}\right)\right)$ : this is not possible, thanks to Lemma 10.1.27. We find also that $\phi(M)=N$ is a segment of $Y$ : let

$$
t=\phi(s), s \in M, \quad \text { i.e., } \operatorname{ord}(\rightarrow, s)=\operatorname{ord}(\rightarrow, \phi(s)),
$$

and let $y \leqslant_{Y} t=\phi(s)$. Using the isomorphism between $(\rightarrow, s)$ and $(\rightarrow, \phi(s))$, we find an isomorphism between $(\rightarrow, y)$ and $(\rightarrow, x)$ for some $x \leqslant_{x} s$, proving $y=\phi(x)$. This implies as well that $M$ is a segment of $X$.

Suppose now that $X$ is not isomorphic to a segment of $Y$ : then $X \backslash M$ is not empty (otherwise, we would have an isomorphism $\phi: X \rightarrow N$ of $X$ onto a segment of $Y$ ). If $Y$ is not isomorphic to a segment of $X$, then $Y \backslash N$ is not empty (otherwise, we would have an isomorphism $\phi: M \rightarrow Y$ of a segment of $X$ onto $Y$ ). Assuming that neither $X$ is isomorphic to a segment of $Y$, nor $Y$ is isomorphic to a segment of $X$, both $X \backslash M, Y \backslash N$ are non-empty. We define

$$
a=\min (X \backslash M), \quad b=\min (Y \backslash N)
$$

Then $(\rightarrow, a)$ is isomorphic to $M$ and $(\rightarrow, b)$ is isomorphic to $N$ (see Proposition 10.1.25), and since $N$ is isomorphic to $M$, this implies $a \in M$, contradicting the assumption. The proof is complete.

Remark 10.1.30. Let $\left(X, \leqslant_{X}\right),\left(Y, \leqslant_{Y}\right),\left(Z, \leqslant_{z}\right)$ be three well-ordered sets. Then ord $X \preccurlyeq$ ord $Y$ and $\operatorname{ord} Y \preccurlyeq \operatorname{ord} Z \Longrightarrow$ ord $X \preccurlyeq \operatorname{ord} Z$.

In fact if $\phi: X \rightarrow S$ is an isomorphism onto a segment $S$ of $Y$ and $\psi: Y \rightarrow T$ is an isomorphism onto a segment $T$ of $Z$, we find that

$$
X \ni x \mapsto \psi(\phi(x)) \in(\psi \circ \phi)(X)=\psi(S)
$$

is an isomorphism onto a segment of $T$, which is also a segment of $Z$, thanks to Proposition 10.1.25.

## Addition of ordinals

Let $\left(A, \leqslant_{A}\right),\left(B, \leqslant_{B}\right)$ be two well-ordered sets. We shall denote by

$$
\begin{equation*}
A \sqcup_{+} B \tag{10.1.12}
\end{equation*}
$$

the well-ordered set defined in Lemma 10.1.22 on the disjoint union $A \sqcup B$. According to the discussion on Example (10.1.9) in Remark 10.1.23, we have proven that

$$
\begin{equation*}
\operatorname{ord} \mathbb{N} \prec \operatorname{ord}\left(\mathbb{N} \sqcup_{+} \mathbb{N}\right) \tag{10.1.13}
\end{equation*}
$$

Moreover, replacing $A$ by an order-isomorphic $A^{\prime}$ and $B$ by an order-isomorphic $B^{\prime}$ provides $A^{\prime} \sqcup_{+} B^{\prime}$ order-isomorphic to $A \sqcup_{+} B$, so that we can give the following definition.

Definition 10.1.31. Let $\left(A, \leqslant_{A}\right),\left(B, \leqslant_{B}\right)$ be two well-ordered sets. We define the addition of ordinals,

$$
\operatorname{ord} A \oplus_{+} \operatorname{ord} B=\operatorname{ord}\left(A \sqcup_{+} B\right)
$$

Our notation emphasizes the fact that this addition is not commutative.
Lemma 10.1.32. Denoting by $\omega$ the ordinal of $\mathbb{N}$ and by $k$ the ordinal of a finite set with $k$ elements, we have
(1) $\omega \prec \omega \oplus_{+} \omega$,
(2) $\omega=k \oplus_{+} \omega$,
(3) $\omega \prec \omega \oplus_{+} k$, if $k \geq 1$.
(4) If $\alpha$ is an ordinal, $\alpha \prec \alpha \oplus_{+} 1$.

Proof. We prove (2): we have

$$
k \oplus_{+} \omega=\operatorname{ord}(\{1, \ldots, k\} \cup\{k+1, k+2, \ldots\})=\operatorname{ord} \mathbb{N}^{*}=\operatorname{ord} \mathbb{N}=\omega
$$

Let us prove (4): let $X$ be a well-ordered set and $\phi: X \rightarrow X \sqcup_{+}\{\infty\}$ be an order-isomorphism. Let $a$ be the (unique) element of $X$ such that $\phi(a)=\infty$. Then for all $x \in X \backslash\{a\}, \phi(x)<\infty=\phi(a)$ implying $x<a$. Thus the restriction of $\phi$ to $X \backslash\{a\}$ is an isomorphism from $(\rightarrow, a)$ (a proper segment of $X$ ) onto $X$. From Lemma 10.1.27, it is impossible, proving (4). Since (4) implies (3) which implies (1), the proof of the lemma is complete.
$N . B$. An immediate consequence of the previous lemma is that

$$
\begin{array}{ll}
\text { for every finite ordinal, } & \alpha \prec 1 \oplus_{+} \alpha=\alpha \oplus_{+} 1, \\
\text { for every infinite ordinal, } & \alpha=1 \oplus_{+} \alpha \prec \alpha \oplus_{+} 1 .
\end{array}
$$

Moreover this lemma proves as well that, given $\left(A, \leqslant_{A}\right),\left(B, \leqslant_{B}\right)$ two well-ordered sets, the well-ordered set $A \sqcup_{+} B$ is order-isomorphic to $A$ if and only if $B=\emptyset$.

## Uncountable well-ordered sets

Proposition 10.1.33. Let $\alpha$ be an ordinal. Then the set of all ordinals $\beta$ such that $\beta \prec \alpha$ is a well-ordered set whose ordinal is $\alpha$.

In other words, let $\left(A, \leqslant_{A}\right)$ be a well-ordered set. The set $\mathfrak{S}_{A}=\{(\rightarrow, a)\}_{a \in A}$ of proper segments of $A$ (see Proposition 10.1.25) is a well-ordered set by the inclusion relation and is order-isomorphic to $A$.

Proof. We consider the mapping $\phi: A \rightarrow \mathfrak{S}_{A}$ defined by $\phi(a)=(\rightarrow, a)$. It is obviously onto and increasing and if $\phi\left(a_{1}\right)=\phi\left(a_{2}\right)$, this implies

$$
\left(\phi\left(a_{1}\right)\right)^{c}=\left(\phi\left(a_{2}\right)\right)^{c} \Longrightarrow a_{1}=\min \left(\phi\left(a_{1}\right)\right)^{c}=\min \left(\phi\left(a_{2}\right)\right)^{c}=a_{2},
$$

proving that $\phi$ is one-to-one and the proposition.
Theorem 10.1.34. Any set of ordinals is well ordered. Moreover there does not exist a set of all ordinals.
N.B. The existence of a set of all sets leads to the so-called Russell's paradox (see Exercise 1.9.2). Here as well the existence of a set of all ordinals leads to a contradiction, known as the Burali-Forti ${ }^{5}$ paradox.

Proof. Let $\mathfrak{F}=\left(X_{i}\right)_{i \in I}$ be a family of well-ordered sets. From Proposition 10.1.29, we may assume that the set $I$ is infinite. Let us assume that there is no $j \in I$ such that $\forall i \in I$, ord $X_{j} \leq \operatorname{ord} X_{i}$, i.e.,
$\forall j \in I, \exists i \in I$, ord $X_{i} \prec$ ord $X_{j}, \quad$ i.e., $X_{i}$ isomorphic to a proper segment of $X_{j}$, so that $\forall j \in I, \exists i \in I, \exists a_{j} \in X_{j}, \quad$ ord $X_{i}=\operatorname{ord}\left(\rightarrow, a_{j}\right)_{X_{j}}$. For $j_{1} \in I$, there exists $j_{2} \in I$ such that ord $X_{i_{2}} \prec$ ord $X_{i_{1}}$ and thus we find a strictly decreasing sequence

$$
\cdots \prec \operatorname{ord} X_{i_{n+1}} \prec \operatorname{ord} X_{i_{n}} \prec \cdots \prec \operatorname{ord} X_{i_{2}} \prec \operatorname{ord} X_{i_{1}}
$$

Thanks to Proposition 10.1.33, that sequence included in the ordinals $\prec$ ord $X_{i_{1}}$ should have a smallest element, which is not possible. Thus we have proven the first statement in the theorem.

Let us prove the second statement by reductio ad absurdum. Let $\mathscr{U}$ be the set of all ordinals; then it should be well ordered with an ordinal $\mathfrak{u}$ which should be the largest ordinal, contradicting (4) in Lemma 10.1.32.

[^58]Proposition 10.1.35. There exists an uncountable well-ordered set $\Omega$ such that for all $x \in \Omega$, the segment $(\rightarrow, x)$ is countable. The well-ordered set $\Omega$ is unique up to an order-isomorphism. Let $A$ be a countable well-ordered set: then $\operatorname{ord} A \prec \operatorname{ord} \Omega$.

Proof. According to Zermelo's Theorem 10.1, the set of real numbers $\mathbb{R}$ (which is uncountable, see Theorem 10.1.8) can be well ordered (of course with an order which is not the standard one). If $\mathbb{R}$ does not have the required property, we define

$$
a=\min \{x \in \mathbb{R},(\rightarrow, x) \text { uncountable }\} .
$$

Then we take $\Omega=(\rightarrow, a)$ which is uncountable and such that for $x<a,(\rightarrow, x)$ is countable, proving the existence.

For the uniqueness property, let $\Omega_{1}$ be a well-ordered set with the same property. If ord $\Omega_{1} \prec$ ord $\Omega$, then $\Omega_{1}$ would be isomorphic to a proper segment of $\Omega$, that is to a countable set, which is incompatible with the requirement that $\Omega_{1}$ is uncountable.

Let $A$ be a countable well-ordered set. Thanks to Proposition 10.1.29, $A$ is order-isomorphic to a proper segment of $\Omega$ (since $\Omega$ is uncountable, the inequality ord $\Omega \preccurlyeq \operatorname{ord} A$ is ruled out).

Remark 10.1.36. We can reformulate the previous result by saying that there exists a unique ordinal ord $\Omega$, where $\Omega$ is the set of countable ordinals.

Proposition 10.1.37. Let ord $\Omega$ be as above the set of countable ordinals. Every countable subset of $\Omega$ has an upper bound.

Proof. Let $\left\{x_{j}\right\}_{j \in \mathbb{N}} \subset \Omega$. The countable union of countable sets $\cup_{j \in \mathbb{N}}\left(\rightarrow, x_{j}\right)$ is also a countable set (see Theorem 10.1.8) and cannot be equal to $\Omega$. Thanks to Proposition 10.1.25, it is also a (proper) segment of $\Omega$ and thus there exists $y \in \Omega$ such that

$$
\cup_{j \in \mathbb{N}}\left(\rightarrow, x_{j}\right)=(\rightarrow, y)
$$

implying that $\forall j \in \mathbb{N}, x_{j} \leq y$, i.e., $y$ is indeed an upper bound for $\left\{x_{j}\right\}_{j \in \mathbb{N}}$.
Remark 10.1.38. Note that $\omega=$ ord $\mathbb{N}$ is the smallest infinite countable ordinal, but that, according to (4) in Lemma 10.1.32 and $k$ finite $\geq 1$,

$$
\omega \prec \omega \oplus_{+} 1 \prec \cdots \prec \omega \oplus_{+} k \quad \text { are all countable ordinals. }
$$

Moreover, it is also possible to define the (non-commutative) product of ordinals.

Definition 10.1.39. Let $\left(A, \leqslant_{A}\right),\left(B, \leqslant_{B}\right)$ be two well-ordered sets. We define the product of ordinals,

$$
\operatorname{ord} B \otimes_{\times} \operatorname{ord} A=\operatorname{ord}(A \times B)
$$

where the Cartesian product $A \times B$ is endowed with the lexicographic order:

$$
\left(a_{1}, b_{1}\right) \leqslant_{A \times B}\left(a_{2}, b_{2}\right) \text { means }\left\{\begin{array}{l}
a_{1}<_{A} a_{2} \\
\text { or } a_{1}=a_{2}, \quad b_{1} \leqslant_{B} b_{2}
\end{array}\right.
$$

Our notation emphasizes the fact that this multiplication is not commutative.
Note that this order makes $A \times B$ well ordered: let $X$ be a non-empty subset of $A \times B$. We define

$$
a_{0}=\min \{a \in A, \exists b \in B,(a, b) \in X\}, \quad b_{0}=\min \left\{b \in B,\left(a_{0}, b\right) \in X\right\}
$$

and we have $\left(a_{0}, b_{0}\right)=\min X$.
Lemma 10.1.40. With $\omega=\operatorname{ord} \mathbb{N}$, we have

$$
2 \otimes_{\times} \omega=\operatorname{ord}(\mathbb{N} \times\{1,2\})=\omega \prec \omega \otimes_{\times} 2=\operatorname{ord}(\{1,2\} \times \mathbb{N})=\omega \oplus_{+} \omega
$$

Proof. We have $\{1,2\} \times \mathbb{N}=(\{1\} \times \mathbb{N}) \cup(\{2\} \times \mathbb{N}) \equiv \mathbb{N} \sqcup_{+} \mathbb{N}$, proving the last equality. Moreover, we have $\mathbb{N} \times\{1,2\}=(\mathbb{N} \times\{1\}) \cup(\mathbb{N} \times\{2\})$. Considering

$$
\phi: \mathbb{N} \times\{1,2\} \rightarrow \mathbb{N}, \quad \phi((n, 1))=2 n, \quad \phi((n, 2))=2 n+1,
$$

we see that $\phi$ is bijective and increasing, proving the equalities in the lhs. We have proven in Lemma 10.1.32 (1) the requested strict inequality between ordinals.

Remark 10.1.41. We can also go on with Remark 10.1.38: for $k, l$ finite $\geq 1$,

$$
\omega \prec \omega \oplus_{+} k \prec \omega \oplus_{+} \omega=\omega \otimes_{\times} 2 \prec\left(\omega \otimes_{\times} 2\right) \oplus_{+} l \prec \omega \otimes_{\times} 3
$$

all countable ordinals. With the powers $\omega^{2}, \omega^{3}$ (to be defined) we could find other countable ordinals.

Definition 10.1.42. Let $\left(X, \leqslant_{x}\right)$ be a well-ordered set.
(1) Let $a \in X$ such that $\{x \in X, x>a\}=(a, \rightarrow) \neq \emptyset$. We define the immediate successor of $a$, that we note by $a+1$, as

$$
a+1=\min (a, \rightarrow), \quad(\text { note that } a<a+1)
$$

(2) Let $b \in X$ such that there exists $a \in X$ with $a+1=b$, i.e.,

$$
b=\min (a, \rightarrow)
$$

Then $a$ is uniquely determined ${ }^{6}$ and is called the immediate predecessor of $b$.
(3) Let $x \in X$ which has no immediate predecessor. Then $x$ is called a limit element of the well-ordered set $X$.

[^59]Example. Let $\Omega$ be as in Proposition 10.1.35: $\omega=\operatorname{ord} \mathbb{N}$ has no immediate predecessor, otherwise we would find a countable ordinal $a$ such that $\omega=a+1=$ $\min (a, \rightarrow)$ with $a<\omega$. If $a$ was finite, then $a+1$ would be also finite (impossible), and if $a$ was not finite, $a$ would be countable and thus such that $\omega \leq a<a+1=\omega$, which is impossible.

### 10.2 Topological matters

## Filters

## General properties of filters

Definition 10.2.1. Let $X$ be a set. A subset $\mathscr{V}$ of $\mathcal{P}(X)$ such that the conditions

$$
\begin{gather*}
V \subset W, V \in \mathscr{V} \Longrightarrow W \in \mathscr{V}  \tag{10.2.1}\\
V_{j} \in \mathscr{V}, j=1,2 \Longrightarrow V_{1} \cap V_{2} \in \mathscr{V}  \tag{10.2.2}\\
\emptyset \notin \mathscr{V}, \quad X \in \mathscr{V} \tag{10.2.3}
\end{gather*}
$$

are fulfilled is called a filter on $X$.
Remark 10.2 .2 . A set $X$ on which there exists a filter $\mathscr{V}$ is necessarily non-empty: we have $\mathcal{P}(\emptyset)=\{\emptyset\}$ and since $\emptyset \notin \mathscr{V}$, the latter is not compatible with $X \in \mathscr{V}$.

Simple examples of filters are

- On a (non-empty) topological space $X$, for $x \in X$,

$$
\mathscr{V}_{x}=\{V \subset X, V \text { neighborhood of } x\}
$$

is a filter (the filter of neighborhoods of $x$, cf. (1.2.4), (1.2.5), (1.2.6)).

- On $\mathbb{R}^{n}, \mathscr{V}_{\infty}=\left\{V \subset \mathbb{R}^{n}, V^{c}\right.$ bounded $\}$ (here bounded means included in a ball with finite radius). The first axiom is satisfied since a subset of a bounded set is bounded, the second axiom follows from $\left(V_{1} \cap V_{2}\right)^{c}=V_{1}^{c} \cup V_{2}^{c}$ and the fact that a union of two bounded sets is bounded. Finally, the empty set has the unbounded complement $\mathbb{R}^{n}$ and the empty set, complement of $\mathbb{R}^{n}$, is bounded.
- On an infinite set $X, \mathscr{F}_{\infty}=\left\{V \subset X, V^{c}\right.$ finite $\}$ is a filter (a subset of a finite set is finite, a finite union of finite sets is finite).

Definition 10.2.3. Let $X$ be a set and $\mathscr{F}_{j}, j=1,2$ be filters on $X$. We shall say that $\mathscr{F}_{2}$ is finer than $\mathscr{F}_{1}$ when $\mathscr{F}_{2} \supset \mathscr{F}_{1}$.

If $\left(\mathscr{F}_{i}\right)_{i \in I}$ is a family of filters on a set $X\left(I\right.$ non-empty), then $\mathscr{F}=\cap_{i \in I} \mathscr{F}_{i}$ is also a filter on $X$ : if $V \in \mathscr{F}, V \subset W$, then $W$ belongs to each $\mathscr{F}_{i}$, thus to $\mathscr{F}$. If $V^{\prime}, V^{\prime \prime} \in \mathscr{F}$, then $V^{\prime} \cap V^{\prime \prime}$ belongs to each $\mathscr{F}_{i}$, thus to $\mathscr{F}$. Moreover the empty set cannot belong to $\mathscr{F}$, since it would belong to an $\mathscr{F}_{i}$.

Lemma 10.2.4. Let $X$ be a set and $\emptyset \neq \mathscr{B} \subset \mathcal{P}(X)$ with the non-empty finite intersection property: for every finite family $B_{1}, \ldots, B_{N}$ of $\mathscr{B}, \cap_{1 \leq j \leq N} B_{j} \neq \emptyset$. Then

$$
\mathscr{F}=\left\{V \subset X, \exists B_{1}, \ldots, B_{N} \in \mathscr{B}, \cap_{1 \leq j \leq N} B_{j} \subset V\right\}
$$

is a filter on $X$. It is the smallest filter on $X$ which contains $\mathscr{B}$, called the filter generated by $\mathscr{B}$ and denoted by $\widetilde{\mathscr{B}}$.

Proof. Let $\mathscr{F} \ni V \subset W$, then $W \in \mathscr{F}$. Let $V^{\prime}, V^{\prime \prime} \in \mathscr{F}$ : there exists $\left(B_{j}^{\prime}\right)_{1 \leq j \leq M}$, $\left(B_{k}^{\prime \prime}\right)_{1 \leq k \leq N}$ in $\mathscr{B}$ such that $V^{\prime} \supset \cap_{1 \leq j \leq M} B_{j}^{\prime}, V^{\prime \prime} \supset \cap_{1 \leq k \leq N} B_{k}^{\prime \prime}$ and thus $V^{\prime} \cap V^{\prime \prime} \supset$ $\cap_{1 \leq j \leq M} B_{j}^{\prime} \cap_{1 \leq k \leq N} B_{k}^{\prime \prime}$, proving $V^{\prime} \cap V^{\prime \prime} \in \mathscr{F}$. Finally $\emptyset \notin \mathscr{F}$ since it would imply from the definition that for $B_{1}, \ldots, B_{N}$ in $\mathscr{B}, \emptyset=\cap_{1 \leq j \leq N} B_{j}$. Also $X \in \mathscr{F}$ since there exists $B \in \mathscr{B}$ ( $\mathscr{B}$ non-empty) and $B \subset X$. Moreover any filter containing $\mathscr{B}$ must contain $\mathscr{F}$.

Lemma 10.2.5. Let $f: X \longrightarrow Y$ be a mapping and $\mathscr{F}$ be a filter on $X$. Then the set

$$
f(\mathscr{F})=\{f(V)\}_{V \in \mathscr{F}}
$$

has the non-empty finite intersection property and thus generates a filter on $Y$ denoted by $\widehat{f(\mathscr{F})}$, called the filter-image by $f$ of the filter $\mathscr{F}$.

Proof. Note that the family $f(\mathscr{F})$ is not empty since it contains $f(X)$. Moreover, for $V_{1}, \ldots, V_{N} \in \mathscr{F}$, we have

$$
\cap_{1 \leq j \leq N} f\left(V_{j}\right) \supset f(\underbrace{\cap_{1 \leq j \leq N} V_{j}}_{\in \mathscr{F}}) \neq \emptyset .
$$

According to Lemma $10.2 .4, f(\mathscr{F})$ generates a filter.
Definition 10.2.6. Let $X$ be a set and let $\mathscr{F}=\left(A_{i}\right)_{i \in I}, \mathscr{G}=\left(B_{j}\right)_{j \in J}$ be filters on $X$. The filters $\mathscr{F}, \mathscr{G}$ are said to be secant if

$$
\forall(i, j) \in I \times J, \quad A_{i} \cap B_{j} \neq \emptyset
$$

Proposition 10.2.7. Let $X$ be a set and let $\mathscr{F}, \mathscr{G}$ be filters on $X$. Then the filters $\mathscr{F}, \mathscr{G}$ have a least upper bound (for the inclusion relation) if and only if they are secant.

Proof. The condition is obviously necessary since when a filter $\mathscr{H} \supset \mathscr{F} \cup \mathscr{G}$, the intersection of two elements of $\mathscr{H}$ must be non-empty. Conversely let $\mathscr{F}=$ $\left(A_{i}\right)_{i \in I}, \mathscr{G}=\left(B_{j}\right)_{j \in J}$ be secant filters on $X$. We define

$$
\mathscr{H}=\left\{C \subset X, \exists(i, j) \in I \times J, C \supset A_{i} \cap B_{j}\right\} .
$$

We note that $\mathscr{H}$ is a filter on $X$ since the first property (10.2.1) is obvious, the second one (10.2.2) follows from

$$
\underbrace{A_{i_{1}} \cap A_{i_{2}}}_{\in \mathscr{F}} \cap \underbrace{B_{j_{1}} \cap B_{j_{2}}}_{\in \mathscr{G}}
$$

the third one (10.2.3) from the secant hypothesis. We have trivially $\mathscr{H} \supset \mathscr{F} \cup \mathscr{G}$ and if $\mathscr{K}$ is a filter on $X$ containing $\mathscr{F} \cup \mathscr{G}$, any $A_{i} \cap B_{j}$ should belong to $\mathscr{K}$ and thus from (10.2.1), $\mathscr{H} \subset \mathscr{K}$, proving the sought result.

Definition 10.2.8. Let $X$ be a set. An Ultrafilter on $X$ is a filter $\mathscr{U}$ which is maximal for the inclusion: if a filter $\mathscr{V}$ on $X$ contains $\mathscr{U}$, it should be equal to $\mathscr{U}$.

Proposition 10.2.9. Let $X$ be a set and let $\mathscr{F}_{0}$ be a filter on $X$. There exists an ultrafilter containing $\mathscr{F}_{0}$.

Proof. Zornification. We consider the (non-empty) family

$$
\Phi=\left\{\mathscr{F} \text { filter on } X \text { such that } \mathscr{F} \supset \mathscr{F}_{0}\right\} .
$$

It is inductive since if $\left(\mathscr{F}_{i}\right)_{i \in I}$ is a totally ordered subset of $\Phi$, we may consider

$$
\mathscr{G}=\cup_{i \in I} \mathscr{F}_{i}
$$

and note that it is a filter on $X$ : let $V \in \mathscr{G}, W \supset V$, then $V \in \mathscr{F}_{i}$ for some $i \in I$, so that $W \in \mathscr{F}_{i} \subset \mathscr{G}$. If $V_{1}, V_{2} \in \mathscr{G}$, since $\left(\mathscr{F}_{i}\right)_{i \in I}$ is totally ordered, we find $i \in I$ such that $V_{1}, V_{2}$ both belong to $\mathscr{F}_{i}$, implying that $V_{1} \cap V_{2} \in \mathscr{F}_{i} \subset \mathscr{G}$. Finally $\emptyset \notin \mathscr{G}$, otherwise it should belong to some $\mathscr{F}_{i}$. Applying Zorn's Lemma 10.1 yields a maximal element $\mathscr{U}$ in $\Phi$. If $\mathscr{V}$ is a filter containing $\mathscr{U}$, it must contain $\mathscr{F}_{0}$, thus it belongs to $\Phi$, thus is equal to $\mathscr{U}$ by maximality: $\mathscr{U}$ is an ultrafilter.

Lemma 10.2.10. Let $\mathscr{U}$ be an ultrafilter on a set $X$. If $A_{1}, A_{2}$ are subsets of $X$ such that $A_{1} \cup A_{2} \in \mathscr{U}$, then $A_{1} \in \mathscr{U}$ or $A_{2} \in \mathscr{U}$.

Proof. Reductio ad absurdum. Let $A_{1}, A_{2}$ be subsets of $X$ such that $A_{1} \cup A_{2} \in \mathscr{U}$, $A_{1} \notin \mathscr{U}$ and $A_{2} \notin \mathscr{U}$. We define

$$
\mathscr{F}=\left\{M \subset X, A_{1} \cup M \in \mathscr{U}\right\} .
$$

This is a filter on $X$ since if $V \supset M \in \mathscr{F}$, then $A_{1} \cup V \supset A_{1} \cup M \in \mathscr{U}$, implying $A_{1} \cup V \in \mathscr{U}$ and $V \in \mathscr{F}$. If $V^{\prime}, V^{\prime \prime} \in \mathscr{F}$, then

$$
A_{1} \cup\left(V^{\prime} \cap V^{\prime \prime}\right)=\underbrace{\left(A_{1} \cup V^{\prime}\right)}_{\in \mathscr{U}} \cap \underbrace{\left(A_{1} \cap V^{\prime \prime}\right)}_{\in \mathscr{U}} \Longrightarrow V^{\prime} \cap V^{\prime \prime} \in \mathscr{F} .
$$

Moreover $\emptyset \notin \mathscr{F}$ since $A_{1} \notin \mathscr{U}$. The filter $\mathscr{F}$ contains $\mathscr{U}$ since $M \in \mathscr{U}$ implies $A_{1} \cup M \in \mathscr{U}$. Finally, we see also that $A_{2}$ belongs to $\mathscr{F}$ and not to $\mathscr{U}$, contradicting the maximality of the filter $\mathscr{U}$.

Lemma 10.2.11. Let $\mathscr{F}$ be a filter on a set $X$ such that for any subset $M$ of $X$, either $M \in \mathscr{F}$ or $M^{c} \in \mathscr{F}$. Then $\mathscr{F}$ is an ultrafilter.

Proof. Let $\mathscr{G}$ be a filter containing $\mathscr{F}$. For $A \in \mathscr{G}$, we have $A^{c} \notin \mathscr{G}$, thus $A^{c} \notin \mathscr{F}$, thus $A \in \mathscr{F}$, proving the maximality of $\mathscr{F}$.

Proposition 10.2.12. Let $f: X \rightarrow Y$ be a surjective mapping and let $\mathscr{F}$ be a filter on $X$. Then the filter-image by $f$ of $\mathscr{F}$ is equal to $\{f(A)\}_{A \in \mathscr{F}}$. Moreover if $\mathscr{F}$ is an ultrafilter, so is $f(\mathscr{F})=\{f(A)\}_{A \in \mathscr{F}}$.

Proof. The filter-image is $\widetilde{f(\mathscr{F})}$ and is generated by $f(\mathscr{F})$ : it suffices to prove that $f(\mathscr{F})$ is a filter when $f$ is onto. If $W \supset f(A)$ with $A \in \mathscr{F}$, then

$$
f^{-1}(W) \supset f^{-1}(f(A)) \supset A \Longrightarrow f^{-1}(W) \in \mathscr{F} \Longrightarrow f\left(f^{-1}(W)\right) \in f(\mathscr{F})
$$

and since $f$ is onto ${ }^{7}$, we have $f\left(f^{-1}(W)\right)=W$, so that $W \in f(\mathscr{F})$, proving the first property (10.2.1). Let $V_{1}, V_{2} \in f(\mathscr{F})$ : then with $A_{j} \in \mathscr{F}$, we have

$$
V_{1} \cap V_{2}=f\left(A_{1}\right) \cap f\left(A_{2}\right) \supset f(\underbrace{A_{1} \cap A_{2}}_{\in \mathscr{F}}),
$$

and from the already proven first property, we get $V_{1} \cap V_{2} \in f(\mathscr{F})$. On the other hand, $\emptyset \notin f(\mathscr{F})$, otherwise for some $A \in \mathscr{F}$, we would have $f(A)=\emptyset$, which implies $A=\emptyset$ (impossible since $\mathscr{F}$ is a filter on $X$ ).

If $\mathscr{F}$ is an ultrafilter on $X$, then $\mathscr{G}=f(\mathscr{F})$ is a filter on $Y$ and if $B$ is a subset of $Y$, either $f^{-1}(B) \supset A$ for some $A \in \mathscr{F}$ and (since $f$ is onto),

$$
B=f\left(f^{-1}(B)\right) \supset f(A) \Longrightarrow B \in \mathscr{G}
$$

or $f^{-1}(B)$ does not contain any element of $\mathscr{F}$. In the latter case, since $\mathscr{F}$ is an ultrafilter (see Lemma 10.2.10) and $f^{-1}(B) \notin \mathscr{F}$,

$$
X=f^{-1}(B) \cup f^{-1}\left(B^{c}\right) \Longrightarrow f^{-1}\left(B^{c}\right) \in \mathscr{F} \Longrightarrow B^{c}=f\left(f^{-1}\left(B^{c}\right)\right) \in f(\mathscr{F}) .
$$

As a consequence $\mathscr{G}$ is a filter on $Y$ verifying the property of Lemma 10.2.11, and thus an ultrafilter, completing the proof.

## Filters in a topological space

Definition 10.2.13. Let $X$ be a topological space, $x \in X$ and $\mathscr{F}$ be a filter on $X$.
(1) The filter $\mathscr{F}$ is said to converge to $x$ whenever it is finer than the filter $\mathscr{V}_{x}$ of neighborhoods of $x$, i.e., when $\mathscr{F} \supset \mathscr{V}_{x}$.
(2) The closure of the filter $\mathscr{F}$ is defined as $\cap_{A \in \mathscr{F}} \bar{A}$.
N.B. When a point $x$ is a limit point of a filter $\mathscr{F}$, i.e., when $\mathscr{F}$ converges to $x$, then it also belongs to the closure of $\mathscr{F}$ : let $A$ be an element of $\mathscr{F}$ and let $V \in \mathscr{V}_{x}$. Since these sets both belong to the filter $\mathscr{F}$, we have $A \cap V \neq \emptyset$ and this ${ }^{8}$ implies $x \in \bar{A}$.

[^60]Lemma 10.2.14. Let $X, Y$ be topological spaces, $x \in X$ and $f: X \longrightarrow Y$ be a mapping. The mapping $f$ is continuous at $x$ if and only if

$$
\widetilde{f\left(\mathscr{V}_{x}\right)} \supset \mathscr{V}_{f(x)}
$$

where $\mathscr{V}_{z}$ stands for the filter of neighborhoods of $z$.
Proof. For $f$ to be continuous at $x \in X$ means

$$
\begin{equation*}
\forall W \in \mathscr{V}_{f(x)}, \exists V \in \mathscr{V}_{x} \text { such that } f(V) \subset W \tag{10.2.4}
\end{equation*}
$$

This implies that $\widetilde{f\left(\mathscr{V}_{x}\right)} \supset \mathscr{V}_{f(x)}$. Conversely, if the latter holds, it means

$$
\forall W \in \mathscr{V}_{f(x)}, \exists V_{1}, \ldots, V_{N} \in \mathscr{V}_{x}, \cap_{1 \leq j \leq N} f\left(V_{j}\right) \subset W
$$

which implies $f\left(\cap_{1 \leq j \leq N} V_{j}\right) \subset W$, providing (10.2.4) since $\cap_{1 \leq j \leq N} V_{j} \in \mathscr{V}_{x}$.

## Compactness and Tychonoff's Theorem

We recall first that a topological space $(X, \mathcal{O})$ is said to be a Hausdorff space whenever

$$
\begin{equation*}
\forall(x, y) \in X^{2}, x \neq y \Longrightarrow \exists U \in \mathscr{V}_{x}, \exists V \in \mathscr{V}_{y}, \quad U \cap V=\emptyset \tag{10.2.5}
\end{equation*}
$$

Definition 10.2.15. A topological space $(X, \mathscr{O})$ is said to be compact when it is a Hausdorff space and satisfies the Borel-Lebesgue property: if $\left(\Omega_{i}\right)_{i \in I}$ is a family of open sets such that $X=\cup_{i \in I} \Omega_{i}$, there exists a finite subset $J$ of $I$ such that $X=\cup_{i \in J} \Omega_{i}$.

Remark 10.2.16. If $A$ is a closed subset of a compact space $X$, then $A$ is also compact. Using the definition in Lemma 1.2.2 of the induced topology on $A$, the separation property is obvious and we may assume that $A \subset \cup_{i \in I} \Omega_{i}$, where each $\Omega_{i}$ is an open subset of $X$. Then we have

$$
X=\cup_{i \in I} \Omega_{i} \cup A^{c}
$$

and since $A^{c}$ is open, the compactness of $X$ implies that $X=\cup_{i \in J} \Omega_{i} \cup A^{c}$ with a finite subset $J$ of $I$. As a consequence $A \subset \cup_{i \in J} \Omega_{i}$, proving its compactness.

Proposition 10.2.17. Let $X$ be a topological space. The following properties are equivalent.
(i) Any filter on $X$ has a non-empty closure.
(ii) Any ultrafilter on $X$ is convergent.
(iii) The Borel-Lebesgue property holds.

A topological space satisfying these properties is said to be quasi-compact. A topological space is compact whenever it is a quasi-compact Hausdorff space.

Proof. (i) $\Longrightarrow$ (ii). Let $\mathscr{U}$ be an ultrafilter on $X$ : then there exists $x \in \cap_{U \in \mathscr{U}} \bar{U}$, so that $\mathscr{U}$ and $\mathscr{V}_{x}$ are secant (see Definition 10.2.6) and from Proposition 10.2.7, they have a least upper bound which must be $\mathscr{U}$ since it is an ultrafilter: this implies $\mathscr{U} \supset \mathscr{V}_{x}$ and (ii).
(ii) $\Longrightarrow$ (iii). Let $\left(\Omega_{i}\right)_{i \in I}$ be an open covering of $X$ and let us assume by contradiction that for all $J$ finite subset of $I, \cup_{i \in J} \Omega_{i} \neq X$. Then the family

$$
\mathscr{B}=\left\{\cap_{i \in J} \Omega_{i}^{c}\right\}_{J \text { finite } \subset I}
$$

has the non-empty finite intersection property: for $B_{k}=\cap_{i \in J_{k}} \Omega_{i}^{c}, 1 \leq k \leq N$ and $J_{k}$ finite subset of $I$, we have

$$
\cap_{1 \leq k \leq N} B_{k}=\bigcap_{i \in \underbrace{\cup_{1 \leq k \leq N} J_{k}}_{\text {finite }}} \Omega_{i}^{c} \neq \emptyset .
$$

According to Lemma 10.2.4 and to Proposition 10.2.9, there exists an ultrafilter $\mathscr{U}$ containing $\mathscr{B}$ and from the assumption (ii) there exists $x \in X$ such that $\mathscr{U} \supset \mathscr{V}_{x}$. The point $x$ belongs to the closure of $\mathscr{U}$ and thus to

$$
\bigcap_{i \in I} \overline{\Omega_{i}^{c}} \underbrace{=}_{\Omega_{i} \text { open }} \bigcap_{i \in I} \Omega_{i}^{c}=\left(\cup_{i \in I} \Omega_{i}\right)^{c}=\emptyset
$$

which is impossible.
(iii) $\Longrightarrow($ i $)$. Let $\mathscr{F}=\left(M_{i}\right)_{i \in I}$ be a filter on $X$ with an empty closure: we have

$$
\emptyset=\cap_{i \in I} \overline{M_{i}} \Longrightarrow X=\cup_{i \in I} \underbrace{\left(\overline{M_{i}}\right)^{c}}_{\text {open }} \Longrightarrow \exists J \text { finite } \subset I, X=\cup_{i \in J}\left(\overline{M_{i}}\right)^{c}
$$

and thus $\cap_{i \in J} \overline{M_{i}}=\emptyset$ which is impossible since all $M_{i}$ belong to the filter $\mathscr{F}$ which enjoys the non-empty finite intersection property. The proof of the proposition is complete.

Proposition 10.2.18. Let $X$ be a Hausdorff topological space.
(1) Let $A, B$ be two compact disjoint subsets of $X$. Then there exist $U, V$ open disjoint subsets of $X$ such that $A \subset U$ and $B \subset V$.
(2) Let $A$ be a compact subset of $X$. Then $A$ is a closed subset of $X$.

Proof. Since $X$ is Hausdorff, for each $(x, y) \in A \times B$, there exists some open sets $U_{x}(y) \in \mathscr{V}_{x}, V_{y}(x) \in \mathscr{V}_{y}$ such that $U_{x}(y) \cap V_{y}(x)=\emptyset$. By the compactness of $B$, we have for all $x \in A$,

$$
B \subset \cup_{1 \leq j \leq N_{x}} V_{y_{j}}(x)=W(x)
$$

As a consequence, with $T(x)=\cap_{1 \leq j \leq N_{x}} U_{x}\left(y_{j}\right)$, we have $T(x) \cap W(x)=\emptyset, W(x)$ open containing $B$ and the open set $T(x) \in \mathscr{V}_{x}$. By the compactness of $A$, we have

$$
A \subset \cup_{1 \leq k \leq M} T\left(x_{k}\right)
$$

We take then $U=\cup_{1 \leq k \leq M} T\left(x_{k}\right)$, $V=\cap_{1 \leq k \leq M} W\left(x_{k}\right)$, which are disjoint open sets containing respectively $A, B$, proving (1). Let $A$ be a compact subset of $X$; if $a \notin A$, then $A$ and $\{a\}$ are disjoint compact subsets and from the now proven (1), there exists an open set $V \in \mathscr{V}_{a}$ such that $V \cap A=\emptyset$, i.e., $V \subset A^{c}$, proving that $A^{c}$ is open.
Proposition 10.2.19. Let $\left(K_{i}\right)_{i \in I}$ be a family of compact subsets of a Hausdorff space $X$ such that $\cap_{i \in I} K_{i}=\emptyset$. Then there exists a finite subset $J$ of $I$ such that $\cap_{i \in J} K_{i}=\emptyset$.

Proof. Note that from Property (2) of Proposition 10.2.18, the $K_{i}$ are closed subsets of $X$. For a fixed $i_{0} \in I$,

$$
K_{i_{0}} \subset \cup_{i \neq i_{0}, i \in I} K_{i}^{c} \Longrightarrow K_{i_{0}} \subset \cup_{i \in J} K_{i}^{c}, \quad J \text { finite subset of } I
$$

As a result, $\cap_{i \in J \cup\left\{i_{0}\right\}} K_{i}=\emptyset$.
Theorem 10.2.20. Let $X, Y$ be topological spaces, with $Y$ a Hausdorff space, and $f: X \longrightarrow Y$ be a continuous mapping. If $X$ is compact, then $f(X)$ is compact.

Proof. $f(X)$ is a Hausdorff space as a subset of a Hausdorff space. Let us assume that $f(X) \subset \cup_{i \in I} V_{i}$ where $V_{i}$ are open subsets of $Y$. Then

$$
X=\cup_{i \in I} \underbrace{f^{-1}\left(V_{i}\right)}_{\substack{\text { open } \\ \text { since } f \text { continuous }}},
$$

so that for some finite $J, X=\cup_{i \in J} f^{-1}\left(V_{i}\right)$, and thus $f(X)=\cup_{i \in J} f\left(f^{-1}\left(V_{i}\right)\right) \subset$ $\cup_{i \in J} V_{i}$, proving the result.

Definition 10.2.21. Let $\left(X_{i}, \mathcal{O}_{i}\right)_{i \in I}$ be a family of topological spaces. The producttopology on $X=\prod_{i \in I} X_{i}$ is the weakest topology on $X$ such that all canonical projections $\pi_{i}: X \rightarrow X_{i}$ are continuous.

We note that the continuity of the projections forces

$$
\pi_{i}^{-1}\left(\mathcal{O}_{i}\right)=\left\{\pi_{i}^{-1}(\Omega)\right\}_{\Omega \in \mathcal{O}_{i}}
$$

to belong to the product topology $\mathcal{O}$ on $X$. As a result $\mathcal{O}$ is the intersection of topologies containing $\cup_{i \in I} \pi_{i}^{-1}\left(\mathcal{O}_{i}\right)$, i.e., the smallest topology containing that set.
Lemma 10.2.22. Let $\left(X_{i}, \mathcal{O}_{i}\right)_{i \in I}$ be a family of topological spaces and let $(X, \mathcal{O})$ be the product topology on $X=\prod_{i \in I} X_{i}$. Then

$$
\mathcal{O}=\left\{\cup_{\alpha \in A} \Omega_{\alpha}\right\} \underset{U_{i, \alpha}=X_{i} \text { except for a finite subset of } I}{\Omega_{\alpha}=\prod_{i \in I} U_{i, \alpha}, U_{i, \alpha} \in \mathscr{O}_{i}}
$$

Proof. Let us call $\widetilde{\mathcal{O}}$ the set defined in the lemma. Since any product

$$
\prod_{i \in I} U_{i, \alpha}, U_{i, \alpha} \in \mathscr{O}_{i}, U_{i, \alpha}=X_{i}, \text { except for a finite subset of } I,
$$

belongs to $\mathcal{O}$, as a finite intersection of elements of $\cup_{i \in I} \pi_{i}^{-1}\left(\mathcal{O}_{i}\right)$, we find that

$$
\begin{equation*}
\cup_{i \in I} \pi_{i}^{-1}\left(\mathcal{O}_{i}\right) \subset \widetilde{\mathcal{O}} \subset \mathcal{O} \tag{10.2.6}
\end{equation*}
$$

Moreover $\widetilde{\mathcal{O}}$ is a topology on $X$ since it is obviously stable by union and also by finite intersection: to verify this it is enough to consider

$$
W=\left(\prod_{i \in I} U_{i}\right) \cap\left(\prod_{i \in I} V_{i}\right), \quad U_{i}, V_{i} \in \mathcal{O}_{i}, \text { all but a finite number equal to } X_{i}
$$

We have indeed $W=\prod_{i \in I}\left(U_{i} \cap V_{i}\right)$ where all but a finite number of $\left(U_{i} \cap V_{i}\right)$ are equal to $X_{i}$ and the others are open subsets of $X_{i}$. Since $\widetilde{\mathcal{O}}$ is proven to be a topology, the inclusions (10.2.6) imply $\widetilde{\mathcal{O}}=\mathcal{O}$.

Theorem 10.2.23 (Tychonoff). Let $\left(X_{i}\right)_{i \in I}$ be a family of compact topological spaces. Then the space $X=\prod_{i \in I} X_{i}$ equipped with the product topology is compact.

Proof. Let $\mathscr{U}$ be an ultrafilter on $X$. From Proposition 10.2.12, each $\pi_{i}(\mathscr{U})$ is an ultrafilter on $X_{i}\left(\pi_{i}\right.$ is the canonical projection from $X$ onto $\left.X_{i}\right)$. By compactness of $X_{i}$, there exists $x_{i} \in X_{i}$ such that $\pi_{i}(\mathscr{U}) \supset \mathscr{V}_{x_{i}}$. Let us define $x=\left(x_{i}\right)_{i \in I}$ and let us prove that $\mathscr{U}$ converges to $x$ : let $V \in \mathscr{V}_{x}$, so that $x$ belongs to an open set of $X$ contained in $V$. From Lemma 10.2.22, $V$ contains a set

$$
\prod_{i \in I} U_{i}, \quad x_{i} \in U_{i} \text { open in } X_{i}, U_{i}=X_{i}, \text { except for a finite subset } J \text { of } I
$$

Since $U_{i} \in \mathscr{V}_{x_{i}}$, it belongs also to $\pi_{i}(\mathscr{U})$ and for all $i \in J$, there exists $V^{(i)} \in \mathscr{U}$ such that

$$
U_{i}=\pi_{i}\left(V^{(i)}\right) \Longrightarrow \forall i \in J, U_{i} \supset \pi_{i}(W), W=\cap_{i \in J} V^{(i)} \text { and } W \in \mathscr{U}
$$

Since for $i \notin J, U_{i}=X_{i}$, we obtain that

$$
V \supset \prod_{i \in I} U_{i} \supset \prod_{i \in I} \pi_{i}(W) \supset W \Longrightarrow V \in \mathscr{U}
$$

proving the convergence $\mathscr{U} \supset \mathscr{V}_{x}$ and quasi-compactness. To conclude, we need to prove the following result.

Lemma 10.2.24. A product of Hausdorff spaces is also Hausdorff.

Proof of the lemma. Let $\left(x_{i}^{\prime}\right)_{i \in I},\left(x_{i}^{\prime \prime}\right)_{i \in I}$ be distinct points in $X$. We are thus able to find $i_{0} \in I$ such that $x_{i_{0}}^{\prime} \neq x_{i_{0}}^{\prime \prime}$ and consequently (since $X_{i_{0}}$ is Hausdorff) we can find $U_{i_{0}}^{\prime}, U_{i_{0}}^{\prime \prime}$ disjoint open subsets of $X_{i_{0}}$ with $x_{i_{0}}^{\prime} \in U_{i_{0}}^{\prime}, x_{i_{0}}^{\prime \prime} \in U_{i_{0}}^{\prime \prime}$. We define then

$$
U^{\prime}=\prod_{i \in I} V_{i}^{\prime}, V_{i_{0}}^{\prime}=U_{i_{0}}^{\prime}, \text { other } V_{i}^{\prime}=X_{i}, U^{\prime \prime}=\prod_{i \in I} V_{i}^{\prime \prime}, V_{i_{0}}^{\prime \prime}=U_{i_{0}}^{\prime \prime}, \text { other } V_{i}^{\prime \prime}=X_{i} .
$$

The sets $U^{\prime}, U^{\prime \prime}$ are disjoint and respective neighborhoods of $\left(x_{i}^{\prime}\right)_{i \in I},\left(x_{i}^{\prime \prime}\right)_{i \in I}$.
The proof of Theorem 10.2.23 is complete.

## Connectedness of topological spaces

Definition 10.2.25. A topological space is said to be connected if the only subsets of $X$ which are both open and closed are $X$ and $\emptyset$.

Lemma 10.2.26. Let $X$ be a topological space and let $\left(A_{i}\right)_{i \in I}$ be a family of connected subsets of $X$ such that

$$
\begin{gathered}
\forall\left(i^{\prime}, i^{\prime \prime}\right) \in I^{2}, \exists J=\left\{i_{k}\right\}_{1 \leq k \leq N} \subset I, i_{1}=i^{\prime}, i_{N}=i^{\prime \prime} \\
\text { such that for } 1 \leq k<N, A_{i_{k}} \cap A_{i_{k+1}} \neq \emptyset .
\end{gathered}
$$

Then the set $A=\cup_{i \in I} A_{i}$ is connected.
Proof. Using the induced topology (see Lemma 1.2.2), we assume that

$$
A \subset \Omega_{1} \cup \Omega_{2}, \quad \Omega_{1} \cap \Omega_{2} \cap A=\emptyset, \quad \Omega_{j} \text { open subsets of } X .
$$

Let us assume that $A \cap \Omega_{1} \neq \emptyset$. Then there exists $x \in \Omega_{1} \cap A_{i^{\prime}}$ for some $i^{\prime} \in I$. Since $A_{i^{\prime}}$ is connected and

$$
A_{i^{\prime}} \subset \Omega_{1} \cup \Omega_{2}, \Omega_{1} \cap \Omega_{2} \cap A_{i^{\prime}}=\emptyset, A_{i^{\prime}} \cap \Omega_{1} \neq \emptyset \Longrightarrow A_{i^{\prime}} \cap \Omega_{2}=\emptyset \Longrightarrow A_{i^{\prime}} \subset \Omega_{1} .
$$

Let us now consider $i^{\prime \prime} \in J$ : applying the hypothesis, we find

$$
J=\left\{i_{k}\right\}_{1 \leq k \leq N} \subset I, i_{1}=i^{\prime}, i_{N}=i^{\prime \prime}, 1 \leq k<N, A_{i_{k}} \cap A_{i_{k+1}} \neq \emptyset .
$$

Assuming $A_{i_{k}} \subset \Omega_{1}$ for some $1 \leq k<N$, we have from the connectedness of $A_{i_{k+1}}$,

$$
\emptyset \neq A_{i_{k+1}} \cap A_{i_{k}}, A_{i_{k+1}} \subset \Omega_{1} \cup \Omega_{2}, \quad \Omega_{1} \cap \Omega_{2} \cap A_{i_{k+1}}=\emptyset, A_{i_{k+1}} \cap \Omega_{1} \neq \emptyset
$$

and this implies $A_{i_{k+1}} \cap \Omega_{2}=\emptyset$, thus $A_{i_{k+1}} \subset \Omega_{1}$. Since we have proven $A_{i_{1}} \subset \Omega_{1}$ this proves $A_{i^{\prime \prime}} \subset \Omega_{1}$ for any $i^{\prime \prime} \in I$, entailing $A \subset \Omega_{1}$, proving connectedness for $A$.

Definition 10.2.27. Let $X$ be a topological space. We define a binary relation on $X$ by $x^{\prime} \sim x^{\prime \prime}$ means there exists a connected subset $A$ of $X$ such that $x^{\prime}, x^{\prime \prime} \in A$.

Remark 10.2 .28 . This relation is an equivalence relation: reflexivity and symmetry are obvious whereas transitivity follows from Lemma 10.2.26. The connected components of $X$ are defined as the equivalence classes of that binary relation. We obtain a partition of $X$,

$$
X=\sqcup_{i \in I} C_{i}, \quad\left\{C_{i}\right\}_{i \in I}=X / \sim \quad \text { (the quotient space). }
$$

Moreover each $C_{i}$ is connected: we have $C_{i}=p\left(x_{i}\right)$, the equivalence class of a point $x_{i}$ and if $x \in C_{i}$, then there exists $A$ connected such that $x_{i}, x \in A$. Since all points of $A$ are equivalent to $x_{i}$, this implies that

$$
C_{i}=\bigcup_{A \text { connected } \ni x_{i}} A
$$

and Lemma 10.2.26 provides connectedness for $C_{i}$. Moreover if $C$ is connected and contains $C_{i}=p\left(x_{i}\right)$, all elements of $C$ are equivalent to $x_{i}$, so that $C=C_{i}$.

Theorem 10.2.29. Let $X, Y$ be topological spaces, let $f: X \rightarrow Y$ be a continuous mapping and let $A$ be a connected subset of $X$. Then $f(A)$ is connected.

Proof. Let us assume that $V_{1}, V_{2}$ are open subsets of $Y$ such that

$$
f(A) \subset V_{1} \cup V_{2}, \quad f(A) \cap V_{1} \cap V_{2}=\emptyset
$$

By continuity of $f$, the sets $f^{-1}\left(V_{j}\right)$ are open in $X$ and we have

$$
A \subset f^{-1}(f(A)) \subset f^{-1}\left(V_{1}\right) \cup f^{-1}\left(V_{2}\right)
$$

as well as $f^{-1}\left(V_{1}\right) \cap f^{-1}\left(V_{2}\right) \cap f^{-1}(f(A))=\emptyset$. The connectedness of $A$ implies $A \subset$ $f^{-1}\left(V_{j}\right)$ say for $j=1$ and thus $f(A) \subset V_{1}$, proving connectedness for $f(A)$.
Proposition 10.2.30. Let $X$ be a topological space and let $A$ be a connected subset of $X$. Then the closure of $A$ is also connected.

Proof. We may assume that $A$ is non-empty. Let us assume that

$$
\bar{A} \subset \Omega_{1} \cup \Omega_{2}, \quad \bar{A} \cap \Omega_{1} \cap \Omega_{2}=\emptyset, \Omega_{j} \text { open. }
$$

From the connectedness of $A$, we infer that $A$ must be included in one $\Omega_{j}$, say $\Omega_{1}$. We have

$$
A \subset \Omega_{1} \cap A \underbrace{\subset}_{\substack{\text { from } \\ \Omega_{1} \cap A \cap \Omega_{2}=\emptyset}} \Omega_{2}^{c} \underbrace{\Longrightarrow}_{\Omega_{2}^{c} \text { closed }} \bar{A} \subset \Omega_{2}^{c} \Longrightarrow \Omega_{2} \cap \bar{A}=\emptyset \underbrace{\Longrightarrow}_{\bar{A} \subset \Omega_{1} \cup \Omega_{2}} \bar{A} \subset \Omega_{1},
$$

proving connectedness for $\bar{A}$ as well.
Proposition 10.2.31. The connected subsets of $\mathbb{R}$ are the intervals.

Proof. Let $C$ be a connected subset of the real line containing at least two distinct points $a<b$. If there exists $x \in(a, b)$ such that $x \notin C$, then

$$
C \subset(-\infty, x) \cup(x,+\infty), \quad \text { a disjoint union of open sets, }
$$

violating connectedness. As a result $C$ is an interval, i.e., a subset of $\mathbb{R}$ such that

$$
a, b \in C, a<b \Longrightarrow(a, b) \subset C
$$

Conversely, let $I$ be an interval of $\mathbb{R}$ such that

$$
I \subset U_{1} \cup U_{2}, \quad U_{1} \cap U_{2} \cap I=\emptyset, U_{j} \text { open. }
$$

Let us assume that $I \cap U_{1} \neq \emptyset$ and let $a_{1} \in I \cap U_{1}$. If $I \cap U_{2} \neq \emptyset$, we may find $a_{2} \in I \cap U_{2}$. Since the sets $I \cap U_{j}, j=1,2$ are disjoint we have $a_{1} \neq a_{2}$ and we may assume $a_{1}<a_{2}$. Note that $\left[a_{1}, a_{2}\right] \subset I$ since $I$ is an interval. We consider the set $\left[a_{1}, a_{2}\right] \cap U_{1}$ which is non-empty (contains $a_{1}$ ) and bounded above. We define

$$
b=\sup \left(\left[a_{1}, a_{2}\right] \cap U_{1}\right) \quad\left(\text { note that } a_{1} \leq b \leq a_{2}, \text { implying } b \in I\right)
$$

The point $b$ belongs to $I \subset U_{1} \cup U_{2}$. If $b \in U_{1}$, then there exists $\epsilon>0$ such that

$$
[b-\epsilon, b+\epsilon] \subset U_{1}
$$

Moreover we have $b<a_{2}$ (otherwise $b=a_{2}$ and $b \in U_{1} \cap U_{2} \cap I=\emptyset$ ). Thus for some $\epsilon^{\prime}>0$, we have $b+\epsilon^{\prime}<a_{2}$ and $b+\epsilon^{\prime} \in U_{1}$, violating the supremum property defining $b$. As a result we have $b \in U_{2}$ (thus $b>a_{1}$ ) and there exists $\epsilon^{\prime \prime}>0$ such that

$$
\begin{equation*}
\left[b-\epsilon^{\prime \prime}, b+\epsilon^{\prime \prime}\right] \subset U_{2} \cap\left(a_{1},+\infty\right) \tag{b}
\end{equation*}
$$

Since $b-\epsilon^{\prime \prime}$ is not an upper bound for $\left[a_{1}, a_{2}\right] \cap U_{1}$, we may find

$$
c \in\left[a_{1}, a_{2}\right] \cap U_{1} \text { such that } a_{1}<b-\epsilon^{\prime \prime}<c \leq b \Longrightarrow c \in U_{1} \cap I \cap U_{2}=\emptyset
$$

which is impossible. This proves that $I \subset U_{1}$ and the result.
Definition 10.2.32. A topological space $X$ is said to be path-connected if for all $x_{0}, x_{1} \in X$ there exists a continuous mapping $\gamma:[0,1] \rightarrow X$ such that $\gamma(0)=$ $x_{0}, \gamma(1)=x_{1}$.
Proposition 10.2.33. A path-connected topological space is connected.
Proof. Let $X$ be a path-connected topological space. If $X$ is non-empty, we may find $a \in X$ such that for all $x \in X$, there exists a continuous mapping $\gamma_{x}:[0,1] \rightarrow$ $X$ with $\gamma_{x}(0)=a, \gamma_{x}(1)=x$. We have thus

$$
X=\cup_{x \in X} \gamma_{x}([0,1])
$$

and we note that each $\gamma_{x}([0,1])$ is connected (Theorem 10.2.29) and for $x_{1}, x_{2} \in X$

$$
a \in \gamma_{x_{1}}([0,1]) \cap \gamma_{x_{2}}([0,1])
$$

fulfilling the assumptions of Lemma 10.2.26, entailing the result.

Remark 10.2.34. The set

$$
\begin{equation*}
G=\left\{\left(x, \sin \frac{1}{x}\right)\right\}_{0<x \leq 2 / \pi} \cup(\{0\} \times[-1,1]) \tag{10.2.7}
\end{equation*}
$$

is connected, not path-connected. In fact, the function

$$
(0,2 / \pi] \ni x \mapsto(x, \sin (1 / x))
$$

is continuous so that $G_{0}=\left\{\left(x, \sin \frac{1}{x}\right)\right\}_{0<x \leq 2 / \pi}$ is connected (and path-connected) as the continuous image of the interval $(0,2 / \pi]$. The set $G$ is the closure of $G_{0}$ and thus is connected (from Proposition 10.2.30). However, $G$ is not path-connected: for a continuous mapping $\gamma:[0,1] \rightarrow G$ such that $\gamma(t)=(x(t), y(t))$,

$$
\gamma(0)=(0,0), \quad \gamma(1)=(2 / \pi, 1)
$$

we may define $T=\sup \{t \in[0,1], x(t)=0\}$ : then $0 \leq T<1$ and $x(t)>0$ for $t \in(T, 1]$, so that we may assume that

$$
\gamma:[0,1] \rightarrow G, x(0)=0, y(0) \in[-1,1], \quad x(t)>0 \text { for } t \in(0,1], \gamma(1)=(2 / \pi, 1)
$$

By continuity of $x$ we have

$$
x((0,1)) \supset(0,2 / \pi) \Longrightarrow \forall \epsilon \in(0,2 / \pi), \exists t_{\epsilon} \in(0,1), \epsilon=x\left(t_{\epsilon}\right) .
$$

As a consequence, we have $y\left(t_{\epsilon}\right)=\sin (1 / \epsilon)$. Since $\lim _{\epsilon} t_{\epsilon}=0$ (otherwise there is a sequence $\left(\epsilon_{k}\right)$ of positive numbers with limit 0 , such that, by compactness of $[0,1]$, $\lim _{k} t_{\epsilon_{k}}=\theta>0$ and this would imply $\lim _{k} x\left(t_{\epsilon_{k}}\right)=x(\theta)>0$ ), we must have

$$
y(0)=\lim _{\epsilon \rightarrow 0_{+}} y\left(t_{\epsilon}\right)=\lim _{\epsilon \rightarrow 0_{+}} \sin (1 / \epsilon)
$$

but the latter limit does not exist. So there is no such $\gamma$ and $G$ is not pathconnected.

## Partitions of unity in a topological space

A topological space $(X, \mathcal{O})$ is said to be locally compact if every point has a compact neighborhood.

Definition 10.2.35. A topological space is said to be locally compact if it is a Hausdorff space such that each point has a compact neighborhood.

Proposition 10.2.36. In a locally compact topological space $X$, every point has a basis of compact neighborhoods, i.e., $\forall x \in X, \forall U \in \mathscr{V}_{x}, \exists L$ compact, $L \in \mathscr{V}_{x}, L \subset U$. More generally, let $K$ be a compact subset of a locally compact topological space and $U$ an open set such that $K \subset U$. Then there exists an open set $V$ with compact closure such that

$$
K \subset V \subset \bar{V} \subset U
$$

Proof. Since every point has a compact neighborhood, we can cover $K$ with finitely many $\left(W_{j}\right)_{1 \leq j \leq N}$ such that $W_{j}$ is open with compact closure; the set $W=\cup_{1 \leq j \leq N} W_{j}$ is also open with compact closure, since a finite union of open sets is open and the closure of a finite union is the union of the closures. If $U=X$, we can take $V=W$. Otherwise, for each $x \in U^{c}$, Proposition 10.2 .18 shows that there exists $V_{x}, V_{x}^{\prime}$ open disjoint such that $K \subset V_{x},\{x\} \subset V_{x}^{\prime}$; as a result, $\left(U^{c} \cap \bar{W} \cap \overline{V_{x}}\right)_{x \in U^{c}}$ is a family of compact sets with empty intersection: we have $V_{x} \cap V_{x}^{\prime}=\emptyset$ and thus $x \notin \overline{V_{x}}$, so that

$$
\begin{aligned}
y \in \cap_{x \in U^{c}}\left(U^{c} \cap \bar{W} \cap \overline{V_{x}}\right) & \Longrightarrow y \in U^{c}, y \in \bar{W} \text { and for all } x \in U^{c}, y \in \overline{V_{x}} \\
& \Longrightarrow y \in \overline{V_{y}} \Longrightarrow V_{y} \cap V_{y}^{\prime} \neq \emptyset, \quad \text { which is not true. }
\end{aligned}
$$

From Proposition 10.2.19, we can find $x_{1}, \ldots, x_{N} \in U^{c}$ such that

$$
\begin{equation*}
\emptyset=\cap_{1 \leq j \leq N}\left(U^{c} \cap \bar{W} \cap \overline{V_{x_{j}}}\right) \Longrightarrow \cap_{1 \leq j \leq N}\left(\bar{W} \cap \overline{V_{x_{j}}}\right) \subset U . \tag{10.2.8}
\end{equation*}
$$

We consider now the open set $V=W \cap \cap_{1 \leq j \leq N} V_{x_{j}}$. We have by construction $K \subset V_{x_{j}} \cap U$ and thus $K \subset V \subset \bar{V} \subset \bar{W} \cap \cap_{1 \leq j \leq N} \overline{V_{x_{j}}}$, which is compact and included in $U$ from (10.2.8).

Exercise 2.8.2 contains a proof of Urysohn's Lemma, a basic element for constructing partitions of unity. For that purpose, see also Remark 2.1.4 after Theorem 2.1.3.

## Hahn-Banach Theorem

We recall here the statement of the Hahn-Banach Theorem.
Definition 10.2.37. Let $E$ be a vector space (on $\mathbb{R}$ or $\mathbb{C}$ ) and let $p: E \longrightarrow \mathbb{R}_{+}$. We shall say that $p$ is a semi-norm on $E$ if for $x, y \in E, \alpha$ scalar,
(1) $p(\alpha x)=|\alpha| p(x), \quad$ (homogeneity),
(2) $p(x+y) \leq p(x)+p(y), \quad(\text { triangle inequality })^{9}$.

Let us consider a countable family $\left(p_{k}\right)_{k \geq 1}$ of semi-norms on $E$. We shall say that the family $\left(p_{k}\right)_{k \geq 1}$ is separating whenever $p_{k}(x)=0$ for all $k \geq 1$ implies $x=0$.
Theorem 10.2.38 (Hahn-Banach theorem). Let $E$ be a vector space (on $\mathbb{R}$ or $\mathbb{C}$ ), let $M$ be a subspace of $E$, let $p$ be a semi-norm on $E$, and let $\xi$ be a linear form on $M$ such that

$$
\begin{equation*}
\forall x \in M, \quad|\xi \cdot x| \leq p(x) \tag{10.2.9}
\end{equation*}
$$

Then there exists a linear form $\widetilde{\xi}$ on $E$, such that

$$
\widetilde{\xi}_{\mid M}=\xi, \quad \text { and } \quad \forall x \in E,|\widetilde{\xi} \cdot x| \leq p(x) .
$$

[^61]
## Baire category theorem and its consequences

René Baire (1874-1932) was a French mathematician who made a lasting landmark contribution to Functional Analysis, known today as the Baire Category Theorem.
Theorem 10.2.39 (Baire theorem). Let $(X, d)$ be a complete metric space and $\left(F_{n}\right)_{n \geq 1}$ be a sequence of closed sets with empty interiors. Then the interior of $\cup_{n \geq 1} \bar{F}_{n}$ is also empty.
$N . B$. The statement of that theorem is equivalent to saying that, in a complete metric space, given a sequence $\left(U_{n}\right)_{n \geq 1}$ of open dense sets the intersection $\cap_{n \geq 1} U_{n}$ is also dense. In fact, if $\left(U_{n}\right)$ is a sequence of open dense sets, the sets $F_{n}=U_{n}^{c}$ are closed and $\operatorname{int} F_{n}=\emptyset \Longleftrightarrow \emptyset=\operatorname{int}\left(U_{n}^{c}\right)=\left(\bar{U}_{n}\right)^{c} \Longleftrightarrow \bar{U}_{n}=X$, so that

$$
\operatorname{int}\left(\cup_{n \geq 1} F_{n}\right)=\emptyset \Longleftrightarrow \emptyset=\operatorname{int}\left(\cup_{n \geq 1} U_{n}^{c}\right)=\operatorname{int}\left(\left(\cap_{n \geq 1} U_{n}\right)^{c}\right)=\left(\overline{\left(\cap_{n \geq 1} U_{n}\right)}\right)^{c}
$$

which is equivalent to $\overline{\left(\cap_{n \geq 1} U_{n}\right)}=X$.
Proof of the theorem. Let $\left(U_{n}\right)_{n \geq 1}$ be a sequence of dense open sets. Let $x_{0} \in$ $X, r_{0}>0$ (we may assume that $\bar{X}$ is not empty, otherwise the theorem is trivial). Using the density of $U_{1}$, we obtain $B\left(x_{0}, r_{0}\right) \cap U_{1} \neq \emptyset$ so that
$\left.\exists r_{1} \in\right] 0, r_{0} / 2\left[, \quad B\left(x_{0}, r_{0}\right) \cap U_{1} \supset B\left(x_{1}, 2 r_{1}\right) \supset \tilde{B}\left(x_{1}, r_{1}\right)=\left\{y \in X, d\left(y, x_{1}\right) \leq r_{1}\right\}\right.$.
Let us assume that we have constructed $x_{0}, x_{1}, \ldots, x_{n}$ with $n \geq 1$ such that

$$
B\left(x_{k}, r_{k}\right) \cap U_{k+1} \supset \tilde{B}\left(x_{k+1}, r_{k+1}\right), \quad 0<r_{k+1}<r_{k} / 2, \quad 0 \leq k \leq n-1
$$

Using the density of $U_{n+1}$, we obtain $B\left(x_{n}, r_{n}\right) \cap U_{n+1} \neq \emptyset$ and

$$
\left.\exists r_{n+1} \in\right] 0, r_{n} / 2\left[, \quad B\left(x_{n}, r_{n}\right) \cap U_{n+1} \supset B\left(x_{n+1}, 2 r_{n+1}\right) \supset \tilde{B}\left(x_{n+1}, r_{n+1}\right)\right.
$$

Since $0<r_{n} \leq 2^{-n} r_{0}$ (induction), we have $\lim _{n} r_{n}=0$ and $\left(x_{n}\right)_{n \geq 0}$ is a Cauchy sequence since for $k, l \geq n$,

$$
B\left(x_{k}, r_{k}\right) \cup B\left(x_{l}, r_{l}\right) \subset B\left(x_{n}, r_{n}\right) \Longrightarrow d\left(x_{k}, x_{l}\right)<2 r_{n}
$$

Since the metric space $X$ is assumed to be complete, the sequence $\left(x_{n}\right)_{n \geq 0}$ converges; let $x=\lim _{n} x_{n}$. We have for all $n \geq 0, \tilde{B}\left(x_{n+1}, r_{n+1}\right) \subset B\left(x_{n}, r_{n}\right)$ so that, for all $k \geq 1, \tilde{B}\left(x_{n+k}, r_{n+k}\right) \subset B\left(x_{n}, r_{n}\right)$ and thus

$$
\sup _{k \geq 0} d\left(x_{n+k}, x_{n}\right) \leq r_{n} \Longrightarrow d\left(x, x_{n}\right) \leq r_{n} \Longrightarrow x \in \cap_{n \geq 1} \tilde{B}\left(x_{n}, r_{n}\right) \subset \cap_{n \geq 1} U_{n}
$$

and $d\left(x, x_{0}\right) \leq r_{0}$. As a result, for all $x_{0} \in X$, all $r_{0}>0$, the set

$$
\tilde{B}\left(x_{0}, r_{0}\right) \cap \cap_{n \geq 1} U_{n} \neq \emptyset
$$

This implies that $U=\cap_{n \geq 1} U_{n}$ is dense since, for $x_{0} \in X$, for any neighborhood $V$ of $x_{0}$, there exists $r_{0}>0$ such that $V \supset B\left(x_{0}, 2 r_{0}\right) \supset \tilde{B}\left(x_{0}, r_{0}\right)$, and thus $V \cap U \supset \tilde{B}\left(x_{0}, r_{0}\right) \cap U \neq \emptyset \Longrightarrow x_{0} \in \bar{U}$.

Theorem 10.2.40. Let $X$ be a locally compact topological space (Hausdorff topological space such that each point has a compact neighborhood) and $\left(F_{n}\right)_{n \geq 1}$ be a sequence of closed sets with empty interiors. Then the interior of $\cup_{n \geq 1} F_{n}$ is also empty.

Proof. The proof is essentially the same as for the previous theorem. Let $\left(U_{n}\right)_{n \geq 1}$ be a sequence of dense open sets. Let $B_{0}$ a non-empty open subset of $X$. Since $U_{1}$ is dense, the open set $B_{0} \cap U_{1}$ is non-empty and thus is a neighborhood of a point. Since each point in $X$ has a basis of compact neighborhoods, $B_{0} \cap U_{1}$ contains a compact set with non-empty interior and thus

$$
B_{0} \cap U_{1} \supset \bar{B}_{1}, \quad \bar{B}_{1} \text { compact, } B_{1} \text { open } \neq \emptyset
$$

We get that $B_{1} \cap U_{2}$ is a non-empty open set which contains a compact $\bar{B}_{2}, B_{2}$ open $\neq \emptyset$. Following the same procedure as in the previous proof, we may consider the compact set $K$ defined by $K=\cap_{n \geq 1} \bar{B}_{n}$. The set $K$ is non-empty, otherwise we would have $\emptyset=\cap_{1 \leq n \leq N} \bar{B}_{n}=\bar{B}_{N}$ for some $N$, which is not possible since at each step, the set $\bar{B}_{N}$ is compact with non-empty interior. As a result, we have

$$
\emptyset \neq K \subset \cap_{n \geq 1} U_{n}=U, \quad K \subset B_{0}
$$

and thus, for any open subset $B_{0}$ of $X$, the set $U \cap B_{0} \neq \emptyset$, which means that $\bar{U}=X$.

Definition 10.2.41. Let $X$ be a topological space and $A \subset X$.

- The subset $A$ is said to be rare or nowhere dense when $\stackrel{\circ}{A}=\emptyset$.
- The subset $A$ is of first category when it is a countable union of rare subsets. Such a subset is also said to be meager.
- The subset $A$ of $X$ is of second category when it is not of first category.

A topological space $X$ is a Baire space if for any sequence $\left(F_{n}\right)_{n \in \mathbb{N}}$ of closed sets with empty interiors, the union $\cup_{n \in \mathbb{N}} F_{n}$ is also with empty interior. As shown above, $X$ is a Baire space if and only if, for any sequence $\left(U_{n}\right)_{n \in \mathbb{N}}$ of dense open sets, the intersection $\cap_{n \in \mathbb{N}} U_{n}$ is also dense.

The following results are classical consequences of Baire's Theorem.

## Banach-Steinhaus

Theorem 10.2.42 (Banach-Steinhaus). Let $E$ be a Banach space, $F$ be a normed vector space and $\left(L_{j}\right)_{j \in J}$ be a family of $\mathcal{L}(E, F)$ (continuous linear mappings from $E$ to $F$ ) which is "weakly bounded", i.e., satisfies

$$
\begin{equation*}
\forall u \in E, \quad \sup _{j \in J}\left\|L_{j} u\right\|_{F}<+\infty \tag{10.2.10}
\end{equation*}
$$

Then the family $\left(L_{j}\right)_{j \in J}$ is "strongly bounded", i.e., satisfies

$$
\begin{equation*}
\sup _{j \in J}\left\|L_{j}\right\|_{\mathcal{L}(E, F)}<+\infty \tag{10.2.11}
\end{equation*}
$$

## Open mapping Theorem

Theorem 10.2.43 (Open mapping Theorem). Let $E, F$ be Banach spaces and let $A$ be a bijective mapping belonging to $\mathcal{L}(E, F)$. Then $A$ is an isomorphism, i.e.,

$$
\begin{equation*}
\exists \beta, \gamma>0, \quad \forall u \in E, \quad \beta\|u\|_{E} \leq\|A u\|_{F} \leq \gamma\|u\|_{E} \tag{10.2.12}
\end{equation*}
$$

### 10.3 Duality in Banach spaces

## Definitions

All the vector spaces considered here are on the field $\mathbb{R}$ or $\mathbb{C}$, denoted by k . We recall that a Banach space is a complete normed vector space and for $E, F$ Banach spaces, $\mathcal{L}(E, F)$ stands for the vector space of continuous linear mappings from $E$ into $F$. The space $\mathcal{L}(E, F)$ is a Banach space for the norm

$$
\begin{equation*}
\|L\|_{\mathcal{L}(E, F)}=\sup _{\|x\|_{E}=1}\|L x\|_{F} \tag{10.3.1}
\end{equation*}
$$

The topological dual of $E$ is the Banach space $E^{*}=\mathcal{L}(E, \mathrm{k})$ of continuous linear forms. When $\xi \in E^{*}, x \in E$, we shall write $\xi \cdot x$ instead of $\xi(x)$.

Theorem 10.3.1. Let $E$ be a Banach space and $E^{*}$ its topological dual. Then

$$
\forall x \in E, \quad\|x\|_{E}=\sup _{\|\xi\|_{E^{*}}=1}|\xi \cdot x|
$$

Proof. We have $\|\xi\|_{E^{*}}=\sup _{x \in E,\|x\|_{E}=1}|\xi \cdot x|$. Let $0 \neq x_{0} \in E$. Applying the Hahn-Banach Theorem 10.2 .38 with $M=\mathrm{k} x_{0}, p(x)=\|x\|_{E}$, defining on $M$ the linear form $\eta$ by $\eta \cdot \lambda x_{0}=\lambda\left\|x_{0}\right\|_{E}$, we have $\left|\eta \cdot \lambda x_{0}\right| \leq\left\|\lambda x_{0}\right\|=p\left(\lambda x_{0}\right)$ and we find a linear form $\xi_{0}$ defined on $E$ such that

$$
\left|\xi_{0} \cdot x_{0}\right|=\left\|x_{0}\right\|_{E}, \quad \forall x \in E, \quad\left|\xi_{0} \cdot x\right| \leq\|x\|_{E}
$$

As a consequence, $\xi_{0} \in E^{*}$ with $\left\|\xi_{0}\right\|=1$. Finally we have proven

$$
\left\|x_{0}\right\|_{E}=\left|\xi_{0} \cdot x_{0}\right| \leq \sup _{\|\xi\|_{E^{*}=1}}\left|\xi \cdot x_{0}\right| \leq\left\|x_{0}\right\|_{E}
$$

## Weak convergence

Definition 10.3.2. Let $E$ be a Banach space. The weak topology $\sigma\left(E, E^{*}\right)$ on $E$ is the weakest topology such that for all $\xi \in E^{*}$ the mappings $E \ni x \mapsto\langle\xi, x\rangle_{E^{*}, E} \in \mathrm{k}$ are continuous.

Remark 10.3.3. Let $E$ be a Banach space. For each $\xi \in E^{*}$, we define the seminorm $p_{\xi}$ on $E$ by $p_{\xi}(x)=\left|\langle\xi, x\rangle_{E^{*}, E}\right|$; the properties of Definition 10.2.37 are obviously satisfied. Moreover the family $\left(p_{\xi}\right)_{\xi \in E^{*}}$ is separating from Theorem 10.3.1.

The neighborhoods of 0 for the weak topology on $E$, say $\mathscr{V}_{0}$, have the following basis: taking $\Xi$ a finite subset of $E^{*}$ and $r>0$, we define

$$
\begin{equation*}
W_{\Xi, r}=\left\{x \in E, \forall \xi \in \Xi, p_{\xi}(x)<r\right\} . \tag{10.3.2}
\end{equation*}
$$

Note that the $W_{\Xi, r}$ are convex and symmetric. Every neighborhood of 0 for the weak topology contains a $W_{\Xi, r}$ which is also a neighborhood of 0 for that topology. The neighborhoods $\mathscr{V}_{x}$ of a point $x$ are defined as $\mathscr{V}_{x}=\{x+V\}_{V \in \mathscr{V}_{0}} ; E$ equipped with that topology is a Topological Vector Space. Note that the separating property of the family $\left(p_{\xi}\right)_{\xi \in E^{*}}$ is implying that the weak topology is separated (i.e., Hausdorff, see (10.2.5)): in fact $\{0\}$ is closed for the weak topology, since for $x_{0} \neq 0$, from Theorem 10.3.1, there exists $\xi_{0} \in E^{*}$ such that $\left\langle\xi_{0}, x_{0}\right\rangle=1$, so that

$$
0 \notin x_{0}+\left\{x \in E, p_{\xi_{0}}(x)<1\right\} .
$$

Otherwise, $1=\left\langle\xi_{0}, x_{0}\right\rangle=\langle\xi_{0}, \overbrace{x_{0}+x}^{=0}\rangle-\left\langle\xi_{0}, x\right\rangle<1$. Moreover, to check that the addition is continuous, we take $x_{1}, x_{2} \in E, W_{\Xi_{0}, r_{0}}$ as above a neighborhood of zero ( $\Xi_{0}$ finite and $r_{0}>0$ ), and we try to find $W_{\Xi_{j}, r_{j}}, j=1,2$ such that

$$
x_{1}+W_{\Xi_{1}, r_{1}}+x_{2}+W_{\Xi_{2}, r_{2}} \subset x_{1}+x_{2}+W_{\Xi_{0}, r_{0}}
$$

It is enough to take $W_{\Xi_{j}, r_{j}}=W_{\Xi_{0}, r_{0} / 2}$. Checking the continuity of the multiplication by a scalar is similar: given $\lambda_{0} \in \mathrm{k}, \mathrm{x}_{0} \in \mathrm{E}, W_{\Xi_{0}, r_{0}}$ as above, we want to find $W_{\Xi_{1}, r_{1}}$ and $t_{1}>0$ such that

$$
\forall t \in \mathbb{R},|t| \leq t_{1}, \quad\left(\lambda_{0}+\theta t\right)\left(x_{0}+W_{\Xi_{1}, r_{1}}\right) \subset \lambda_{0} x_{0}+W_{\Xi_{0}, r_{0}}
$$

It is enough to require

$$
t_{1} W_{\Xi_{1}, r_{1}} \cup \lambda_{0} W_{\Xi_{1}, r_{1}} \subset W_{\Xi_{0}, r_{0} / 3}, \quad t_{1} x_{0} \in W_{\Xi_{0}, r_{0} / 3}
$$

This is satisfied for $\Xi_{1}=\Xi_{0}, \quad\left|\lambda_{0}\right| r_{1}<r_{0} / 3, \quad t_{1} r_{1}<r_{0} / 3$.
Remark 10.3.4. Let $E$ be a Banach space; the weak topology $\sigma\left(E, E^{*}\right)$ on $E$ is weaker than the norm-topology on $E$ (also called the strong topology): this is obvious from the very definition of the weak topology since all the mappings $x \mapsto$ $\langle\xi, x\rangle$ are continuous for the norm-topology since $p_{\xi}(x)=|\langle\xi, x\rangle| \leq\|\xi\|_{E^{*}}\|x\|_{E}$.

Let $E$ be a Banach space and $x \in E$; a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $E$ is weakly converging to $x$ means that

$$
\begin{equation*}
\forall \xi \in E^{*}, \quad \lim _{n}\left\langle\xi, x_{n}\right\rangle_{E^{*}, E}=\langle\xi, x\rangle_{E^{*}, E} . \quad \text { We write } \quad x_{n} \rightharpoonup x \tag{10.3.3}
\end{equation*}
$$

or to avoid confusion between the arrows $\rightharpoonup$ and $\rightarrow$, we may write

$$
x_{n} \xrightarrow[\sigma\left(E, E^{*}\right)]{ } x .
$$

Proposition 10.3.5. Let $E$ be a Banach space and $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a weakly converging sequence with limit $x$ in $E$. Then $\left\|x_{n}\right\|_{E}$ is bounded and $\|x\|_{E} \leq \liminf _{n}\left\|x_{n}\right\|_{E}$. If $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ is a strongly converging sequence in $E^{*}$ with limit $\xi$, then

$$
\lim _{n}\left\langle\xi_{n}, x_{n}\right\rangle_{E^{*}, E}=\langle\xi, x\rangle_{E^{*}, E}
$$

Proof. We consider the sequence of linear forms on $E^{*}$ given by $E^{*} \ni \xi \mapsto\left\langle\xi, x_{n}\right\rangle$. Since for all $\xi \in E^{*}$, the numerical sequence $\left\langle\xi, x_{n}\right\rangle$ is converging, we may apply the Banach-Steinhaus Theorem to get that $E^{*} \ni \xi \mapsto\langle\xi, x\rangle$ is continuous on $E^{*}$, i.e.,

$$
\exists C>0, \forall \xi \in E^{*}, \quad|\langle\xi, x\rangle| \leq C\|\xi\|_{E^{*}}
$$

Using Theorem 10.3.1, this implies $\|x\|_{E} \leq C$. The Banach-Steinhaus theorem 10.2.42 implies also that the norms of the linear forms $E^{*} \ni \xi \mapsto\left\langle\xi, x_{n}\right\rangle$ make a bounded sequence, and since that norm is $\left\|x_{n}\right\|_{E}$, we get that sequence ( $\left\|x_{n}\right\|_{E}$ ) is bounded. We have for $\xi \in E^{*}$ with $\|\xi\|_{E^{*}}=1$, using again Theorem 10.3.1,

$$
|\langle\xi, x\rangle|=\lim _{n}\left|\left\langle\xi, x_{n}\right\rangle\right| \leq \liminf _{n}\left\|x_{n}\right\|_{E} \Longrightarrow\|x\|_{E} \leq \lim _{n} \inf \left\|x_{n}\right\|_{E}
$$

Moreover, we have for a strongly converging sequence $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ with limit $\xi$ in $E^{*}$,

$$
\begin{aligned}
\left|\left\langle\xi_{n}, x_{n}\right\rangle-\langle\xi, x\rangle\right| & \leq\left|\left\langle\xi_{n}-\xi, x_{n}\right\rangle\right|+\left|\left\langle\xi, x_{n}-x\right\rangle\right| \\
& \leq \underbrace{\left\|\xi_{n}-\xi\right\|_{E^{*}}}_{\rightarrow 0} \sup _{n}\left\|x_{n}\right\|_{E}+\underbrace{\left|\left\langle\xi, x_{n}-x\right\rangle\right|}_{\rightarrow 0},
\end{aligned}
$$

which implies $\lim _{n}\left\langle\xi_{n}, x_{n}\right\rangle=\langle\xi, x\rangle$.
Remark 10.3.6. When the Banach space $E$ is infinite dimensional, the weak topology $\sigma\left(E, E^{*}\right)$ is strictly weaker than the strong topology given by the norm of $E$. Let us prove that the unit sphere of $E, S=\left\{x \in E,\|x\|_{E}=1\right\}$ is not closed in the weak topology $\sigma\left(E, E^{*}\right)$ if $E$ is not finite dimensional. Let us consider $x_{0} \in E$ with $\left\|x_{0}\right\|_{E}<1$; let $W_{\Xi_{0}, r_{0}}$ be a neighborhood of zero for the weak topology as in (10.3.2). We claim that

$$
\begin{equation*}
\left(x_{0}+W_{\Xi_{0}, r_{0}}\right) \cap S \neq \emptyset \tag{10.3.4}
\end{equation*}
$$

This will imply that $x_{0}$ belongs to the closure of $S$ for the $\sigma\left(E, E^{*}\right)$ topology. To prove (10.3.4), we consider the finite subset $\Xi_{0}=\left\{\xi_{j}\right\}_{1 \leq j \leq N}$ of $E^{*}$; each ker $\xi_{j}$ is a closed hyperplane, and since $E$ is infinite dimensional, $\cap_{1 \leq j \leq N} \operatorname{ker} \xi_{j}$ is not reduced to $\{0\}$ (otherwise the mapping $E \ni x \mapsto L(x)=\left(\left\langle\xi_{j}, x\right\rangle\right)_{1 \leq j \leq N} \in \mathbb{R}^{N}$ would be injective and $L$ would be an isomorphism from $E$ onto $L(E)$, implying that $E$ is finite dimensional). Taking now a non-zero $x_{1} \in \cap_{1 \leq j \leq N} \operatorname{ker} \xi_{j}$, we see that the continuous function $f$ on $\mathbb{R}$ given by $f(\theta)=\left\|x_{0}+\theta x_{1}\right\|$ is such that

$$
f\left(\mathbb{R}_{+}\right) \supset\left[\left\|x_{0}\right\|,+\infty\left[\Longrightarrow \exists \theta \in \mathbb{R}, x_{0}+\theta x_{1} \in S\right.\right.
$$

This proves (10.3.4) since $x_{0}+\theta x_{1} \in x_{0}+W_{\Xi_{0}, r_{0}}$ because $\left\langle\xi_{j}, x_{1}\right\rangle=0$ for all $j \in\{1, \ldots, N\}$.

## Weak-* convergence on $E^{*}$

Definition 10.3.7. Let $E$ be a Banach space and $E^{*}$ its topological dual. The weak-* topology on $E^{*}$, denoted by $\sigma\left(E^{*}, E\right)$, is the weakest topology such that the mappings $E^{*} \ni \xi \mapsto \xi \cdot x \in \mathrm{k}$ are continuous for all $x \in E$. A sequence $\left(\xi_{k}\right)_{k \in \mathbb{N}}$ of $E^{*}$ is weakly-* converging means that $\forall x \in E$, the sequence $\left(\xi_{k} \cdot x\right)_{k \in \mathbb{N}}$ converges.
Proposition 10.3.8. Let $E$ be a Banach space and $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ be a weakly-* converging sequence with limit $\xi$ in $E^{*}$. Then $\left\|\xi_{n}\right\|_{E^{*}}$ is bounded and $\|\xi\|_{E^{*}} \leq \liminf _{n}\left\|\xi_{n}\right\|_{E^{*}}$. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a strongly converging sequence in $E$ with limit $x$. Then we have

$$
\lim _{n}\left\langle\xi_{n}, x_{n}\right\rangle_{E^{*}, E}=\langle\xi, x\rangle_{E^{*}, E}
$$

Proof. We have for $x \in E$ with $\|x\|_{E}=1$,

$$
|\langle\xi, x\rangle|=\lim _{n}\left|\left\langle\xi_{n}, x\right\rangle\right| \leq \liminf _{n}\left\|\xi_{n}\right\|_{E^{*}} \Longrightarrow\|\xi\|_{E^{*}} \leq \liminf _{n}\left\|\xi_{n}\right\|_{E}
$$

From the Banach-Steinhaus Theorem 10.2.42 the sequence $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ is bounded in the normed space $E^{*}$ and we define $\sup _{n}\left\|\xi_{n}\right\|_{E^{*}}=M<\infty$. We have then

$$
\left|\left\langle\xi_{n}, x_{n}\right\rangle-\langle\xi, x\rangle\right| \leq\left|\left\langle\xi_{n}, x_{n}-x\right\rangle\right|+\left|\left\langle\xi_{n}-\xi, x\right\rangle\right| \leq M\left\|x_{n}-x\right\|_{E}+\left|\left\langle\xi_{n}-\xi, x\right\rangle\right|
$$

and since $\lim _{n}\left\|x_{n}-x\right\|_{E}=0=\lim _{n}\left\langle\xi_{n}-\xi, x\right\rangle$, we obtain the result.
Lemma 10.3.9 (Diagonal Process). Let $\left(a_{i j}\right)_{i, j \in \mathbb{N}^{*}}$ be an infinite matrix of elements of a metric space $A$. We assume that each line is relatively compact, i.e., for all $i \in \mathbb{N}^{*}$, the set $\left\{a_{i, j}\right\}_{j \geq 1}$ is relatively compact. Then, there exists a strictly increasing mapping $\nu$ from $\mathbb{N}^{*}$ into itself such that, for all $i \in \mathbb{N}^{*}$, the sequence $\left(a_{i, \nu(k)}\right)_{k \in \mathbb{N}^{*}}$ converges.

Proof of the lemma. We can extract a converging subsequence

$$
\left(a_{1, n_{1}(k)}\right)_{k \geq 1} \text { from the first line }\left(a_{1, j}\right)_{j \geq 1} .
$$

We can extract a converging subsequence

$$
\left(a_{2, n_{1}\left(n_{2}(k)\right)}\right)_{k \geq 1} \text { from a subsequence of the second line }\left(a_{2, n_{1}(k)}\right)_{j \geq 1} .
$$

We can extract a converging subsequence

$$
\left(a_{3, n_{1}\left(n_{2}\left(n_{3}(k)\right)\right)}\right)_{k \geq 1} \text { from a subsequence of the third line }\left(a_{3, n_{1}\left(n_{2}(k)\right)}\right)_{j \geq 1} .
$$

For all $i \geq 1$, we can extract a converging subsequence

$$
\left(a_{i,\left(n_{1} \circ \cdots \circ n_{i}\right)(k)}\right)_{k \geq 1} .
$$

Note that the mappings $n_{l}$ are strictly increasing from $\mathbb{N}^{*}$ into itself and thus satisfy $\forall k \geq 1, n_{l}(k) \geq k$ (true for $k=1$ and $n_{l}(k+1)>n_{l}(k) \geq k$ gives $\left.n_{l}(k+1) \geq k+1\right)$. We define

$$
b_{i, k}=a_{i, \nu(k)}, \quad \text { with } \quad \nu(k)=\left(n_{1} \circ \cdots \circ n_{k}\right)(k)
$$

The mapping $\nu$ sends $\mathbb{N}^{*}$ into itself and is strictly increasing:

$$
\nu(k+1)=\left(n_{1} \circ \cdots \circ n_{k+1}\right)(k+1) \underbrace{\geq}_{n_{1} \circ \cdots \circ n_{k} / \text { বstrict }} \overbrace{\left(n_{1} \circ \cdots \circ n_{k}\right)(k)=\nu(k) . .}^{\text {since } n_{k+1}(k+1)}\left(n_{1} \circ \cdots \circ n_{k}\right)(k+1)
$$

Moreover, the sequence $\left(b_{i, k}\right)_{k, k>i}$ is a subsequence of the converging sequence

$$
\left(a_{i,\left(n_{1} \circ \cdots \circ n_{i}\right)(k)}\right)_{k \geq 1}
$$

since for $k>i \geq 1, \nu(k)=\left(n_{1} \circ \cdots \circ n_{i}\right)\left(\left(n_{i+1} \circ \cdots \circ n_{k}\right)(k)\right)$ and

$$
\begin{aligned}
\mu_{i}(k+1)=\left(n_{i+1} \circ \cdots \circ n_{k+1}\right)(k+1) & \geq\left(n_{i+1} \circ \cdots \circ n_{k}\right)(k+1) \\
& >\left(n_{i+1} \circ \cdots \circ n_{k}\right)(k)=\mu_{i}(k)
\end{aligned}
$$

As a result, the sequence $\left(a_{i, \nu(k)}\right)_{k \geq 1}$ is converging, which proves the lemma.
Theorem 10.3.10. Let $E$ be a separable Banach space. The closed unit ball of E* equipped with the weak-* topology is (compact and) sequentially compact.

Proof. Let $\left(\xi_{j}\right)_{j \in \mathbb{N}}$ be a sequence of $E^{*}$ with $\sup _{j \in \mathbb{N}}\left\|\xi_{j}\right\|_{E^{*}} \leq 1$. Let $\left\{x_{i}\right\}_{i \in \mathbb{N}}$ be a countable dense part of $E$. For each $i \in \mathbb{N}$, we define $y_{i}: E^{*} \longrightarrow \mathrm{k}$ by $y_{i}(\xi)=\xi \cdot x_{i}$. Let us now consider the matrix with entries $\left(\xi_{j} \cdot x_{i}\right)_{i, j \in \mathbb{N}}$. For all $i \in \mathbb{N}$, we have

$$
\sup _{j \in \mathbb{N}}\left|\xi_{j} \cdot x_{i}\right| \leq\left\|x_{i}\right\|_{E}
$$

so that we can apply the diagonal process given by Lemma 10.3 .9 and find $\nu$ strictly increasing from $\mathbb{N}$ to $\mathbb{N}$ such that $\forall i \in \mathbb{N}$, the sequence $\left(\xi_{\nu(k)} \cdot x_{i}\right)_{k \in \mathbb{N}}$ is converging. As a consequence, for $x \in E$,

$$
\begin{aligned}
& \left|\xi_{\nu(k)} \cdot x-\xi_{\nu(l)} \cdot x\right| \\
& \quad \leq\left|\xi_{\nu(k)} \cdot x-\xi_{\nu(k)} \cdot x_{i}\right|+\left|\xi_{\nu(k)} \cdot x_{i}-\xi_{\nu(l)} \cdot x_{i}\right|+\left|\xi_{\nu(l)} \cdot x_{i}-\xi_{\nu(l)} \cdot x\right| \\
& \quad \leq 2\left\|x-x_{i}\right\|_{E}+\left|\xi_{\nu(k)} \cdot x_{i}-\xi_{\nu(l)} \cdot x_{i}\right|
\end{aligned}
$$

Let $\epsilon>0$ be given and $x \in E$. Let $i \in \mathbb{N}$ such that $\left\|x-x_{i}\right\|_{E}<\epsilon / 4$; since the sequence $\left(\xi_{\nu(k)} \cdot x_{i}\right)_{k \in \mathbb{N}}$ is converging, for $k, l \geq N_{\epsilon},\left|\xi_{\nu(k)} \cdot x_{i}-\xi_{\nu(l)} \cdot x_{i}\right|<\epsilon / 2$ and thus for $k, l \geq N_{\epsilon},\left|\xi_{\nu(k)} \cdot x-\xi_{\nu(l)} \cdot x\right|<\epsilon$, proving the weak convergence of the sequence $\left(\xi_{\nu(k)}\right)_{k \in \mathbb{N}}$.

Remark 10.3.11. Let $E$ be a Banach space and $E^{*}$ its topological dual. For $x \in$ $E, \xi \in E^{*}$, we define $p_{x}(\xi)=|\xi \cdot x|$. For each $x \in E, p_{x}$ is (trivially) a semi-norm on $E^{*}$. The family $\left(p_{x}\right)_{x \in E}$ is a separating ${ }^{10}$ (uncountable) family of semi-norms on $E^{*}$. We shall say that $U$ is a neighborhood of 0 in the weak-* topology if it contains a finite intersection of sets

$$
V_{p_{x}, r}=\left\{\xi \in E^{*}, p_{x}(\xi)<r\right\}, \quad x \in E, r>0
$$

The family of semi-norms $\left(p_{x}\right)_{x \in E}$ describes the weak-* topology on $E^{*}$, also denoted by $\sigma\left(E^{*}, E\right)$.

Remark 10.3.12. Given a Banach space $E$ and its topological dual $E^{*}$, we can define on $E^{*}$ several weak topologies: the weak-* topology $\sigma\left(E^{*}, E\right)$ described above, but also the weak topology on $E^{*}, \sigma\left(E^{*}, E^{* *}\right)$, where $E^{* *}$ is the bidual of $E$, i.e., the topological dual of the Banach space $E^{*}$. Note that the weak topology on $E^{*}$ is stronger than the weak-* topology, since $E \subset E^{* *}$ as shown below.

## Reflexivity

Proposition 10.3.13. Let $E$ be a Banach space. The bidual of $E$ is defined as the (topological) dual of $E^{*}$. The mapping $E \ni x \mapsto j(x) \in E^{* *}$ defined by

$$
\langle j(x), \xi\rangle_{E^{* *}, E^{*}}=\langle\xi, x\rangle_{E^{*}, E}
$$

is linear isometric and is an isomorphism on its image $j(E)$ which is a closed subspace of $E^{* *}$. A Banach space is said to be reflexive when $j$ is bijective (this implies in particular that $E^{* *}$ and $E$ are isometrically isomorphic).

Proof. For $x \in E$, we have

$$
\begin{align*}
\|j(x)\|_{E^{* *}} & =\sup _{\|\xi\|_{E^{*}=1}}\left|\langle j(x), \xi\rangle_{E^{* *}, E^{*}}\right| \\
& =\sup _{\|\xi\|_{E^{*}=1}}\left|\langle\xi, x\rangle_{E^{*}, E}\right| \underbrace{=}_{\text {thm 10.3.1 }}\|x\|_{E}, \tag{10.3.5}
\end{align*}
$$

and thus $j$ is isometric and obviously linear. The image $j(E)$ is closed: whenever a sequence $\left(j\left(x_{k}\right)\right)_{k \geq 1}$ converges, it is also a Cauchy sequence as well as $\left(x_{k}\right)_{k \geq 1}$ since $\left\|x_{k}-x_{l}\right\|_{E} \leq\left\|j\left(x_{k}-x_{l}\right)\right\|_{E^{* *}}=\left\|j\left(x_{k}\right)-j\left(x_{l}\right)\right\|_{E^{* *}}$. As a result, the sequence $\left(x_{k}\right)_{k \geq 1}$ converges to some limit $x \in E$, and the continuity of $j$ (consequence of the isometry property) ensures $\lim _{k} j\left(x_{k}\right)=j(x)$, proving that $j(E)$ is closed, and thus a Banach space for the norm of $E^{* *}$. The mapping $j: E \longrightarrow j(E)$ is an isometric isomorphism of Banach spaces.

[^62]Remark 10.3.14. Let $E$ be a Banach space; then the bidual of $E^{*}$ is equal to the dual of $E^{* *}$, so that $\left(E^{*}\right)^{* *}=\left(\left(E^{* *}\right)\right)^{*}$, that we shall denote simply as $E^{* * *}$ : we have by definition

$$
\left(E^{*}\right)^{* *}=\left(\left(E^{*}\right)^{*}\right)^{*}
$$

as well as

$$
\left(\left(E^{* *}\right)\right)^{*}=\left(\left(E^{*}\right)^{*}\right)^{*}
$$

Theorem 10.3.15 (Banach-Alaoglu). Let E be a Banach space. The closed unit ball $\mathcal{B}$ of $E^{*}$ is compact for the weak-* topology.

Proof. For each $x \in E$, the mapping $E^{*} \ni \xi \mapsto \xi \cdot x \in \mathbb{C}$ is continuous in the weak-* topology; since $|\xi \cdot x| \leq\|\xi\|_{E^{*}}\|x\|_{E}$ we see that

$$
\mathcal{B} \subset \prod_{x \in E}\left(\|x\|_{E} D_{1}\right), \quad D_{1}=\{z \in \mathbb{C},|z| \leq 1\}
$$

and the product topology on $\prod_{x \in E}\left(\|x\|_{E} D_{1}\right)$ induces the weak-* topology on $\mathcal{B}$. Using Tychonoff's Theorem 10.2.23, we see that the set $\mathcal{B}$ is a closed subset of a compact set and is thus compact.

Proposition 10.3.16. Let $E$ be a Banach space and $B$ its closed unit ball. The following properties are equivalent.
(i) $E$ is reflexive,
(ii) $E^{*}$ is reflexive,
(iii) $B$ is weakly compact, i.e., compact for the $\sigma\left(E, E^{*}\right)$ topology.

Proof. Let us assume that (i) is satisfied. Then the mapping $j$ defined by Proposition 10.3.13 is an isometric isomorphism from $E$ to $E^{* *}$ and the weak-* topology on $E$ is well defined as the topology $\sigma\left(E=E^{* *}, E^{*}\right)$, which is simply the weak topology on $E$. The Banach-Alaoglu theorem implies that the closed unit ball of $E^{* *}=E$, which is thus $B$, is weak-* compact, i.e., is weakly compact, proving (iii). Before going on with the proof of the proposition, we need a lemma.

Lemma 10.3.17. Let $E$ be a Banach space, $B$ its closed unit ball and $j$ be defined by Proposition 10.3.13. Then $j$ is a homeomorphism of the topological space $\left(E, \sigma\left(E, E^{*}\right)\right)$ onto a dense subspace of the topological space $\left(E^{* *}, \sigma\left(E^{* *}, E^{*}\right)\right)$. The set $j(B)$ is dense for the $\sigma\left(E^{* *}, E^{*}\right)$ topology in the closed unit ball of $E^{* *}$.

Proof of the lemma. The mapping $j: E \rightarrow j(E) \subset E^{* *}$ is bijective and continuous whenever $E$ is equipped with the weak topology $\sigma\left(E, E^{*}\right)$ and $E^{* *}$ with the weak-* topology $\sigma\left(E^{* *}, E^{*}\right)$ : we consider a semi-norm $q_{\xi}$ on $E^{* *}, \xi \in E^{*}$, defined by

$$
q_{\xi}(X)=\left|\langle X, \xi\rangle_{E^{* *}, E^{*}}\right|
$$

We evaluate for $x \in E, q_{\xi}(j(x))=\left|\langle j(x), \xi\rangle_{E^{* *}, E^{*}}\right|=\left|\langle\xi, x\rangle_{E^{*}, E}\right|=p_{\xi}(x)$, where $p_{\xi}$ is a semi-norm on $E$ (for the weak topology). The previous equality proves that $j$ is an homeomorphism from $E$ to $j(E)$. A consequence of the isometry property of $j$ given in Proposition 10.3.13 is that $j(B)$ is included in the closed unit ball $B_{* *}$ of $E^{* *}$. Let $\widetilde{B}$ be the closure for $\sigma\left(E^{* *}, E^{*}\right)$ of $j(B)$. First of all, $B_{* *}$ is $\sigma\left(E^{* *}, E^{*}\right)$ compact from the Banach-Alaoglu theorem and thus is $\sigma\left(E^{* *}, E^{*}\right)$ closed, so that $\widetilde{B} \subset B_{* *}$. If there is some $X_{0} \in B_{* *} \backslash \widetilde{B}$, the Hahn-Banach theorem implies that there exists $\xi_{0} \in E^{*}, \alpha \in \mathbb{R}, \epsilon>0$ with

$$
\forall x \in B, \quad \operatorname{Re}\left\langle\xi_{0}, x\right\rangle<\alpha<\alpha+\epsilon<\operatorname{Re}\left\langle X_{0}, \xi_{0}\right\rangle
$$

Since $0 \in B$, this implies $\alpha>0$. We may thus multiply the previous inequality by $1 / \alpha$ and find $\xi_{1} \in E^{*}, \epsilon_{1}>0$ such that

$$
\forall x \in B, \quad \operatorname{Re}\left\langle\xi_{1}, x\right\rangle<1<1+\epsilon_{1}<\operatorname{Re}\left\langle X_{0}, \xi_{1}\right\rangle
$$

Using that $B$ is stable by multiplication by $z \in \mathbb{C}$ with $|z|=1$, we get $\left\|\xi_{1}\right\|_{E^{*}} \leq 1$, implying that $1+\epsilon_{1}<\operatorname{Re}\left\langle X_{0}, \xi_{1}\right\rangle \leq\left\|X_{0}\right\|_{E^{* *}} \leq 1$ which is impossible. The proof of the lemma is complete.

Going back to the proof of the proposition, we assume that (iii) holds. Then, using the previous lemma, we see that $j$ is continuous from

$$
\left(E, \sigma\left(E, E^{*}\right)\right) \text { in }\left(E^{* *}, \sigma\left(E^{* *}, E^{*}\right)\right)
$$

and since $B$ is compact for the $\left(E, \sigma\left(E, E^{*}\right)\right)$ topology, we infer that $j(B)$ is compact. But the same lemma gives that $j(B)$ is dense for the $\sigma\left(E^{* *}, E^{*}\right)$ topology in the closed unit ball of $E^{* *}$, so $j(B)$ is closed and equal to the closed unit ball of $E^{* *}$, implying that $j$ is onto and (i).

We know now that (i) is equivalent to (iii), so that (ii) is equivalent to the compactness of the closed unit ball $B_{*}$ of $E^{*}$ in the topology $\sigma\left(E^{*}, E^{* *}\right)$. The Banach-Alaoglu theorem shows that $B_{*}$ is compact for $\sigma\left(E^{*}, E\right)$ and if (i) holds, that topology is $\sigma\left(E^{*}, E^{* *}\right)$, so that (i) implies (ii).

Finally we assume that (ii) holds, i.e., $E^{*}$ is reflexive. Let us first consider the norm-closed subspace $j(E)$ of $E^{* *}$. The space $E^{* *}$ is reflexive since $E^{*}=E^{* * *}$ by (ii) and thus $E^{* *}=E^{* * * *}$. As a consequence, the unit ball of $E^{* *}$ is compact for the topology $\sigma\left(E^{* *}, E^{* * *}\right)=\sigma\left(E^{* *}, E^{*}\right)$ and thus the unit ball of the normclosed subspace $j(E)$ is compact for the $\sigma\left(j(E), E^{*}\right)=\sigma\left(j(E),(j(E))^{*}\right)$ topology, which proves that $j(E)$ and thus $E$ is reflexive. The proof of the proposition is complete.

### 10.4 Calculating antiderivatives

## Table of classical antiderivatives

Let $f$ be a continuous function on an open subset $I$ of $\mathbb{R}$. We shall denote by $\int f(x) d x$ any antiderivative of $f$ on $I$. The 33 most classical formulas are the following ones.
(1) $\int x^{\alpha} d x=\frac{x^{\alpha+1}}{\alpha+1}, \quad$ for $\alpha \neq-1, I=(0,+\infty)$.
(2) $\int x^{-1} d x \quad=\ln |x|$,

$$
I=\mathbb{R}^{*} .
$$

(3) $\int e^{z x} d x=z^{-1} e^{z x}$, for $z \neq 0, \quad I=\mathbb{R}$.
(4) $\int \tan x d x=-\ln |\cos x|$,

$$
I=\mathbb{R} \backslash\left(\frac{\pi}{2}+\pi \mathbb{Z}\right)
$$

(5) $\int \cot x d x \quad=\ln |\sin x|$, $I=\mathbb{R} \backslash \pi \mathbb{Z}$.
(6) $\int \frac{1}{\cos x} d x \quad=\ln \left|\tan \left(\frac{x}{2}+\frac{\pi}{4}\right)\right|$,

$$
I=\mathbb{R} \backslash\left(\frac{\pi}{2}+\pi \mathbb{Z}\right)
$$

(7) $\int \frac{1}{\sin x} d x \quad=\ln \left|\tan \left(\frac{x}{2}\right)\right|$, $I=\mathbb{R} \backslash \pi \mathbb{Z}$.
(8) $\int \arcsin x d x=x \arcsin x+\sqrt{1-x^{2}}$, $I=(-1,1)$.
(9) $\int \arccos x d x=x \arccos x-\sqrt{1-x^{2}}$, $I=(-1,1)$.
(10) $\int \arctan x d x=x \arctan x-\frac{1}{2} \ln \left(1+x^{2}\right), \quad I=\mathbb{R}$.
(11) $\int \sin ^{2} x d x=\frac{x}{2}-\frac{\sin (2 x)}{4}$,

$$
I=\mathbb{R}
$$

(12) $\int \cos ^{2} x d x=\frac{x}{2}+\frac{\sin (2 x)}{4}$,

$$
I=\mathbb{R} .
$$

(13) $\int \frac{1}{\cos ^{2} x} d x=\tan x$, $I=\mathbb{R} \backslash\left(\frac{\pi}{2}+\pi \mathbb{Z}\right)$.
(14) $\int \frac{1}{\sin ^{2} x} d x=-\cot x$,
$I=\mathbb{R} \backslash \pi \mathbb{Z}$.
(15) $\int \sinh x d x=\cosh x$,

$$
I=\mathbb{R} .
$$

(16) $\int \cosh x d x=\sinh x$,
$I=\mathbb{R}$.
(17) $\int \tanh x d x=\ln (\cosh x), \quad I=\mathbb{R}$.
(18) $\int \operatorname{coth} x d x \quad=\ln |\sinh x|, \quad I=\mathbb{R}^{*}$.
(19) $\int \frac{1}{\cosh x} d x \quad=\arctan (\sinh x)=2 \arctan \left(e^{x}\right)-\frac{\pi}{2}, \quad I=\mathbb{R}$.
(20) $\int \frac{1}{\sinh x} d x \quad=\ln \left|\tanh \frac{x}{2}\right|, \quad I=\mathbb{R}^{*}$.
(21) $\int \frac{1}{\cosh ^{2} x} d x=\tanh x, \quad I=\mathbb{R}$.
(22) $\int \frac{1}{\sinh ^{2} x} d x=-\operatorname{coth} x, \quad I=\mathbb{R}^{*}$.
(23) $\int \tanh x d x=\ln (\cosh x), \quad I=\mathbb{R}$.
(24) $\int \operatorname{coth} x d x \quad=\ln |\sinh x|, \quad I=\mathbb{R}^{*}$.
(25) $\int \frac{1}{\sqrt{x^{2}+1}} d x=\ln \left(x+\sqrt{x^{2}+1}\right)=\operatorname{arcsinh} x, \quad I=\mathbb{R}$.
(26) $\int \frac{1}{x^{2}+1} d x=\arctan x, \quad I=\mathbb{R}$.
(27) $\int \frac{1}{1-x^{2}} d x=\frac{1}{2} \ln \left|\frac{1+x}{1-x}\right|(=\operatorname{arctanh} x$ for $|x|<1), \quad I=\mathbb{R} \backslash\{-1,1\}$.
(28) $\int \ln x d x \quad=x \ln x-x, \quad I=(0,+\infty)$.
(29) $\int \frac{1}{\sqrt{1-x^{2}}} d x=\arcsin x$, $I=(-1,1)$.
(30) $\int \frac{1}{\sqrt{x^{2}-1}} d x=\ln \left|x+\sqrt{x^{2}-1}\right|(=\operatorname{arccosh} x$ for $x \geq 1), I=\mathbb{R} \backslash(-1,1)$.
(31) $\int \sqrt{1+x^{2}} d x=\frac{x}{2} \sqrt{1+x^{2}}+\frac{1}{2} \ln \left(x+\sqrt{x^{2}+1}\right), \quad I=\mathbb{R}$.
(32) $\int \sqrt{1-x^{2}} d x=\frac{x}{2} \sqrt{1-x^{2}}+\frac{1}{2} \arcsin x, \quad I=(-1,1)$.
(33) $\int \sqrt{x^{2}-1} d x=\frac{x}{2} \sqrt{x^{2}-1}-\frac{1}{2} \ln \left|x+\sqrt{x^{2}-1}\right|, \quad I=\mathbb{R} \backslash(-1,1)$.

We have
for $t \in \mathbb{C}, \quad \cos t=\frac{e^{i t}+e^{-i t}}{2}, \quad \sin t=\frac{e^{i t}-e^{-i t}}{2 i}$, for $t \in \mathbb{C} \backslash\left(\frac{\pi}{2}+\pi \mathbb{Z}\right), \tan t=\frac{\sin t}{\cos t} . \quad$ For $t \in \mathbb{C} \backslash \pi \mathbb{Z}, \quad \cot t=\frac{\cos t}{\sin t}$,
as well as

$$
\begin{aligned}
& {\left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \xrightarrow{\sin }[-1,1] \xrightarrow{\arcsin }\left[-\frac{\pi}{2}, \frac{\pi}{2}\right], \arcsin x=\int_{0}^{x} \frac{d s}{\sqrt{1-s^{2}}},} \\
& {[0, \pi] \xrightarrow{\cos }[-1,1] \xrightarrow{\arccos }[0, \pi], \arccos x=\int_{x}^{1} \frac{d s}{\sqrt{1-s^{2}}}} \\
& \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \xrightarrow{\text { tan }} \mathbb{R} \xrightarrow{\arctan }\left(-\frac{\pi}{2}, \frac{\pi}{2}\right), \arctan x=\int_{0}^{x} \frac{d s}{1+s^{2}}, \\
& (0, \pi) \xrightarrow{\text { cot }} \mathbb{R} \xrightarrow{\operatorname{arccot}}(0, \pi), \operatorname{arccot} x=\int_{x}^{+\infty} \frac{d s}{1+s^{2}}
\end{aligned}
$$

We have used

$$
\text { for } t \in \mathbb{C}, \sinh t=\frac{e^{t}-e^{-t}}{2}, \quad \cosh t=\frac{e^{t}+e^{-t}}{2}
$$

for $t \in \mathbb{C} \backslash\left(\frac{i \pi}{2}+i \pi \mathbb{Z}\right), \tanh t=\frac{e^{t}-e^{-t}}{e^{t}+e^{-t}} . \quad$ For $t \in \mathbb{C} \backslash i \pi \mathbb{Z}, \operatorname{coth} t=\frac{e^{t}+e^{-t}}{e^{t}-e^{-t}}$,
so that

$$
\begin{aligned}
& \mathbb{R} \xrightarrow{\sinh } \mathbb{R} \xrightarrow{\operatorname{arcsinh}} \mathbb{R}, \operatorname{arcsinh} x=\ln \left(x+\sqrt{x^{2}+1}\right) \\
& {[0,+\infty) \xrightarrow{\text { cosh }}[1,+\infty) \xrightarrow{\operatorname{arccosh}}[0,+\infty), \operatorname{arccosh} x=\ln \left(x+\sqrt{x^{2}-1}\right)} \\
& \mathbb{R} \xrightarrow{\text { tanh }}(-1,1) \xrightarrow{\text { arctanh }} \mathbb{R}, \operatorname{arctanh} x=\frac{1}{2} \ln \left(\frac{1+x}{1-x}\right), \\
& \mathbb{R}^{*} \xrightarrow{\text { coth }} \mathbb{R} \backslash[-1,1] \xrightarrow{\text { arccoth }} \mathbb{R}^{*}, \operatorname{arccoth} x=\frac{1}{2} \ln \left(\frac{x+1}{x-1}\right) .
\end{aligned}
$$

We have also
(34) $\quad \int \operatorname{arcsinh} x d x=x \operatorname{arcsinh} x-\sqrt{1+x^{2}}$,

$$
\begin{align*}
& \text { (35) } \quad \int \operatorname{arccosh} x d x=x \operatorname{arccosh} x-\sqrt{x^{2}-1}, \quad \text { on } x>1,  \tag{35}\\
& \text { (36) } \quad \int \operatorname{arctanh} x d x=x \operatorname{arctanh} x+\frac{1}{2} \ln \left(1-x^{2}\right), \quad \text { on }|x|<1, \\
& \text { (37) } \quad \int \operatorname{arccoth} x d x=x \operatorname{arccoth} x+\frac{1}{2} \ln \left(x^{2}-1\right), \quad \text { on }|x|>1 \tag{37}
\end{align*}
$$

Remark 10.4.1. With Definition (10.5.1) of the Logarithm on $\mathbb{C} \backslash \mathbb{R}_{-}$, and since for $t \in \mathbb{C}, \cos t=\cosh (i t), \sin t=-i \sinh (i t)$,

$$
\begin{align*}
& \text { for } x \in[-1,1], \quad\left\{\begin{array}{l}
\arcsin x=-i \log \left(i x+\sqrt{1-x^{2}}\right) \\
\arccos x=-i \log \left(x+i \sqrt{1-x^{2}}\right)
\end{array}\right.  \tag{10.4.1}\\
& \text { For } z \in \mathbb{C} \backslash \pm i[1,+\infty), \arctan z=-i \log (1+i z)+\frac{i}{2} \log \left(1+z^{2}\right), \tag{10.4.2}
\end{align*}
$$

so that arctan is holomorphic on $\mathbb{C} \backslash \pm i[1,+\infty)$ with

$$
\arctan ^{\prime}(z)=\frac{1}{1+i z}+\frac{i}{2} \frac{2 z}{1+z^{2}}=\frac{1-i z+i z}{1+z^{2}}=\frac{1}{1+z^{2}}
$$

a meromorphic function on $\mathbb{C}$, with poles at $\pm i$ and residues $\mp i / 2$.

## Integrating rational fractions

Lemma 10.4.2. Let $P(X), Q(X)$ be polynomials with complex coefficients such that $Q$ is a normalized polynomial with degree $d \geq 1$ and $P$ is a polynomial with degree $<d$. Let $z_{1}, \ldots, z_{r}$ be the distinct roots of $Q$ with respective multiplicity $\mu_{1}, \ldots, \mu_{r}$. Then

$$
Q(X)=\prod_{1 \leq j \leq r}\left(X-z_{j}\right)^{\mu_{j}}, \quad d=\sum_{1 \leq j \leq r} \mu_{j},
$$

and the rational fraction $R=P / Q$ is

$$
\frac{P(X)}{Q(X)}=\sum_{\substack{1 \leq j \leq r \\ 1 \leq m_{j} \leq \mu_{j}}} \frac{\alpha_{j, m_{j}}}{\left(X-a_{j}\right)^{m_{j}}}, \quad \text { with } \alpha_{j, m_{j}}=\frac{R_{j}^{\left(\mu_{j}-m_{j}\right)}\left(z_{j}\right)}{\left(\mu_{j}-m_{j}\right)!}
$$

where the rational fraction $R_{j}$ without a pole at $z_{j}$ is given by

$$
R_{j}(X)=\left(X-z_{j}\right)^{\mu_{j}} R(X)
$$

Proof. We perform an induction on $r$, the number of distinct roots: when $r=1$ we have a single root $z_{1}$ with multiplicity $\mu_{1}=d$, so that

$$
\left(X-z_{1}\right)^{\mu_{1}} \frac{P(X)}{Q(X)}=P(X)=\sum_{0 \leq k<\mu_{1}} \frac{P^{(k)}\left(z_{1}\right)}{k!}\left(X-z_{1}\right)^{k}
$$

and thus

$$
\frac{P(X)}{Q(X)}=\sum_{0 \leq k<\mu_{1}} \frac{P^{(k)}\left(z_{1}\right)}{k!}\left(X-z_{1}\right)^{\overbrace{k-\mu_{1}}^{-m}}=\sum_{1 \leq m \leq \mu_{1}} \frac{P^{\left(\mu_{1}-m\right)}\left(z_{1}\right)}{\left(\mu_{1}-m\right)!}\left(X-z_{1}\right)^{-m}
$$

proving the result in that case with an explicit expression. Let us assume that the formula is true for some $r \geq 1$ and let us prove it when we have $r+1$ distinct poles $z_{1}, \ldots, z_{r}, z_{r+1}$ with respective positive multiplicity $\mu_{1}, \ldots, \mu_{r}, \mu_{r+1}$ for the rational fraction $P / Q$. The rational fraction

$$
\begin{aligned}
\left(X-z_{r+1}\right)^{\mu_{r+1}} \frac{P(X)}{Q(X)} & =R_{r+1}(X) \\
& =\sum_{0 \leq k<\mu_{r+1}} \frac{R_{r+1}^{(k)}\left(z_{r+1}\right)}{k!}\left(X-z_{r+1}\right)^{k}+S(X)\left(X-z_{r+1}\right)^{\mu_{r+1}}
\end{aligned}
$$

where the rational fraction $R_{r+1}$ (and thus $S$ have poles $z_{1}, \ldots, z_{r}$ with respective multiplicity $\mu_{1}, \ldots, \mu_{r}$. This yields

$$
\frac{P(X)}{Q(X)}=\sum_{1 \leq m \leq \mu_{r+1}} \frac{R_{r+1}^{\left(\mu_{1}-m\right)}\left(z_{r+1}\right)}{\left(\mu_{1}-m\right)!}\left(X-z_{r+1}\right)^{-m}+S(X)
$$

and we may apply the induction hypothesis to $S$ : note that $S$ has no polynomial part since a linear combination of rational fractions $A_{j} / B_{j}$ with degree $B_{j}>$ degree $A_{j}$ is a rational fraction $A / B$ with degree $B>\operatorname{degree} A$. In fact we have

$$
\sum_{1 \leq j \leq N} \frac{A_{j}}{B_{j}}=\frac{A_{1} \prod_{2 \leq j \leq N} B_{j}+\cdots+A_{N} \prod_{1 \leq j \leq N-1} B_{j}}{\prod_{1 \leq j \leq N} B_{j}}
$$

and the numerator has obviously a degree strictly smaller than the denominator since for instance

$$
\begin{aligned}
\operatorname{degree}\left(A_{1} \prod_{2 \leq j \leq N} B_{j}\right) & \leq \operatorname{degree} A_{1}+\sum_{2 \leq j \leq N} \operatorname{degree} B_{j} \\
& <\sum_{1 \leq j \leq N} \text { degree } B_{j}=\operatorname{degree}\left(\prod_{1 \leq j \leq N} B_{j}\right)
\end{aligned}
$$

We see also that for $1 \leq j \leq r, R=P / Q$,

$$
S_{j}=\left(X-z_{j}\right)^{\mu_{j}} S=\left(X-z_{j}\right)^{\mu_{j}}\left(R-\sum_{1 \leq m \leq \mu_{r+1}} \frac{R_{r+1}^{\left(\mu_{1}-m\right)}\left(z_{r+1}\right)}{\left(\mu_{1}-m\right)!}\left(X-z_{r+1}\right)^{-m}\right)
$$

so that, with $R_{j}=\left(X-z_{j}\right)^{\mu_{j}} R$, we have

$$
S_{j}^{(l)}\left(z_{j}\right)=R_{j}^{(l)}\left(z_{j}\right) \quad \text { for } l<\mu_{j}
$$

The induction is thus provides the sought formula.
Although the above lemma is sufficient to calculate antiderivatives of any rational fraction, the next lemma may be also useful.

Lemma 10.4.3. Let $P(X), Q(X)$ be polynomials with real coefficients such that $Q$ is a normalized polynomial with degree $d \geq 1$ and $P$ is a polynomial with degree $<d$. Let $a_{1}, \ldots, a_{r}$ be the distinct real roots of $Q$ with respective multiplicity $\mu_{1}, \ldots, \mu_{r}$. Let $z_{1}, \bar{z}_{1}, \ldots, z_{s}, \bar{z}_{s}$ be the distinct non-real roots with respective multiplicity $\nu_{1}, \ldots, \nu_{s}$. Then

$$
Q(X)=\prod_{1 \leq j \leq r}\left(X-a_{j}\right)^{\mu_{j}} \prod_{1 \leq k \leq s}\left(\left(X-\operatorname{Re} z_{k}\right)^{2}+\left(\operatorname{Im} z_{k}\right)^{2}\right)^{\nu_{k}}
$$

$d=\sum_{1 \leq j \leq r} \mu_{j}+\sum_{1 \leq k \leq s} 2 \nu_{k}$ and the rational fraction $P / Q$ is such that

$$
\frac{P(X)}{Q(X)}=\sum_{\substack{1 \leq j \leq r \\ 1 \leq m \leq \mu_{j}}} \frac{\alpha_{j, m}}{\left(X-a_{j}\right)^{m}}+\sum_{\substack{1 \leq k \leq s \\ 1 \leq n \leq \nu_{k}}} \frac{\beta_{k, n} X+\gamma_{k, n}}{\left(\left(X-\operatorname{Re} z_{k}\right)^{2}+\left(\operatorname{Im} z_{k}\right)^{2}\right)^{n}}
$$

Proof. This follows immediately from Lemma 10.4.2 which implies

$$
\frac{P(X)}{Q(X)}=\sum_{\substack{1 \leq j \leq r \\ 1 \leq m \leq \mu_{j}}} \frac{\alpha_{j, m}}{\left(X-a_{j}\right)^{m}}+\sum_{\substack{1 \leq k \leq s \\ 1 \leq n \leq \nu_{k}}}\left\{\frac{\gamma_{k, n}}{\left(X-z_{k}\right)^{n}}+\frac{\overline{\gamma_{k, n}}}{\left(X-\overline{z_{k}}\right)^{n}}\right\}
$$

We have only to deal with

$$
\begin{aligned}
\frac{\gamma_{k, n}}{\left(X-z_{k}\right)^{n}}+\frac{\overline{\gamma_{k, n}}}{\left(X-\overline{z_{k}}\right)^{n}} & =\frac{\gamma_{k, n}\left(X-\overline{z_{k}}\right)^{n}+\overline{\gamma_{k, n}}\left(X-z_{k}\right)^{n}}{\left(\left(X-\operatorname{Re} z_{k}\right)^{2}+\left(\operatorname{Im} z_{k}\right)^{2}\right)^{n}} \\
& =\frac{T\left(X-\operatorname{Re} z_{k}\right)}{\left(\left(X-\operatorname{Re} z_{k}\right)^{2}+\left(\operatorname{Im} z_{k}\right)^{2}\right)^{n}},
\end{aligned}
$$

where $T$ is a real polynomial with degree less than $n$. We note that for $2 p$ even integer

$$
\begin{aligned}
\left(X-\operatorname{Re} z_{k}\right)^{2 p} & =\left(\left(X-\operatorname{Re} z_{k}\right)^{2}+\left(\operatorname{Im} z_{k}\right)^{2}-\left(\operatorname{Im} z_{k}\right)^{2}\right)^{p} \\
\left(X-\operatorname{Re} z_{k}\right)^{2 p+1} & =\left(X-\operatorname{Re} z_{k}\right)\left(\left(X-\operatorname{Re} z_{k}\right)^{2}+\left(\operatorname{Im} z_{k}\right)^{2}-\left(\operatorname{Im} z_{k}\right)^{2}\right)^{p}
\end{aligned}
$$

so that $T\left(X-\operatorname{Re} z_{k}\right)$ is a polynomial in the variable $\left(\left(X-\operatorname{Re} z_{k}\right)^{2}+\left(\operatorname{Im} z_{k}\right)^{2}\right)$ with coefficients polynomial of degree $\leq 1$, yielding the result.

Lemma 10.4.2 implies that to find an antiderivative of a rational fraction, we use the decomposition into partial fraction and we are left with finding an antiderivative of $(x-\zeta)^{-m}$ with $\zeta \in \mathbb{C}$. If $m \geq 2$, Formula (1) on page 448 gives the result. If $m=1$ and $\zeta \in \mathbb{R}$, this is $\ln |x-\zeta|$ on $\mathbb{R} \backslash\{\zeta\}$. If $m=1$ and $\operatorname{Im} \zeta \neq 0$, this is $\log (x-\zeta)$ where the logarithm is defined by (10.5.1).

Lemma 10.4.4. Let $\zeta$ be a complex number and let $m \geq 1$ be an integer.
(1) If $m \geq 2$, the meromorphic function $z \mapsto(z-\zeta)^{-m}$ has the antiderivative

$$
(z-\zeta)^{1-m}(1-m)^{-1}
$$

(2) With the complex logarithm defined by (10.5.1), the holomorphic function defined on $\mathbb{C} \backslash\left\{\zeta+\mathbb{R}_{-}\right\}$, $z \mapsto(z-\zeta)^{-1}$ has the antiderivative $\log (z-\zeta)$.

Remark 10.4.5. If our rational fraction is real, we may want to avoid altogether complex numbers and use only Lemma 10.4.3. By rescaling and translation we have only to deal with antiderivatives of $x^{-m}$ or $\left(x^{2}+1\right)^{-n} x,\left(x^{2}+1\right)^{-n}$. The first case is already treated, the answer to the second case is $\frac{1}{2} \int \frac{d u}{u^{n}}$ which is reduced to the first case. To calculate,

$$
I_{n}(X)=\int_{0}^{X} \frac{d x}{\left(1+x^{2}\right)^{n}}=\int_{0}^{\arctan X}\left(1+\tan ^{2} \theta\right)^{1-n} d \theta=\int_{0}^{\arctan X}(\cos \theta)^{2 n-2} d \theta
$$

We have $I_{1}(X)=\arctan X$ and for $n \geq 1$,

$$
\begin{aligned}
& I_{n+1}(X)=\int_{0}^{\arctan X}(\cos \theta)^{2 n-2}\left(1-\sin ^{2} \theta\right) d \theta \\
& \quad=I_{n}(X)+\frac{1}{2 n-1} \int_{0}^{\arctan X} \sin \theta \frac{d}{d \theta}\left((\cos \theta)^{2 n-1}\right) d \theta \\
& \quad=I_{n}(X)+\frac{\sin (\arctan X)(\cos (\arctan X))^{2 n-1}}{2 n-1}-\frac{1}{2 n-1} \int_{0}^{\arctan X}(\cos \theta)^{2 n} d \theta,
\end{aligned}
$$

so that the following induction relation holds:

$$
\frac{2 n}{2 n-1} I_{n+1}=I_{n}+\frac{\sin (\arctan X)(\cos (\arctan X))^{2 n-1}}{2 n-1}
$$

We note also that for $|\theta|<\pi / 2, \sin \theta=\tan \theta \cos \theta=\tan \theta\left(1+\tan ^{2} \theta\right)^{-1 / 2}$ so that

$$
\sin (\arctan x)=\frac{x}{\sqrt{1+x^{2}}}, \quad \cos (\arctan x)=\frac{1}{\sqrt{1+x^{2}}}
$$

and

$$
I_{n+1}=\frac{2 n-1}{2 n} I_{n}+\frac{1}{2 n} \frac{x}{\left(1+x^{2}\right)^{n}}
$$

## Antiderivatives of rational fractions of $\cos x, \sin x$

We want to calculate antiderivatives of $F(\cos x, \sin x)$ where $F$ is a rational fraction. The following changes of variables will work depending on some invariance properties of the one-form $F(\cos x, \sin x) d x$.

1. $u=\sin x$, if the mapping $x \mapsto \pi-x$ leaves invariant the form $F(\cos x, \sin x) d x$.

It is the case for instance of $\int \sin ^{4} x \cos ^{5} x d x$ since

$$
\sin ^{4}(\pi-x) \cos ^{5}(\pi-x) d(\pi-x)=\sin ^{4} x \cos ^{5} x d x
$$

This can be applied to the integrals $\int \sin ^{k} x \cos ^{2 l+1} x d x$ with $k, l$ integers. The assumption means in fact that the function $F$ is odd with respect to its first variable: $F(-X, Y)=-F(X, Y)$.

Lemma 10.4.6. Let $R$ be a rational fraction in $\mathbb{C}(X, Y)$, odd with respect to the first variable: then, there exists $M_{1}, M_{2}$, polynomials of two variables such that

$$
R(X, Y)=\frac{X M_{1}\left(X^{2}, Y\right)}{M_{2}\left(X^{2}, Y\right)}=X S\left(X^{2}, Y\right), \quad S \text { rational fraction }
$$

Proof. We have

$$
\begin{aligned}
2 R(X, Y) & =\frac{P(X, Y)}{Q(X, Y)}-\frac{P(-X, Y)}{Q(-X, Y)} \\
& =\frac{P(X, Y) Q(-X, Y)-P(-X, Y) Q(X, Y)}{Q(X, Y) Q(-X, Y)}=\frac{X N_{1}(X, Y)}{N_{2}(X, Y)}
\end{aligned}
$$

where $N_{j}$ are polynomials in $\mathbb{C}[X, Y]$, even w.r.t. $X$. Thus

$$
2 N_{j}(X, Y)=N_{j}(X, Y)+N_{j}(-X, Y)=M_{j}\left(X^{2}, Y\right)
$$

where $M_{j}$ is a polynomial.
We have thus

$$
F(\cos x, \sin x) d x=\cos x G\left(\cos ^{2} x, \sin x\right) d x=G\left(1-u^{2}, u\right) d u
$$

2. $u=\cos x$, if the mapping $x \mapsto-x$ leaves invariant the form $F(\cos x, \sin x) d x$. It is the case of $\int \sin ^{5} x \cos ^{7} x d x$ since

$$
\sin ^{5}(-x) \cos ^{7}(-x) d(-x)=\sin ^{5} x \cos ^{7} x d x
$$

It can be applied to $\int \sin ^{2 k+1} x \cos ^{l} x d x$ with $k, l$ integers. The assumption means in fact that the function $F$ is odd with respect to its second variable: $F(X,-Y)=$ $-F(X, Y)$. We have thus

$$
F(\cos x, \sin x) d x=\sin x G\left(\cos x, \sin ^{2} x\right) d x=-G\left(u, 1-u^{2}\right) d u
$$

3. $u=\tan x$, if the mapping $x \mapsto \pi+x$ leaves invariant the form $F(\cos x, \sin x)$ $d x$. It is the case of $\int \sin ^{4} x \cos ^{6} x d x$ since

$$
\sin ^{4}(\pi+x) \cos ^{6}(\pi+x) d(\pi+x)=\sin ^{4} x \cos ^{6} x d x
$$

It can be applied to $\int \sin ^{2 k} x \cos ^{2 l} x d x$ with $k, l$ integers. The assumption means in fact that the function $F$ is even: $F(-X,-Y)=F(X, Y)$.
Lemma 10.4.7. Let $R$ be an even rational fraction in $\mathbb{C}(X, Y)$ : then, there exist $\left(M_{j}\right)_{1 \leq j \leq 4}$ polynomials of two variables such that

$$
R(X, Y)=\frac{M_{1}\left(X^{2}, Y^{2}\right)+X Y M_{2}\left(X^{2}, Y^{2}\right)}{M_{3}\left(X^{2}, Y^{2}\right)+X Y M_{4}\left(X^{2}, Y^{2}\right)}
$$

In particular, $R$ is a rational fraction of $X^{2}, Y^{2}, X Y$.

Proof. We have

$$
\begin{align*}
2 R(X, Y) & =\frac{P(X, Y)}{Q(X, Y)}+\frac{P(-X,-Y)}{Q(-X,-Y)}  \tag{10.4.3}\\
& =\frac{P(X, Y) Q(-X,-Y)+P(-X,-Y) Q(X, Y)}{Q(X, Y) Q(-X,-Y)}=\frac{N(X, Y)}{D(X, Y)}
\end{align*}
$$

where $N, D$ are even polynomials. Since the polynomial $D$ in (10.4.3) is even we have

$$
2 D(X, Y)=\sum_{j+k \text { even }} b_{j, k} X^{j} Y^{k}\left(1+(-1)^{j+k}\right)
$$

and thus,

$$
\begin{aligned}
D & (X, Y)=\sum_{0 \leq j \leq 2 l} b_{j, 2 l-j} X^{j} Y^{2 l-j} \\
& =\sum_{0 \leq j^{\prime} \leq l} b_{2 j^{\prime}, 2 l-2 j^{\prime}} X^{2 j^{\prime}} Y^{2 l-2 j^{\prime}}+\sum_{0 \leq j^{\prime \prime} \leq l-1} b_{2 j^{\prime \prime}+1,2 l-2 j^{\prime \prime}-1} X^{2 j^{\prime \prime}+1} Y^{2 l-2 j^{\prime \prime}-1} \\
& =N_{1}\left(X^{2}, Y^{2}\right)+X Y N_{2}\left(X^{2}, Y^{2}\right), \quad N_{j} \text { polynomials. }
\end{aligned}
$$

We found eventually some polynomials $\left(N_{j}\right)_{1 \leq j \leq 4}$ such that

$$
2 R(X, Y)=\frac{N_{3}\left(X^{2}, Y^{2}\right)+X Y N_{4}\left(X^{2}, Y^{2}\right)}{N_{1}\left(X^{2}, Y^{2}\right)+X Y N_{2}\left(X^{2}, Y^{2}\right)}
$$

We have thus

$$
\begin{aligned}
F(\cos x, \sin x) d x & =G\left(\cos ^{2} x, \sin ^{2} x, \sin x \cos x\right) d x \\
& =G\left(\cos ^{2} x, \sin ^{2} x, \sin x \cos x\right) d x \\
& =G\left(\frac{1}{1+u^{2}}, \frac{u^{2}}{1+u^{2}}, \frac{u}{1+u^{2}}\right) \frac{d u}{1+u^{2}}
\end{aligned}
$$

4. As a last remedy, we can use the change $u=\tan \frac{x}{2}$ which will provide a rational fraction in $u$.
This method extends ne varietur to rational fractions of $\sinh x, \cosh x$.

## Abelian integrals

Let us give a couple of examples of the so-called Abelian integrals,

$$
\begin{equation*}
\int R(x, \varphi(x)) d x \tag{10.4.4}
\end{equation*}
$$

where $R$ is a rational fraction.

## The function $\varphi$ in 10.4.4 is the square-root of a second-degree polynomial

For instance, we want to calculate $\int R\left(x, \sqrt{x^{2}+1}\right) d x$. We set $x=\sinh t$ and we get $\int R(\sinh t, \cosh t) \cosh t d t$, which is a rational function of $\sinh , \cosh$, tackled above. To deal with $\int R\left(x, \sqrt{x^{2}-1}\right) d x$, we set $x=\cosh t$ to obtain

$$
\int R(\cosh t, \sinh t) \sinh t d t
$$

also a rational function of $\sinh , \cosh$. For $\int R\left(x, \sqrt{1-x^{2}}\right) d x$, we set $x=\sin t$ to get $\int R(\sin t, \cos t) \cos t d t$, a rational function of $\sin , \cos$. The discussion above allows us to determine

$$
\int R\left(x, \sqrt{a x^{2}+b+c}\right) d x, \quad \text { for } R \text { a rational fraction. }
$$

The function $\varphi$ in 10.4 .4 is $\left(\frac{a x+b}{c x+d}\right)^{1 / m}, m \in \mathbb{N}^{*}$
We set $u=(a x+b / c x+d)^{\frac{1}{m}}$ so that $x=\rho\left(u^{m}\right)$ where $\rho$ is a rational fraction and

$$
\int R(x, \varphi(x)) d x=\int R\left(\rho\left(u^{m}\right), u\right) \rho^{\prime}\left(u^{m}\right) m u^{m-1} d u
$$

also the antiderivative of a rational fraction.

## The function $\varphi$ in 10.4.4 enjoys a parametric unicursal representation

The assumption means that we can find rational fractions $p, q$ of one variable such that $t \mapsto(p(t), q(t))$ is onto on the graph of $\varphi$. We set then $x=p(t)$ and we are reduced to the computation of

$$
\int R(p(t), q(t)) p^{\prime}(t) d t, \quad \text { again the antiderivative of a rational fraction. }
$$

Let us give a specific example. We want to compute for $X>0$

$$
F(X)=\int_{0}^{X} R\left(x, x^{1 / 2}+x^{1 / 3}\right) d x, \quad \text { where } R \text { is a rational fraction. }
$$

We note that the mapping $t \mapsto\left(t^{6}, t^{3}+t^{2}\right)$ provides a unicursal representation of $\varphi$. We set $x=t^{6}$ to obtain

$$
F(X)=\int_{0}^{X^{1 / 6}} R\left(t^{6}, t^{3}+t^{2}\right) 6 t^{5} d t
$$

which is the antiderivative of a rational fraction.

## Some Fourier integrals

We have seen a couple of explicit computations of Fourier transforms in (8.1.18), in Chapter 8, Section Some standard examples of Fourier transform on page 352 as well as in Proposition 8.1.19 and Theorem 8.2.3.

The computation of the antiderivative

$$
\int e^{z t} P(t) d t
$$

where $z \in \mathbb{C}$ and $P$ is a polynomial (of one variable) is also a computation of a Fourier (-Laplace) transform. If $\operatorname{Re} z<0$, we have $\int_{-\infty}^{x} e^{z t} d t=z^{-1} e^{z x}$ and for $k \in \mathbb{N}$,

$$
\begin{aligned}
& \int_{-\infty}^{x} e^{z t} t^{k} d t=\left(\frac{d}{d z}\right)^{k}\left(\int_{-\infty}^{x} e^{z t} d t\right)=\left(\frac{d}{d z}\right)^{k}\left(z^{-1} e^{z x}\right) \\
& \quad=e^{z x} e^{-z x}\left(\frac{d}{d z}\right)^{k}\left(e^{z x} z^{-1}\right)=e^{z x}\left(e^{-z x} \frac{d}{d z} e^{z x}\right)^{k}\left(z^{-1}\right)=e^{z x}\left(\frac{d}{d z}+x\right)^{k}\left(z^{-1}\right) \\
& =e^{z x} \sum_{0 \leq l \leq k} C_{k}^{l} x^{l} z^{-1-(k-l)}(-1)^{k-l}(k-l)!=z^{-1} e^{z x} \sum_{0 \leq l \leq k} \frac{x^{l}}{l!} k!z^{-k+l}(-1)^{k-l}
\end{aligned}
$$

so that for $P(t)=\sum_{0 \leq k \leq m} a_{k} t^{k}$,

$$
\begin{aligned}
\int_{-\infty}^{x} P(t) e^{z t} d t & =z^{-1} e^{z x} Q_{P}\left(x, z^{-1}\right) \\
Q_{P}\left(x, z^{-1}\right) & =\sum_{0 \leq l \leq m} \frac{x^{l}}{l!} \sum_{l \leq k \leq m} a_{k} k!(-1)^{k-l} z^{-k+l}
\end{aligned}
$$

We have thus for $\operatorname{Re} z>0$,

$$
\int_{0}^{x} P(t) e^{z t} d t=z^{-1} e^{z x} Q_{P}\left(x, z^{-1}\right)-z^{-1} Q_{P}\left(0, z^{-1}\right)
$$

and by analytic continuation, this formula holds as well for $z \neq 0$. Note that the limit of the rhs when $z$ goes to 0 is indeed $\int_{0}^{x} P(t) d t$ : by linearity it suffices to verify this for the monomial $P(t)=t^{k}$. We need to check for $z \neq 0$,

$$
N(x, z)=e^{z x} z^{-1} \sum_{0 \leq l \leq k} \frac{x^{l}}{l!} k!(-1)^{k-l} z^{-k+l}-z^{-1} k!(-1)^{k} z^{-k}
$$

We have

$$
\begin{aligned}
N(x, z) & =k!(-1)^{k} z^{-k-1} e^{z x}\left(\sum_{0 \leq l \leq k} \frac{(-z x)^{l}}{l!}-e^{-z x}\right) \\
& =-k!(-1)^{k} z^{-k-1} e^{z x} \int_{0}^{1} \frac{(1-\theta)^{k}}{k!} e^{-\theta z x} d \theta(-z x)^{k+1}
\end{aligned}
$$

so that $N(x, z)=e^{z x} x^{k+1} \int_{0}^{1}(1-\theta)^{k} e^{-\theta z x} d \theta$, which has the expected limit $\frac{x^{k+1}}{k+1}$ when $z \rightarrow 0$.

Lemma 10.4.8. Let $n \in \mathbb{N}^{*}$ and $\mathbb{R}^{n} \ni x \mapsto u(x)=\exp -2 \pi|x|$, where $|x|$ stands for the Euclidean norm of $x$. The function $u$ belongs to $L^{1}\left(\mathbb{R}^{n}\right)$ and its Fourier transform is

$$
\begin{equation*}
\hat{u}(\xi)=\pi^{-\left(\frac{n+1}{2}\right)} \Gamma\left(\frac{n+1}{2}\right)\left(1+|\xi|^{2}\right)^{-\left(\frac{n+1}{2}\right)} . \tag{10.4.5}
\end{equation*}
$$

Proof. We note first that in one dimension

$$
\int_{\mathbb{R}} e^{-2 i \pi x \xi} e^{-2 \pi|x|} d x=2 \operatorname{Re} \int_{0}^{+\infty} e^{-2 \pi x(1+i \xi)} d x=\frac{1}{\pi\left(1+\xi^{2}\right)},
$$

corroborating the above formula in 1D. We want to take advantage of this to write $e^{-2 \pi|x|}$ as a superposition of Gaussian functions; doing this will be very helpful since it is easy to calculate the Fourier transform of Gaussian functions (this quite natural idea seems to be used only in the wonderful textbook by Robert Strichartz [62] and we follow his method). For $t \in \mathbb{R}_{+}$, we have

$$
\begin{aligned}
e^{-2 \pi t}=\int_{\mathbb{R}} e^{2 i \pi t \tau} \frac{d \tau}{\pi\left(1+\tau^{2}\right)} & =\iint_{\mathbb{R}^{2}} e^{2 i \pi t \tau} e^{-s \pi\left(1+\tau^{2}\right)} H(s) d s d \tau \\
& =\int_{\mathbb{R}_{+}} e^{-\pi s} s^{-1 / 2} e^{-\frac{\pi}{s} t^{2}} d s
\end{aligned}
$$

so that for $x \in \mathbb{R}^{n}, e^{-2 \pi|x|}=\int_{\mathbb{R}_{+}} e^{-\pi s} s^{-1 / 2} e^{-\frac{\pi}{s}|x|^{2}} d s$ and thus

$$
\hat{u}(\xi)=\iint_{\mathbb{R}^{n} \times \mathbb{R}_{+}} e^{-2 i \pi x \xi} e^{-\pi s} s^{-1 / 2} e^{-\frac{\pi}{s}|x|^{2}} d x d s=\int_{\mathbb{R}_{+}} e^{-\pi s} s^{-1 / 2} e^{-\pi s|\xi|^{2}} s^{n / 2} d s
$$

so that

$$
\hat{u}(\xi)=\int_{0}^{+\infty} e^{-s} s^{(n-1) / 2}\left(\pi\left(1+|\xi|^{2}\right)\right)^{-(n+1) / 2} d s
$$

which is the sought result.

## Gaussian integrals

In Proposition 8.1.19, we have computed the Fourier transform of Gaussian functions, a typical case when the calculation of an integral does not follow from the knowledge of an antiderivative. However our definition of the Fourier transform of $e^{i x^{2}}$ relied on a duality argument, and we want to connect this result with a more elementary approach. According to Formula (8.1.31), for $w_{a}(x)=e^{i \pi a x^{2}}$ we have for $a \in \mathbb{R}^{*}$,

$$
\widehat{w_{a}}(\xi)=|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a} e^{-i \pi a^{-1} \xi^{2}}
$$

Let $\phi \in \mathscr{S}\left(\mathbb{R}^{n}\right):$ we have $\int w_{a}(x) \hat{\phi}(x) d x=\int|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a} e^{-i \pi a^{-1} \xi^{2}} \phi(\xi) d \xi$, and in particular for $\epsilon>0$,

$$
\begin{aligned}
\int w_{a}(x) e^{-\pi \epsilon x^{2}} d x & =|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a} \epsilon^{-1 / 2} \int e^{-i \pi a^{-1} \xi^{2}} e^{-\pi \epsilon^{-1} \xi^{2}} \\
& =|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a} \epsilon^{-1 / 2}\left(\epsilon^{-1}+i a^{-1}\right)^{-1 / 2} \underset{\epsilon \rightarrow 0_{+}}{\longrightarrow}|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a}
\end{aligned}
$$

proving that, for $a \in \mathbb{R}^{*}$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0_{+}} \int e^{i \pi a x^{2}} e^{-\pi \epsilon x^{2}} d x=|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a} \tag{10.4.6}
\end{equation*}
$$

For $\lambda>0, a \in \mathbb{R}^{*}$, we have

$$
\sigma(a, \lambda)=\int_{0}^{\lambda} e^{i \pi a x^{2}} d x=\frac{1}{2} \int_{-\lambda}^{\lambda} e^{i \pi a x^{2}} d x=\frac{1}{2} \lim _{\epsilon \rightarrow 0_{+}} \int_{-\lambda}^{\lambda} e^{i \pi(a+i \epsilon) x^{2}} d x
$$

We have also

$$
\begin{aligned}
2 \int_{\lambda}^{+\infty} e^{i \pi(a+i \epsilon) x^{2}} d x & =\int_{\lambda^{2}}^{+\infty} e^{i \pi(a+i \epsilon) t} t^{-1 / 2} d t \\
& =\left[\frac{e^{i \pi(a+i \epsilon) t}}{i \pi(a+i \epsilon)} t^{-1 / 2}\right]_{t=\lambda^{2}}^{t=+\infty}+\frac{1}{2} \int_{\lambda^{2}}^{+\infty} \frac{e^{i \pi(a+i \epsilon) t}}{i \pi(a+i \epsilon)} t^{-3 / 2} d t
\end{aligned}
$$

so that for $\lambda \geq 1, \epsilon>0$,

$$
\left|\int_{\lambda}^{+\infty} e^{i \pi(a+i \epsilon) x^{2}} d x\right| \leq \frac{1}{2} \lambda^{-1} \pi^{-1}|a|^{-1}+\frac{2 \lambda^{-1}}{4 \pi|a|}=\frac{1}{\pi|a| \lambda}
$$

We have thus

$$
\begin{aligned}
& \int_{-\lambda}^{\lambda} e^{i \pi(a+i \epsilon) x^{2}} d x-|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a} \\
& \quad=\int_{\mathbb{R}} e^{i \pi(a+i \epsilon) x^{2}} d x-|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a}-\int_{|x|>\lambda} e^{i \pi(a+i \epsilon) x^{2}} d x
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\int_{-\lambda}^{\lambda} e^{i \pi(a+i \epsilon) x^{2}} d x-|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a}\right| \\
& \quad \leq\left|\int_{\mathbb{R}} e^{i \pi(a+i \epsilon) x^{2}} d x-|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a}\right|+\frac{2}{\pi|a| \lambda}
\end{aligned}
$$

so that taking the limit when $\epsilon \rightarrow 0_{+}$gives from (10.4.6),

$$
\left|\int_{-\lambda}^{\lambda} e^{i \pi a x^{2}} d x-|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a}\right| \leq \frac{2}{\pi|a| \lambda}
$$

entailing

$$
\begin{equation*}
\lim _{\lambda \rightarrow+\infty} \int_{0}^{\lambda} e^{i \pi a x^{2}} d x=\frac{1}{2}|a|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} a} \tag{10.4.7}
\end{equation*}
$$

This gives in particular the classical Fresnel integrals ${ }^{11}$

$$
\begin{equation*}
\int_{\mathbb{R}} \cos \left(x^{2}\right) d x=\sqrt{\frac{\pi}{2}}=\int_{\mathbb{R}} \sin \left(x^{2}\right) d x \tag{10.4.8}
\end{equation*}
$$

Another classical calculation (introduced in Exercise 2.8.20) yields

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{\sin x}{x} d x=\frac{\pi}{2} \tag{10.4.9}
\end{equation*}
$$

We integrate the holomorphic function (on $\left.\mathbb{C}^{*}\right) e^{i z} / z$ on the path

$$
\begin{aligned}
{[\epsilon, R] } & \cup \text { upper half-circle }(0, R) \text { (counterclockwise) } \\
& \cup[-R,-\epsilon] \cup \text { upper half-circle }(0, \epsilon) \text { (clockwise) }
\end{aligned}
$$

we get

$$
0=2 i \int_{\epsilon}^{R} \frac{\sin x}{x} d x+\int_{0}^{\pi} \frac{e^{i \operatorname{Re}^{i \theta}}}{\operatorname{Re}^{i \theta}} i \operatorname{Re}^{i \theta} d \theta-\int_{0}^{\pi} \frac{e^{i \epsilon e^{i \theta}}}{\epsilon e^{i \theta}} i \epsilon e^{i \theta} d \theta
$$

The third integral has limit $i \pi$ when $\epsilon$ goes to 0 . The absolute value of the second integral is bounded above by $\int_{0}^{\pi} e^{-R \sin \theta} d \theta$ which goes to 0 when $R$ goes to $+\infty$ (thanks to the Lebesgue dominated convergence Theorem, but a simpler argument is also available here).

### 10.5 Some special functions

## The complex logarithm

## Logarithm on $\mathbb{C} \backslash \mathbb{R}_{\text {_ }}$

The set $\mathbb{C} \backslash \mathbb{R}_{-}$is star-shaped with respect to 1 , so that we can define the principal determination of the logarithm for $z \in \mathbb{C} \backslash \mathbb{R}_{-}$by the formula

$$
\begin{equation*}
\log z=\oint_{[1, z]} \frac{d \zeta}{\zeta}=\int_{0}^{1} \frac{(z-1) d t}{(1-t)+t z} \tag{10.5.1}
\end{equation*}
$$

Thanks to Theorem 3.3.7, the function Log is holomorphic on $\mathbb{C} \backslash \mathbb{R}_{-}$and we have $\log z=\ln z$ for $z \in \mathbb{R}_{+}^{*}$ and by analytic continuation

$$
e^{\log z}=z=e^{\operatorname{ReLog} z} e^{i \operatorname{Im} \log z}, \quad \begin{cases}|z| & =e^{\operatorname{Re} \log z} \\ \operatorname{Arg} z & =\operatorname{Im} \log z\end{cases}
$$

${ }^{11}$ Of course in the sense $\lim _{\lambda, \mu \rightarrow+\infty} \int_{-\mu}^{\lambda} e^{i x^{2}} d x$.
for $z \in \mathbb{C} \backslash \mathbb{R}_{-}$. For $z=r e^{i \theta},|\theta|<\pi$, we have for $r>0$,

$$
\log \left(r e^{i \theta}\right)=\oint_{\left[1, r e^{i \theta}\right]} \frac{d \zeta}{\zeta}=\ln r+\int_{0}^{\theta} \frac{i r e^{i t}}{r e^{i t}} d t=\ln r+i \theta, \quad \operatorname{Im} \log z=\theta
$$

We get also by analytic continuation, that $\log e^{z}=z$ for $|\operatorname{Im} z|<\pi$. Note also that for $|z|<1$, we have from Theorem 3.3.7,

$$
\begin{equation*}
\log (1+z)=z \int_{0}^{1} \frac{d t}{1+t z}=\sum_{k \geq 0} z(-1)^{k} \frac{z^{k}}{k+1}=\sum_{l \geq 1}(-1)^{l+1} \frac{z^{l}}{l} \tag{10.5.2}
\end{equation*}
$$

Note that we have also for $|z|=1, z \neq-1$,

$$
\log (1+z)=z \int_{0}^{1} \frac{d t}{1+t z}=z \int_{0}^{1} \lim _{N}\left(\sum_{0 \leq k \leq N}(-1)^{k} t^{k} z^{k}\right) d t
$$

Since with $z=e^{i \theta},|\theta|<\pi, t \in[0,1]$,

$$
\begin{aligned}
\mid \sum_{0 \leq k \leq N}(-1)^{k} t^{k} z^{k}= & \frac{1+(-1)^{N}(t z)^{1+N}}{1+t z} \left\lvert\, \leq \frac{2}{|1+t z|}=\frac{2}{\sqrt{1+2 t \cos \theta+t^{2}}}\right. \\
& \leq \frac{21\{\cos \theta \geq 0\}}{\sqrt{1+t^{2}}}+\frac{21\{-1<\cos \theta \leq 0\}}{\sqrt{1-\cos ^{2} \theta}} \in L^{1}\left([0,1]_{t}\right)
\end{aligned}
$$

so that Lebesgue's dominated convergence implies

$$
\log (1+z)=z \lim _{N} \sum_{0 \leq k \leq N}(-1)^{k} \frac{z^{k}}{k+1}
$$

implying that (10.5.2) holds as well for $|z|=1, z \neq-1$. We consider the following open subset of $\mathbb{C}$ :

$$
\begin{aligned}
\left\{z \in \mathbb{C}, \exp z \notin \mathbb{R}_{-}^{*}\right\} & =\{z \in \mathbb{C}, \operatorname{Im} z \not \equiv \pi(2 \pi)\} \\
& =\cup_{k \in \mathbb{Z}} \underbrace{\{z \in \mathbb{C},(2 k-1) \pi<\operatorname{Im} z<(2 k+1) \pi\}}_{\omega_{k}}
\end{aligned}
$$

Let $k \in \mathbb{Z}$. On the open set $\omega_{k}$, the function $z \mapsto \log (\exp z)-z$ is holomorphic with a null derivative. As a result for $z \in \omega_{k}$,

$$
\log (\exp z)-z=\log (\exp (2 i k \pi))-2 i k \pi=\ln (1)-2 i k \pi=-2 i k \pi
$$

i.e., $\log (\exp z)=z-2 i k \pi$.

We sum-up these results as follows.

Theorem 10.5.1. For $z \in \mathbb{C} \backslash \mathbb{R}_{-}$, we define $\log z$ by (10.5.1). This is a holomorphic function on $\mathbb{C} \backslash \mathbb{R}_{-}$, with derivative $1 / z$, and $\log$ coincides with $\ln$ on $\mathbb{R}_{+}^{*}$.

$$
\text { For } \begin{align*}
z \in \mathbb{C} \backslash \mathbb{R}_{-}, e^{\log z} & =z=r e^{i \theta}, \\
r & =|z|=e^{\operatorname{Re} \log z}, \theta=\operatorname{Arg} z=\operatorname{Im} \log z \in(-\pi, \pi) \tag{10.5.3}
\end{align*}
$$

For $k \in \mathbb{Z}, z \in \mathbb{C},(2 k-1) \pi<\operatorname{Im} z<(2 k+1) \pi, \quad \log \left(e^{z}\right)=z-2 i k \pi$.

$$
\begin{equation*}
\text { For } z \in \mathbb{C} \backslash\{-1\},|z| \leq 1, \quad \log (1+z)=\sum_{l \geq 1}(-1)^{l+1} \frac{z^{l}}{l} \tag{10.5.5}
\end{equation*}
$$

## Logarithm of a nonsingular symmetric matrix

Let $\Upsilon_{+}$be the set of symmetric nonsingular $n \times n$ matrices with complex entries and non-negative real part. The set $\Upsilon_{+}$is star-shaped with respect to the Id: for $A \in \Upsilon_{+}$, the segment $[1, A]=((1-t) \operatorname{Id}+t A)_{t \in[0,1]}$ is obviously made with symmetric matrices with non-negative real part which are invertible, since for $0 \leq t<1, \operatorname{Re}((1-t) \operatorname{Id}+t A) \geq(1-t) \operatorname{Id}>0$ and for $t=1, A$ is assumed to be invertible ${ }^{12}$. We can now define for $A \in \Upsilon_{+}$,

$$
\begin{equation*}
\log A=\int_{0}^{1}(A-I)(I+t(A-I))^{-1} d t \tag{10.5.6}
\end{equation*}
$$

We note that $A$ commutes with $(I+s A)$ (and thus with $\log A$ ), so that, for $\theta>0$,

$$
\begin{aligned}
\frac{d}{d \theta} & \log (A+\theta I) \\
& =\int_{0}^{1}(I+t(A+\theta I-I))^{-1} d t-\int_{0}^{1}(A+\theta I-I) t(I+t(A+\theta I-I))^{-2} d t
\end{aligned}
$$

and since

$$
\frac{d}{d t}\left\{(I+t(A+\theta I-I))^{-1}\right\}=-(I+t(A+\theta I-I))^{-2}(A+\theta I-I)
$$

we obtain by integration by parts $\frac{d}{d \theta} \log (A+\theta I)=(A+\theta I)^{-1}$. As a result, we find that for $\theta>0, A \in \Upsilon_{+}$, since all the matrices involved are commuting,

$$
\frac{d}{d \theta}\left((A+\theta I)^{-1} e^{\log (A+\theta I)}\right)=0
$$

[^63]so that, using the limit $\theta \rightarrow+\infty$, we get ${ }^{13}$ that
$$
\forall A \in \Upsilon_{+}, \forall \theta>0, e^{\log (A+\theta I)}=(A+\theta I)
$$
and by continuity
\[

$$
\begin{equation*}
\forall A \in \Upsilon_{+}, \quad e^{\log A}=A, \quad \text { which implies } \quad \operatorname{det} A=e^{\operatorname{trace} \log A} \tag{10.5.7}
\end{equation*}
$$

\]

Using (10.5.7), we can define for $A \in \Upsilon_{+}$,

$$
\begin{equation*}
(\operatorname{det} A)^{-1 / 2}=e^{-\frac{1}{2} \operatorname{trace} \log A}=|\operatorname{det} A|^{-1 / 2} e^{-\frac{i}{2} \operatorname{Im}(\operatorname{trace} \log A)} \tag{10.5.8}
\end{equation*}
$$

- When $A$ is a positive definite matrix, $\log A$ is real valued and $(\operatorname{det} A)^{-1 / 2}=$ $|\operatorname{det} A|^{-1 / 2}$.
- When $A=-i B$ where $B$ is a real nonsingular symmetric matrix, we note that $B=P D^{t} P$ with $P \in O(n)$ and $D$ diagonal. We see directly on the formulas (10.5.6), (10.5.1) that

$$
\log A=\log (-i B)=P(\log (-i D))^{t} P, \quad \operatorname{trace} \log A=\operatorname{trace} \log (-i D)
$$

and thus, with $\left(\mu_{j}\right)$ the (real) eigenvalues of $B$, we have $\operatorname{Im}(\operatorname{trace} \log A)=$ $\operatorname{Im} \sum_{1 \leq j \leq n} \log \left(-i \mu_{j}\right)$, where the last Log is given by (10.5.1). Finally we get,

$$
\operatorname{Im}(\operatorname{trace} \log A)=-\frac{\pi}{2} \sum_{1 \leq j \leq n} \operatorname{sign} \mu_{j}=-\frac{\pi}{2} \operatorname{sign} B
$$

where $\operatorname{sign} B$ is the signature of $B$. As a result, we have when $A=-i B, B$ real symmetric nonsingular matrix

$$
\begin{equation*}
(\operatorname{det} A)^{-1 / 2}=|\operatorname{det} B|^{-1 / 2} e^{i \frac{\pi}{4} \operatorname{sign} B} . \tag{10.5.9}
\end{equation*}
$$

$$
\begin{aligned}
& { }^{13} \text { We have } e^{\log (A+\theta)}=(A+\theta) B_{A} \text { and with } \tau=\theta-1, \\
& \qquad e^{\log (A+\theta)} e^{-\ln \theta}=e^{C_{\theta}}, \quad C_{\theta}=A \int_{0}^{1}(1+t A+t \tau)^{-1}(1+t \tau)^{-1} d t .
\end{aligned}
$$

For $t, \tau \in \mathbb{R}_{+}$, the matrix $1+t A+t \tau$ is invertible (see the footnote on page 463) and we have $\operatorname{Re}\langle(1+t A+t \tau) X, X\rangle \geq(1+t \tau)\|X\|^{2}$, so that this implies $\|(1+t A+t \tau) X\| \geq(1+t \tau)\|X\|$ and thus $\left\|(1+t A+t \tau)^{-1}\right\| \leq(1+t \tau)^{-1}$. We get

$$
\begin{aligned}
\left\|C_{\theta}\right\| \leq\|A\| & \int_{0}^{1}(1+t \tau)^{-2} d t=\frac{\|A\|}{1+\tau} \Longrightarrow \lim _{\theta \rightarrow+\infty} C_{\theta}=0 \\
& \Longrightarrow B_{A}=\lim _{\theta \rightarrow+\infty}(A+\theta) B_{A} e^{-\ln \theta}=\lim _{\theta \rightarrow+\infty} e^{\log (A+\theta)} e^{-\ln \theta}=\lim _{\theta \rightarrow+\infty} e^{C_{\theta}}=I .
\end{aligned}
$$

## The $\Gamma$ function

For $z \in \mathbb{C}$ with a positive real part, we define

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{+\infty} t^{z-1} e^{-t} d t \tag{10.5.10}
\end{equation*}
$$

Theorem 3.3.7 implies that $\Gamma$ is a holomorphic function on the half-plane $\{\operatorname{Re} z>$ $0\}$, and for $z$ there, an integration by parts yields

$$
\Gamma(z+1)=\int_{0}^{+\infty} t^{z} e^{-t} d t=\left[t^{z} e^{-t}\right]_{+\infty}^{0}+\int_{0}^{+\infty} z t^{z-1} e^{-t} d t=z \Gamma(z) .
$$

We get immediately that

$$
\begin{equation*}
\text { for } n \in \mathbb{N}, \Gamma(n+1)=n!\quad \text { and } \Gamma(1 / 2)=\sqrt{\pi} \tag{10.5.11}
\end{equation*}
$$

The latter equality follows from (8.1.31) since

$$
\Gamma(1 / 2)=\int_{0}^{+\infty} s^{-1} e^{-s^{2}} 2 s d s=\int_{\mathbb{R}} e^{-s^{2}} d s=\sqrt{\pi}
$$

For $\operatorname{Re} z>-1, z \neq 0$, we define $\Gamma(z)=\frac{\Gamma(z+1)}{z}$ : it coincides with the previous definition if $\operatorname{Re} z>0$ from the previous identity. Let $k \geq 1$ be an integer: we may define for $\operatorname{Re} z>-k, z \notin\{-k+1, \ldots, 0\}$,

$$
\begin{equation*}
\Gamma(z)=\frac{\Gamma(z+k)}{z(z+1) \ldots(z+k-1)} \tag{10.5.12}
\end{equation*}
$$

The $\Gamma$ function appears as a meromorphic function on $\mathbb{C}$ with simple poles at $-\mathbb{N}$ such that

$$
\begin{equation*}
\operatorname{Res}(\Gamma,-k)=\frac{(-1)^{k}}{k!} \tag{10.5.13}
\end{equation*}
$$

and the following functional equation holds:

$$
\begin{equation*}
\forall z \notin(-\mathbb{N}), \quad \Gamma(z+1)=z \Gamma(z) \tag{10.5.14}
\end{equation*}
$$

Theorem 3.3.7 implies for $\operatorname{Re} z>0$,

$$
\begin{equation*}
\Gamma^{\prime}(z)=\int_{0}^{+\infty} t^{z-1} e^{-t} \ln t d t, \quad \Gamma^{\prime \prime}(z)=\int_{0}^{+\infty} t^{z-1} e^{-t}(\ln t)^{2} d t \tag{10.5.15}
\end{equation*}
$$

Lemma 10.5.2 (Gauss' formula). For $z \in \mathbb{C} \backslash(-\mathbb{N})$, we have:

$$
\begin{equation*}
\Gamma(z)=\lim _{n} \frac{n!n^{z}}{\prod_{0 \leq j \leq n}(z+j)} \tag{10.5.16}
\end{equation*}
$$

Proof. We assume first that $\operatorname{Re} z>0$. Lebesgue's dominated convergence theorem induces for $\operatorname{Re} z>0$ that

$$
\int_{0}^{n} t^{z}\left(1-\frac{t}{n}\right)^{n} \frac{d t}{t} \underset{n \rightarrow+\infty}{\longrightarrow} \Gamma(z):
$$

we have indeed pointwise convergence of

$$
\mathbf{1}_{[0, n]}(t) t^{z-1}\left(1-\frac{t}{n}\right)^{n}
$$

towards $\mathbf{1}_{\mathbb{R}_{+}}(t) t^{z-1} e^{-t}$ and domination

$$
\left|\mathbf{1}_{[0, n]}(t) t^{z-1}\left(1-\frac{t}{n}\right)^{n}\right| \leq \mathbf{1}_{\mathbb{R}_{+}}(t) t^{\operatorname{Re} z-1} e^{-t} \in L^{1}(\mathbb{R})
$$

since for $x \in[0,1), \ln (1-x) \leq-x$ implies $\mathbf{1}_{[0, n]}(t)\left(1-\frac{t}{n}\right)^{n} \leq e^{-n \frac{t}{n}}=e^{-t}$. We check now

$$
\begin{equation*}
\int_{0}^{n} t^{z}\left(1-\frac{t}{n}\right)^{n} \frac{d t}{t}=\int_{0}^{1} s^{z-1} n^{z}(1-s)^{n} d s=n^{z} B(z, n+1) \tag{b}
\end{equation*}
$$

where the so-called Beta-functionis defined for $a, b$ complex numbers with $\operatorname{Re} a>$ $0, \operatorname{Re} b>0$ by

$$
\begin{equation*}
B(a, b)=\int_{0}^{1} t^{a-1}(1-t)^{b-1} d t \tag{10.5.17}
\end{equation*}
$$

The holomorphy of the Beta function on this domain of $\mathbb{C}^{2}(\operatorname{Re} a>0, \operatorname{Re} b>0)$ follows from Theorem 3.3.7. Moreover, we have with $x_{+}=x H(x), H=\mathbf{1}_{\mathbb{R}_{+}}$,

$$
\begin{aligned}
x_{+}^{a-1} * x_{+}^{b-1} & =\int_{\mathbb{R}} H(t) t^{a-1} H(x-t)(x-t)^{b-1} d t \\
& =H(x) x^{a+b-1} \int_{0}^{1} s^{a-1}(1-s)^{b-1} d s=x_{+}^{a+b-1} B(a, b)
\end{aligned}
$$

so that multiplying both sides by $e^{-x}$, we find

$$
\begin{equation*}
\text { for } \operatorname{Re} a>0, \operatorname{Re} b>0, \quad \Gamma(a) \Gamma(b)=\Gamma(a+b) B(a, b) \tag{10.5.18}
\end{equation*}
$$

On the other hand, we prove directly by induction on $n$ that for $\operatorname{Re} z>0, n \in \mathbb{N}$,

$$
B(z, n+1)=n!\prod_{0 \leq j \leq n}(z+j)^{-1}
$$

It is true for $n=0$ since $B(z, 1)=\int_{0}^{1} t^{z-1} d t=1 / z$ and we have

$$
\begin{aligned}
B(z, n+2) & =\int_{0}^{1} t^{z-1}(1-t)^{n+1} d t \\
& =\left[z^{-1} t^{z}(1-t)^{n+1}\right]_{0}^{1}-\int_{0}^{1} z^{-1} t^{z}(n+1)(1-t)^{n} d t(-1) \\
& =(n+1) z^{-1} B(z+1, n+1) \underbrace{=}_{\substack{\text { induction } \\
\text { hypothesis }}}(n+1) z^{-1} n!\prod_{0 \leq j \leq n}(z+1+j)^{-1} \\
& =(n+1)!\prod_{0 \leq k \leq n+1}(z+k)^{-1},
\end{aligned}
$$

Applying this to (b), we get

$$
\underbrace{n^{z} B(z, n+1)}_{\text {with limit } \Gamma(z)}=n!n^{z} \prod_{0 \leq j \leq n}(z+j)^{-1},
$$

proving the result of the lemma for $\operatorname{Re} z>0$. The result for $z \in(-\mathbb{N})^{c}$ follows from (10.5.12): if $\operatorname{Re} z>-k$, we have

$$
\begin{aligned}
\Gamma(z)=\frac{\Gamma(z+k)}{\prod_{0 \leq l<k}(z+l)} & =\lim _{n} \frac{n!n^{z+k}}{\prod_{0 \leq l<k}(z+l) \prod_{0 \leq j \leq n}(z+j+k)} \\
& =\lim _{n} \frac{n!n^{z}}{\prod_{0 \leq q \leq n}(z+q)} n^{k} \prod_{n-k<j \leq n}(z+j+k)^{-1}
\end{aligned}
$$

and since $n^{k} \prod_{n-k<j \leq n}(z+j+k)^{-1}=\prod_{1 \leq r \leq k} \frac{n}{z+n+r}$, we have

$$
\lim _{n} n^{k} \prod_{n-k<j \leq n}(z+j+k)^{-1}=1,
$$

entailing the result. The proof of the lemma is complete.
Lemma 10.5.3 (Weierstrass Formula). The function $1 / \Gamma$ is entire with simple zeroes located at $(-\mathbb{N})$ and we have the strictly convergent infinite product

$$
\begin{equation*}
\Gamma(z)^{-1}=z e^{\gamma z} \prod_{1 \leq j \leq+\infty}\left(1+\frac{z}{j}\right) e^{-z / j} \tag{10.5.19}
\end{equation*}
$$

Proof. Starting from Lemma 10.5.2, we find for $z \in \mathbb{C} \backslash(-\mathbb{N})$,

$$
\Gamma(z)=z^{-1} \lim _{n} e^{z\left(\ln n-\sum_{1 \leq j \leq n} \frac{1}{j}\right)} \prod_{1 \leq j \leq n} j(z+j)^{-1} e^{z / j}
$$

From Exercise 2.8.20, we know that $\lim _{n}\left(\sum_{1 \leq j \leq n} \frac{1}{j}-\ln n\right)=\gamma$, the EulerMascheroni constant, so that

$$
\Gamma(z)=z^{-1} e^{-\gamma z} \prod_{1 \leq j \leq+\infty}\left(1+\frac{z}{j}\right)^{-1} e^{z / j}
$$

The convergence of the infinite product follows from the previous formula, but we can also see directly that, with the complex logarithm and $j>|z|$,

$$
\log \left(\left(1+\frac{z}{j}\right)^{-1} e^{z / j}\right)=-\frac{z}{j}+\frac{z}{j}+O\left(\frac{z^{2}}{j^{2}}\right)=O\left(j^{-2}\right)
$$

As a result, the $\Gamma$ function vanishes nowhere and $1 / \Gamma$ is an entire function whose zeroes are simple and located at $(-\mathbb{N})$ :

$$
\Gamma(z)^{-1}=z e^{\gamma z} \prod_{1 \leq j \leq+\infty}\left(1+\frac{z}{j}\right) e^{-z / j}
$$

Lemma 10.5.4 (Log-convexity of the $\Gamma$ function). The $\Gamma$ function is positive on $\mathbb{R}_{+}^{*}$ and is also log-convex.

Proof. The $\Gamma$ function never vanishes and is also non-negative on $(0,+\infty)$, thus is positive there. Moreover, Cauchy-Schwarz inequality and (10.5.15) imply for $x>0$

$$
\begin{aligned}
\Gamma^{\prime}(x)^{2} & =\left\langle t^{x / 2}, t^{x / 2} \ln t\right\rangle_{L^{2}\left(\mathbb{R}_{+}, e^{-t} d t / t\right)}^{2} \\
& <\left\|t^{x / 2}\right\|_{L^{2}\left(\mathbb{R}_{+}, e^{-t} d t / t\right)}^{2}\left\|t^{x / 2} \ln t\right\|_{L^{2}\left(\mathbb{R}_{+}, e^{-t} d t / t\right)}^{2}=\Gamma(x) \Gamma^{\prime \prime}(x)
\end{aligned}
$$

so that

$$
\frac{d^{2}}{d x^{2}}(\ln \Gamma)=\frac{d}{d x}\left(\frac{\Gamma^{\prime}}{\Gamma}\right)=\frac{\Gamma^{\prime \prime} \Gamma-\Gamma^{\prime 2}}{\Gamma^{2}}>0
$$

Note that the minimum of the Gamma function on the positive half-line is

$$
0.8856031944108886 \cdots=\Gamma(1.461632144845406 \ldots)
$$

Lemma 10.5.5. Let $G$ be a positive function defined on $(0,+\infty)$ such that $G(1)=1$, $G$ is log-convex and satisfies $G(x+1)=x G(x)$ for all $x>0$. Then $G=\Gamma$.

Proof. For $x>0, n \in \mathbb{N}^{*}$, we have with $g=\ln G, g(n)=(n-1)$ ! and

$$
g(x+n)-g(x)=\sum_{0 \leq j<n}(g(x+j+1)-g(x+j))=\sum_{0 \leq j<n} \ln (x+j)
$$
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so that $g(x+n)-g(x)-g(n)=\ln x+\sum_{1 \leq j \leq n-1} \ln \left(\frac{x+j}{j}\right)$ and

$$
\begin{equation*}
g(x)+\ln x-x \ln n+\sum_{1 \leq j \leq n-1} \ln \left(\frac{x+j}{j}\right)=g(x+n)-g(n)-x \ln n \tag{10.5.20}
\end{equation*}
$$

Let $k \in \mathbb{N}^{*}$ with $k>x$ : we have $n-1<n<x+n<k+n$ and from the convexity of $g$, for $n \geq 2$,

$$
\frac{g(n)-g(n-1)}{1} \leq \frac{g(x+n)-g(n)}{x} \leq \frac{g(n+k)-g(n)}{k}=\frac{\sum_{0 \leq r<k} \ln (n+r)}{k}
$$

so that

$$
\ln \left(1-\frac{1}{n}\right) \leq \frac{g(x+n)-g(n)-x \ln n}{x} \leq \frac{\sum_{0 \leq r<k} \ln \left(1+\frac{r}{n}\right)}{k}
$$

and thus $\lim _{n}(g(x+n)-g(n)-x \ln n) / x=0$, which implies, thanks to (10.5.20),

$$
g(x)=-\ln x+\lim _{n}\left(x \ln n+\sum_{1 \leq j \leq n-1} \ln \left(\frac{j}{x+j}\right)\right)=\ln \Gamma(x),
$$

where the last equality follows from Gauss' formula (10.5.16).


Figure 10.2: Logarithm of the Gamma function on $(0,+\infty)$.

## Wallis integrals

Lemma 10.5.6. Let $q \in \mathbb{N}$. We have

$$
W_{q}=\int_{0}^{\pi / 2}(\sin \theta)^{q} d \theta=\frac{\sqrt{\pi} \Gamma\left(\frac{q+1}{2}\right)}{q \Gamma\left(\frac{q}{2}\right)}, \quad \text { i.e., for } p \in \mathbb{N},\left\{\begin{array}{l}
W_{2 p}=\frac{\pi(2 p)!}{(p!)^{2} 2^{2 p+1}}  \tag{10.5.21}\\
W_{2 p+1}=\frac{(p!)^{2} 2^{2 p}}{(2 p+1)!}
\end{array}\right.
$$

This lemma follows from the next one.
Lemma 10.5.7. Let $z \in \mathbb{C}$ such that $\operatorname{Re} z>-1$. Then

$$
\int_{0}^{\pi / 2}(\sin \theta)^{z} d \theta=\frac{\sqrt{\pi} \Gamma\left(\frac{z+1}{2}\right)}{2 \Gamma\left(\frac{z+2}{2}\right)}
$$

Proof. We have, with $t=\sin ^{2} \theta$,

$$
\begin{aligned}
2 \int_{0}^{\pi / 2}(\sin \theta)^{z} d \theta & =2 \int_{0}^{1} t^{z / 2}(2 \sin \theta \cos \theta)^{-1} d t \\
& =\int_{0}^{1} t^{\frac{z-1}{2}}(1-t)^{-1 / 2} d t=B\left(\frac{z+1}{2}, 1 / 2\right)=\frac{\Gamma\left(\frac{z+1}{2}\right) \Gamma(1 / 2)}{\Gamma\left(\frac{z+2}{2}\right)}
\end{aligned}
$$

where the last equality follows from (10.5.18).

## Laplace equation in spherical coordinates

Lemma 10.5.8. We have

$$
\begin{equation*}
|x|^{2} \Delta_{\mathbb{R}^{d}}=\left(r \partial_{r}\right)^{2}+(d-2) r \partial_{r}+\Delta_{\mathbb{S}^{d-1}} \tag{10.5.22}
\end{equation*}
$$

where $\Delta_{\mathbb{S}^{d-1}}$ is the Laplace-Beltrami operator on the sphere $\mathbb{S}^{d-1}$.
Proof. In two dimensions, using the complex logarithm defined for $z \notin \mathbb{R}_{-}$by (10.5.1) and polar coordinates

$$
\left\{\begin{array}{l}
x_{1}=r \cos \theta \\
x_{2}=r \sin \theta
\end{array}, \quad r>0,|\theta|<\pi, \quad\left\{\begin{array}{l}
r=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2} \\
\theta=\operatorname{Im} \log \left(x_{1}+i x_{2}\right)^{\prime}
\end{array}, \quad x_{1}+i x_{2} \notin \mathbb{R}_{-}\right.\right.
$$

we get

$$
\begin{aligned}
& \frac{\partial}{\partial x_{1}}=\frac{\partial r}{\partial x_{1}} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial x_{1}} \frac{\partial}{\partial \theta}=\cos \theta \frac{\partial}{\partial r}-\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \\
& \frac{\partial}{\partial x_{2}}=\frac{\partial r}{\partial x_{2}} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial x_{2}} \frac{\partial}{\partial \theta}=\sin \theta \frac{\partial}{\partial r}+\frac{\cos \theta}{r} \frac{\partial}{\partial \theta}
\end{aligned}
$$

and a simple direct computation yields the two-dimensional result

$$
\begin{equation*}
r^{2} \Delta_{\mathbb{R}^{2}}=\left(r \partial_{r}\right)^{2}+\partial_{\theta}^{2} \tag{10.5.23}
\end{equation*}
$$

More generally, we get

$$
\mathbb{S}^{d-1} \ni \sigma=\omega \sin \phi \oplus e_{d} \cos \phi, \quad \omega \in \mathbb{S}^{d-2}, \quad e_{d}=(0, \ldots, 0,1), \quad 0<\phi<\pi
$$

We consider the half-plane $x_{d}=r \cos \phi, \rho=r \sin \phi, 0<\phi<\pi$, and the twodimensional (already proven) formula

$$
r^{2}\left(\partial_{x_{d}}^{2}+\partial_{\rho}^{2}\right)=\left(r \partial_{r}\right)^{2}+\partial_{\phi}^{2}
$$

We have inductively for $d \geq 3, \rho^{2} \Delta_{\mathbb{R}^{d-1}}=\left(\rho \partial_{\rho}\right)^{2}+(d-3) \rho \partial_{\rho}+\Delta_{\mathbb{S}^{d-2}}$ and thus $r^{2} \partial_{x_{d}}^{2}+r^{2} \partial_{\rho}^{2}+r^{2} \Delta_{\mathbb{R}^{d-1}}=\left(r \partial_{r}\right)^{2}+\partial_{\phi}^{2}+r^{2} \rho^{-2}\left(\rho \partial_{\rho}\right)^{2}+(d-3) r^{2} \rho^{-2} \rho \partial_{\rho}+r^{2} \rho^{-2} \Delta_{\mathbb{S}^{d-2}}$, that is $r^{2} \Delta_{\mathbb{R}^{d}}=\left(r \partial_{r}\right)^{2}+\partial_{\phi}^{2}+(d-2) r^{2} \rho^{-1} \partial_{\rho}+\frac{\Delta_{\text {S }} d-2}{\sin ^{2} \phi}$. Since

$$
\frac{\partial}{\partial \rho}=\frac{\partial r}{\partial \rho} \frac{\partial}{\partial r}+\frac{\partial \phi}{\partial \rho} \frac{\partial}{\partial \phi}=\rho r^{-1} \partial_{r}+x_{d} r^{-2} \partial_{\phi}
$$

we get indeed

$$
\begin{align*}
r^{2} \Delta_{\mathbb{R}^{d}} & =\left(r \partial_{r}\right)^{2}+(d-2) r \partial_{r}+\partial_{\phi}^{2}+\frac{(d-2)}{\tan \phi} \partial_{\phi}+\frac{\Delta_{\mathbb{S}^{d}-2}}{\sin ^{2} \phi}  \tag{10.5.24}\\
\Delta_{\mathbb{S}^{d-1}} & =\partial_{\phi}^{2}+\frac{(d-2)}{\tan \phi} \partial_{\phi}+\frac{\Delta_{\mathbb{S}^{d}-2}}{\sin ^{2} \phi} \tag{10.5.25}
\end{align*}
$$

## More calculations on the Laplace operator

In three dimensions, using the spherical coordinates
$\left\{\begin{array}{l}x_{1}=r \cos \theta \sin \phi \\ x_{2}=r \sin \theta \sin \phi \quad r>0,0<\phi<\pi \text { is the colatitude, }|\theta|<\pi \text { is the longitude, } \\ x_{3}=r \cos \phi\end{array}\right.$
we have

$$
\begin{equation*}
r^{2} \Delta_{\mathbb{R}^{3}}=\left(r \partial_{r}\right)^{2}+r \partial_{r}+\partial_{\phi}^{2}+\frac{1}{\sin ^{2} \phi} \partial_{\theta}^{2}+\frac{1}{\tan \phi} \partial_{\phi} \tag{10.5.26}
\end{equation*}
$$

which is also

$$
r^{2} \Delta_{\mathbb{R}^{3}}=\left(r \partial_{r}\right)^{2}+r \partial_{r}+\frac{1}{\sin ^{2} \phi}\left(\left(\sin \phi \partial_{\phi}\right)^{2}+\partial_{\theta}^{2}\right)
$$

In four dimensions, the spherical coordinates are

$$
\left\{\begin{array}{l}
x_{1}=r \cos \theta \sin \phi_{1} \sin \phi_{2} \\
x_{2}=r \sin \theta \sin \phi_{1} \sin \phi_{2} \\
x_{3}=r \cos \phi_{1} \sin \phi_{2} \\
x_{4}=r \cos \phi_{2}
\end{array} \quad 0<\phi_{1}, \phi_{2}<\pi,|\theta| \leq \pi\right.
$$

and

$$
r^{2} \Delta_{\mathbb{R}^{4}}=\left(r \partial_{r}\right)^{2}+2 r \partial_{r}+\partial_{\phi_{2}}^{2}+\frac{1}{\sin ^{2} \phi_{2}}\left(\partial_{\phi_{1}}^{2}+\frac{1}{\sin ^{2} \phi_{1}} \partial_{\theta}^{2}+\frac{1}{\tan \phi_{1}} \partial_{\phi_{1}}\right)+\frac{2}{\tan \phi_{2}} \partial_{\phi_{2}}
$$ i.e.,

$$
\begin{equation*}
r^{2} \Delta_{\mathbb{R}^{4}}=\left(r \partial_{r}\right)^{2}+2 r \partial_{r}+\partial_{\phi_{2}}^{2}+\frac{\partial_{\phi_{1}}^{2}}{\sin ^{2} \phi_{2}}+\frac{\partial_{\theta}^{2}}{\sin ^{2} \phi_{2} \sin ^{2} \phi_{1}}+\frac{\partial_{\phi_{1}}}{\sin ^{2} \phi_{2} \tan \phi_{1}}+\frac{2 \partial_{\phi_{2}}}{\tan \phi_{2}} \tag{10.5.27}
\end{equation*}
$$

In $d$ dimensions, the spherical coordinates are

$$
\left\{\begin{aligned}
x_{1} & =r \cos \theta \sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{d-3} \sin \phi_{d-2} \\
x_{2} & =r \sin \theta \sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{d-3} \sin \phi_{d-2} \\
x_{3} & =r \cos \phi_{1} \sin \phi_{2} \ldots \sin \phi_{d-3} \sin \phi_{d-2} \\
\ldots & 0<\phi_{j}<\pi, \quad|\theta|<\pi \\
x_{d-1} & =r \cos \phi_{d-3} \sin \phi_{d-2} \\
x_{d} & =r \cos \phi_{d-2}
\end{aligned}\right.
$$

We have

$$
\begin{aligned}
r^{2} \Delta_{\mathbb{R}^{d}} & =\left(r \partial_{r}\right)^{2}+(d-2) r \partial_{r} \\
& +\partial_{\phi_{d-2}}^{2}+\frac{\partial_{\phi_{d-3}}^{2}}{\sin ^{2} \phi_{d-2}}+\cdots+\frac{\partial_{\phi_{d-j}}^{2}}{\sin ^{2} \phi_{d-2} \ldots \sin ^{2} \phi_{d-j+1}} \\
& +\cdots+\frac{(d-3)}{\sin ^{2} \phi_{d-2} \ldots \sin ^{2} \phi_{1}}+\frac{(d-2)}{\tan \phi_{d-2}} \partial_{\phi_{d-2}}+\frac{(d-3)}{\sin ^{2} \phi_{d-2} \tan \phi_{d-3}} \partial_{\phi_{d-3}} \\
& +\cdots+\frac{(d-j) \partial_{\phi_{d-j}}}{\sin ^{2} \phi_{d-2} \ldots \sin ^{2} \phi_{d-j+1} \tan \phi_{d-j}}+\cdots+\frac{\partial_{\phi_{1}}}{\sin ^{2} \phi_{d-2} \ldots \sin ^{2} \phi_{2} \tan \phi_{1}} .
\end{aligned}
$$

In other words, we have

$$
\begin{aligned}
\Delta_{\mathbb{S}^{d-1}}=\sum_{2 \leq j \leq d-1} \frac{\partial_{\phi_{d-j}}^{2}}{\sin ^{2} \phi_{d-2} \ldots \sin ^{2} \phi_{d-j+1}} & +\frac{(d-j) \partial_{\phi_{d-j}}}{\sin ^{2} \phi_{d-2} \ldots \sin ^{2} \phi_{d-j+1} \tan \phi_{d-j}} \\
& +\frac{\partial_{\theta}^{2}}{\sin ^{2} \phi_{d-2} \ldots \sin ^{2} \phi_{1}}
\end{aligned}
$$

so that, inductively, we verify

$$
\begin{aligned}
\Delta_{\mathbb{S}^{d}}= & \sum_{2 \leq j \leq d} \frac{\partial_{\phi_{d+1-j}}^{2}}{\sin ^{2} \phi_{d-1} \ldots \sin ^{2} \phi_{d-j+2}} \\
& +\frac{(d+1-j) \partial_{\phi_{d+1-j}}}{\sin ^{2} \phi_{d-1} \ldots \sin ^{2} \phi_{d-j+2} \tan \phi_{d+1-j}}+\frac{\partial_{\theta}^{2}}{\sin ^{2} \phi_{d-1} \ldots \sin ^{2} \phi_{1}}
\end{aligned}
$$

and indeed

$$
\Delta_{\mathbb{S}^{d}}=\partial_{\phi_{d-1}}^{2}+\frac{d-1}{\tan \phi_{d-1}} \partial_{\phi_{d-1}}+\frac{1}{\sin ^{2} \phi_{d-1}} \Delta_{\mathbb{S}^{d-1}}
$$

## Laplace-Beltrami operator

Let $(\mathcal{M}, g)$ be a Riemannian manifold of dimension $n$. We use the usual notation in a coordinate chart:

$$
g=\left(g_{j k}\right)_{1 \leq j, k \leq n}
$$

is a symmetric positive definite matrix, with inverse matrix $g^{-1}=\left(g^{j k}\right)_{1 \leq j, k \leq n}$,

$$
d s^{2}=\sum_{1 \leq j, k \leq n} g_{j k}(x)\left|d x^{j} \| d x^{k}\right|, \quad|g|=\operatorname{det} g .
$$

The Laplace-Beltrami operator is defined in a coordinate chart as

$$
\Delta_{g}=|g|^{-1 / 2} \partial_{j}|g|^{1 / 2} g^{j k} \partial_{k}
$$

Note that for $u, v \in C_{c}^{2}(\mathcal{M})$, we have the selfadjointness property

$$
\left\langle\Delta_{g} u, v\right\rangle=\left\langle u, \Delta_{g} v\right\rangle .
$$

In fact, in a coordinate chart, we have

$$
\begin{align*}
\left\langle\Delta_{g} u, v\right\rangle & =\int\left(|g|^{-1 / 2} \partial_{j}|g|^{1 / 2} g^{j k} \partial_{k} u\right) \bar{v}|g|^{1 / 2} d x=-\int|g|^{1 / 2} g^{j k} \partial_{k} u \bar{\partial}_{j} v d x \\
& =\int u|g|^{-1 / 2} \partial_{k}(|g|^{1 / 2} \underbrace{g^{j k}}_{=g^{k j}} \partial_{j} v)|g|^{1 / 2} d x=\left\langle u, \Delta_{g} v\right\rangle \tag{10.5.28}
\end{align*}
$$

The Laplace-Beltrami operator on $\mathbb{S}^{2}$, with parameters $\theta, \phi,|\theta|<\pi, 0<\phi<\pi$, is defined with

$$
g=\left(\begin{array}{cc}
\sin ^{2} \phi & 0 \\
0 & 1
\end{array}\right)
$$

and we recover the formula

$$
\Delta_{\mathbb{S}^{2}}=(\sin \phi)^{-1}\left(\partial_{\theta}(\sin \phi)^{1-2} \partial_{\theta}+\partial_{\phi}(\sin \phi) \partial_{\phi}\right)=(\sin \phi)^{-2} \partial_{\theta}^{2}+\partial_{\phi}^{2}+\frac{1}{\tan \phi} \partial_{\phi}
$$

Looking at the Laplace-Beltrami operator on $\mathbb{S}^{d+1}$, we look at

$$
\mathbb{S}^{d} \times(0, \pi) \ni(\omega, \phi) \mapsto \omega \sin \phi \oplus e_{d+1} \cos \phi \in \mathbb{S}^{d+1}
$$

and we note that

$$
g_{\mathbb{S}^{d}}=\left(\begin{array}{cc}
\sin ^{2} \phi g_{\mathbb{S}^{d-1}} & 0 \\
0 & 1
\end{array}\right)
$$

so that

$$
\begin{aligned}
\Delta_{\mathbb{S}^{d}} & =(\sin \phi)^{-d+1}\left((\sin \phi)^{d-1-2} \Delta_{\mathbb{S}^{d-1}}+\partial_{\phi}(\sin \phi)^{d-1} \partial_{\phi}\right) \\
& =\partial_{\phi}^{2}+(d-1)(\sin \phi)^{-d+1+d-2} \cos \phi \partial_{\phi}+(\sin \phi)^{-2} \Delta_{\mathbb{S}^{d-1}} \\
& =\partial_{\phi}^{2}+\frac{d-1}{\tan \phi} \partial_{\phi}+(\sin \phi)^{-2} \Delta_{\mathbb{S}^{d-1}} .
\end{aligned}
$$

### 10.6 Classical volumes and areas

We have calculated in (4.5.4) the volume of the unit ball $\mathbb{B}^{n}$ of $\mathbb{R}^{n}$ as well as the $n$ - 1-dimensional "area" of the unit sphere $\mathbb{S}^{n-1}$ with Formula (5.4.8).

## Cones in $\mathbb{R}^{m}$

We consider a measurable set $B \subset \mathbb{R}^{m-1}$ and a point $V=(0, h) \in \mathbb{R}^{m-1} \times \mathbb{R}$, $h>0$. The cone of $\mathbb{R}^{m}$ with base $B$ and vertex $V$ is defined as

$$
\Gamma(V, B)=\left\{X=\left(x, x_{m}\right) \in \mathbb{R}^{m-1} \times \mathbb{R}, \exists \lambda \geq 1, V+\lambda(X-V) \in B \times\{0\}\right\}
$$

This gives $\lambda x \in B, h+\lambda\left(x_{m}-h\right)=0$, i.e., $\lambda=\frac{h}{h-x_{m}}$. The volume of $\Gamma(V, B)$ is

$$
\begin{aligned}
|\Gamma(V, B)|_{m}=\iint_{\frac{h}{h-x_{m}} x \in B, 0 \leq x_{m} \leq h} d x d x_{m} & =\int_{0}^{h}|B|_{m-1}\left(\frac{h-x_{m}}{h}\right)^{m-1} d x_{m} \\
& =|B|_{m-1} h^{-m+1}(m)^{-1} h^{m}
\end{aligned}
$$

that is

$$
\begin{equation*}
|\Gamma(V, B)|_{m}=\frac{|B|_{m-1} h}{m}=\frac{\text { base } \times \text { height }}{m} \tag{10.6.1}
\end{equation*}
$$

For a triangle in $\mathbb{R}^{2}(m=2)$ or a cone in $\mathbb{R}^{3}(m=3)$, we recover the classical formulas. Note that the cone $\Gamma(V, B)$ is the union of segments with endpoints $V$, $M \in B$ :

$$
X=(1-\theta) V+\theta M, \quad M \in B \times\{0\}, \quad \theta \in[0,1]
$$

means that with $\lambda=\frac{1}{\theta}$,

$$
V+\lambda(X-V)=V+\theta^{-1}((1-\theta) V+\theta M-V)=M
$$

The converse follows from the fact that $B \ni M=V+\lambda(X-V)$ for some $\lambda \geq 1$ implies $X=\lambda^{-1} M+\left(1-\lambda^{-1}\right) V$.

## Platonic polyhedra

## Two-dimensional polygons

Before investigating the five 3-dimensional Platonic polyhedra, let us take a look at the simple two-dimensional situation. A regular polygon with $k$ sides $(k \geq 3)$ and circumscribed radius $R$ has the area

$$
A_{k}=\underbrace{k}_{\sharp \text { sides }} \frac{1}{2} \underbrace{R}_{\text {base }} \underbrace{R \sin \left(\frac{2 \pi}{k}\right)}_{\text {height }} .
$$

Note that this quantity goes to $\pi R^{2}$ when $k \rightarrow+\infty$. The length $s$ of the side is $s=R\left|e^{2 i \pi / k}-1\right|=2 R \sin (\pi / k)$, so that we may define $A_{k}(s)$, the area of a regular polygon with $k$ sides of length $s$ as

$$
\begin{equation*}
A_{k}(s)=\frac{k s^{2}}{4 \tan (\pi / k)} \tag{10.6.2}
\end{equation*}
$$

Also the perimeter $p_{k}=2 k R \sin (\pi / k)$ (a quantity going to $2 \pi R$ when $k$ goes to $+\infty)$ and the apothem (distance from the center to a side) is

$$
a_{k}=R\left|1+e^{2 i \pi / k}\right| \frac{1}{2}=R \cos (\pi / k)
$$

We note that

$$
\begin{equation*}
A_{k}(s)=\frac{p_{k} a_{k}}{2}=\frac{2 k R \sin (\pi / k) R \cos (\pi / k)}{2}=\frac{k R^{2} \sin (2 \pi / k)}{2} \tag{10.6.3}
\end{equation*}
$$

## Three-dimensional regular polyhedrons

- There are only five of them:

Tetrahedron: 4 faces (equilateral triangles), 6 edges, 4 vertices.
Cube: 6 faces (squares), 12 edges, 8 vertices.
Octahedron: 8 faces (equilateral triangles), 12 edges, 6 vertices.
Dodecahedron: 12 faces (regular pentagons), 30 edges, 20 vertices.
Isosahedron: 20 faces (equilateral triangles), 30 edges, 12 vertices.
We want to compute their areas and their volumes, choosing as a parameter the length $s$ of the edges. Denoting by $S_{N, k}(s)$ the area of the regular polyhedron with $N$ faces, whose faces are regular $2 D$ polygons with $k$ sides of length $s$, we have

$$
\begin{equation*}
S_{N, k}(s)=N A_{k}(s) \tag{10.6.4}
\end{equation*}
$$

The apothem $a_{N, k}(s)$ is defined as the distance from the center to a face: we have, with $V_{N, k}(s)$ the volume of the regular polyhedron with $N$ faces whose faces are regular $2 D$ polygons with $k$ sides of length $s$,

$$
\begin{equation*}
V_{N, k}(s)=N \frac{A_{k}(s) a_{N, k}(s)}{3}=\frac{a_{N, k}(s) S_{N, k}(s)}{3} \tag{10.6.5}
\end{equation*}
$$

Since $S_{N, k}(s)$ is easy to determine with (10.6.4), the heart of the matter to find the volume is to determine the apothem. Note that the apothem is the radius of the inscribed sphere ( $R_{N, k}(s)$ will stand for the radius of the circumscribed sphere).

- Cube, Octahedron, Tetrahedron with edge $s$.

Area of the cube: $S_{6,4}(s)=6 s^{2}$, Volume of the cube: $V_{6,4}(s)=s^{3}$.
Area of the octahedron: $S_{8,3}(s)=8 A_{3}(s)=8 \frac{3 s^{2}}{4 \sqrt{3}}=2 \sqrt{3} s^{2}$,
apothem of the octahedron (computed below), $a_{8,3}(s)=s / \sqrt{6}$,
Volume of the octahedron: $V_{8,3}(s)=\frac{a_{8,3}(s) 2 \sqrt{3} s^{2}}{3}=s^{3} \frac{2}{\sqrt{3} \sqrt{6}}=s^{3} \frac{\sqrt{2}}{3}$.
We have indeed, calculating the center of a face,

$$
a_{8,3}(s)=\frac{R}{3}\|(0,0,1)+(1,0,0)+(0,1,0)\|=R / \sqrt{3}, \quad 2 R^{2}=s^{2}
$$

where the last equality follows from the Pythagorean Theorem.
Area of the tetrahedron: $S_{4,3}(s)=4 A_{3}(s)=\frac{4 \times 3 s^{2}}{4 \sqrt{3}}=s^{2} \sqrt{3}$,
Volume of the tetrahedron: $V_{4,3}(s)=\frac{A_{3}(s) h}{3}=\frac{3 s^{3} \sqrt{2}}{4 \sqrt{3} \times 3 \sqrt{3}}=\frac{s^{3}}{6 \sqrt{2}}$,
with $h^{2}+r^{2}=s^{2}$ where $r=s / \sqrt{3}$ is the radius of the circumscribed cycle of the equilateral triangle with side $s$.

- Icosahedron, Dodecahedron. We start with the icosahedron. With coordinates in $\mathbb{C} \times \mathbb{R}$, the North pole is $V_{0}=(0, R)$. Five vertices are issued from $V_{0}$ with endpoints $W_{j}=\left(r e^{2 i \pi j / 5}, R-h\right), j=0, \ldots, 4$, where $r$ is the radius of the circumscribed circle to the regular pentagon with sides $s$. We have

$$
s^{2}=r^{2}+h^{2}, \quad r=\frac{s}{2 \sin \pi / 5}, \quad h^{2}=s^{2}\left(1-\frac{1}{4 \sin ^{2}(\pi / 5)}\right)
$$

The center of the face $V_{0} W_{0} W_{-1}$ is

$$
\frac{1}{3}(2 r \cos (\pi / 5), R+2(R-h)) \Longrightarrow a^{2}=\frac{1}{9}\left(4 r^{2} \cos ^{2}(\pi / 5)+(3 R-2 h)^{2}\right)
$$

so that the apothem $a$ of the icosahedron satisfies
$a^{2}=\frac{1}{9}\left(4 s^{2} \frac{\cos ^{2}(\pi / 5)}{4 \sin ^{2}(\pi / 5)}+9 R^{2}+4 s^{2}\left(1-\frac{1}{4 \sin ^{2}(\pi / 5)}\right)-12 R s\left(1-\frac{1}{4 \sin ^{2}(\pi / 5)}\right)^{\frac{1}{2}}\right)$.
We have also $R^{2}=\left\|W_{j}\right\|^{2}=r^{2}+(R-h)^{2}$, so that $s^{2}=r^{2}+h^{2}=2 R h$ and

$$
R=s \frac{\sin (\pi / 5)}{\sqrt{4 \sin ^{2}(\pi / 5)-1}}
$$

We obtain

$$
\begin{aligned}
a^{2} & =s^{2} \frac{1}{9}\left(\frac{\cos ^{2}(\pi / 5)}{\sin ^{2}(\pi / 5)}+9 \frac{\sin ^{2}(\pi / 5)}{4 \sin ^{2}(\pi / 5)-1}+4\left(1-\frac{1}{4 \sin ^{2}(\pi / 5)}\right)-6\right) \\
& =s^{2} \frac{1}{9}\left(\frac{1}{\tan ^{2}(\pi / 5)}+9 \frac{\sin ^{2}(\pi / 5)}{4 \sin ^{2}(\pi / 5)-1}-\frac{1}{\sin ^{2}(\pi / 5)}-2\right) \\
& =s^{2} \frac{1}{9}\left(9 \frac{\sin ^{2}(\pi / 5)}{4 \sin ^{2}(\pi / 5)-1}-3\right)=s^{2} \frac{1}{9}\left(\frac{3-3 \sin ^{2}(\pi / 5)}{4 \sin ^{2}(\pi / 5)-1}\right) \\
& =s^{2} \frac{1}{3}\left(\frac{\cos ^{2}(\pi / 5)}{4 \sin ^{2}(\pi / 5)-1}\right) .
\end{aligned}
$$

Area of the icosahedron: $S_{20,3}(s)=20 A_{3}(s)=\frac{20 \times 3 s^{2}}{4 \sqrt{3}}=\frac{15 s^{2}}{\sqrt{3}}=s^{2} 5 \sqrt{3}$,
Volume of the icosahedron: $V_{20,3}(s)=\frac{a_{20,3}(s) S_{20,3}(s)}{3}=\frac{15 s^{3}}{9} \frac{\cos (\pi / 5)}{\sqrt{4 \sin ^{2}(\pi / 5)-1}}$, so that ${ }^{14}$

$$
V_{20,3}(s)=s^{3} \frac{5}{3} \frac{1}{\sqrt{3 \tan ^{2}(\pi / 5)-1}}=s^{3} \frac{5(3+\sqrt{5})}{12} .
$$

[^64]Let us tackle finally the dodecahedron. This polyhedron is dual to the icosahedron: taking the five centers of the faces $V_{0} W_{j} W_{j+1}, 0 \leq j \leq 4$, we get the top horizontal face of the dodecahedron so that the apothem of that dodecahedron is

$$
\begin{aligned}
\frac{1}{3}(R+2(R-h))=R-\frac{2 h}{3} & =s \frac{\sin (\pi / 5)}{\sqrt{4 \sin ^{2}(\pi / 5)-1}}-\frac{2 s}{3}\left(1-\frac{1}{4 \sin ^{2}(\pi / 5)}\right)^{1 / 2} \\
& =\frac{s \sin (\pi / 5)}{\sqrt{4 \sin ^{2}(\pi / 5)-1}}-\frac{s}{3 \sin \pi / 5} \sqrt{4 \sin ^{2}(\pi / 5)-1}
\end{aligned}
$$

However the length of the side of this dodecahedron is not $s$ but

$$
\begin{aligned}
s^{\prime} & =\left\|\frac{1}{3}(2 r \cos \pi / 5,3 R-2 h)-\frac{1}{3}\left(e^{2 i \pi / 5} 2 r \cos \pi / 5,3 R-2 h\right)\right\| \\
& =\frac{2 r \cos \pi / 5 \times 2 \sin \pi / 5}{3}=\frac{s}{2 \sin \pi / 5} \frac{2 \cos \pi / 5 \times 2 \sin \pi / 5}{3}=s \frac{2 \cos \pi / 5}{3} .
\end{aligned}
$$

As a result, we have

$$
\begin{aligned}
s^{-1} a_{12,5}(s) & =\frac{\frac{3}{2 \cos \pi / 5} \sin (\pi / 5)}{\sqrt{4 \sin ^{2}(\pi / 5)-1}}-\frac{\frac{3}{2 \cos \pi / 5}}{3 \sin \pi / 5} \sqrt{4 \sin ^{2}(\pi / 5)-1} \\
& =\frac{\frac{3}{2} \tan (\pi / 5)}{\sqrt{4 \sin ^{2}(\pi / 5)-1}}-\frac{\frac{3}{2}}{3 \sin \pi / 5} \sqrt{4 \tan ^{2}(\pi / 5)-\cos ^{-2}(\pi / 5)} \\
& =\frac{3}{2} \frac{\tan (\pi / 5)}{\cos \pi / 5 \sqrt{3 \tan ^{2}(\pi / 5)-1}}-\frac{\sqrt{3 \tan ^{2}(\pi / 5)-1}}{2 \sin \pi / 5} \\
& =\frac{\frac{3}{2} \tan (\pi / 5) 2 \sin \pi / 5-\left(3 \tan ^{2}(\pi / 5)-1\right) \cos \pi / 5}{2 \sin \pi / 5 \cos \pi / 5 \sqrt{3 \tan ^{2}(\pi / 5)-1}} \\
& =\frac{1}{2 \sin \pi / 5 \sqrt{3 \tan ^{2}(\pi / 5)-1}} .
\end{aligned}
$$

Area of the dodecahedron: $S_{12,5}(s)=12 A_{5}(s)=\frac{15 s^{2}}{\tan \pi / 5}=s^{2} 3 \sqrt{5(5+2 \sqrt{5})}$,
Volume of the dodecahedron: $V_{12,5}(s)=\frac{a_{12,5}(s) S_{12,5}(s)}{3}$, so that

$$
V_{12,5}(s)=s^{3} \frac{15 \cos \pi / 5}{6 \sin ^{2} \pi / 5 \sqrt{3 \tan ^{2}(\pi / 5)-1}}=s^{3} \frac{15+7 \sqrt{5}}{4}
$$
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## Index

## Notation

$\AA$, interior of $A, 4$
$\bar{A}$, closure of $A, 4$
$\partial A$, boundary of $A, 4$
$B_{c}(x, r)$, closed ball with center $x$, radius $r, 5$
$\mathbb{B}^{m}$, closed unit Euclidean ball of $\mathbb{R}^{m}, 108$
$\mathcal{B}_{m}$, Borel $\sigma$-algebra of $\mathbb{R}^{m}, 70$
$B(x, r)$, open ball with center $x$, radius $r, 5$
$C_{c}(X)$, continuous functions on $X$, valued in $\mathbb{C}$, 67
$C_{n}^{k}=\binom{n}{k}$, binomial coef., 20
$d_{\infty}$, sup-distance on $\mathbb{R}^{m}, 100$
$D_{\mathfrak{h}}$, Hausdorff dimension, 100
$d(x, A), 68$
$D_{x_{j}}=\frac{1}{2 i \pi} \frac{\partial}{\partial x_{j}}, 346$
$f_{*}(\mu)$, pushforward of $\mu, 20$
$\Gamma$, Gamma function, 465
$\mathfrak{h}_{\kappa}$, Hausdorff measure, 96
$\mathfrak{h}_{\kappa}^{*}$, Hausdorff outer measure, 96
$f_{A} f d \mu=\int_{A} f d \mu / \mu(A), 383$
$\int_{X} f d \mu, 25$
$\lambda \ll \mu, \lambda$ absolutely continuous wrt $\mu, 321$
$|\lambda|$, total variation of $\lambda, 319$
$\lambda_{+}$, positive part of $\lambda, 321$
$\lambda_{-}$, negative part of $\lambda, 321$
$L^{1}(\mu), 35$
$\mathcal{L}^{1}(\mu), 32$
lim inf, lim sup, 12
$\lambda \perp \mu$, mutually singular measures, 322
$\lambda_{m}$, Lebesgue measure on $\mathbb{R}^{m}, 86$
Log: the principal determination of the logarithm in $\mathbb{C} \backslash \mathbb{R}_{-}, 461$
$L^{p}(\mu), 132$
$L_{\text {loc }}^{p}, 306$
$L_{w}^{p}\left(\mathbb{R}^{n}\right)$, weak $L^{p}\left(\mathbb{R}^{n}\right), 293$
$\mathcal{M}_{f}$, maximal function, 383
$\mathcal{M}_{1} \otimes \mathcal{M}_{2}, 189$
$\mu_{a c}, 340$
$\mu_{s c}, 340$
$\mu_{s p}, 340$
$\aleph_{0}=\operatorname{card} \mathbb{N}, 410$
$\mathscr{O}_{M}\left(\mathbb{R}^{n}\right)$, multipliers of $\mathscr{S}, 355$
$p^{*}(n)$, Sobolev conj. exp., 397
$\overline{\mathbb{R}}, 12$
$\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right), 347$
$\sigma\left(E, E^{*}\right)$ :weak top. on $E, 440$
$\sigma\left(E^{*}, E\right)$ :weak-* top. on $E^{*}, 443$
$\mathbb{S}^{m-1}$, unit Euclidean sphere of $\mathbb{R}^{m}$, 237
$\mathscr{S}\left(\mathbb{R}^{n}\right), 343$
$\operatorname{supp} f$, support of $f, 67$
$\Upsilon_{+}$: the $n \times n$ complex nonsingular symmetric matrices with non-negative real part, 463
$\Upsilon_{+}^{*}$ : the $n \times n$ complex symmetric matrices with a positive definite real part, 354
$\check{u}(x)=u(-x), 345$
$\hat{u}$, Fourier transform, 344
$\mathscr{V}_{x}$, the neighborhoods of $x, 4$
$\chi_{+}^{\lambda}, \lambda \in \mathbb{C}, 369$
$x_{k} \uparrow x: \lim _{k} x_{k}=x$, increasing
sequence, 21
$Y^{X}=\{f: X \rightarrow Y\}, 42$
Abelian integral, 456
absolute continuity, 321
absolutely continuous part, 340
algebra
$\sigma-\sim, 1$
Banach $\sim L^{1}\left(\mathbb{R}^{n}\right), 283,286$

Borel $\sigma-\sim, 7$
complete $\sigma-\sim, 71$
product $\sigma-\sim, 189$
almost everywhere, a.e., 34
antiderivatives of rational fractions, 451
area of Euclidean spheres, 237
arithmetic mean, 130
axiom of choice, 115, 408

Baire space, 262
Baire theorem, 7, 262, 438
Banach
-Alaoglu theorem, 446
-Steinhaus theorem, 439
algebra $L^{1}\left(\mathbb{R}^{n}\right), 283,286$
space, 6
Beppo Levi theorem, 28
Bernoulli probability, 19
Beta function, 466
Bienaymé-Chebyshev inequality, 59
binomial coefficient, 20
binomial probability, 19
Borel
-Lebesgue property, 429
measure, 80
$\sigma$-algebra, 7

Cantor
-Bendixson theorem, 249
function, 254
measure, 256
set with positive measure, 260
sets, 249
ternary set, 250
theorem, 411
Carathéodory theorem, 93
cardinal, 409
carrier, 322
Cartesian product of sets, 407
Cartesian rectangle, 189
category, 262
Cauchy probability, 19
change of variable formula, 228

Chebyshev inequality, 59
closed ball, 5
closed set, 4
commutative convergence, 334
compact rectangle, 8
compact space, 429
complete $\sigma$-algebra, 71
completion of a measure, 112
complex measure, 317
condensation point, 249
conjugate exponents, 130
connected topological space, 6
connectedness, 433
convergence in measure, 113, 163
convex function, 125
convolution, 283
countable, 1
countable additivity, 17
counting measure, 17
density of a measure, 318
derivative of a distribution, 347
diffeomorphism, 228
differentiability, 219
differential, 219
diffuse, 340
Dini condition, 362
Dini lemma, 111
Dirac measure, 18
Dirichlet kernel, 361
disjoint union of sets, 412
distance, 5
distributions with support $\{0\}, 367$
dual of $L^{p}(\mu), 1 \leq p<\infty, 327$

Egoroff theorem, 150
equi-integrability, 177
equipotence, 410
equivalence of norms, 5
Euler equation, 368
Euler-Mascheroni constant, 117
expectation, 19, 59
exponentiation of cardinals, 413
extended real line, 12
exterior unit normal, 241
$\mathrm{F}_{\sigma}, 7$
Fatou lemma, 30
filter, 425
first category, 262, 439
flat function, 108
floor function, 16
formula
change of variable $\sim, 228$
Fourier inversion $\sim, 345$
Gauss ~, 465
Gauss-Green ~, 240
Green-Riemann $\sim 241$
multinomial $\sim, 58$
Plancherel $\sim, 351$
Poisson $\sim, 357$
sieve $\sim, 56$
Taylor $\sim, 265$
Taylor $\sim$ with integral remainder, 265
Taylor-Lagrange $\sim, 265$
Taylor-Young ~, 265
Weierstrass $\sim, 467$
Fourier
inversion formula, 345
transform, 343, 344 of Gaussian functions, 354
Fréchet space, 366
Fresnel integrals, 461
Fubini theorem, 197
function
Beta $\sim, 466$
Cantor ~, 254
convex $\sim, 125$
flat $\sim, 108$
floor $\sim, 16$
Gamma $\sim, 465$
greatest integer $\sim, 16$
maximal $\sim, 383$
piecewise affine $\sim, 109$
repartition $\sim, 19$
simple $\sim, 15$
$\mathrm{G}_{\delta}, 7$
GA inequality, 155
Gabor wavelet, 357
Gagliardo-Nirenberg inequality, 389
Gamma function, 465
Gauss formula, 465
Gauss-Green formula, 240
Gaussian integrals, 459
geometric mean, 130
greatest integer function, 16
greatest lower bound, 12
Green-Riemann formula, 241

Hahn decomposition, 326
Hahn-Banach theorem, 437
Hardy-Littlewood maximal inequality, 383

Hardy-Littlewood-Sobolev inequality, 297, 301
harmonic mean, 155
Hausdorff
dimension, 99
of the Cantor ternary set, 253
measures, 96
space, 429
HGA inequality, 155
Hölder inequality, 130
homogeneous distributions, 368
horizontal slice, 190
hypersurface measure, 238
inclusion-exclusion principle, 56
induced topology, 6
induction, 408
inequality
Bienaymé-Chebyshev $\sim, 59$
Chebyshev ~, 59
$\mathrm{GA} \sim, 155$
Gagliardo-Nirenberg $\sim, 389$
Hardy-Littlewood maximal $\sim, 383$

Hardy-Littlewood-Sobolev ~, 297, 301
HGA $\sim, 155$
Hölder ~, 130
isodiametric $\sim, 246$
Jensen $\sim, 128$
Minkowski ~, 130
Young ~, 288
inner regular, 80
integer value, 16
integration on a hypersurface, 238
inverse function theorem, 229
isodiametric inequality, 246
isolated point, 51

Jensen inequality, 128
Jordan decomposition, 321

Laplace
-Beltrami operator, 473
-Gauss probability, 19
equation, 471
operator, 241
law of large numbers, 40, 59
least upper bound, 12
Lebesgue
decomposition, 323
differentiation theorem, 386
dominated convergence, 37
measure, 86
points, 386
lemma
Dini $\sim, 111$
Fatou ~, 30
Riemann-Lebesgue $\sim, 148$
Urysohn ~, 105
Wiener covering ~, 384
Zorn ~, 408
length of a multi-index, 343
liar's paradox, 41
liminf, 12, 103
limsup, 12, 103
linear change of variables, 227
logarithm, 461
logarithm of a matrix, 463
logarithmic convexity, 155, 468
lower semicontinuous, 103
Lusin theorem, 151

Marcinkiewicz interpolation theorem, 380
maximal function, 383
meager, 249, 439
mean inequality theorem, 221
mean value theorem, 266
measurability, 1
measure
Borel ~, 80
Cantor ~, 256
complex $\sim, 317$
counting $\sim, 17$
Dirac ~, 18
Hausdorff ~, 96
hypersurface $\sim, 238$
Lebesgue $\sim, 86$
mutually singular $\sim$ s, 322
outer $\sim, 73$
positive $\sim, 17$
positive Radon $\sim, 71$
probability $\sim, 17$
pushforward $\sim, 20$
Radon $\sim, 71$
real $\sim, 317$
regular $\sim, 80$
sigma-finite $\sim, 113$
signed $\sim, 318$
space, 17
total variation $\sim, 319$
metric space, 5
Minkowski inequality, 130
monotone class, 193
monotone class theorem, 209
multi-index, 343
multinomial formula, 58
multipliers of $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right), 355$
mutually singular measures, 322
negligible set, 34
non-measurable set, 115, 258
non-separable space, 171
norm, 5
normally convergent series, 159
nowhere dense, 249
open
ball, 5
mapping theorem, 440
rectangle, 8
set, 3
order relation, 407
outer measure, 73
outer regular, 80
pairwise disjoint sets, 17
partial derivatives, 219
partition, 2, 319
partition of unity, 69
path-connectedness, 435
perfect set, 249
phase translation, 357
piecewise affine function, 109
Plancherel formula, 351
Platonic polyhedra, 475
Poisson formula, 357
Poisson probability, 20
polar coordinates, 233
polar decomposition, 337
positive measure, 17
positive Radon measure, 71
probability measure, 17
probability space, 17
product
of cardinals, 413
$\sigma$-algebra, 189
tensor $\sim$ of $\sigma$-finite measures, 195
topology, 431
pure point part, 340
pushforward measure, 20
quadrics, 271
quasi-compactness, 429
quasi-norm, 293

## Radon

-Nikodym derivative, 323
-Nikodym theorem, 323
measure, 71
rare, 249
rare (nowhere dense) subset, 439
real measure, 317
regular measure, 80
repartition function, 19, 63
Riemann-Lebesgue lemma, 148
Riesz-Markov representation theorem, 70
Riesz-Thorin interpolation theorem, 373
Russell's paradox, 41

Schröder-Bernstein theorem, 410
Schwartz space, 343
secant filters, 426
second category, 262, 439
semi-norm, 437
sieve formula, 56
sigma
-additivity, 17
-algebra, 1
-finite measure, 113
signature, 464
signed measure, 318
simple function, 15
singular continuous part, 340
Sobolev
conjugate exponent, 397
injection, 394
spaces, 394
space
Baire ~, 262
Banach ~, 6
compact $\sim, 429$
connected topological $\sim, 6$
Fréchet ~, 366

Hausdorff $\sim, 429$
measure $\sim, 17$
metric $\sim, 5$
non-separable $\sim, 171$
probability $\sim, 17$
Schwartz ~, 343
Sobolev ~, 394
spherical coordinates, 233
standard deviation, 19
Steiner symmetrization, 244
Stone-Weierstrass theorem, 207
strong-type $(p, q), 380$
subadditivity, 73
subspace topology, 6
support of
a continuous function, 67
a distribution, 348
an $L^{1}$ function, 111
table of antiderivatives, 448
Taylor
-Lagrange formula, 265
-Young formula, 265
formula with integral remainder, 265
tempered distributions, 347
tensor product of $\sigma$-finite measures, 195
theorem
Baire ~, 7
Banach-Alaoglu ~, 446
Banach-Steinhaus ~, 439
Beppo Levi ~, 28
Cantor ~, 411
Cantor-Bendixson $\sim, 249$
Carathéodory $\sim, 93$
Egoroff ~, 150
Fubini ~, 197
Hahn-Banach $\sim, 437$
inverse function $\sim, 229$
Lebesgue differentiation $\sim, 386$
Lusin ~, 151
Marcinkiewicz interpolation $\sim, 380$
mean inequality $\sim, 221$
mean value $\sim, 266$
monotone class $\sim, 209$
open mapping $\sim, 440$

Radon-Nikodym ~, 323
Riesz-Markov representation $\sim, 70$
Riesz-Thorin interpolation $\sim, 373$
Schröder-Bernstein $\sim, 410$
Stone-Weierstrass ~, 207
Tonelli ~, 196
Tychonoff $\sim, 429$
Zermelo $\sim, 408$
Tonelli theorem, 196
topology, 3
total
order, 407
variation measure, 319
totally discontinuous, 251
transfinite induction, 415
Tychonoff theorem, 429
ultrafilter, 427
unicursal representation, 457
upper semicontinuous, 103
Urysohn lemma, 105
variance, 19, 59
vertical slice, 190
volume of
a cone, 474
Euclidean balls, 237
the unit ball, 211

Wallis integrals, 470
wave packets, 357
weak $L^{p}, 293$
weak-type $(p, q), 380$
Weierstrass formula, 467
well-ordered set, 407
Wiener covering lemma, 384

Young inequality, 288

Zermelo theorem, 408
Zorn lemma, 408
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[^1]:    ${ }^{1}$ The Greek scientist Archimedes of Syracuse, who lived in the third century B.C., was able to provide a quadrature of the parabola.

[^2]:    ${ }^{2}$ An utterly pragmatic point of view was defended by Richard W. Hamming (1915-1998), a computer scientist and mathematician: " Does anyone believe that the difference between the Lebesgue and Riemann integrals can have physical significance, and that whether say, an airplane would or would not fly could depend on this difference? If such were claimed, I should not care to fly in that plane." In N. Rose Mathematical Maxims and Minims, Raleigh NC: Rome Press Inc., 1988. That criticism is surprising, since the norms of the functional spaces provided by Lebesgue theory are actually used in numerical approximations and their stability is expressed by inequalities involving those norms.

[^3]:    ${ }^{1}$ see Exercise 1.9.1.

[^4]:    ${ }^{2}$ We may note that stability by union implies for $I=\emptyset$ that $\emptyset \in \mathcal{O}$. Moreover stability by finite intersection implies for a set of empty indices that $X \in \mathcal{O}$. Condition (3) is somehow a consequence of (1) and (2).
    ${ }^{3}$ Taking in $\mathbb{C}$ the intersection of half-spaces $\pm \operatorname{Re} z>0$, we find a counterexample to the second equality with $A \cap B=\emptyset, \bar{A} \cap \bar{B}=i \mathbb{R}$. To violate the first it is enough to use $\pm \operatorname{Re} z \geq 0$ with $A \cup B=\mathbb{C}, \AA \cup \stackrel{\circ}{B}=\{z, \operatorname{Re} z \neq 0\}$.

[^5]:    ${ }^{5}$ A normed vector space is said to be complete whenever all Cauchy sequences are convergent.

[^6]:    ${ }^{6}$ In other words, $x+y$ is meaningful for $x \in \overline{\mathbb{R}}, y \in \overline{\mathbb{R}}$, provided we avoid the "undetermined expression" $+\infty-\infty$. Same thing for the product and $0 . \infty$. The adjective "undetermined" is justified by the fact that there is no continuous extension of the addition in $\mathbb{R}$ to $\overline{\mathbb{R}}$ : if such an extension were existing, for $x_{n}=-n+l, y_{n}=n$, we would have for all values of the real parameter $l, l=\lim \left(x_{n}+y_{n}\right)=\lim x_{n}+\lim y_{n}=+\infty-\infty$. Somehow worse than this, with $x_{n}=-n+(-1)^{n}, y_{n}=n,+\infty-\infty$ would be the limit of the non-converging sequence $(-1)^{n}$.

[^7]:    ${ }^{7}$ Equalities are not true in general: check for instance $x_{n}=(-1)^{n} / 2, y_{n}=(-1)^{n+1}$, for which $\liminf x_{n}+\liminf y_{n}=-1 / 2-1<\liminf \left(x_{n}+y_{n}\right)=-1 / 2<\limsup \left(x_{n}+y_{n}\right)=1 / 2<$ $\lim \sup x_{n}+\lim \sup y_{n}=1 / 2+1$.
    ${ }^{8}$ In particular, the infinite sums in the statement are meaningful.

[^8]:    ${ }^{9}$ Considering the sequences in $(0,+\infty),\left(x_{n}, y_{n}\right) \in\left\{\left(1 / n, n^{2}\right),\left(1 / n^{2}, n\right),(l / n, n),\left(\frac{2+(-1)^{n}}{n}, n\right)\right\}$, we see in each case $\lim x_{n}=0, \lim y_{n}=+\infty$ and that the limit of $x_{n} y_{n}$ could be anything in $\overline{\mathbb{R}}_{+}$or that the sequence $x_{n} y_{n}$ is not converging. A somehow worse behaviour is given by the sequences

    $$
    x_{n}=q_{n} /\left(n\left(1+q_{n}\right)\right), \quad y_{n}=n\left(1+q_{n}\right), \quad \text { where } \mathbb{Q}_{+}=\left\{q_{n}\right\}_{n \geq 1} .
    $$

    We have $\lim x_{n}=0, \lim y_{n}=+\infty$ and the sequence $\left(x_{n} y_{n}\right)$ is dense in $\overline{\mathbb{R}}_{+}$.
    ${ }^{10}$ That commonly used convention refers to a "potential" vision of infinity: infinity is seen as something that can be reached by some limiting process. Looking at the product $0 n=0$ for all $n$, that convention looks natural. That potential vision is opposed to an "actual" viewpoint where infinity is there from the beginning. In measure theory, that convention is justified by the fact that integrating the zero function on any set, even of infinite measure, will give 0 . Also integrating a function which is identically $+\infty$ on a set of measure 0 will give 0 .

[^9]:    ${ }^{11} E(t)$ stands for the integer value of $t \in \mathbb{R}$, also called floor function or greatest integer function: $E(t)$ is the unique integer such that $E(t) \leq t<E(t)+1$.
    ${ }^{12}$ The integer value is measurable since $E^{-1}([a,+\infty[)=[a,+\infty[$ if $a \in \mathbb{Z}$ and if $a \notin \mathbb{Z}$, $E^{-1}([a,+\infty[)=[E(a)+1,+\infty[$.

[^10]:    ${ }^{13}$ or countable additivity.

[^11]:    ${ }^{14}$ This covariance property following from the contravariance property for inverse images explains also the notation with $\mathrm{a} *$ at the bottom for the covariant pushforward and $\mathrm{a}-1$ at the top for the contravariant inverse images.

[^12]:    ${ }^{18} \mathrm{An} F_{\sigma}$ is a countable union of closed sets, a $G_{\delta}$ is a countable intersection of open sets, a $G_{\delta \sigma}$ is a countable union of $G_{\delta}$ sets, a $F_{\sigma \delta}$ a countable intersection of $F_{\sigma}$ sets, and so on. That terminology was introduced by the German mathematician Felix Hausdorff (1868-1942). The letter $\sigma$ is a symbol for countable union (Summe in German) and $\delta$ is a symbol for countable intersection (Durchschnitt).
    ${ }^{19}$ We have only to handle products of positive real numbers $\alpha_{j}$ with elements of $\overline{\mathbb{R}}_{+}$. Moreover the consistency of our definition relies on the fact that the decomposition of $s$ as such a sum is canonical since the $\alpha_{j}$ and thus the $A_{j}$ are functions of $s$. The condition $I(0)=0$ follows in fact from (1.5.1) since for $s=0$, the summation takes place on an empty set of indices. We could have written $I(s)=\sum_{1 \leq j \leq m} \alpha_{j} \mu\left(A_{j}\right)$ using the convention $0 . \infty=0$. We have preferred to avoid that discontinuous convention, at a price of heavier notation.

[^13]:    ${ }^{20}$ This proof is simple, but quite tedious, and could probably be omitted at first reading.

[^14]:    ${ }^{23}$ It is true even if $\int_{X} f d \mu=+\infty$ since, in that case, all the terms in inequality (1.6.4) are $+\infty$.

[^15]:    ${ }^{24}$ We are using here that for sequences $\left(x_{n}\right),\left(y_{n}\right)$ in $\overline{\mathbb{R}}$, the inequalities $\forall n, x_{n} \leq y_{n}$ imply $\liminf x_{n} \leq \liminf y_{n}$. This is obvious since for $l \geq n, \inf _{k \geq n} x_{k} \leq x_{l} \leq y_{l}$ so that $\inf _{k \geq n} x_{k} \leq$ $\inf _{k \geq n} y_{k}$ and $\lim _{n}\left(\inf _{k \geq n} x_{k}\right) \leq \lim _{n}\left(\inf _{k \geq n} y_{k}\right)$.
    ${ }^{25}$ See Remark 1.3.4.

[^16]:    ${ }^{26}$ For $x \in \mathbb{R}, x_{+}=\max (x, 0), x_{-}=\max (-x, 0)$ so that $x_{ \pm} \geq 0$ and $x=x_{+} x_{-},|x|=x_{+}+x_{-}$.

[^17]:    ${ }^{27}$ We shall give later a slightly more general version taking into account negligible sets.

[^18]:    ${ }^{28}$ For $f_{1}, f_{2} \in \mathcal{L}^{1}(\mu)$ vanishing respectively on $N_{1}^{c}, N_{2}^{c}$ with $\mu\left(N_{j}\right)=0$, then for $\alpha_{1}, \alpha_{2} \in \mathbb{C}$, we have $\alpha_{1} f_{1}+\alpha_{2} f_{2}=0$ on $\left(N_{1} \cup N_{2}\right)^{c}$ thus $\mu$-a.e. since $\mu\left(N_{1} \cup N_{2}\right)=0$.

[^19]:    ${ }^{29} \exists N \in \mathcal{M}$, such that $\mu(N)=0$ and $\forall x \in N^{c},\left(f_{n}(x)\right)_{n \in \mathbb{N}}$ is convergent with limit $f(x)$.
    ${ }^{30} \forall n \in \mathbb{N}, \exists M_{n} \in \mathcal{M}$ with $\mu\left(M_{n}\right)=0$ such that $\forall x \in M_{n}^{c},\left|f_{n}(x)\right| \leq g(x)$.
    ${ }^{31}$ We define $f(x)=\mathbf{1}_{N^{c}}(x) \lim _{n} f_{n}(x)$.

[^20]:    32 Bertrand Russell (1872-1970) is a British logician, co-author of the monumental treatise Principia Mathematica, a joint work with A.N. Whitehead (1861-1947), elaborated between 1910 and 1913. In 1895 , Georg Cantor (1845-1918) did create Set Theory, "a paradise from which we cannot be expelled" according to the words of David Hilbert. Seven years later, it was clear that serious difficulties occurred in Cantor theory, in particular with the very notion of set. Russell was an extraordinary character: Nobel prize winner for literature in 1950, he fought with great energy against the development of nuclear weapons and founded the very influential Russell Tribunal. For more on B. Russell: http://www-history.mcs.st-and.ac.uk/history/ Mathematicians/Russell.html http://www.nobel.se/literature/laureates/1950 and on liar's paradox: http://www.utm.edu/research/iep/p/par-liar.htm

[^21]:    ${ }^{1}$ cf. (2.8.7), (2.8.8) in Exercise 2.8.3.

[^22]:    ${ }^{2}$ It is for instance possible to prove that there does not exist a positive measure defined on $\mathcal{P}\left(\mathbb{R}^{m}\right)$ which would coincide with the ordinary volume on compact rectangles $\prod_{1 \leq j \leq n}\left[a_{j}, b_{j}\right]$. As a matter of fact, this impossibility is the initial reason for the introduction of the notion of $\sigma$-algebra, to restrict the measure first to Borel sets, then to the completed $\sigma$-algebra, i.e., the $\sigma$-algebra generated by $\mathcal{B}_{m}$ and the subsets of sets with measure 0 (see Exercise 2.8.13).

[^23]:    $\overline{{ }^{3} \text { We have } X_{1} \backslash X_{4} \subset\left(X_{1} \backslash X_{2}\right) \cup\left(X_{2} \backslash X_{3}\right) \cup\left(X_{3} \backslash X_{4}\right) \text { since }}$

    $$
    X_{1} \backslash X_{4}=X_{1} \cap X_{4}^{c}=\left(X_{1} \cap X_{4}^{c} \cap X_{2}^{c}\right) \cup\left(X_{1} \cap X_{4}^{c} \cap X_{2}\right)
    $$

    $$
    \subset\left(X_{1} \backslash X_{2}\right) \cup\left(X_{1} \cap X_{4}^{c} \cap X_{2} \cap X_{3}^{c}\right) \cup\left(X_{1} \cap X_{4}^{c} \cap X_{2} \cap X_{3}\right)
    $$

    $$
    \subset\left(X_{1} \backslash X_{2}\right) \cup\left(X_{2} \backslash X_{3}\right) \cup\left(X_{3} \backslash X_{4}\right) .
    $$

[^24]:    ${ }^{4}$ If $\left(A_{j}\right)_{1 \leq j \leq N}$ are subsets of $X$ such that $d\left(A_{j}, A_{k}\right)>0$ for $j \neq k$, we have $\mu^{*}\left(\cup_{1 \leq j \leq N} A_{j}\right)=$ $\sum_{1 \leq j \leq N} \mu^{*}\left(A_{j}\right)$ : this is true for $N=2$ and inductively for $N \geq 2$

    $$
    \mu^{*}\left(\cup_{1 \leq j \leq N+1} A_{j}\right)=\mu^{*}\left(\cup_{1 \leq j \leq N} A_{j}\right)+\mu^{*}\left(A_{N+1}\right)
    $$

    since $d\left(A_{N+1}, \cup_{1 \leq j \leq N} A_{j}\right) \geq \min _{1 \leq j \leq N} d\left(A_{N+1}, A_{j}\right)>0$, proving the property.

[^25]:    ${ }^{5}$ Using the integer-valued floor function [.], defined in footnote page 16,

    $$
    x \in[-M / 2, M / 2] \Longrightarrow[(x+M / 2) / \varepsilon]=k \leq[M / \varepsilon] \Longrightarrow \varepsilon k \leq x+M / 2 \leq \varepsilon(k+1)
    $$

    $$
    \Longrightarrow \varepsilon k-M / 2-\delta<\varepsilon k-M / 2 \leq x \leq \varepsilon(k+1)-M / 2<\varepsilon(k+1)-M / 2+\delta .
    $$

[^26]:    ${ }^{6}$ We may assume that both $K$ and $\Omega^{c}$ are non-empty, so that $d\left(K, \Omega^{c}\right)$ is a positive real number.

[^27]:    ${ }^{7}$ Ulisse Dini (1845-1918) is an Italian mathematician, who served as Director of Scuola Normale Superiore in Pisa. A bronze statue of Dini is located near the Piazza dei Cavalieri.
    ${ }^{8}$ About this method of proof, we may quote G.H. Hardy in A Mathematician's Apology [29]: Reductio ad absurdum, which Euclid loved so much, is one of a mathematician's finest weapons. It is a far finer gambit than any chess play: a chess player may offer the sacrifice of a pawn or even a piece, but a mathematician offers the game.

[^28]:    ${ }^{9}$ See Section 10.4 in the Appendix for the proof of $\int_{0}^{+\infty} \frac{\sin x}{x} d x=\pi / 2$.

[^29]:    ${ }^{1}$ We have $f(x)=x \mathbf{1}_{\mathbb{Q}}(x)+\mathbf{1}_{\mathbb{Q}^{c}}(x)$, so that Theorem 1.2.7 implies the measurability of $f$.

[^30]:    ${ }^{2} \mathrm{~A}$ Fréchet space is a complete metric vector space where the metric is given by a countable family of semi-norms $\left(p_{j}\right)_{j \in \mathbb{N}}$ (a semi-norm satisfies the properties of a norm - see (1.2.12) except for the separation property); the family $\left(p_{j}\right)_{j \in \mathbb{N}}$ is assumed to be separating in the sense that $p_{j}(u)=0$ for all $j \in \mathbb{N}$ implies that $u=0$, and the metric is given by

    $$
    d(u, v)=\sum_{j \geq 0} \frac{2^{-j} p_{j}(u-v)}{1+p_{j}(u-v)}
    $$

[^31]:    ${ }^{3}$ For a continuous function $v$ defined on a compact subset $K$ of $\mathbb{R}^{m}$, the modulus of continuity $\omega$ is defined on $\mathbb{R}_{+}$by $\omega(\rho)=\sup _{\substack{x, y \in K \\|x-y| \leq \rho}}|v(x)-v(y)|$. We have $\lim _{\rho \rightarrow 0_{+}} \omega(\rho)=0$.

[^32]:    ${ }^{4}$ See also Exercises 2.8.15 and 2.8.14.

[^33]:    ${ }^{1}$ If $X$ is a set and $\left(\mathscr{O}_{i}\right)_{i \in I}$ is a family of topologies on $X$, then $\mathscr{O}=\cap_{i \in I} \mathscr{O}_{i}$ is also a topology on $X$. Let $\mathcal{F}$ be a family of subsets of $X$ : since $\mathcal{P}(X)$ is a topology on $X$, we may define the topology on $X$ generated by $\mathcal{F}$ as the intersection of topologies on $X$ containing $\mathcal{F}$ : this is the coarsest topology on $X$ containing $\mathcal{F}$.
    ${ }^{2}$ Taking $d\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=d_{1}\left(x_{1}, y_{1}\right)+d_{2}\left(x_{2}, y_{2}\right)$ does not change significantly the argument, although $\beta=B_{d}\left(\left(x_{1}, x_{2}\right), r\right)$ is no longer a product of open balls, it is a union of products since $\left(z_{1}, z_{2}\right) \in \beta$ implies that $B_{d_{1}}\left(z_{1}, r / 2\right) \times B_{d_{2}}\left(z_{2}, r / 2\right) \subset \beta$.
    ${ }^{3}$ Here also, taking $d\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=d_{1}\left(x_{1}, y_{1}\right)+d_{2}\left(x_{2}, y_{2}\right)$ does not change significantly the argument, although in that case $B_{d}$ is not a product of balls. However, defining $\mathcal{C}_{X_{j}}, j=1,2$ as in $(\dagger)$, we find that $B_{d}(y, r)$ is a union - necessarily countable - of products $B_{1} \times B_{2}$ with $B_{j} \in \mathcal{C}_{j}$.

[^34]:    ${ }^{1}$ We shall note here $|x|$ for the sup norm of $x \in \mathbb{R}^{n}$ and with a $d \times d$ matrix $A$, we define $\|A\|=\sup _{|x|=1}|A x|$.
    ${ }^{2}$ Possible since each $I_{l}$ has a rational length $m_{l}$ : we must find integers $N_{1}, \ldots, N_{n}$ such that $m_{1} / N_{1}=\cdots=m_{n} / N_{n} \leq \delta$. To do this it is enough to find an integer $N_{1}$ such that for all $k \in\{1, \ldots, n\}, N_{1} m_{k} / m_{1}=N_{k} \in \mathbb{N}$. Since $m_{k} / m_{1}$ are rational numbers, it suffices to take $N_{1}$ as a multiple of the product of denominators. This gives the above equality and the inequality holds for a large enough multiple.

[^35]:    ${ }^{3}$ See Exercise 4.5.12.

[^36]:    ${ }^{4}$ Note that for instance $1 / 3$, written as 0.1 in its development in base 3 can also be written as $0.022222222222222 \ldots$
    ${ }^{5}$ Similarly, the development of 1 in base 3 can be written as $1=0.222222222222 \ldots$

[^37]:    $\overline{{ }^{6} \text { Given two measurable spaces }(X, \mathcal{M})},(Y, \mathcal{N})$, a measurable mapping $f: X \rightarrow Y$ is said to be $\mathcal{M}-\mathcal{N}$ measurable.

[^38]:    $\overline{{ }^{7} \text { We have indeed } \sum_{j \geq 1} 2^{j-1} 3^{-j}=3^{-1}} \frac{1}{1-\frac{2}{3}}=1$.

[^39]:    ${ }^{8} \Omega$ has no largest element otherwise we would find $x \in \Omega$ with $\Omega=(\rightarrow, x) \cup\{x\}$ and since $(\rightarrow, x)$ is countable, this would imply that $\Omega$ is countable.

[^40]:    ${ }^{9}$ Theorem 10.1.20 proves much more: for every infinite cardinal, we have $x^{2}=x$, so that $x \leq$ $2 x \leq x^{2}=x$.

[^41]:    ${ }^{1}$ A complex Banach space $B$ equipped with a multiplication $*$ which is associative, distributive with respect to the addition, such that for $\lambda \in \mathbb{C}$ and $x, y \in B,(\lambda x) * y=\lambda(x * y)=x *(\lambda y)$ and so that $\|x * y\| \leq\|x\|\|y\|$ is called a Banach algebra. When the multiplication is commutative the Banach algebra is said to be commutative. When the multiplication has a unit element, the Banach algebra is said to be unital.

[^42]:    ${ }^{1}$ Let $\left(a_{k}\right)$ be a sequence in $\overline{\mathbb{R}}_{+}$such that $\sum_{\mathbb{N}} a_{k}=+\infty$ and let $\left(b_{k}\right)$ be a sequence in $\mathbb{R}_{+}$such that $\sum_{\mathbb{N}} b_{k}<+\infty$. Then $\lim _{n \rightarrow+\infty} \sum_{0 \leq k \leq n}\left(a_{k}-b_{k}\right)=+\infty$ : in the first place for each $k, a_{k}-b_{k}$ makes sense in $(-\infty,+\infty]$ and

[^43]:    ${ }^{3}$ It is true however that $\psi$ is an isometric one-to-one mapping, even for $p=\infty$ : for $g \in L^{1}$, we have $\Phi_{g}\left(\frac{g}{|g|} \mathbf{1}_{\{g \neq 0\}}\right)=\|g\|_{L^{1}}$.

[^44]:    ${ }^{1}$ We define $\check{T}$ as the distribution given by $\langle\check{T}, \varphi\rangle=\langle T, \check{\varphi}\rangle$ and if $T \in \mathscr{S}^{\prime}, \check{T}$ is also a tempered distribution since $\varphi \mapsto \check{\varphi}$ is an involutive isomorphism of $\mathscr{S}$.
    ${ }^{2}$ If $\varphi \in \mathscr{S}$, we have $\widehat{\widehat{\varphi}}(\xi)=\int e^{-2 i \pi x \cdot \xi} \varphi(-x) d x=\int e^{2 i \pi x \cdot \xi} \varphi(x) d x=\hat{\varphi}(-\xi)=\check{\hat{\varphi}}(\xi)$.

[^45]:    ${ }^{3}$ We have to pay attention to the fact that the scalar product $(u, v)_{L^{2}}$ in the complex Hilbert space $L^{2}\left(\mathbb{R}^{n}\right)$ is linear with respect to $u$ and antilinear with respect to $v$ : for $\lambda, \mu \in$ $\mathbb{C},(\lambda u, \mu v)_{L^{2}}=\lambda \bar{\mu}(u, v)_{L^{2}}$.

[^46]:    ${ }^{4}$ For $\phi \in \mathscr{S}(\mathbb{R})$, we have $\langle\ln | x|, \phi(x)\rangle_{\mathscr{S}^{\prime}(\mathbb{R}), \mathscr{S}(\mathbb{R})}=\int_{\mathbb{R}} \phi(x) \ln |x| d x$.

[^47]:    ${ }^{5} \mathrm{~A}$ distribution $T$ on $\mathbb{R}^{n}$ is said to be odd (resp. even) when $\check{T}=-T($ resp. $T)$.
    ${ }^{6}$ For $M \in G l(n, \mathbb{R}), T \in \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$, we define $\langle T(M x), \phi(x)\rangle=\left\langle T(y), \phi\left(M^{-1} y\right)\right\rangle|\operatorname{det} M|^{-1}$.
    ${ }^{7}$ We have $\widehat{u_{\alpha}}=\widehat{\chi_{0} u_{\alpha}}+\widehat{\chi_{1} u_{\alpha}}$ and for $\phi$ supported in $\mathbb{R}^{n} \backslash\{0\}$ we get,

    $$
    \left.\left.\left\langle\widehat{\chi_{1} u_{\alpha}}, \phi\right\rangle=\left.\left\langle\widehat{\chi_{1} u_{\alpha}}\right| \xi\right|^{2 N}, \phi(\xi)|\xi|^{-2 N}\right\rangle=\langle | D_{x} \widehat{{ }^{2 N} \chi_{1}} u_{\alpha}, \phi(\xi)|\xi|^{-2 N}\right\rangle .
    $$

[^48]:    ${ }^{9}$ Hölder-continuity of index $\left.\left.\theta \in\right] 0,1\right]$ means that $\exists C>0, \forall t, s,|u(t)-u(s)| \leq C|t-s|^{\theta}$.

[^49]:    ${ }^{10}$ Note that the sum is locally finite since for $K$ compact subset of $\mathbb{R}^{n},(K-k) \cap \operatorname{supp} \chi_{0}=\emptyset$ except for a finite subset of $k \in \mathbb{Z}^{n}$.

[^50]:    ${ }^{11}$ If $A: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$ is an isometric linear mapping between Hilbert spaces and $\left(A u_{k}\right)$ is a converging sequence in $\mathcal{H}_{2}$, then by linearity and isometry, the sequence $\left(u_{k}\right)$ is a Cauchy sequence in $\mathcal{H}_{1}$, thus converges. The continuity of $A$ implies that if $u=\lim _{k} u_{k}$, we have

    $$
    v=\lim _{k} A u_{k}=A u, \quad \text { proving that the range of } A \text { is closed. }
    $$

[^51]:    ${ }^{1}$ The function $e^{z}$ on $\Omega=\{z \in \mathbb{C}, \operatorname{Re} z>0\}$ is unbounded on $\Omega$ although it has modulus 1 on $\partial \Omega$.

[^52]:    ${ }^{2}$ Note that the subadditivity property is fulfilled since

    $$
    0 \leq\left(\mathcal{M}_{f+g}\right)(x)=\sup _{t>0} \int_{\mathbb{B}^{n}}|(f+g)(x+t z)| d z \leq \sup _{t>0} \int_{\mathbb{B}^{n}}|f(x+t z)| d z+\sup _{t>0} \int_{\mathbb{B}^{n}}|g(x+t z)| d z
    $$

[^53]:    ${ }^{3}$ We may of course assume that $E$ has positive measure, which implies that $J$ is not empty and $\rho_{0}>0$.

[^54]:    ${ }^{1}$ The Cartesian product $\prod_{i \in I} X_{i}$ of a family of sets $\left(X_{i}\right)_{i \in I}$ is defined as the set of mappings $x$ from $I$ to $\cup_{i \in I} X_{i}$ such that, for all $i \in I, x(i) \in X_{i}$. A particular case of interest occurs when $\forall i \in I, X_{i}=X$; then we note $\prod_{i \in I} X_{i}=X^{I}$ which is the set of mappings from $I$ to $X$. A more academic remark is concerned with the case when $I=\emptyset$ : in that case, $\prod_{i \in \emptyset} X_{i}$ is not empty since it has a single element which is the mapping whose graph is the empty set.

[^55]:    ${ }^{2}$ This Axiom has not much to do with choosing an element in a non-empty set: the real point at stake is the case where the set $I$ is uncountable and it is in fact in that framework that it is used to build non-measurable sets.

[^56]:    ${ }^{3} \mathrm{~A}$ consistent theory is a theory that does not contain a contradiction, i.e., does not contain a proof of a statement $S$ and a proof of its negation not $S$.

[^57]:    ${ }^{4}$ Take $\phi\left(x_{1}\right)=y_{1} \leq y_{2}=\phi\left(x_{2}\right)$ in $Y$, then $x_{1} \leq x_{2}$ otherwise $x_{2}<x_{1}$ and $\phi\left(x_{2}\right)<\phi\left(x_{1}\right)$, contradicting the assumption.

[^58]:    ${ }^{5}$ Cesare Burali-Forti (1861-1931) was an Italian mathematician. He came up in 1897 with the first discovery of a paradox in Cantor set theory.

[^59]:    ${ }^{6}$ If $b=a_{1}+1=a_{2}+1$, i.e., $\min \left(a_{1}, \rightarrow\right)=\min \left(a_{2}, \rightarrow\right)$, then $a_{1}<a_{2} \Longrightarrow a_{2} \in\left(a_{1}, \rightarrow\right) \Longrightarrow b=a_{1}+1 \leq a_{2}<a_{2}+1=b, \quad$ which is impossible.

[^60]:    ${ }^{7}$ The inclusion $f\left(f^{-1}(W)\right) \subset W$ always holds and when $f$ is onto and $y \in W$, there exists $x \in f^{-1}(W)$ with $y=f(x)$, so that $y \in f\left(f^{-1}(W)\right)$.
    ${ }^{8}$ Applying (1.2.1) to $A^{c}$ yields $(\bar{A})^{c}=\operatorname{interior}\left(A^{c}\right)$ so that

    $$
    x \notin \bar{A} \Longleftrightarrow \exists V \in \mathscr{V}_{x}, V \subset A^{c} \Longleftrightarrow \exists V \in \mathscr{V}_{x}, V \cap A=\emptyset .
    $$

[^61]:    ${ }^{9}$ We note that (1) implies $p(0)=0$ but that the separation property (first in (1.2.12)) is not satisfied in general.

[^62]:    ${ }^{10}$ If for some $\xi \in E^{*}$, we have $\forall x \in E, p_{x}(\xi)=0$, it means $\forall x \in E, \xi \cdot x=0$, i.e., $\xi=0_{E^{*}}$.

[^63]:    ${ }^{12}$ If $A$ is a $n \times n$ symmetric matrix with complex entries such that $\operatorname{Re} A$ is positive definite, then $A$ is invertible: if $A X=0$, then,

    $$
    0=\langle A X, \bar{X}\rangle=\langle A \operatorname{Re} X, \operatorname{Re} X\rangle+\langle A \operatorname{Im} X, \operatorname{Im} X\rangle+\overbrace{\langle A \operatorname{Re} X,-i \operatorname{Im} X\rangle+\langle A i \operatorname{Im} X, \operatorname{Re} X\rangle}^{=0 \text { since } A \text { symmetric }}
    $$

    and taking the real part give $\langle\operatorname{Re} A \operatorname{Re} X, \operatorname{Re} X\rangle+\langle\operatorname{Re} A \operatorname{Im} X, \operatorname{Im} X\rangle=0$, implying $X=0$ from the positive-definiteness of $\operatorname{Re} A$.

[^64]:    ${ }^{14}$ We shall use that
    $\tan \pi / 5=\sqrt{5-2 \sqrt{5}}, \sin \pi / 5=\frac{\sqrt{2} \sqrt{5-\sqrt{5}}}{4}, \cos \pi / 5=\frac{1+\sqrt{5}}{4}, 3 \tan ^{2}(\pi / 5)-1=(3-\sqrt{5})^{2}$.

