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## Preface

This book is the second edition of the third and last volume of a treatise on projective spaces over a finite field, also known as Galois geometries. The first volume, Projective Geometries over Finite Fields (1979, 1998), with the second edition referred to as PGOFF2, consists of Parts I to III and contains Chapters 1 to 14 and Appendices I and II. The second volume, Finite Projective Spaces of Three Dimensions (1985), referred to as FPSOTD, consists of Part IV and contains Chapters 15 to 21 and Appendices III to V. The present volume comprises Part V and, in its first edition, contains Chapters 22 to 27 and Appendices VI and VII. In this edition, the chapters are numbered from 1 to 7 . The scheme of the treatise is indicated by the titles of the parts:

Part I Introduction
Part II Elementary general properties
Part III The line and the plane
Part IV $\operatorname{PG}(3, q)$
Part V $\operatorname{PG}(n, q)$
There are three themes within the book: (a) properties of algebraic varieties over a finite field; (b) the determination of various constants arising from the combinatorics of Galois spaces such as the maximum number of points of a subset under certain linear independence conditions; (c) the identification in Galois spaces of various incidence structures. Many of the results on theme (a) could be equally well stated over an arbitrary field. However, over a finite field, counting arguments come more into play. A significant number of theorems count certain sets and establish the existence of combinatorial structures. Most of Chapters 1 to 4 is on theme (a), whereas Chapter 5 is on theme (c) and Chapter 6 is for the most part on (b). Chapter 7 is on themes (a) and (b).

Chapter 1 on quadrics develops their properties and gives one way of characterising them.

Chapter 2 on Hermitian varieties similarly develops their properties and characterises them in the course of describing all sets of type $(1, r, q+1)$. This chapter is
the one on algebraic varieties that differs most from the classical case, as Hermitian manifolds over the complex numbers are not algebraic varieties.

Chapter 3 on Grassmann varieties and Chapter 4 on Veronese and Segre varieties most closely follow a classical model in the description of their properties. Although most of the characterisations of the Veronesean of quadrics and its projections resemble classical theorems over the complex numbers, the characterisation of Grassmannians is quite different. This is because the Grassmannian characterisation is in terms of an incidence structure, a topic which was studied over the real and complex numbers only for the entire projective space rather than any substructure, whereas the Veronesean and its projections are studied as subsets of $\operatorname{PG}(n, q)$ in terms of sections by subspaces. Chapter 4 also contains a section on Hermitian Veroneseans; this section contains no proofs.

Chapter 5 begins with polar spaces, thereby unifying the subjects of Chapters 1 and 2, and it goes on to consider the special case of generalised quadrangles and structures which are natural developments. In this chapter, not every theorem is proved; in particular, no proofs are given for most of the characterisations of generalised quadrangles

Chapter 6 generalises to an arbitrary dimension results of Chapters 18 and 21 from the previous volume: an upper bound is found for the size of a $k$-cap and the maximum size of a $k$-arc is found under some restrictions on $n$ and $q$; the corresponding arcs are generally normal rational curves.

Chapter 7 begins with ovoids and spreads of finite classical polar spaces, which are then generalised to $m$-systems. Applications to maximal arcs, translation planes, strongly regular graphs, linear codes, generalised quadrangles and semi-partial geometries are given. This is the only chapter without proofs.

The book is conceived as a work of reference and does not have any exercises. However, each individual chapter is suitable for a course of lectures.

Apart from Chapter 5 and the short Chapter 7, complete proofs are given for nearly all results. The last section of each chapter contains all references as well as remarks both on the chapter itself and on related aspects that are not covered.

This volume may be considered as developing over finite fields aspects of the three volumes of Hodge and Pedoe [183, 184, 185], particularly regarding quadrics and Grassmannians. Burau [60] is also an appropriate analogy for quadrics, Grassmannians, Veroneseans and Segre varieties.

Compared to the first edition, this edition contains a considerable amount of new material. In Chapter 4, the characterisation of quadric Veroneseans has been completely rewritten; there is also a section on Hermitian Veroneseans. Chapters 5 and 6 are updated, and contain several new and better proofs. Chapter 7 is new up to the section on ovoids and spreads of finite classical polar spaces, and covers much new material but without proofs.

## Status of the subject

Apart from being an interesting and exciting area in combinatorics with beautiful results, Galois geometries have many applications to coding theory, algebraic geom-
etry, incidence geometry, design theory, graph theory, cryptology and group theory. As an example, the theory of linear maximum distance separable codes (MDS codes) is equivalent to the theory of arcs in $\operatorname{PG}(n, q)$; so all results of Sections 6.5 to 6.7 can be expressed in terms of linear MDS codes.

Finite projective geometry is essential for finite algebraic geometry, and finite algebraic curves are used to construct interesting classes of codes, the Goppa codes, now also known as algebraic-geometry codes. Many interesting incidence structures and graphs are constructed from finite Hermitian varieties, finite quadrics, finite Grassmannians and finite normal rational curves. Further, most of the objects studied in this book have an interesting group; the classical groups and other finite simple groups appear in this way.

Currently there are several international journals on combinatorics and geometry publishing a large number of papers on Galois geometries; for example, Ars Combinatoria, Combinatorica, Designs, Codes and Cryptography, European Journal of Combinatorics, Finite Fields and their Applications, Journal of Algebraic Combinatorics, Journal of Combinatorial Designs, Journal of Combinatorial Theory Series A, Journal of Geometry, and the conference series Annals of Discrete Mathematics.

Finite vector spaces and hence also finite projective spaces are of great importance for theoretical computer science. So, in many syllabuses of a computer science degree, there is a course on discrete mathematics with a section on combinatorial structures.

## Related topics

There are some interesting topics either not covered or only touched upon in the three volumes. In the Handbook of Incidence Geometry [55], edited by Buekenhout, surveys of several of these topics are given. Recent surveys are contained in Current Research Topics in Galois Geometry [298], edited by Storme and De Beule.

Finite non-Desarguesian planes are not discussed in the treatise. For references see the chapters in the Handbook [55] on 'Projective planes' by Beutelspacher and 'Translation planes' by Kallaher. See also the book Foundations of Translation Planes [28] by Biliotti, Jha and Johnson and the Handbook of Finite Translation Planes [187], by Johnson, Jha and Biliotti.

Spreads and partial spreads in PG $(n, q)$ are considered in Chapter 4 of PGOFF2, in Chapter 17 of FPSOTD, and in Chapter 7 here. For blocking sets, only the plane case is considered in Chapter 13 of PGOFF2. For the theory of spreads, partial spreads and blocking sets in $n$ dimensions, see Sections 7 and 8 of the chapter 'Projective geometry over a finite field’ by Thas in [55], as well as Chapter 2 by De Beule, Klein and Metsch and Chapter 3 by Blokhuis, Sziklai and Szőnyi in [298].

Flocks of quadrics in $\mathrm{PG}(3, q)$ are key objects for the constructions of some new classes of translation planes and generalised quadrangles. They also have other applications. For literature on flocks, see Chapter 7 by Thas in [55], and the books Translation Generalized Quadrangles [352] by Thas, K. Thas and Van Maldeghem and Finite Generalized Quadrangles [260] by Payne and Thas.

Ovals and ovoids can be generalised by replacing their points with $m$-dimensional subspaces. These have connections to generalised quadrangles, projective planes, circle geometries, flocks, and other structures; see the last two books.

In Chapter 5, the finite classical generalised quadrangles are considered. Generalised quadrangles are the polar spaces of rank 2, the point of view of Chapter 5, but are also the generalised $n$-gons with $n=4$. Generalised 6 -gons or hexagons appear in Chapter 1. Standard works on generalised $n$-gons are the books Generalized Polygons [391] by Van Maldeghem and Moufang Polygons [385] by Tits and Weiss.

Although null polarities are mentioned in Chapter 7, they are not discussed in detail, nor are pseudo-polarities; references are given there.

The book contains only a few group-theoretical results; also theorems on graphs and designs are rare. Apart from the Handbook of Incidence Geometry, the books of Dembowski [116], Beth, Jungnickel and Lenz [18, 20, 19], Brouwer, Cohen and Neumaier [41], Cameron and van Lint [65], Hughes and Piper [186], Assmus and Key [4] may be consulted. Much material is contained in the Handbook of Combinatorial Designs [73], edited by Colbourn and Dinitz.

Reference works on point-line incidence structures and diagram geometries are Diagram Geometries [253] by Pasini, Points and Lines [288] by Shult, Diagram Geometry [56] by Buekenhout and Cohen.

Codes are considered only in Section 2 of Chapter 6. For an introduction, see Hill [170] or van Lint [388]. For further results and geometrical connections, see Cameron and van Lint [65], MacWilliams and Sloane [222], Peterson and Weldon [264], Tonchev [386]. For an introduction to Goppa's algebraic-geometry codes, see Pretzel [267], van Lint and van der Geer [389], Goppa [144], Moreno [240], Niederreiter and Xing [242], Hirschfeld, Korchmáros and Torres [176].

For a range of other topics, see the Handbook of Finite Fields [241], edited by Mullen and Panario.
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## Terminology

The set $V(n+1, K)$ is $(n+1)$-dimensional vector space over the field $K$ and is taken to be the set of vectors $X=\left(x_{0}, \ldots, x_{n}\right), x_{i} \in K$. Correspondingly, $\operatorname{PG}(n, K)$ is $n$-dimensional projective space over $K$ and is the set of elements, called points, $\mathbf{P}(x)$ with $x \in V(n+1, K) \backslash\{0\}$. When $K=\mathrm{GF}(q)=\mathbf{F}_{q}$, the finite field of $q$ elements, also called the Galois field of $q$ elements, then $V(n+1, K)$ is written $V(n+1, q)$ and $\mathrm{PG}(n, K)$ is written $\mathrm{PG}(n, q)$. The order of $\mathrm{PG}(n, q)$ is $q$. The number of points in $\mathrm{PG}(n, q)$ is

$$
\theta(n)=\frac{q^{n+1}-1}{q-1}
$$

A projectivity, or projective transformation, from $S_{1}$ to $S_{2}$, with $S_{1}, S_{2}$ both $n$-dimensional projective spaces over $\mathbf{F}_{q}$, is a mapping $\mathfrak{T}: S_{1} \rightarrow S_{2}$ such that $\mathbf{P}(x) \mathfrak{T}=\mathbf{P}(x T)$ for all vectors $x \neq 0$ and some non-singular $(n+1) \times(n+1)$ matrix $T$. The group of projectivities from $\mathrm{PG}(n, q)$ to itself is denoted $\mathrm{PGL}(n+1, q)$. A collineation from $S_{1}$ to $S_{2}$ is a mapping $\mathfrak{T}: S_{1} \rightarrow S_{2}$ preserving the incidence of points and lines. The Fundamental Theorem of Projective Geometry states that $\mathbf{P}(x) \mathfrak{T}=\mathbf{P}\left(x^{\sigma} T\right)$ with $\sigma$ an automorphism of $\mathbf{F}_{q}$. Mostly, the properties considered are invariant under $\operatorname{PGL}(n+1, q)$.

A reciprocity of $\operatorname{PG}(n, q)$ is a collineation $\mathfrak{T}$ from $\operatorname{PG}(n, q)$ to its dual space; if $\mathfrak{T}$ is a projectivity, then the reciprocity is a correlation of $\operatorname{PG}(n, q)$.

A subspace of dimension $r$ in $\operatorname{PG}(n, q)$ is a $\mathrm{PG}(r, q)$ and is written $\Pi_{r}$; this notation is used both specifically and generically. Then $\Pi_{-1}$ is the empty set, $\Pi_{0}$ is a point, $\Pi_{1}$ is a line, $\Pi_{2}$ is a plane, $\Pi_{3}$ is a solid, $\Pi_{n-1}$ is a hyperplane. Also, $\boldsymbol{\pi}(u)$, with $u=\left(u_{0}, \ldots, u_{n}\right)$, with not all $u_{i}$ zero, denotes the hyperplane whose points $\mathbf{P}\left(x_{0}, \ldots, x_{n}\right)$ satisfy the equation

$$
u_{0} x_{0}+\cdots+u_{n} x_{n}=0
$$

A subspace written $\pi_{r}$ can have any dimension. In $\operatorname{PG}(n, q)$, the vertices of the simplex of reference are denoted $\mathbf{U}_{0}, \mathbf{U}_{1}, \ldots, \mathbf{U}_{n}$, where $\mathbf{U}_{i}$ has 1 in the $(i+1)$-th coordinate place and zeros elsewhere, and $\mathbf{U}$ is the unit point. Dually, $\mathbf{u}_{0}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$
are the hyperplane faces of the simplex of reference and $\mathbf{u}$ is the unit hyperplane. The set of all $r$-spaces in $\mathrm{PG}(n, q)$ is written $\mathrm{PG}^{(r)}(n, q)$.

If two subspaces $\mathcal{S}, \mathcal{S}^{\prime}$ intersect in a point $P$, this will generally be written

$$
\mathcal{S} \cap \mathcal{S}^{\prime}=P
$$

For any matrix $M=\left(m_{i j}\right)$, the transpose $M^{*}=\left(m_{i j}^{\prime}\right)$ has $m_{i j}^{\prime}=m_{j i}$.
The ring $\Gamma=\mathbf{F}_{q}\left[X_{0}, \ldots, X_{n}\right]$ is the ring of polynomials in the indeterminates $X_{0}, \ldots, X_{n}$ over $\mathbf{F}_{q}$. For $F_{1}, \ldots, F_{r}$ non-zero forms, or homogeneous polynomials, in $\Gamma$, the variety

$$
\mathbf{V}\left(F_{1}, \ldots, F_{r}\right)=\left\{\mathbf{P}(x) \in \mathrm{PG}(n, q) \mid F_{1}(x)=\cdots=F_{r}(x)=0\right\}
$$

So the hyperplane $\boldsymbol{\pi}(u)$ is also written as

$$
\mathbf{V}\left(u_{0} X_{0}+\cdots+u_{n} X_{n}\right)
$$

The term 'variety' here is the set of rational points of a variety in the sense of algebraic geometry. A variety $\mathbf{V}(F)$ is called a hypersurface. A hypersurface in $\mathrm{PG}(2, q)$ is a plane algebraic curve; a hypersurface in $\operatorname{PG}(3, q)$ is a surface. If the hypersurfaces $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are projectively equivalent, then write $\mathcal{F}_{1} \sim \mathcal{F}_{2}$.

In keeping with the terminology of Chapter 8 of PGOFF2, in $\mathrm{PG}(2, q)$ an oval is a $(q+1)$-arc for $q$ odd and a $(q+2)$-arc for $q$ even. Other authors use hyperoval or complete oval in the latter case.

Occasionally, $(r, s)$ denotes the greatest common divisor of $r$ and $s$.
For more detailed explanation of the foregoing, see Chapter 2 of PGOFF2.

## PART V

$$
\mathrm{PG}(n, q)
$$

## Quadrics

### 1.1 Canonical forms

Quadrics were introduced in Chapter 5 of PGOFF2. The properties of quadrics on a line were developed in Chapter 6 and in a plane in Chapter 7. The properties of quadrics in three dimensions were developed in Chapters 15 and 16 of FPSOTD. Quadrics in five dimensions were also considered in Chapters 15, 17 and 20. First the essential definitions are recalled. Let $F \in \mathbf{F}_{q}\left[X_{0}, \ldots, X_{n}\right]$, where

$$
F=\sum_{i=0}^{n} a_{i} X_{i}^{2}+\sum_{i<j} a_{i j} X_{i} X_{j}
$$

be a quadratic form which is non-degenerate; that is, $F$ is not reducible to a form in fewer than $n+1$ variables by a linear transformation. The variety $\mathbf{V}(F)$ is a non-singular quadric. Under projectivities of $\mathrm{PG}(n, q)$ there are one or two distinct non-singular quadrics $\mathcal{Q}=\mathbf{V}(F)$ according as $n$ is even or odd. Equivalently, the projective linear group $\operatorname{PGL}(n+1, q)$ acting on all non-singular quadrics in $\mathrm{PG}(n, q)$ has one or two orbits as $n$ is even or odd. Throughout the chapter, the notation $\mathcal{Q}_{n}$ is used for non-singular quadrics and $\mathcal{W}_{n}$ for general quadrics.

For $n$ even, $\mathcal{Q}_{n} \sim \mathcal{P}_{n}$, where

$$
\mathcal{P}_{n}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}+\cdots+X_{n-1} X_{n}\right), \quad \text { parabolic. }
$$

For $n$ odd, $\mathcal{Q}_{n} \sim \mathcal{H}_{n}$ or $\mathcal{E}_{n}$, where

$$
\begin{aligned}
& \mathcal{H}_{n}=\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}+\cdots+X_{n-1} X_{n}\right), \quad \text { hyperbolic; } \\
& \mathcal{E}_{n}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)+X_{2} X_{3}+\cdots+X_{n-1} X_{n}\right), \quad \text { elliptic; }
\end{aligned}
$$

here $f$ is irreducible over $\mathbf{F}_{q}$.
In each of the three cases, write $\mathcal{Q}_{n}=\mathbf{V}\left(F_{n}\right)$, where $F_{n}$ is the corresponding quadratic form.

For the method to reduce $F$ to canonical form, see Section 5.1 of PGOFF2.

Suppose now that the form $F$ may be degenerate. Then the quadric $\mathcal{W}_{n}=\mathbf{V}(F)$ may be singular and is a cone $\Pi_{k} \mathcal{Q}_{s}$, the join of the vertex $\Pi_{k}$ to a non-singular quadric $\mathcal{Q}_{s}$ in the subspace $\Pi_{s}$ with $\Pi_{s} \cap \Pi_{k}=\Pi_{-1}$ and $k+s=n-1$.

If $F$ is reduced to canonical form $F_{s}$, then

$$
\mathcal{W}_{n}=\Pi_{n-s-1} \mathcal{Q}_{s}=\mathbf{V}\left(F_{s}\right)
$$

where the vertex $\Pi_{k}=\Pi_{n-s-1}=\mathbf{V}\left(X_{0}, \ldots, X_{s}\right)$ is the space of singular points and $\mathcal{Q}_{s}$ is non-singular in $\Pi_{s}=\mathbf{V}\left(X_{s+1}, \ldots, X_{n}\right)$.

When $k=-1$ then $\mathcal{W}_{n}=\Pi_{-1} \mathcal{Q}_{n}=\mathcal{Q}_{n}$ and is non-singular.
Lemma 1.1. The number of projectively distinct quadrics in $\operatorname{PG}(n, q)$ is

$$
\frac{1}{2}[3 n+1+(n+1,2)],
$$

of which $(n+1,2)$ are non-singular and

$$
\frac{1}{2}[3 n+1-(n+1,2)]
$$

are singular.
Proof. Each quadric may be written as $\Pi_{n-r-1} \mathcal{Q}_{r}$ for $r \in \overline{\mathbf{N}}_{n}$. For $n$ even, there is one non-singular quadric for each $r=0,2, \ldots, n$ and two non-singular quadrics for each $r=1,3,5, \ldots, n-1$. Hence the total number of quadrics is

$$
\frac{1}{2}(n+2)+2 \cdot \frac{1}{2} n=\frac{1}{2}(3 n+2) .
$$

For $n$ odd, there are two quadrics for each $r=1,3,5, \ldots, n$ and again one for each $r=0,2, \ldots, n-1$. Hence the total number is

$$
2 \cdot \frac{1}{2}(n+1)+\frac{1}{2}(n+1)=\frac{1}{2}(3 n+3) .
$$

For $n \leq 5$ the quadrics in $\operatorname{PG}(n, q)$ are now described and listed in Table 1.1: for $n=5$, only the non-singular quadrics are listed.

Table 1.1. Quadrics for low dimensions

$$
\begin{aligned}
& \mathrm{PG}(1, q) \quad \mathcal{H}_{1}=\mathbf{V}\left(X_{0} X_{1}\right) \text { is two points } \mathbf{U}_{0}, \mathbf{U}_{1} \\
& \mathcal{E}_{1}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)\right) \text { is empty } \\
& \Pi_{0} \mathcal{P}_{0}=\mathbf{V}\left(X_{0}^{2}\right) \text { is a single point, the join of } \Pi_{0}=\mathbf{U}_{1} \text { to the empty } \\
& \text { quadric } \mathcal{P}_{0} \text { in } \mathbf{u}_{1} \\
& \mathrm{PG}(2, q) \quad=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}\right) \text { is a conic, comprising } q+1 \text { points, no three } \\
& \mathcal{P}_{2} \text { of which are collinear } \\
& \Pi_{0} \mathcal{H}_{1}=\mathbf{V}\left(X_{0} X_{1}\right) \text { is a line pair } \mathbf{u}_{0}, \mathbf{u}_{1} \\
& \Pi_{0} \mathcal{E}_{1}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)\right) \text { is a single point } \mathbf{U}_{2} \\
& \Pi_{1} \mathcal{P}_{0}=\mathbf{V}\left(X_{0}^{2}\right) \text { is a single line } \mathbf{u}_{0}
\end{aligned}
$$

```
PG(3,q)
        \(\mathcal{H}_{3}=\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}\right)\) consists of \((q+1)^{2}\) points on
        \(2(q+1)\) lines, two through each point
        \(\mathcal{E}_{3}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)+X_{2} X_{3}\right)\) consists of \(q^{2}+1\) points, no
        three of which are collinear
        \(\Pi_{0} \mathcal{P}_{2}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}\right)\) is a cone, comprising the join of a point
        to a conic
        \(\Pi_{1} \mathcal{H}_{1}=\mathbf{V}\left(X_{0} X_{1}\right)\) is a plane pair \(\mathbf{u}_{0}, \mathbf{u}_{1}\)
        \(\Pi_{1} \mathcal{E}_{1}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)\right)\) is a single line \(\mathbf{U}_{2} \mathbf{U}_{3}\)
        \(\Pi_{2} \mathcal{P}_{0}=\mathbf{V}\left(X_{0}^{2}\right)\) is a single plane \(\mathbf{u}_{0}\)
PG \((4, q)\)
        \(\mathcal{P}_{4}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}+X_{3} X_{4}\right)\) consists of \((q+1)\left(q^{2}+1\right)\)
        points on \((q+1)\left(q^{2}+1\right)\) lines with \(q+1\) lines
        through each point
    \(\Pi_{0} \mathcal{H}_{3}=\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}\right)\) is a cone comprising the join
        of a point to the hyperbolic surface \(\mathcal{H}_{3}\), that is,
        \(q(q+1)^{2}+1\) points in \(2(q+1)\) concurrent planes
        \(\Pi_{0} \mathcal{E}_{3}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)+X_{2} X_{3}\right)\) is a cone comprising the join
        of a point to the elliptic surface \(\mathcal{E}_{3}\), that is,
        \(q\left(q^{2}+1\right)+1\) points on \(q^{2}+1\) concurrent lines
    \(\Pi_{1} \mathcal{P}_{2}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}\right)\) is the join of a line to a conic,
        and so consists of \(q+1\) planes through a line,
        no three in a solid
        \(\Pi_{2} \mathcal{H}_{1}=\mathbf{V}\left(X_{0} X_{1}\right)\) is a pair of solids \(\mathbf{u}_{0}, \mathbf{u}_{1}\)
        \(\Pi_{2} \mathcal{E}_{1}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)\right)\) is a single plane
        \(\Pi_{3} \mathcal{P}_{0}=\mathbf{V}\left(X_{0}^{2}\right)\) is a single solid \(\mathbf{u}_{0}\)
\(\mathrm{PG}(5, q) \quad \mathcal{H}_{5}=\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}+X_{4} X_{5}\right)\) consists of
        \(\left(q^{2}+1\right)\left(q^{2}+q+1\right)\) points on \(2(q+1)\left(q^{2}+1\right)\)
        planes with \(2(q+1)\) planes through a point
        \(\mathcal{E}_{5}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)+X_{2} X_{3}+X_{4} X_{5}\right)\) consists of
        \((q+1)\left(q^{3}+1\right)\) points on \(\left(q^{2}+1\right)\left(q^{3}+1\right)\)
        lines with \(q^{2}+1\) lines through a point
```

The properties of the singular quadrics follow inductively from the properties of non-singular quadrics in lower dimension. So, for the most part, it is reasonable to concentrate on the properties of non-singular quadrics.

### 1.2 Invariants

In the next theorem, two invariants are given. One, $\Delta$, decides whether the quadric $\mathcal{W}_{n}$ is singular or not: the other, $\alpha$, decides whether $\mathcal{W}_{n}$ is hyperbolic or elliptic in the odd-dimensional non-singular case. In these invariants, factors $1 / 2$ and $1 / 4$ appear. This means that, even in the characteristic two case, when the rest of the formula is evaluated in general, the factors 2 and 4 that appear must be cancelled. The invariant $\Delta$ is usually called the discriminant and $\alpha$ the Arf invariant.

First, some results on quadratic equations over $\mathbf{F}_{q}$ are summarised. As always, $\mathbf{F}_{q}{ }^{*}=\mathbf{F}_{q} \backslash\{0\}$; see Sections 1.4, 1.8 of PGOFF2 for more details. Define

$$
C(t)= \begin{cases}\frac{1}{2}\left(1-t^{(q-1) / 2}\right), & t \in \mathbf{F}_{q}^{*}, q \text { odd } \\ t+t^{2}+\cdots+t^{2^{h-1}} & , t \in \mathbf{F}_{q}, q=2^{h}\end{cases}
$$

Then, for $q$ odd,

$$
\begin{aligned}
\mathcal{T}_{0} & =\left\{c \in \mathbf{F}_{q} \mid x^{2}-c=0 \quad \text { has two solutions }\right\} \\
& =\left\{t \in \mathbf{F}_{q}{ }^{*} \mid C(t)=0\right\} ; \\
\mathcal{T}_{1} & =\left\{c \in \mathbf{F}_{q} \mid x^{2}-c=0 \quad \text { has no solutions }\right\} \\
& =\left\{t \in \mathbf{F}_{q}{ }^{*} \mid C(t)=1\right\} .
\end{aligned}
$$

For $q=2^{h}$, the elements of $\mathcal{T}_{i}$ have trace $i$ :

$$
\begin{aligned}
\mathcal{T}_{0} & =\left\{c \in \mathbf{F}_{q} \mid x^{2}+x+c=0 \quad \text { has two solutions }\right\} \\
& =\left\{t \in \mathbf{F}_{q} \mid C(t)=0\right\} \\
\mathcal{T}_{1} & =\left\{c \in \mathbf{F}_{q} \mid x^{2}+x+c=0 \quad \text { has no solutions }\right\} \\
& =\left\{t \in \mathbf{F}_{q} \mid C(t)=1\right\} .
\end{aligned}
$$

Also, for $q$ odd, $\left|\mathcal{T}_{0}\right|=\left|\mathcal{T}_{1}\right|=\frac{1}{2}(q-1)$; for $q$ even, $\left|\mathcal{T}_{0}\right|=\left|\mathcal{T}_{1}\right|=\frac{1}{2} q$.
Another way of phrasing the above is to consider the group homomorphisms

$$
\begin{array}{ll}
\mathbf{F}_{q}{ }^{*} \xrightarrow{\mu} \mathbf{F}_{q}{ }^{*} \xrightarrow{\rho} \mathbf{Z}_{2} & \text { for } q \text { odd, } \\
\mathbf{F}_{q} \xrightarrow{\sigma} \mathbf{F}_{q} \xrightarrow{\rho} \mathbf{Z}_{2} & \text { for } q \text { even, }
\end{array}
$$

where $\mathbf{F}_{q}$ is regarded as the additive group and $\mathbf{F}_{q}{ }^{*}$ the multiplicative group of the field, with

$$
t \mu=t^{2}, \quad t \sigma=t+t^{2}, \quad t \rho=C(t)
$$

Then $\mu \rho=0, \sigma \rho=0$, $\operatorname{ker} \rho=\mathcal{T}_{0}$.
As before, let $\mathcal{W}_{n}=\mathbf{V}(F)$ with

$$
F=\sum_{i=0}^{n} a_{i} X_{i}^{2}+\sum_{i<j} a_{i j} X_{i} X_{j} .
$$

Define $A=\left(a_{i j}\right)$, where $a_{i i}=2 a_{i}, a_{j i}=a_{i j}$ for $i<j$.
Let $B=\left(b_{i j}\right)$, where $b_{i i}=0, b_{j i}=-b_{i j}=-a_{i j}$ for $i<j$. Then, with $X=\left(X_{0}, X_{1}, \ldots, X_{n}\right)$ and $X^{*}$ the transpose of $X$,

$$
F=\frac{1}{2} X A X^{*}=\frac{1}{2} X(A+B) X^{*}
$$

When $q$ is even, the formulas for $\Delta$ and $\alpha$ in the next theorem should be interpreted as follows. If, in $A$ and $B$, the terms $a_{i}$ and $a_{i j}$ are replaced by indeterminates $Z_{i}$ and $Z_{i j}$, and $\Delta$ and $\alpha$ are evaluated as rational functions over $\mathbf{Z}$, then $Z_{i}$ and $Z_{i j}$ can be specialised to $a_{i}$ and $a_{i j}$ to give the result. In the lemma following the theorem, $\alpha$ is obtained for small dimensions.

Theorem 1.2. (i) The quadric $\mathcal{W}_{n}$ is singular or not according as $\Delta$ is zero or not, where

$$
\Delta=\left\{\begin{array}{c}
\frac{1}{2}|A|, n \text { even } ; \\
|A|, n \text { odd }
\end{array}\right.
$$

(ii) For $n$ odd, the non-singular quadric $\mathcal{Q}_{n}$ is hyperbolic or elliptic according as $\alpha \in \mathcal{T}_{0}$ or $\mathcal{T}_{1}$, where

$$
\alpha= \begin{cases}(-1)^{(n+1) / 2}|A|, & \text { q odd } \\ \left\{|B|-(-1)^{(n+1) / 2}|A|\right\} /\{4|B|\}, & \text { q even } .\end{cases}
$$

Proof. With $x=\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in \mathrm{PG}(n, q)$, under a projectivity $x \mapsto x T^{-1}$,

$$
\begin{aligned}
\mathbf{V}\left(\frac{1}{2} X A X^{*}\right) & =\mathbf{V}\left(\frac{1}{2} X(A+B) X^{*}\right) \\
& \mapsto \mathbf{V}\left(\frac{1}{2} X T A T^{*} X^{*}\right)=\mathbf{V}\left(\frac{1}{2} X T(A+B) T^{*} X^{*}\right)
\end{aligned}
$$

So, in (i), $\Delta \mapsto \Delta|T|^{2}$; thus, both $\Delta$ and $\Delta|T|^{2}$ are zero or neither is. In (ii), for $q$ odd, $\alpha \mapsto \alpha|T|^{2}$; thus, $\alpha$ and $\alpha|T|^{2}$ are both squares or both non-squares. For $q$ even, it may be shown that $\alpha \mapsto \alpha+t+t^{2}, t \in \mathbf{F}_{q}$, under the projectivity. Hence the invariance of the conditions has been established.

It now suffices to examine the invariants for the canonical forms:

$$
\begin{aligned}
\Pi_{n-s-1} \mathcal{P}_{s} & =\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}+\cdots+X_{s-1} X_{s}\right) \\
\Pi_{n-s-1} \mathcal{H}_{s} & =\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}+\cdots+X_{s-1} X_{s}\right) \\
\Pi_{n-s-1} \mathcal{E}_{s} & =\mathbf{V}\left(X_{0}^{2}+X_{0} X_{1}+d X_{1}^{2}+X_{2} X_{3}+\cdots+X_{s-1} X_{s}\right)
\end{aligned}
$$

with $X^{2}+X+d$ irreducible over $\mathbf{F}_{q}$. This gives the following values for $|A|$ and $|B|$ :

$$
\begin{aligned}
& \Pi_{n-s-1} \mathcal{P}_{s}: \quad|A|= \begin{cases}(-1)^{n / 2}, & s=n ; \\
0, & s<n ;\end{cases} \\
& \Pi_{n-s-1} \mathcal{H}_{s}: \quad|A|= \begin{cases}(-1)^{(n+1) / 2}, & s=n ; \\
0, & s<n ;\end{cases} \\
& |B|=1, \quad s=n ; \\
& \Pi_{n-s-1} \mathcal{E}_{s}: \quad|A|= \begin{cases}(1-4 d)(-1)^{(n+1) / 2}, & s=n ; \\
0, & s<n ;\end{cases} \\
& |B|=1, \quad s=n .
\end{aligned}
$$

So $\Delta \neq 0$ for $s=n$ and $\Delta=0$ for $s<n$. With $s=n$, the invariant $\alpha$ is given by Table 1.2. Since $X^{2}+X+d$ is irreducible, it follows from the table and the formulas for $C$ that $C(\alpha)=0$ when $\mathcal{W}_{n}=\mathcal{H}_{n}$ and $C(\alpha)=1$ when $\mathcal{W}_{n}=\mathcal{E}_{n}$.

Table 1.2. Values of the invariant $\alpha$

| $\mathcal{W}_{n}$ | $q$ odd | $q$ even |
| :---: | :---: | :---: |
| $\mathcal{H}_{n}$ | 1 | 0 |
| $\mathcal{E}_{n}$ | $1-4 d$ | $d$ |

Lemma 1.3. For $q$ even and $n=1$ or 3 , the invariant $\alpha$ is given, $\operatorname{modulo} \mathbf{F}_{q} \sigma$, as follows:
(i) $n=1, \alpha=a_{0} a_{1} / a_{01}^{2}$;
(ii) $n=3$,

$$
\alpha=\frac{\sum a_{i} a_{j k} a_{j l} a_{k l}+\sum a_{i} a_{j} a_{k l}^{2}+\left(\prod a_{i j}\right) \sum\left(a_{k l} a_{m n}\right)^{-1}}{\left(\sum a_{i j} a_{k l}\right)^{2}}
$$

where the summands in the numerator have four, six, and three terms respectively and that of the denominator also has three terms.

Proof. (i) In this case,

$$
A=\left[\begin{array}{cc}
2 a_{0} & a_{01} \\
a_{01} & 2 a_{1}
\end{array}\right], \quad B=\left[\begin{array}{cc}
0 & a_{01} \\
-a_{01} & 0
\end{array}\right] .
$$

So $|A|=4 a_{0} a_{1}-a_{01}^{2},|B|=a_{01}^{2}$,

$$
\alpha=\frac{|B|+|A|}{4|B|}=\frac{a_{0} a_{1}}{a_{01}^{2}} .
$$

(ii) Here,

$$
A=\left[\begin{array}{cccc}
2 a_{0} & a_{01} & a_{02} & a_{03} \\
a_{01} & 2 a_{1} & a_{12} & a_{13} \\
a_{02} & a_{12} & 2 a_{2} & a_{23} \\
a_{03} & a_{13} & a_{23} & 2 a_{3}
\end{array}\right], \quad B=\left[\begin{array}{cccc}
0 & a_{01} & a_{02} & a_{03} \\
-a_{01} & 0 & a_{12} & a_{13} \\
-a_{02} & -a_{12} & 0 & a_{23} \\
-a_{03} & -a_{13} & -a_{23} & 0
\end{array}\right],
$$

and, with $\varphi$ the Pfaffian of the matrix $B$,

$$
\begin{aligned}
\varphi= & a_{01} a_{23}-a_{02} a_{13}+a_{03} a_{12}, \\
|B|= & \varphi^{2}, \\
|A|= & a_{01}^{2} a_{23}^{2}+a_{02}^{2} a_{13}^{2}+a_{03}^{2} a_{12}^{2} \\
& -2 a_{01} a_{23} a_{02} a_{13}-2 a_{01} a_{23} a_{03} a_{12}-2 a_{02} a_{13} a_{03} a_{12} \\
& +4 \sum a_{i} a_{j k} a_{j l} a_{k l}-4 \sum a_{i} a_{j} a_{k l}^{2}+16 a_{0} a_{1} a_{2} a_{3} .
\end{aligned}
$$

So, in $\mathbf{Z}\left(\left\{a_{i}, a_{i j}\right\}\right)$,

$$
\alpha=\frac{|B|-|A|}{4|B|}=\frac{\sum a_{i} a_{j} a_{k l}^{2}-\sum a_{i} a_{j k} a_{j l} a_{k l}-4 a_{0} a_{1} a_{2} a_{3}+a_{01} a_{23} a_{03} a_{12}}{\varphi^{2}} .
$$

Hence, over $\mathbf{F}_{q}$,

$$
\alpha=\frac{\sum a_{i} a_{j} a_{k l}^{2}+\sum a_{i} a_{j k} a_{j l} a_{k l}+a_{01} a_{23} a_{03} a_{12}}{\varphi^{2}} .
$$

However,

$$
\frac{a_{01} a_{23} a_{02} a_{13}+a_{02} a_{13} a_{03} a_{12}}{\varphi^{2}}=\frac{a_{02} a_{13}}{\varphi}+\left(\frac{a_{02} a_{13}}{\varphi}\right)^{2} .
$$

So, modulo $\mathbf{F}_{q} \sigma=\left\{t+t^{2} \mid t \in \mathbf{F}_{q}\right\}$,

$$
\alpha=\frac{\sum a_{i} a_{j k} a_{j l} a_{k l}+\sum a_{i} a_{j} a_{k l}^{2}+\left(\prod a_{i j}\right) \sum\left(a_{k l} a_{m n}\right)^{-1}}{\varphi^{2}} .
$$

### 1.3 Tangency and polarity

Consider the non-singular quadric $\mathcal{Q}_{n}=\mathbf{V}(F)$. With $P \neq Q$, let $P=\mathbf{P}(A)$ and $Q=\mathbf{P}(B)$, where $A=\left(a_{0}, \ldots, a_{n}\right)$ and $B=\left(b_{0}, \ldots, b_{n}\right)$. Then

$$
\begin{equation*}
F(A+t B)=F(A)+t G(A, B)+t^{2} F(B), \tag{1.1}
\end{equation*}
$$

where

$$
G(A, B)=F(A+B)-F(A)-F(B) .
$$

Definition 1.4. The line $\ell$ is a tangent to $\mathcal{Q}_{n}$ if $\left|\ell \cap \mathcal{Q}_{n}\right|=1$.
Lemma 1.5. Let $P=\mathbf{P}(A) \in \mathcal{Q}_{n}$.
(i) If $Q \notin \mathcal{Q}_{n}$, then $G(A, B)=0 \Longleftrightarrow P Q$ is a tangent to $\mathcal{Q}_{n}$.
(ii) If $Q \in \mathcal{Q}_{n}$, then $G(A, B)=0 \Longleftrightarrow P Q \subset \mathcal{Q}_{n}$.
(iii) $G(A, B) \neq 0 \Longleftrightarrow\left|P Q \cap \mathcal{Q}_{n}\right|=2$.

Proof. Since $P \in \mathcal{Q}_{n}$, equation (1.1) becomes

$$
F(A+t B)=t G(A, B)+t^{2} F(B) .
$$

The point $\mathbf{P}(A+t B) \in \mathcal{Q}_{n}$ if and only if

$$
\begin{equation*}
0=t G(A, B)+t^{2} F(B) . \tag{1.2}
\end{equation*}
$$

The solution $t=0$ of (1.2) corresponds to $P$. Parts (i), (ii), and (iii) now follow.
Corollary 1.6. For $q$ even, if one of $P$ and $Q$ is not on $\mathcal{Q}_{n}$, then $P Q$ is a tangent if and only if $G(A, B)=0$.

Proof. When $F(A+t B)=0$, equation (1.1) becomes

$$
\begin{equation*}
0=F(A)+t G(A, B)+t^{2} F(B) \tag{1.3}
\end{equation*}
$$

If $G(A, B)=0$, then this becomes

$$
\begin{equation*}
0=F(A)+t^{2} F(B) \tag{1.4}
\end{equation*}
$$

which has just one solution.
Conversely, if (1.3) has just one solution, the coefficient of $t$ must be zero.
Definition 1.7. A point $\mathbf{P}(A)$ is a nucleus of $\mathcal{Q}_{n}$ if $G(A, B)=0$ for all points $\mathbf{P}(B)$.

Corollary 1.8. (i) The quadric $\mathcal{Q}_{n}$ has a nucleus if and only if $q$ and $n$ are both even.
(ii) For $q$ even, $\mathcal{P}_{n}$ in canonical form has precisely one nucleus $N=\mathbf{U}_{0}$.

Proof. This follows immediately from the forms for $G(A, B)$.
Remark 1.9. It should be noted that (ii) applies in the case $n=0$. The empty quadric $\mathcal{P}_{0}$ has the point $\mathbf{U}_{0}$ as nucleus.

Definition 1.10. If $G(A, B)=0$, the points $P=\mathbf{P}(A)$ and $Q=\mathbf{P}(B)$ are conjugate. If $P$ is not a nucleus, then, with

$$
\begin{equation*}
G(A, X)=F(A+X)-F(A)-F(X) \tag{1.5}
\end{equation*}
$$

the hyperplane $\mathbf{V}(G(A, X))$ is the polar hyperplane of $P$. When $P \in \mathcal{Q}_{n}$, then $\mathbf{V}(G(A, X))$ is the tangent hyperplane to $\mathcal{Q}_{n}$ at $P$ and is denoted $T_{P}=T_{P}\left(\mathcal{Q}_{n}\right)$. If $P$ is the nucleus of $\mathcal{Q}_{n}$, then $\mathbf{V}(G(A, X))=\Pi_{n}$.

Theorem 1.11. (i) $T_{P}\left(\mathcal{Q}_{n}\right)$ comprises the points on the tangents to $\mathcal{Q}_{n}$ at $P$ and the lines on $\mathcal{Q}_{n}$ through $P$.
(ii) $T_{P}\left(\mathcal{Q}_{n}\right)$ contains any subspace $\Pi_{m}$ such that $P \in \Pi_{m} \subset \mathcal{Q}_{n}$.

Proof. (i) This follows from Lemma 1.5 (i) and (ii).
(ii) Since every line through $P$ of $\mathcal{Q}_{n}$ lies in the tangent space and every point of $\Pi_{m}$ lies on such a line, so $\Pi_{m} \subset T_{P}\left(\mathcal{Q}_{n}\right)$.

Lemma 1.5 and Corollary 1.6 also hold for general quadrics. In particular, when $\mathcal{W}_{n}=\Pi_{k} \mathcal{Q}_{t}=\mathbf{V}(F)$ is an arbitrary quadric and $P \in \mathcal{W}_{n}$, the tangent space to $\mathcal{W}_{n}$ at $P$, denoted $T_{P}\left(\mathcal{W}_{n}\right)$, is $\mathbf{V}(G(A, X))$ with $G(A, X)$ as in (1.5).

Corollary 1.12. (i) $T_{P}\left(\mathcal{W}_{n}\right)$ contains the vertex $\Pi_{k}$.
(ii) If $P \in \Pi_{k}$, then $T_{P}\left(\mathcal{W}_{n}\right)=\Pi_{n}$, the whole space.

It should be noted that if the notation $F_{(i)}=\partial F / \partial X_{i}$ is adopted so that $F_{(i)}(A)$ is the partial derivative of $F$ with respect to $X_{i}$ evaluated at $A$, then

$$
G(A, X)=\sum F_{(i)}(A) X_{i} .
$$

Thus the tangent space to a quadric as defined here coincides with that for an arbitrary primal; see Section 2.7 of PGOFF2. A nucleus $\mathbf{P}(A)$ of $\mathcal{Q}_{n}$ can also be defined as a point at which $F_{(i)}(A)=0$, all $i$.

With the canonical forms of Section 1.1 and

$$
f\left(X_{0}, X_{1}\right)=X_{0}^{2}+X_{0} X_{1}+d X_{1}^{2}
$$

the linear form $G(A, X)$ is as follows:

$$
\begin{array}{cc}
\mathcal{Q}_{n}=\mathcal{P}_{n}, & G(A, X)=2 a_{0} X_{0}+ \\
& \left(a_{1} X_{2}+a_{2} X_{1}\right)+ \\
& \cdots+\left(a_{n} X_{n-1}+a_{n-1} X_{n}\right) \\
\mathcal{Q}_{n}=\mathcal{H}_{n}, & G(A, X)=\left(a_{1} X_{0}+a_{0} X_{1}\right)+\left(a_{3} X_{2}+a_{2} X_{3}\right)+ \\
& \cdots+\left(a_{n} X_{n-1}+a_{n-1} X_{n}\right) \\
\mathcal{Q}_{n}=\mathcal{E}_{n}, & G(A, X)=\left(2 a_{0}+a_{1}\right) X_{0}+\left(a_{0}+2 d a_{1}\right) X_{1}+\left(a_{3} X_{2}+a_{2} X_{3}\right)+ \\
& \cdots+\left(a_{n} X_{n-1}+a_{n-1} X_{n}\right) .
\end{array}
$$

Lemma 1.13. Let $\mathcal{Q}_{n}$ be a non-singular quadric.
(i) If $q$ and $n$ are not both even, the correspondence

$$
\mathbf{P}(A) \longleftrightarrow \mathbf{V}(G(A, X))
$$

is a polarity. For $q$ odd, the set of self-polar points is $\mathcal{Q}_{n}$. For $q$ even, the polarity is null and every point in $\mathrm{PG}(n, q)$ is self-polar.
(ii) If $q$ and $n$ are both even, the tangent hyperplanes to $\mathcal{P}_{n}$ are concurrent at the nucleus $N=\mathbf{U}_{0}$.

Even though the points and tangent hyperplanes of $\mathcal{P}_{n}$ are not related by a polarity for $q$ even, the following lemma plus Theorem 1.11 (ii) are strong enough to prove facts about $\mathcal{P}_{n}$ for $q$ even which follow from the polar theory for all other $\mathcal{Q}_{n}$.

Lemma 1.14. The tangent hyperplanes at $r+1$ independent points of $a \Pi_{r}$ lying on $\mathcal{Q}_{n}$ are themselves independent.

Proof. When $(q, n) \not \equiv 0(\bmod 2)$, this follows from Lemma 1.13 (i). This leaves the case that $q$ is even and $\mathcal{Q}_{n}=\mathcal{P}_{n}$. With $A=\left(a_{0}, \ldots, a_{n}\right)$ and $P=\mathbf{P}(A)$, then $T_{P}\left(\mathcal{P}_{n}\right)=\mathbf{V}(G(A, X))=\mathbf{V}\left(A^{\tau} X^{*}\right)$, where

$$
A^{\tau}=\left(0, a_{2}, a_{1}, a_{4}, a_{3}, \ldots, a_{n}, a_{n-1}\right) .
$$

Suppose that the points $P=\mathbf{P}\left(A_{i}\right), i=0, \ldots, r$, span $\Pi_{r}$ on $\mathcal{P}_{n}$; that is, they are independent. If the corresponding tangent hyperplanes $\mathbf{V}\left(A^{\tau} X^{*}\right)$ are dependent, so are the $r+1$ points $\mathbf{P}\left(A_{i}^{\tau}\right)$. Hence, under the projectivity fixing $\mathcal{P}_{n}$ given by

$$
x_{0} \mapsto x_{0}, \quad x_{2 j-1} \leftrightarrow x_{2 j}, j=1,2, \ldots, \frac{1}{2} n,
$$

the points $\mathbf{P}\left(A_{i}^{\sigma}\right)$, where $A^{\sigma}=\left(0, a_{1}, a_{2}, a_{3}, a_{4}, \ldots, a_{n}\right)$, are dependent and hence lie in a $\Pi_{r-1}$. But $\mathbf{P}\left(A_{i}^{\sigma}\right)$ is the projection of $P=\mathbf{P}(A)$ from the nucleus $\mathbf{U}_{0}$ of $\mathcal{P}_{n}$ onto $\mathbf{u}_{0}$. Since the $r+1$ points $\mathbf{P}\left(A_{i}^{\sigma}\right)$ lie in $\Pi_{r-1}$, so the $r+1$ points $\mathbf{P}\left(A_{i}\right)$ lie in the $r$-space $\mathbf{U}_{0} \Pi_{r-1}$; this follows from the fact that $\mathbf{P}\left(A_{i}^{\sigma}\right)$ lies on $\mathbf{U}_{0} \mathbf{P}\left(A_{i}\right)$. However, by hypothesis, the $r+1$ points lie in a $\Pi_{r}$ on $\mathcal{P}_{n}$ and are independent. As $\Pi_{r}$ cannot be $\mathbf{U}_{0} \Pi_{r-1}$, a contradiction is obtained.

Definition 1.15. If $\Pi_{r} \subset \mathcal{Q}_{n}$, the tangent space at $\Pi_{r}$ is the intersection of the tangent hyperplanes at $r+1$ independent points $P_{0}, \ldots, P_{r}$ of $\Pi_{r}$; in symbols,

$$
T_{\Pi_{r}}\left(\mathcal{Q}_{n}\right)=\bigcap T_{P_{i}}\left(\mathcal{Q}_{n}\right)
$$

Corollary 1.16. (i) The tangent space of $\Pi_{r}$ on $\mathcal{Q}_{n}$ is a $\Pi_{n-r-1}$ containing $\Pi_{r}$. (ii) $\mathcal{Q}_{n} \supset \Pi_{r} \supset \Pi_{s} \Rightarrow T_{\Pi_{s}}\left(\mathcal{Q}_{n}\right) \supset \Pi_{r}$.

Proof. (i) By the lemma, the tangent space is the intersection of $r+1$ independent hyperplanes and so is a $\Pi_{n-r-1}$. By Theorem 1.11 (ii), it contains $\Pi_{r}$.
(ii) This follows from Theorem 1.11 (i).

In the subsequent results, $\Pi_{n-r-1}^{\prime}$ is the tangent space of $\Pi_{r}$ on $\mathcal{Q}_{n}$ and $\Pi_{n-m-1}^{\prime}$ is the polar space of $\Pi_{m}$ for the cases in which a polarity occurs.

If $\Pi_{r} \subset \mathcal{W}_{n}$, the tangent space

$$
T_{\Pi_{r}}\left(\mathcal{W}_{n}\right)=\bigcap_{P \in \Pi_{r}} T_{P}\left(\mathcal{W}_{n}\right) .
$$

Corollary 1.17. If $\mathcal{W}_{n}=\Pi_{k} \mathcal{Q}_{t}$ and $\Pi_{r} \subset \mathcal{W}_{n}$ so that $\Pi_{r}=\Pi_{s} \Pi_{e}$ with $\Pi_{s} \subset \mathcal{Q}_{t}$ and $\Pi_{e} \subset \Pi_{k}$, then

$$
T_{\Pi_{r}}\left(\mathcal{W}_{n}\right)=T_{\Pi_{s}}\left(\mathcal{Q}_{t}\right) \Pi_{k}
$$

and has dimension $t-s+k$.
A tangent line meets $\mathcal{Q}_{n}$ precisely in a point. Now consider what happens in general when a subspace $\Pi_{m}$ meets $\mathcal{Q}_{n}$ in a subspace $\Pi_{r}$ that is not the whole of $\Pi_{m}$.

Lemma 1.18. Suppose $\Pi_{m} \not \subset \mathcal{Q}_{n}$ and $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{r}$. Then the following hold:
(i) $\Pi_{m} \subset T_{P}\left(\mathcal{Q}_{n}\right)$, for all $P$ in $\Pi_{r}$, whence $\Pi_{m} \subset \Pi_{n-r-1}^{\prime}$;
(ii) either (a) $m=r+1$ and $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{m-1} \mathcal{P}_{0}$
or (b) $m=r+2$ and $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{m-2} \mathcal{E}_{1}$;
(iii) when $q$ is odd, $\Pi_{m} \cap \Pi_{n-m-1}^{\prime}=\Pi_{r}$ and $\Pi_{m} \Pi_{n-m-1}^{\prime}=\Pi_{n-r-1}^{\prime}$;
(iv) when $q$ is even with $n$ odd and $m=r+1$, then $\Pi_{m} \subset \Pi_{n-m-1}^{\prime}$;
(v) when $q$ is even with $n$ odd and $m=r+2$, then $\Pi_{m} \cap \Pi_{n-m-1}^{\prime}=\Pi_{r}$ and $\Pi_{m} \Pi_{n-m-1}^{\prime}=\Pi_{n-r-1}^{\prime}$.

Proof. (i) If $P \in \Pi_{r}$, then any line $l$ through $P$ in $\Pi_{m}$ either lies in $\Pi_{r}$ and so is on $\mathcal{Q}_{n}$ or meets $\Pi_{r}$ and so $\mathcal{Q}_{n}$ in the single point $P$. Thus $l$ is a tangent through $P$ or a line of $\mathcal{Q}_{n}$ through $P$; hence $l \subset T_{P}\left(\mathcal{Q}_{n}\right)$.
(ii) A quadric $\Pi_{n-s-1} \mathcal{Q}_{s}$ is a $\Pi_{r}$ if and only if $\mathcal{Q}_{s}$ is empty; that is, $\mathcal{Q}_{s}=\mathcal{P}_{0}$ or $\mathcal{E}_{1}$. Hence, if $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{r}$, then either $\Pi_{r}=\Pi_{m-1} \mathcal{P}_{0}$ or $\Pi_{m-2} \mathcal{E}_{1}$. Then $\Pi_{m-1} \mathcal{P}_{0}$ is considered as a repeated $\Pi_{m-1}$ and $\Pi_{m-2} \mathcal{E}_{1}$ as a $\Pi_{m-2}$ which is the intersection of two $\Pi_{m-1}$ lying over $\mathbf{F}_{q^{2}}$.
(iii) $\Pi_{n-m-1}^{\prime}$ is the intersection of the polar hyperplanes of points of $\Pi_{m}$. So every point of $\Pi_{m} \cap \Pi_{n-m-1}^{\prime}$ lies in its own polar hyperplane, which implies that $\Pi_{m} \cap \Pi_{n-m-1}^{\prime} \subset \Pi_{r}$. Since $\Pi_{m} \subset \Pi_{n-r-1}^{\prime}$ by (i), so $\Pi_{n-m-1}^{\prime} \supset \Pi_{r}$. But, by hypothesis, $\Pi_{m} \supset \Pi_{r}$; so $\Pi_{r} \subset \Pi_{m} \cap \Pi_{n-m-1}^{\prime}$. Thus $\Pi_{m} \cap \Pi_{n-m-1}^{\prime}=\Pi_{r}$ and so $\Pi_{m} \Pi_{n-m-1}^{\prime}=\Pi_{n-r-1}^{\prime}$.
(iv) Since $q$ is even, the polarity defined by $\mathcal{Q}_{n}$ is a null polarity. Thus, if two particular points on a line $l$ are conjugate, then any two points on $l$ are conjugate and $l$ is self-polar: that is, $l$ lies in its polar space. Hence the self-polar lines are the lines of $\mathcal{Q}_{n}$ and the tangents to $\mathcal{Q}_{n}$; see Corollary 1.6.

Now, if $r=m-1$, then every line in $\Pi_{m}$ through a point $P$ of $\Pi_{m} \backslash \Pi_{r}$ meets $\Pi_{r}$ and is tangent to $\mathcal{Q}_{n}$. So $P$ is conjugate to every point of $\Pi_{m}$ and consequently $\Pi_{m} \subset \Pi_{n-m-1}^{\prime}$.
(v) Now, with $r=m-2$, let $P \in \Pi_{m} \backslash \Pi_{r}$ and let $Q \in \Pi_{m} \backslash\{P\}$. Then $P Q$ is self-polar if and only if $P Q \cap \Pi_{r}=\Pi_{0}$. However, through $P$, there is a line of $\Pi_{m}$ missing $\Pi_{r}$. But $R$ in $\Pi_{m}$ is in $\Pi_{n-m-1}^{\prime}$ if and only if $R$ is conjugate to every point $Q$ of $\Pi_{m}$. Hence $\Pi_{m} \cap \Pi_{n-m-1}^{\prime}=\Pi_{r}$ and $\Pi_{m} \Pi_{n-m-1}^{\prime}=\Pi_{n-r-1}^{\prime}$.

Lemma 1.19. If $\Pi_{m} \not \subset \mathcal{Q}_{n}$, then the following are equivalent:
(i) $\Pi_{r}$ is the largest subspace on $\mathcal{Q}_{n}$ such that $\Pi_{m} \subset T_{P}\left(\mathcal{Q}_{n}\right)$ for all $P \in \Pi_{r}$;
(ii) $\Pi_{r}$ is the largest subspace on $\mathcal{Q}_{n}$ such that $\Pi_{m} \subset \Pi_{n-r-1}^{\prime}$;
(iii) $\Pi_{r}$ is the singular space of $\Pi_{m} \cap \mathcal{Q}_{n}$.

Proof. $\quad P$ is in the singular space of $\Pi_{m} \cap \mathcal{Q}_{n}$
$\Longleftrightarrow$ every line through $P$ in $\Pi_{m}$ is a tangent or line of $\mathcal{Q}_{n}$
$\Longleftrightarrow \Pi_{m} \subset T_{P}\left(\mathcal{Q}_{n}\right)$.
Hence $\Pi_{r}$ is the singular space of $\Pi_{m} \cap \mathcal{Q}_{n}$ if and only if

$$
\Pi_{m} \subset \bigcap_{P \in \Pi_{r}} T_{P}\left(\mathcal{Q}_{n}\right) \subset \Pi_{n-r-1}^{\prime}
$$

When the conditions of this lemma hold, then $\Pi_{m}$ touches $\mathcal{Q}_{n}$ along $\Pi_{r}$.
Corollary 1.20. In the case that $n$ and $q$ are not both even, suppose that $\Pi_{m}$ and its polar space $\Pi_{n-m-1}^{\prime}$ are not contained in $\mathcal{Q}_{n}$. If $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{k} \mathcal{Q}_{t}$, then the space $\Pi_{n-m-1}^{\prime}$ satisfies the following:
(i) $\Pi_{n-m-1}^{\prime} \cap \mathcal{Q}_{n}$ has singular space $\Pi_{k}$;
(ii) $\Pi_{m} \cap \Pi_{n-m-1}^{\prime} \cap \mathcal{Q}_{n}=\Pi_{k}$;
(iii)

$$
\Pi_{m} \cap \Pi_{n-m-1}^{\prime}= \begin{cases}\Pi_{k} & \text { when } q \text { is odd, or } q \text { is even with } t \text { odd } ; \\ \Pi_{k} N & \text { when } q \text { is even with } t \text { even }\end{cases}
$$

where $N$ is the nucleus of $\mathcal{Q}_{t}$.
Proof. The hypothesis means that the set of points $P$ in $\Pi_{m} \cap \mathcal{Q}_{n}$ such that $\left|l \cap \mathcal{Q}_{n}\right|$ is 1 or $q+1$ for every line $l$ through $P$ in $\Pi_{m}$ is $\Pi_{k}$. Any such line $l$ lies in $T_{P}\left(\mathcal{Q}_{n}\right)$ but lies in $\Pi_{n-m-1}^{\prime}$ only if it lies in the polar hyperplane of every point $Q$ in $\Pi_{m}$. This occurs only if $l$ lies in $\Pi_{k}$ or does not lie in $\Pi_{k}$ and $\Pi_{m} l \cap \Pi_{t}$ lies in the polar hyperplane of every point $Q$ in $\Pi_{t}$, where $\mathcal{Q}_{t} \subset \Pi_{t}$. These two possibilities give the respective cases for $q$ even in (iii).

Lemma 1.21. Suppose that $\Pi_{m} \not \subset \mathcal{Q}_{n}$. Let $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{k} \mathcal{Q}_{t}$ and let $\Pi_{d}$ be any subspace on $\Pi_{k} \mathcal{Q}_{t}$ containing $\Pi_{k}$. Then

$$
\Pi_{m} \Pi_{n-d-1}^{\prime}=\Pi_{n-k-1}^{\prime}
$$

where $\Pi_{n-d-1}^{\prime}$ is the tangent space to $\mathcal{Q}_{n}$ at $\Pi_{d}$ and $\Pi_{n-k-1}^{\prime}$ is the tangent space at $\Pi_{k}$.

Proof. Since $\Pi_{d} \supset \Pi_{k}$, so $\Pi_{n-d-1}^{\prime} \subset \Pi_{n-k-1}^{\prime}$. By Lemma 1.19, $\Pi_{m} \subset \Pi_{n-k-1}^{\prime}$. So $\Pi_{m} \Pi_{n-d-1}^{\prime}=\Pi_{n-k-1}^{\prime}$.

To prove the converse, consider two cases.
(a) $\Pi_{k} \mathcal{Q}_{t}$ spans $\Pi_{m}$

The space $\Pi_{m} \cap \Pi_{n-d-1}^{\prime}$ is the tangent space of $\Pi_{k} \mathcal{Q}_{t}$ at $\Pi_{d}$. Since $\Pi_{d} \supset \Pi_{k}$, the dimension of $\Pi_{m} \cap \Pi_{n-d-1}^{\prime}$ is $t-(d-k-1)+k=m-d+k$ by Corollary 1.17. Hence the dimension of $\Pi_{m} \Pi_{n-d-1}^{\prime}$ is

$$
m+(n-d-1)-(m-d+k)=n-k-1
$$

So $\Pi_{m} \Pi_{n-d-1}^{\prime}=\Pi_{n-k-1}^{\prime}$.
(b) $\Pi_{k} \mathcal{Q}_{t}$ does not span $\Pi_{m}$

Then, as in Lemma 1.18, $\Pi_{k} \mathcal{Q}_{t}=\Pi_{k}$. So $\Pi_{k}=\Pi_{d}$ and $\Pi_{m} \subset \Pi_{n-d-1}^{\prime}$. The result follows.

Two quadrics have the same character if they are both parabolic, both hyperbolic or both elliptic. An absolute definition of character is given in Section 1.4.

Lemma 1.22. For $n \geq 2$, the tangent hyperplane $T_{P}$ at a point $P$ of $\mathcal{Q}_{n}$ meets $\mathcal{Q}_{n}$ in a cone $P \mathcal{Q}_{n-2}$, where $\mathcal{Q}_{n}$ and $\mathcal{Q}_{n-2}$ have the same character.

Proof. Choose $P=\mathbf{U}_{n}$. Also, let $\mathbf{U}_{n-1}$ be on $\mathcal{Q}_{n}$ and let $\mathbf{U}_{0}, \mathbf{U}_{1}, \ldots, \mathbf{U}_{n-2}$ be in $T_{P}$. So $T_{P}=\mathbf{u}_{n-1}$ and

$$
\mathcal{Q}_{n}=\mathbf{V}\left(F\left(X_{0}, \ldots, X_{n-1}\right)+X_{n-1} X_{n}\right),
$$

where $F$ contains no term in $X_{n-1}^{2}$. If $F=\sum_{i \leq j} X_{i} X_{j}$, substitute $X_{n}$ for

$$
a_{0, n-1} X_{0}+a_{1, n-1} X_{1}+\cdots+a_{n-2, n-1} X_{n-2}+X_{n}
$$

So

$$
\begin{equation*}
\mathcal{Q}_{n}=\mathbf{V}\left(F\left(X_{0}, \ldots, X_{n-2}, 0\right)+X_{n-1} X_{n}\right) \tag{1.6}
\end{equation*}
$$

and

$$
\mathcal{Q}_{n} \cap T_{P}=\mathbf{V}\left(X_{n-1}, F\left(X_{0}, \ldots, X_{n-2}, 0\right)\right)=P \mathcal{Q}_{n-2},
$$

where

$$
\begin{equation*}
\mathcal{Q}_{n-2}=\mathbf{V}\left(X_{n-1}, X_{n}, F\left(X_{0}, \ldots, X_{n-2}, 0\right)\right) . \tag{1.7}
\end{equation*}
$$

Reference to the canonical forms in Section 1.1 shows that $\mathcal{Q}_{n}$ and $\mathcal{Q}_{n-2}$ have the same character since the quadratic forms in (1.6) and (1.7) which define them differ by $X_{n-1} X_{n}$.

### 1.4 Generators

A subspace of maximum dimension on a quadric $\mathcal{W}_{n}$ is a generator; its dimension $g=g\left(\mathcal{W}_{n}\right)$ is the projective index of $\mathcal{W}_{n}$. The more classical Witt index is $g+1$; this is not used here.

Definition 1.23. For $\mathcal{Q}_{n}$, the character $w=w\left(\mathcal{Q}_{n}\right)$ is defined as follows:

$$
\begin{equation*}
w=2 g-n+3 \tag{1.8}
\end{equation*}
$$

Lemma 1.24. The character of non-singular quadrics is as follows:

| $\mathcal{Q}_{n}$ | $\mathcal{P}_{n}$ | $\mathcal{H}_{n}$ | $\mathcal{E}_{n}$ |
| :---: | :---: | :---: | :---: |
| $w$ | 1 | 2 | 0 |

This lemma justifies the names parabolic, hyperbolic and elliptic for the respective quadrics. Sometimes it is convenient to invert (1.8) to give

$$
\begin{equation*}
g=\frac{1}{2}(n-3+w) \tag{1.9}
\end{equation*}
$$

Lemma 1.25. (i) For $\mathcal{Q}_{n}$ and $\mathcal{Q}_{n-2}$, non-singular quadrics of the same character,

$$
g\left(\mathcal{Q}_{n}\right)=g\left(\mathcal{Q}_{n-2}\right)+1
$$

(ii)

$$
\begin{array}{cccc}
\hline \mathcal{Q}_{n} & \mathcal{P}_{n} & \mathcal{H}_{n} & \mathcal{E}_{n} \\
\hline g & \frac{1}{2}(n-2) & \frac{1}{2}(n-1) & \frac{1}{2}(n-3)
\end{array}
$$

(iii) Any subspace on $\mathcal{Q}_{n}$ lies in a generator.

Proof. (i) This follows directly from Lemma 1.22 and Theorem 1.11 (ii).
(ii) This follows from (i) and the knowledge of $g\left(\mathcal{Q}_{n}\right)$ for low $n$.
(iii) Induction on $n$ and a similar argument to (i) gives the result.

Lemma 1.26. A generator of $\mathcal{W}_{n}=\Pi_{k} \mathcal{Q}_{t}$ is the join of the vertex $\Pi_{k}$ to a generator of $\mathcal{Q}_{t}$.

Now the character $w=w\left(\mathcal{W}_{n}\right)$ of an arbitrary quadric $\mathcal{W}_{n}=\Pi_{k} \mathcal{Q}_{t}$ is defined. Recall that

$$
\begin{aligned}
& k=\text { dimension of singular space of } \mathcal{W}_{n} \\
& n=\text { dimension of space in which } \mathcal{W}_{n} \text { is defined by a quadratic form }, \\
& g=\text { projective index of } \mathcal{W}_{n}
\end{aligned}
$$

Define

$$
\begin{equation*}
w=2 g-k-n+2 . \tag{1.10}
\end{equation*}
$$

This agrees with (1.8) in the non-singular case, when $k=-1$.
Lemma 1.27. For a quadric $\mathcal{W}_{n}$, the constants $g$ and $w$ are as follows:

| $\mathcal{W}_{n}$ | $\Pi_{n-t-1} \mathcal{P}_{t}$ | $\Pi_{n-t-1} \mathcal{H}_{t}$ | $\Pi_{n-t-1} \mathcal{E}_{t}$ |
| :---: | :---: | :---: | :---: |
| $g$ | $n-\frac{1}{2}(t+2)$ | $n-\frac{1}{2}(t+1)$ | $n-\frac{1}{2}(t+3)$ |
| $w$ | 1 | 2 | 0 |

Note 1.28. (i) The character of $\mathcal{W}_{n}=\Pi_{k} \mathcal{Q}_{t}$ is the same as for the base $\mathcal{Q}_{t}$.
(ii) When $g=k=n$, then $w=2$. So it is consistent to write $\Pi_{n}=\Pi_{n} \mathcal{H}_{-1}$ and include the whole space $\Pi_{n}$ as the quadric $\mathbf{V}(0)$. This becomes relevant when sections of a quadric by a subspace are considered.

Corollary 1.29. A quadric $\mathcal{W}_{n}=\Pi_{n-t-1} \mathcal{Q}_{t}$ of character $w$ has projective index

$$
\begin{equation*}
g=n-\frac{1}{2}(t+3-w) . \tag{1.11}
\end{equation*}
$$

Lemma 1.30. If $\Pi_{m} \subset \mathcal{Q}_{n}$ and $\Pi_{n-m-1}^{\prime}$ is the tangent space of $\Pi_{m}$, then

$$
\Pi_{n-m-1}^{\prime} \cap \mathcal{Q}_{n}=\Pi_{m} \mathcal{Q}_{n-2 m-2}^{\prime}
$$

where $\mathcal{Q}_{n-2 m-2}^{\prime}$ has the same character as $\mathcal{Q}_{n}$.
Proof. For $P \in \Pi_{m}$, every line through $P$ in $\Pi_{n-m-1}^{\prime}$ is a tangent or a line of $\mathcal{Q}_{n}$. So $\Pi_{m}$ lies in the singular space of $\Pi_{n-m-1}^{\prime} \cap \mathcal{Q}_{n}$. It must be shown that the singular space is no bigger.

Suppose $\Pi_{m}=\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{m}$. Then $\mathcal{Q}_{n}=\mathbf{V}(F)$ with

$$
F=X_{0} f_{0}+\cdots+X_{m} f_{m}+g
$$

where each $f_{i}$ and $g$ are forms in $X_{m+1}, \ldots, X_{n}$. Since $\mathcal{Q}_{n}$ is non-singular, the forms $f_{0}, \ldots, f_{m}$ are linearly independent. Hence, by a change of coordinates,

$$
F=X_{0} X_{m+1}+\cdots+X_{m} X_{2 m+1}+g^{\prime}\left(X_{m+1}, \ldots, X_{n}\right)
$$

The non-singularity of $F$ considered as a form in $X_{0}, \ldots, X_{n}$ is equivalent to the non-singularity of $G=g^{\prime}\left(0, \ldots, 0, X_{2 m+2}, \ldots, X_{n}\right)$ considered as a form in $X_{2 m+2}, \ldots, X_{n}$. Thus, in $\Pi_{n-m-1}^{\prime}=\mathbf{V}\left(X_{m+1}, \ldots, X_{2 m+1}\right)$, the equation of $\Pi_{n-m-1}^{\prime} \cap \mathcal{Q}_{n}$ is $G=0$.

It follows that $\Pi_{n-m-1}^{\prime} \cap \mathcal{Q}_{n}=\Pi_{m} \mathcal{Q}_{n-2 m-2}^{\prime}$. Any $\Pi_{r}$ lying on $\mathcal{Q}_{n}$ and containing $\Pi_{m}$ lies in $\Pi_{n-m-1}^{\prime}$ by Corollary 1.16 (ii). Hence $g\left(\mathcal{Q}_{n}\right)=g\left(\Pi_{m} \mathcal{Q}_{n-2 m-2}^{\prime}\right)$. So, if $w$ and $w^{\prime}$ are the characters of $\mathcal{Q}_{n}$ and $\mathcal{Q}_{n-2 m-2}^{\prime}$, then

$$
\frac{1}{2}(n-3+w)=n-m-1-\frac{1}{2}\left(n-2 m-2+3-w^{\prime}\right)
$$

whence $w=w^{\prime}$.
For $m=0$, the result was given by Lemma 1.22.
Now some numerical properties of the generators are considered before the whole system is described. Let $\mathcal{G}=\mathcal{G}\left(\mathcal{Q}_{n}\right)$ be the set of generators of $\mathcal{Q}_{n}$.

Notation 1.31. (i) $\rho(d, n ; w)=\mid\left\{\Pi_{g} \in \mathcal{G} \mid \Pi_{g}\right.$ contains a fixed $\left.\Pi_{d}\right\} \mid$.
(ii) $\lambda(d, n ; w)=\mid\left\{\Pi_{g} \in \mathcal{G} \mid \Pi_{g}\right.$ meets a fixed generator in some $\left.\Pi_{d}\right\} \mid$.
(iii) $\mu(c)=\mu(c, n ; w)=\mid\left\{\Pi_{g} \in \mathcal{G} \mid \Pi_{g}\right.$ meets a fixed generator in a fixed $\left.\Pi_{g-c}\right\} \mid$. (iv) $\kappa(n ; w)=|\mathcal{G}|$.

In the subsequent results, the following numerical notation is frequently used.

## Notation 1.32.

$$
\begin{aligned}
& {[r, s]_{+}= \begin{cases}\left(q^{r}+1\right)\left(q^{r+1}+1\right) \cdots\left(q^{s}+1\right) & \text { for } s \geq r \\
1 & \text { for } s<r\end{cases} } \\
& {[r, s]_{-}= \begin{cases}\left(q^{r}-1\right)\left(q^{r+1}-1\right) \cdots\left(q^{s}-1\right) & \text { for } s \geq r \\
1 & \text { for } s<r\end{cases} }
\end{aligned}
$$

## Theorem 1.33.

$$
\begin{aligned}
\kappa(n ; w) & =\left[2-w, \frac{1}{2}(n-w+1)\right]_{+}=[2-w, g+2-w]_{+} \\
& = \begin{cases}{[2, s+1]_{+}} & \text {for } \mathcal{E}_{2 s+1}, \\
{[0, s]_{+}} & \text {for } \mathcal{H}_{2 s+1}, \\
{[1, s]_{+}} & \text {for } \mathcal{P}_{2 s} .\end{cases}
\end{aligned}
$$

Proof. The set $\left\{\left(P, \Pi_{g}\right) \mid P \in \Pi_{g} \in \mathcal{G}\right\}$ is counted in two ways. By Theorem 1.11 and Lemma 1.22, the set $\left\{\left(P_{0}, \Pi_{g}\right) \mid P_{0} \in \Pi_{g} \in \mathcal{G}\right\}$ for a fixed point $P_{0}$ has size $\kappa(n-2 ; w)$. Hence

$$
\kappa(n-2 ; w)\left|\mathcal{Q}_{n}\right|=\kappa(n ; w)\left|\Pi_{g}\right|
$$

However, from Section 5.2 of PGOFF2,

$$
\left|\mathcal{Q}_{n}\right|= \begin{cases}\left(q^{s+1}+1\right)\left(q^{s}-1\right) /(q-1) & \text { for } \mathcal{E}_{2 s+1} \\ \left(q^{s}+1\right)\left(q^{s+1}-1\right) /(q-1) & \text { for } \mathcal{H}_{2 s+1} \\ \left(q^{2 s}-1\right) /(q-1) & \text { for } \mathcal{P}_{2 s}\end{cases}
$$

The result then follows by induction.

## Theorem 1.34.

$$
\rho(d, n ; w)=\left[2-w, \frac{1}{2}(n-1-2 d-w)\right]_{+} .
$$

Proof. By Corollary 1.16, the tangent space $\Pi_{n-d-1}^{\prime}$ at $\Pi_{d}$ to $\mathcal{Q}_{n}$ contains all generators through $\Pi_{d}$. By Lemma 1.30,

$$
\Pi_{n-d-1}^{\prime} \cap \mathcal{Q}_{n}=\Pi_{d} \mathcal{Q}_{n-2 d-2}
$$

and has the same character $w$ as $\mathcal{Q}_{n}$. Hence each generator of $\mathcal{Q}_{n}$ through $\Pi_{d}$ is the join of $\Pi_{d}$ to a generator of $\mathcal{Q}_{n-2 d-2}$ and conversely. So

$$
\rho(d, n ; w)=\kappa(n-2 d-2 ; w) .
$$

It may be noted that, when $d=g$,

$$
\rho(d, n ; w)=[2-w, 1-w]_{+}=1,
$$

confirming that the only generator containing a given $\Pi_{g}$ is $\Pi_{g}$ itself.

## Lemma 1.35.

$$
\mu(c, n ; w)=q^{c(c+3-2 w) / 2}
$$

Proof. The only generator meeting $\Pi_{g}$ in $\Pi_{g}$ is $\Pi_{g}$ itself; hence $\mu(0)=1$. Now proceed by induction on $c$ and assume the formula true for all values less than $c$.

The number of generators meeting $\Pi_{g}$ in at least the fixed space $\Pi_{g-c}$ is

$$
\rho(g-c, n ; w)=[2-w, c+1-w]_{+} .
$$

So, to find $\mu(c)$, subtract from $\rho(g-c, n ; w)$ the number of generators meeting $\Pi_{g}$ in a $(g-i)$-space containing $\Pi_{g-c}$ for all $i$ such that $0 \leq i<c$. Hence

$$
\mu(c)=\rho(g-c, n ; w)-\sum_{i=0}^{c-1} \mu(i) \chi(g-c, g-i ; g, q),
$$

where

$$
\begin{aligned}
\chi(g-c, g-i ; g, q) & =\text { number of } \Pi_{g-i} \text { through } \Pi_{g-c} \text { in } \Pi_{g} \\
& =[c-i+1, c]_{-} /[1, i]_{-},
\end{aligned}
$$

as in PGOFF2, Section 3.1. Hence

$$
\mu(c)=[2-w, c+1-w]_{+}-\sum_{i=0}^{c-1} q^{i(i+3-2 w) / 2}[c-i+1, c]_{-} /[1, i]_{-},
$$

which gives the result after some manipulation.
Lemma 1.36. For $-1 \leq d \leq g$,

$$
\lambda(d, n ; w)=q^{c(c+3-2 w) / 2}[g-d+1, g+1]_{-} /[1, d+1]_{-},
$$

where $c=g-d, g=\frac{1}{2}(n-3+w)$.
Proof. For $0 \leq d \leq g$,

$$
\begin{aligned}
\lambda(d, n ; w)= & \left(\text { number of generators meeting } \Pi_{g} \text { in a given } \Pi_{d}\right) \\
& \times\left(\text { number of } \Pi_{d} \text { in } \Pi_{g}\right) \\
= & \mu(c) \phi(d ; g, q)
\end{aligned}
$$

From Section 3.1 of PGOFF2,

$$
\phi(d ; g, q)=[g-d+1, g+1]_{-} /[1, d+1]_{-} .
$$

For $d=-1$,

$$
\begin{aligned}
\lambda(-1, n ; w) & =\kappa(n ; w)-\sum_{i=0}^{g} \lambda(i, n ; w) \\
& =q^{(g+1)(g+4-2 w) / 2} \\
& =\mu(g+1) .
\end{aligned}
$$

In Section 16.3 of FPSOTD, the theory of stereographic projection of a quadric and an ovaloid of $\mathrm{PG}(3, q)$ was explained. Here the stereographic projection of a non-singular quadric $\mathcal{Q}_{n}$ onto a hyperplane from a point $P_{0}$ on the quadric is considered. Precisely the same argument applies to a variety of degree $d>2$ if $P_{0}$ is taken to be a point of multiplicity $d-1$.

Let $P_{0}$ be any point of $\mathcal{Q}_{n}$ and let $\Pi_{n-1}$ be a fixed hyperplane not containing $P_{0}$. Let $\mathcal{V}=T_{P_{0}}\left(\mathcal{Q}_{n}\right)$ be the tangent hyperplane at $P_{0}$, let $\mathcal{W}=\mathcal{V} \cap \mathcal{Q}_{n}$ be the tangent cone, let $\mathcal{V}^{\prime}=\Pi_{n-1} \cap \mathcal{V}$, and $\mathcal{W}^{\prime}=\Pi_{n-1} \cap \mathcal{W}$. For example, when $\mathcal{Q}_{n}=\mathcal{H}_{3}$, then $\Pi_{n-1}$ is a plane, $\mathcal{V}$ is a plane meeting $\mathcal{H}_{3}$ in a line pair $\mathcal{W}$, and $\mathcal{V}^{\prime}$ is a line meeting $\mathcal{H}_{3}$ in a point pair $\mathcal{W}^{\prime}$.

For $P \in \mathcal{Q}_{n} \backslash\left\{P_{0}\right\}$, define $P^{\prime}=P_{0} P \cap \Pi_{n-1}$. This gives the correspondence

$$
P \mapsto P^{\prime}, \quad P_{0} \mapsto \mathcal{V}^{\prime}
$$

Analytically, let $P_{0}=\mathbf{U}_{0}, \Pi_{n-1}=\mathbf{u}_{0}$,

$$
\begin{equation*}
\mathcal{Q}_{n}=\mathbf{V}\left(X_{0} F_{1}\left(X_{1}, \ldots, X_{n}\right)+F_{2}\left(X_{1}, \ldots, X_{n}\right)\right) \tag{1.12}
\end{equation*}
$$

where $\operatorname{deg} F_{i}=i$. Then $\mathcal{V}=\mathbf{V}\left(F_{1}\right)$ and $\mathcal{W}=\mathbf{V}\left(F_{1}, F_{2}\right)$. If $P=\mathbf{P}\left(a_{0}, \ldots, a_{n}\right)$, then $P^{\prime}=\mathbf{P}\left(0, a_{1}, \ldots, a_{n}\right)$. Conversely, if $P^{\prime}=\mathbf{P}\left(0, a_{1}, \ldots, a_{n}\right)$, then, from (1.12), $P=\mathbf{P}\left(a_{0}, \ldots, a_{n}\right)$ with $a_{0}=-F_{2}\left(a_{1}, \ldots, a_{n}\right) / F_{1}\left(a_{1}, \ldots, a_{n}\right)$.

Now the effect of stereographic projection on the generators of $\mathcal{Q}_{n}$ is described. Let $\Pi_{g}$ be a generator of $\mathcal{Q}_{n}$ and let $P_{0} \in \mathcal{Q}_{n} \backslash \Pi_{g}$. Let $\Pi_{n-1}$ be a fixed hyperplane not containing $P_{0}$; then $\Pi_{g}$ projects from $P_{0}$ to $\Pi_{g}^{\prime}=P_{0} \Pi_{g} \cap \Pi_{n-1}$. Now $\Pi_{g}$ does not lie on $\mathcal{V}=T_{P_{0}}\left(\mathcal{Q}_{n}\right)$ as otherwise $P_{0} \Pi_{g}$ would lie on $\mathcal{Q}_{n}$. So $\Pi_{g}$ meets $\mathcal{V}$ in a $\Pi_{g-1}$ lying in $\mathcal{V}$ and $\mathcal{Q}_{n}$ and so in $\mathcal{W}=\mathcal{V} \cap \mathcal{Q}_{n}$. Hence the projection of $\Pi_{g}$ onto $\Pi_{n-1}$ from $P_{0}$ is a $\Pi_{g}^{\prime}$ not lying in $\mathcal{V}^{\prime}=\Pi_{n-1} \cap \mathcal{V}$ but meeting $\mathcal{W}^{\prime}=\Pi_{n-1} \cap \mathcal{W}$ in a $\Pi_{g-1}^{\prime}$.

Conversely, a space $\Pi_{g}^{\prime}$ of $\Pi_{n-1}$ not on $\mathcal{V}^{\prime}$ but containing a space $\Pi_{g-1}^{\prime}$ of $\mathcal{W}^{\prime}$ is joined to $P_{0}$ by a $\Pi_{g+1}$, which contains the generator $P_{0} \Pi_{g-1}^{\prime}$ of $\mathcal{Q}_{n}$; the space $\Pi_{g+1}$ meets $\mathcal{Q}_{n}$ residually in a $\Pi_{g}$, not containing $P_{0}$, which projects from $P_{0}$ to the space $\Pi_{g}^{\prime}$. However, $\mathcal{V}^{\prime}$ is a $\Pi_{n-2}$ in $\Pi_{n-1}$ and $\mathcal{W}^{\prime}$ is a quadric in $\mathcal{V}^{\prime}$. From Lemma $1.22, \mathcal{W}=P_{0} \mathcal{Q}_{n-2}$, where $\mathcal{Q}_{n-2}$ has the same character as $\mathcal{Q}_{n}$; hence $\mathcal{W}^{\prime}$ is a $\mathcal{Q}_{n-2}$.

The existence of a partition of the generators of $\mathcal{H}_{n}$ into two sets is now established. Given two generators $\Pi_{g}$ and $\bar{\Pi}_{g}$, define them to be equivalent if their intersection $\Pi_{t}$ has its dimension $t$ of the same parity as $g$. It is shown that this relation is an equivalence relation. Trivially, the relation is reflexive and symmetric. Stereographic projection is used to show the transitivity. The key lemma follows.

Lemma 1.37. If two generators $\alpha_{1}$ and $\alpha_{2}$ of $\mathcal{H}_{2 g+1}$ intersect in $\Pi_{g-1}$, then a third generator $\alpha_{3}$ intersects $\alpha_{1}$ and $\alpha_{2}$ in spaces whose dimensions have different parity.

Proof. Since $\alpha_{1} \cap \alpha_{2}=\Pi_{g-1}$, so $\alpha_{1} \alpha_{2}=\Pi_{g+1}$ and $\Pi_{g+1} \cap \mathcal{H}_{2 g+1}=\Pi_{g-1} \mathcal{H}_{1}$, which consists of the pair $\left\{\alpha_{1}, \alpha_{2}\right\}$. By Lemma $1.19, \Pi_{g+1}$ touches $\mathcal{H}_{2 g+1}$ along $\Pi_{g-1}$. Let $\Pi_{g+1} \cap \alpha_{3}=\Pi_{m}$; then $m \geq 0$, since $2 g+1$ is the dimension of the ambient space. Now, either (a) $\Pi_{m}$ lies in exactly one of $\alpha_{1}, \alpha_{2}$ or (b) $\Pi_{m}$ lies in $\Pi_{g-1}$. In case (b), the polar space $\Pi_{2 g-m}^{\prime}$ of $\Pi_{m}$ contains both $\Pi_{g+1}$ and $\alpha_{3}$. So $\Pi_{g+1} \cap \alpha_{3}=\Pi_{k}$, where $k \geq g+(g+1)-(2 g-m)=m+1>m$, a contradiction. So (a) holds.

Suppose therefore that $\Pi_{m} \subset \alpha_{1}$, whence $\alpha_{1} \cap \alpha_{3}=\Pi_{m}$. Since $\Pi_{g-1}$ and $\Pi_{m}$ are both contained in $\alpha_{1}$, so $\Pi_{g-1} \cap \Pi_{m}=\Pi_{l}$, with $l=(g-1)+m-g=m-1$. Hence $\alpha_{2} \cap \alpha_{3}=\Pi_{m-1}$.

Lemma 1.38. If the generators $\alpha_{1}$ and $\alpha_{2}$ of $\mathcal{H}_{n}$ with intersection $\Pi_{t}$ are projected from a point $P_{0}$ in $\mathcal{H}_{n} \backslash\left(\alpha_{1} \cup \alpha_{2}\right)$ to spaces $\alpha_{1}^{\prime}$ and $\alpha_{2}^{\prime}$ containing the generators $\beta_{1}^{\prime}$ and $\beta_{2}^{\prime}$ of $\mathcal{W}^{\prime}=\mathcal{H}_{n-2}$ with $\beta_{1}^{\prime} \cap \beta_{2}^{\prime}=\Pi_{s-1}^{\prime}$, then $t$ and $s$ have the same parity.

Proof. Take the point $P_{0}$ and project stereographically onto $\Pi_{n-1}$. Let $\beta_{1}^{\prime}$ and $\beta_{2}^{\prime}$ be the spaces in which $\alpha_{1}^{\prime}$ and $\alpha_{2}^{\prime}$ meet $\mathcal{W}^{\prime}=\Pi_{n-1} \cap T_{P_{0}}\left(\mathcal{H}_{n}\right) \cap \mathcal{H}_{n}$.

As in the above description of stereographic projection, $P_{0} \alpha_{1}^{\prime} \cap \mathcal{H}_{n}=\alpha_{1}+P_{0} \beta_{1}^{\prime}$ and $P_{0} \alpha_{2}^{\prime} \cap \mathcal{H}_{n}=\alpha_{2}+P_{0} \beta_{2}^{\prime}$. Now $\alpha_{1} \cap \alpha_{2}=\Pi_{t}$ and $P_{0} \beta_{1}^{\prime} \cap P_{0} \beta_{2}^{\prime}=P_{0} \Pi_{s-1}^{\prime}$,
which are of respective dimensions $t$ and $s$. Both these are of different parity to $\operatorname{dim}\left(\alpha_{1} \cap P_{0} \beta_{2}^{\prime}\right)$, by Lemma 1.37, when the two triples of generators ( $\alpha_{2}, P_{0} \beta_{2}^{\prime}, \alpha_{1}$ ) and $\left(\alpha_{1}, P_{0} \beta_{1}^{\prime}, P_{0} \beta_{2}^{\prime}\right)$ are considered. So $s$ and $t$ have the same parity.

Theorem 1.39. When $\mathcal{Q}_{n}=\mathcal{H}_{n}$, the relation on the generators is an equivalence relation with two equivalence classes.
Proof. It remains to prove that the relation is transitive. Let $\Pi_{g}^{(1)}, \Pi_{g}^{(2)}, \Pi_{g}^{(3)}$ be generators on $\mathcal{H}_{n}$, with $\Pi_{g}^{(1)}$ equivalent to $\Pi_{g}^{(2)}$ and $\Pi_{g}^{(2)}$ equivalent to $\Pi_{g}^{(3)}$. There exists a point not on the generators, and so projection may be used. At the $i$-th stage, $\Pi_{g}^{(j)}$ corresponds to $\Pi_{g-i}^{(j)} \subset \mathcal{H}_{n-2 i}$ and the parity of $(g-i)-\operatorname{dim}\left(\Pi_{g-i}^{(1)} \cap \Pi_{g-i}^{(2)}\right)$ is the same for all $i$, by Lemma 1.38; the parity of $(g-i)-\operatorname{dim}\left(\Pi_{g-i}^{(2)} \cap \Pi_{g-i}^{(3)}\right)$ is also the same for all $i$.

Successive projection gives three lines $l_{1}, l_{2}, l_{3}$ on $\mathcal{H}_{3}$. As $\Pi_{g}^{(1)}$ is equivalent to $\Pi_{g}^{(2)}$, so $g-\operatorname{dim}\left(\Pi_{g}^{(1)} \cap \Pi_{g}^{(2)}\right)$ is even; therefore $1-\operatorname{dim}\left(l_{1} \cap l_{2}\right)$ is even. Thus $l_{1}$ and $l_{2}$ are the same line or are skew. Similarly, $l_{2}$ and $l_{3}$ are the same or skew. So $l_{1}, l_{2}, l_{3}$ belong to the same regulus of $\mathcal{H}_{3}$. Hence the dimension of $l_{1} \cap l_{3}$ is 1 or -1 . Thus $1-\operatorname{dim}\left(l_{1} \cap l_{3}\right)$ is even, and so is $g-\operatorname{dim}\left(\Pi_{g}^{(1)} \cap \Pi_{g}^{(3)}\right)$. Hence $\Pi_{g}^{(1)}$ is equivalent to $\Pi_{g}^{(3)}$.

From Lemma 1.37 it follows that there are exactly two equivalence classes.
Each equivalence class is called a system of generators.
Corollary 1.40. Let $\Pi_{g}$ and $\bar{\Pi}_{g}$ be distinct generators of $\mathcal{H}_{n}$, with $n=2 g+1$. Their possible intersections are as follows:

$$
\begin{align*}
& n=4 s+1, g=2 s  \tag{i}\\
& \operatorname{dim}\left(\Pi_{g} \cap \bar{\Pi}_{g}\right)= \begin{cases}0,2,4, \ldots, 2 s-2 & \text { same system, } \\
1,3, \ldots, 2 s-1 & \text { different systems }\end{cases}
\end{align*}
$$

$$
\begin{align*}
& n=4 s+3, g=2 s+1  \tag{ii}\\
& \operatorname{dim}\left(\Pi_{g} \cap \bar{\Pi}_{g}\right)= \begin{cases}-1,1,3, \ldots, 2 s-1 & \text { same system } \\
0,2,4, \ldots, 2 s & \text { different systems. }\end{cases}
\end{align*}
$$

For dimensions up to 9 of hyperbolic quadrics, Table 1.3 gives all the dimensions of intersections of distinct generators that occur.

### 1.5 Numbers of subspaces on a quadric

Let $N(m ; n, w)$ be the number of subspaces $\Pi_{m}$ on the quadric $\mathcal{Q}_{n}$ of character $w$. In Section 1.4, the number of generators was determined; that is,

$$
\kappa(n ; w)=N(g ; n, w),
$$

where $g=\frac{1}{2}(n+w-3)$. Also, write $N\left(\Pi_{m}, \mathcal{W}_{n}\right)$ for the number of $m$-spaces on the quadric $\mathcal{W}_{n}$; so

$$
N(m ; n, w)=N\left(\Pi_{m}, \mathcal{Q}_{n}\right) .
$$

Table 1.3. Intersection of generators

| $\mathcal{Q}_{n}$ | Dimension <br> of generator | Same <br> system | Different <br> systems |
| :---: | :---: | :---: | :---: |
| $\mathcal{H}_{1}$ | 0 | - | -1 |
| $\mathcal{H}_{3}$ | 1 | -1 | 0 |
| $\mathcal{H}_{5}$ | 2 | 0 | $-1,1$ |
| $\mathcal{H}_{7}$ | 3 | $-1,1$ | 0,2 |
| $\mathcal{H}_{9}$ | 4 | 0,2 | $-1,1,3$ |

Theorem 1.41. (i) $m$-spaces on a general quadric

$$
\begin{align*}
N(m ; n, w)= & {\left[\frac{1}{2}(n+1-w)-m, \frac{1}{2}(n+1-w)\right]_{+} } \\
& \times\left[\frac{1}{2}(n-1+w)-m, \frac{1}{2}(n-1+w)\right]_{-} /[1, m+1]_{-}  \tag{1.13}\\
= & {[g+2-w-m, g+2-w)]_{+} } \\
& \times[g+1-m, g+1]_{-} /[1, m+1]_{-} . \tag{1.14}
\end{align*}
$$

(ii) m-spaces on particular quadrics

$$
\begin{align*}
N(m ; 2 s-1,0) & =N\left(\Pi_{m}, \mathcal{E}_{2 s-1}\right) \\
& =[s-m, s]_{+}[s-1-m, s-1]_{-} /[1, m+1]_{-} ;  \tag{1.15}\\
N(m ; 2 s-1,2) & =N\left(\Pi_{m}, \mathcal{H}_{2 s-1}\right) \\
& =[s-1-m, s-1]_{+}[s-m, s]_{-} /[1, m+1]_{-} ;  \tag{1.16}\\
N(m ; 2 s, 1) & =N\left(\Pi_{m}, \mathcal{P}_{2 s}\right) \\
& =[s-m, s]_{+}[s-m, s]_{-} /[1, m+1]_{-} \tag{1.17}
\end{align*}
$$

(iii) Points on a general and particular quadrics

$$
\begin{align*}
N(0 ; n, w) & =\left(q^{(n+1-w) / 2}+1\right)\left(q^{(n-1+w) / 2}-1\right) /(q-1)  \tag{1.18}\\
& =\left(q^{n}-1\right) /(q-1)+(w-1) q^{(n-1) / 2} ;  \tag{1.19}\\
N\left(\Pi_{0}, \mathcal{E}_{2 s-1}\right) & =\left(q^{s}+1\right)\left(q^{s-1}-1\right) /(q-1) ;  \tag{1.20}\\
N\left(\Pi_{0}, \mathcal{H}_{2 s-1}\right) & =\left(q^{s-1}+1\right)\left(q^{s}-1\right) /(q-1) ;  \tag{1.21}\\
N\left(\Pi_{0}, \mathcal{P}_{2 s}\right) & =\left(q^{s}+1\right)\left(q^{s}-1\right) /(q-1) \tag{1.22}
\end{align*}
$$

(iv) Generators on a general and particular quadrics

$$
\begin{align*}
\kappa(n ; w) & =[2-w, g+2-w]_{+}  \tag{1.23}\\
& =\left[2-w ; \frac{1}{2}(n+1-w)\right]_{+} ;  \tag{1.24}\\
\kappa(2 s-1 ; 0) & =[2, s]_{+}  \tag{1.25}\\
\kappa(2 s-1 ; 2) & =[0, s-1]_{+} ;  \tag{1.26}\\
\kappa(2 s ; 1) & =[1, s]_{+} \tag{1.27}
\end{align*}
$$

Proof. First the number of points on $\mathcal{Q}_{n}$ is calculated. By Lemma 1.22,

$$
\begin{equation*}
N(0 ; n, w)=q^{n-1}+1+q N(0 ; n-2, w) . \tag{1.28}
\end{equation*}
$$

However, for dimensions 0 and 1 ,

$$
N(0 ; 1,0)=N(0 ; 0,1)=0, \quad N(0 ; 1,2)=2 ;
$$

induction gives (1.18) and (1.19).
Now, by Theorem 1.11 (ii), if $P \in \Pi_{m} \subset \mathcal{Q}_{n}$, then $\Pi_{m} \subset T_{P}\left(\mathcal{Q}_{n}\right) \cap \mathcal{Q}_{n}$, which by Lemma 1.22 is $P \mathcal{Q}_{n-2}$ of the same character as $\mathcal{Q}_{n}$. So $\Pi_{m}$ meets $\mathcal{Q}_{n-2}$ in a $\Pi_{m-1}$ and, conversely, every $\Pi_{m-1}$ on $\mathcal{Q}_{n-2}$ determines a $\Pi_{m}$ on $\mathcal{Q}_{n}$ through $P$. Hence

$$
\begin{equation*}
N(m ; n, w)=N(0 ; n, w) N(m-1 ; n-2, w) / \theta(m) \tag{1.29}
\end{equation*}
$$

where $\theta(m)=\left(q^{m+1}-1\right) /(q-1)$. Induction and (1.18) give the result.

## Corollary 1.42.

$$
N\left(\Pi_{0}, \Pi_{n-t-1} \mathcal{Q}_{t}\right)=\left(q^{n}-1\right) /(q-1)+(w-1) q^{(2 n-t-1) / 2}
$$

Proof. The joins of two points of the base to the vertex give $(n-t)$-spaces intersecting in the vertex $\Pi_{n-t-1}$. Hence

$$
N\left(\Pi_{0}, \Pi_{n-t-1} \mathcal{Q}_{t}\right)=N\left(\Pi_{0}, \mathcal{Q}_{t}\right)(\theta(n-t)-\theta(n-t-1))+\theta(n-t-1)
$$

which gives the answer.

### 1.6 The orthogonal groups

The group of projectivities of $\operatorname{PG}(n, q)$ is $\operatorname{PGL}(n+1, q)$. Let $G\left(\mathcal{Q}_{n}\right)$ be the subgroup of $\operatorname{PGL}(n+1, q)$ fixing the form defining $\mathcal{Q}_{n}$ up to a scalar multiple. This is actually the same as the group fixing $\mathcal{Q}_{n}$ provided that $\mathcal{Q}_{n} \neq \mathcal{E}_{1}$. The group $G\left(\mathcal{Q}_{n}\right)$ is called orthogonal and is also denoted by $\operatorname{PGO}(n+1, q)$ for $\mathcal{P}_{n}$, by $\mathrm{PGO}_{+}(n+1, q)$ for $\mathcal{H}_{n}$, and by PGO_ $_{-}(n+1, q)$ for $\mathcal{E}_{n}$.

Also, let $\mathcal{N}\left(\mathcal{Q}_{n}\right)$ be the set of all quadrics in $\operatorname{PG}(n, q)$ projectively equivalent to $\mathcal{Q}_{n}$; that is, $\mathcal{N}\left(\mathcal{Q}_{n}\right)$ is the orbit of $\mathcal{Q}_{n}$ under the action of $\operatorname{PGL}(n+1, q)$. Again $\mathcal{E}_{1}$ is a special case and is considered here as a pair of conjugate points in $\operatorname{PG}\left(1, q^{2}\right)$. First, $\left|G\left(\mathcal{Q}_{n}\right)\right|$ and $\left|\mathcal{N}\left(\mathcal{Q}_{n}\right)\right|$ are calculated.

Lemma 1.43. The number of quadrics $\mathcal{Q}_{n}$ in $\operatorname{PG}(n, q), n \geq 2$, containing a given $\Pi_{0} \mathcal{Q}_{n-2}$ as a tangent cone is $q^{n}(q-1)$.

Proof. Let $\Pi_{0} \mathcal{Q}_{n-2}$ have vertex $\Pi_{0}=\mathbf{U}_{n-1}$ and base

$$
\mathcal{Q}_{n-2}=\mathbf{V}\left(X_{n}, X_{n-1}, f_{2}\left(X_{0}, \ldots, X_{n-2}\right)\right)
$$

So the hyperplane containing $\Pi_{0} \mathcal{Q}_{n-2}$ is $\mathbf{u}_{n}$. Any quadric containing $\mathbf{U}_{n-1}$ and $\mathcal{Q}_{n-2}$ has the form

$$
\mathcal{Q}=\mathbf{V}\left(X_{n}\left(a_{0} X_{0}+\cdots+a_{n} X_{n}\right)+X_{n-1}\left(b_{0} X_{0}+\cdots+b_{n-2} X_{n-2}\right)+f_{2}\right)
$$

The tangent hyperplane to $\mathcal{Q}$ at $\mathbf{U}_{n-1}$ is

$$
\mathbf{V}\left(a_{n-1} X_{n}+b_{0} X_{0}+\cdots+b_{n-2} X_{n-2}\right)
$$

Since this is $\mathbf{u}_{n}$, so

$$
b_{0}=\cdots=b_{n-2}=0, \quad a_{n-1} \neq 0 .
$$

Thus

$$
\mathcal{Q}=\mathbf{V}\left(X_{n}\left(a_{0} X_{0}+\cdots+a_{n-1} X_{n-1}+a_{n} X_{n}\right)+f_{2}\right),
$$

which is non-singular since $a_{n-1} \neq 0$. Therefore $a_{n-1}$ may be chosen in $q-1$ ways and every other $a_{i}$ in $q$ ways, giving $q^{n}(q-1)$ possibilities for $\mathcal{Q}=\mathbf{V}(F)$. This argument relies on the fact that, if $\mathcal{Q} \neq \Pi_{n-2} \mathcal{E}_{1}$, then it uniquely defines the form $F$ up to a scalar multiple.

In this proof, when $\mathcal{Q}_{n}=\mathcal{E}_{3}$, then $\Pi_{0} \mathcal{Q}_{n-2}=\Pi_{0} \mathcal{E}_{1}$ is a pair of conjugate intersecting lines in the quadratic extension.

Theorem 1.44. (i) The values of $\left|G\left(\mathcal{Q}_{n}\right)\right|$ are as follows:

$$
\begin{align*}
& \left|G\left(\mathcal{P}_{n}\right)\right|=q^{n^{2} / 4} \prod_{i=1}^{n / 2}\left(q^{2 i}-1\right)  \tag{1.30}\\
& \left|G\left(\mathcal{H}_{n}\right)\right|=2 q^{\left(n^{2}-1\right) / 4}\left(q^{(n+1) / 2}-1\right) \prod_{i=1}^{(n-1) / 2}\left(q^{2 i}-1\right)  \tag{1.31}\\
& \left|G\left(\mathcal{E}_{n}\right)\right|=2 q^{\left(n^{2}-1\right) / 4}\left(q^{(n+1) / 2}+1\right) \prod_{i=1}^{(n-1) / 2}\left(q^{2 i}-1\right)
\end{align*}
$$

(ii) The values of $\left|\mathcal{N}\left(\mathcal{Q}_{n}\right)\right|$ are as follows:

$$
\begin{align*}
& \left|\mathcal{N}\left(\mathcal{P}_{n}\right)\right|=q^{n(n+2) / 4} \prod_{i=1}^{n / 2}\left(q^{2 i+1}-1\right) ;  \tag{1.33}\\
& \left|\mathcal{N}\left(\mathcal{H}_{n}\right)\right|=\frac{1}{2} q^{(n+1)^{2} / 4}\left(q^{(n+1) / 2}+1\right) \prod_{i=1}^{(n-1) / 2}\left(q^{2 i+1}-1\right) ;  \tag{1.34}\\
& \left|\mathcal{N}\left(\mathcal{E}_{n}\right)\right|=\frac{1}{2} q^{(n+1)^{2} / 4}\left(q^{(n+1) / 2}-1\right) \prod_{i=1}^{(n-1) / 2}\left(q^{2 i+1}-1\right) . \tag{1.35}
\end{align*}
$$

Proof. First, $\left|\mathcal{N}\left(\mathcal{Q}_{n}\right)\right|$ is calculated by counting the set

$$
\left\{\left(\mathcal{Q}_{n}, S\right) \mid \mathcal{Q}_{n} \text { a non-singular quadric, } S \text { a tangent cone of } \mathcal{Q}_{n}\right\}
$$

in two ways. Let $M$ be the number of cones $\Pi_{0} \mathcal{Q}_{n-2}$ in $\operatorname{PG}(n, q)$ for a fixed character $w$. Then

$$
\left|\mathcal{N}\left(\mathcal{Q}_{n}\right)\right| N(0 ; n, w)=M q^{n}(q-1) .
$$

However,

$$
\begin{aligned}
M= & \text { number of } \Pi_{n-1} \text { in } \mathrm{PG}(n, q) \\
& \times \text { number of } \Pi_{0} \text { in } \Pi_{n-1} \\
& \times \text { number of } \mathcal{Q}_{n-2} \text { in a fixed } \Pi_{n-2} \text { of } \Pi_{n-1} \\
= & \theta(n) \theta(n-1)\left|\mathcal{N}\left(\mathcal{Q}_{n-2}\right)\right| .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\left|\mathcal{N}\left(\mathcal{Q}_{n}\right)\right| & =\theta(n) \theta(n-1)\left|\mathcal{N}\left(\mathcal{Q}_{n-2}\right)\right| q^{n}(q-1) / N(0 ; n, w) \\
& =\frac{\left(q^{n+1}-1\right)\left(q^{n}-1\right) q^{n}\left|\mathcal{N}\left(\mathcal{Q}_{n-2}\right)\right|}{\left(q^{(n+1-w) / 2}+1\right)\left(q^{(n-1+w) / 2}-1\right)}
\end{aligned}
$$

Since $\left|\mathcal{N}\left(\mathcal{P}_{0}\right)\right|=1,\left|\mathcal{N}\left(\mathcal{E}_{1}\right)\right|=\frac{1}{2} q(q-1),\left|\mathcal{N}\left(\mathcal{H}_{1}\right)\right|=\frac{1}{2} q(q+1)$, induction now gives $\left|\mathcal{N}\left(\mathcal{Q}_{n}\right)\right|$.

Finally,

$$
|\operatorname{PGL}(n+1, q)|=\left|G\left(\mathcal{Q}_{n}\right)\right|\left|\mathcal{N}\left(\mathcal{Q}_{n}\right)\right|
$$

in each case, where

$$
|\operatorname{PGL}(n+1, q)|=q^{n(n+1) / 2} \prod_{i=2}^{n+1}\left(q^{i}-1\right)
$$

For the orders of groups associated to these orthogonal groups, see Appendix I of PGOFF2 or Appendix III of FPSOTD.

Consider the following involutory transformations which fix $\mathcal{Q}_{n}$. Let $Q$ be any point of $\mathrm{PG}(n, q) \backslash \mathcal{Q}_{n}$ with the only restriction that, for $q$ and $n$ even, $Q$ is not the nucleus of $\mathcal{Q}_{n}$. Let $\mu_{Q}: \mathcal{Q}_{n} \rightarrow \mathcal{Q}_{n}$ be defined as follows. For $P \in \mathcal{Q}_{n}$,

$$
\begin{array}{ll}
P \mu_{Q}=P & \text { if } P Q \text { is a tangent to } \mathcal{Q}_{n} ; \\
P \mu_{Q}=P^{\prime} & \text { if } P Q \text { meets } \mathcal{Q}_{n} \text { again at } P^{\prime} .
\end{array}
$$

Lemma 1.45. The mapping $\mu_{Q}$ can be extended to an element of $G\left(\mathcal{Q}_{n}\right)$.
Proof. Let $\mathcal{Q}_{n}=V(F), Q=\mathbf{P}(B) \notin \mathcal{Q}_{n}, P=\mathbf{P}(A) \in \mathcal{Q}_{n}$. If $P^{\prime} \in P Q$, then $P^{\prime}=\mathbf{P}(A+t B)$. If $P^{\prime} \in \mathcal{Q}_{n}$, then, as in (1.3),

$$
F(A+t B)=F(A)+t G(A, B)+t^{2} F(B)=0
$$

Since $P \in \mathcal{Q}_{n}$, so $F(A)=0$. Hence

$$
t G(A, B)+t^{2} F(B)=0
$$

The solution $t=0$ corresponds to $P$ and the solution $t=-G(A, B) / F(B)$ corresponds to $P^{\prime}$. Hence $P^{\prime}=\mathbf{P}(A-G(A, B) B / F(B))$, which is the same point as $P$ when $G(A, B)=0$, that is, when $P$ lies in the polar hyperplane of $Q$. In any case, $\mu_{Q}$ is given by

$$
\mathbf{P}(x) \mapsto \mathbf{P}\left(x-\frac{G(x, B)}{F(B)} B\right)
$$

Thus $\mu_{Q}$ can be extended to an element of $G\left(\mathcal{Q}_{n}\right)$.
Since the identity is the only element of $G\left(\mathcal{Q}_{n}\right)$ which fixes $Q$ and all points of $\mathcal{Q}_{n}$, the extension of $\mu_{Q}$ is necessarily unique. This extension is a perspectivity with centre $Q$; the axis contains all points $P$ of $\mathcal{Q}_{n}$ for which $P Q$ is tangent to $\mathcal{Q}_{n}$.

The extension of $\mu_{Q}$ is also denoted $\mu_{Q}$.
Theorem 1.46. The group $G\left(\mathcal{Q}_{n}\right)$ acts transitively on $\mathcal{Q}_{n}$.
Proof. Let $P, P^{\prime}$ be any two points of $\mathcal{Q}_{n}$. If $P P^{\prime} \not \subset \mathcal{Q}_{n}$, let $Q$ be any point on $P P^{\prime} \backslash\left\{P, P^{\prime}\right\}$. Then $\mu_{Q}$ maps $P$ to $P^{\prime}$.

If $P P^{\prime} \subset \mathcal{Q}_{n}$, choose $P^{\prime \prime}$ such that neither $P P^{\prime \prime}$ nor $P^{\prime} P^{\prime \prime}$ lies on $\mathcal{Q}_{n}$. The point $P^{\prime \prime}$ exists, since otherwise $\mathcal{Q}_{n}$ would be singular. Now choose $Q$ on $P P^{\prime \prime} \backslash\left\{P, P^{\prime \prime}\right\}$ and $R$ on $P^{\prime} P^{\prime \prime} \backslash\left\{P^{\prime}, P^{\prime \prime}\right\}$. Then $P \mu_{Q} \mu_{R}=P^{\prime \prime} \mu_{R}=P^{\prime \prime}$.

Notation 1.47. Let the quadric $\mathcal{Q}_{n}$ have character $w$. Then
(i) $\mathcal{S}(m, t, v ; n, w)$ is the set of $m$-spaces $\Pi_{m}$ in $\operatorname{PG}(n, q)$ with $m \neq n$ such that $\Pi_{m} \cap \mathcal{Q}_{n}$ is of type $\Pi_{m-t-1} \mathcal{Q}_{t}$ where $\mathcal{Q}_{t}$ has character $v$;
(ii) $N(m, t, v ; n, w)=N\left(\Pi_{m-t-1} \mathcal{Q}_{t}, \mathcal{Q}_{n}\right)=|\mathcal{S}(m, t, v ; n, w)|$.

In Section 1.8, $N(m, t, v ; n, w)$ is determined and, in particular, it is shown when it is zero, that is, when $\mathcal{S}(m, t, v ; n, w)$ is empty. Here the number of orbits of $\mathcal{S}(m, t, v ; n, w)$ under the action of $G\left(\mathcal{Q}_{n}\right)$ is given.

First consider $\operatorname{PG}(1, q)$. The quadric $\mathcal{H}_{1}$ consists of two points and the group $G\left(\mathcal{H}_{1}\right)=\mathrm{PGO}_{+}(2, q)$ has order $2(q-1)$. As $\mathrm{PGL}(2, q)$ acts triply transitively on $\mathrm{PG}(1, q)$, as in Section 6.1 of PGOFF2, there is a projectivity fixing both points of $\mathcal{H}_{1}$ and moving $P_{1}$ to $P_{2}$, where $P_{1}$ and $P_{2}$ are any points off $\mathcal{H}_{1}$. So $\mathrm{PGO}_{+}(2, q)$ acts transitively on the points off $\mathcal{H}_{1}$.

The quadric $\mathcal{E}_{1}$ is empty in $\operatorname{PG}(1, q)$ but consists of two conjugate points on $\operatorname{PG}\left(1, q^{2}\right)$. So, if $\mathcal{E}_{1}=\mathbf{V}(F)$ with

$$
F=X^{2}-b X+c=(X-\alpha)\left(X-\alpha^{q}\right),
$$

then, in non-homogeneous coordinates, the projectivity $\mathfrak{T}: t \mapsto t^{\prime}$ of $\operatorname{PG}\left(1, q^{2}\right)$, given by

$$
\begin{aligned}
t t^{\prime}\left\{e+e^{\prime}-\left(\alpha+\alpha^{q}\right)\right\}- & \left(t+t^{\prime}\right)\left\{e e^{\prime}-\alpha^{q+1}\right\} \\
& +\left\{\left(\alpha+\alpha^{q}\right) e e^{\prime}-\alpha^{q+1}\left(e+e^{\prime}\right)\right\}=0
\end{aligned}
$$

is an involution with pairs $\left(\alpha, \alpha^{q}\right)$ and $\left(e, e^{\prime}\right)$. It therefore fixes $\mathcal{E}_{1}$ and takes $e$ to $e^{\prime}$. Thus $\mathrm{PGO}_{-}(2, q)$ acts transitively on the points of $\operatorname{PG}(1, q)$ off $\mathcal{E}_{1}$. The group $G\left(\mathcal{E}_{1}\right)=\mathrm{PGO}_{-}(2, q)$ has order $2(q+1)$.

Next the conic $\mathcal{P}_{2}$ is examined. Let

$$
\begin{array}{ll}
\mathcal{O}_{1}=\mathcal{S}(0,-1,2 ; 2,1) & =\left\{\text { points on } \mathcal{P}_{2}\right\} \\
\mathcal{O}_{2}=\mathcal{S}(0,0,1 ; 2,1) & =\left\{\text { points off } \mathcal{P}_{2}\right\} \\
\mathcal{O}_{3}=\mathcal{S}(1,0,1 ; 2,1) & =\left\{\text { tangents to } \mathcal{P}_{2}\right\} \\
\mathcal{O}_{4}=\mathcal{S}(1,1,2 ; 2,1) & =\left\{\text { bisecants of } \mathcal{P}_{2}\right\}, \\
\mathcal{O}_{5}=\mathcal{S}(1,1,0 ; 2,1) & =\left\{\text { external lines of } \mathcal{P}_{2}\right\} .
\end{array}
$$

Theorem 1.46 says that $G\left(\mathcal{P}_{2}\right)$ acts transitively on $\mathcal{O}_{3}$. In fact, $G\left(\mathcal{P}_{2}\right)$ acts triply transitively on $\mathcal{O}_{1}$ and $\mathcal{O}_{3}$, by Corollary 7.15 of PGOFF2. Recall that, for $q$ odd,

$$
\mathcal{O}_{2}=\mathcal{O}_{2}^{+} \cup \mathcal{O}_{2}^{-}
$$

where

$$
\mathcal{O}_{2}^{+}=\left\{\text {external points of } \mathcal{P}_{2}\right\}, \quad \mathcal{O}_{2}^{-}=\left\{\text {internal points of } \mathcal{P}_{2}\right\}
$$

here, a point $Q$ off $\mathcal{P}_{2}$ is external or internal according as it lies on two or no tangents of $\mathcal{P}_{2}$, Section 8.2 of PGOFF2. For $q$ even,

$$
\mathcal{O}_{2}=\{N\} \cup \mathcal{O}_{2}^{\prime}
$$

where $N$ is the nucleus, the meet of all the tangents, and each point of $\mathcal{O}_{2}^{\prime}$ lies on precisely one tangent.

Lemma 1.48. (i) $G\left(\mathcal{P}_{2}\right)$ acts transitively on $\mathcal{O}_{4}$ and $\mathcal{O}_{5}$.
(ii) $G\left(\mathcal{P}_{2}\right)$ has two orbits on $\mathcal{O}_{2}$, namely $\mathcal{O}_{2}^{+}$and $\mathcal{O}_{2}^{-}$for $q$ odd, and $\{N\}$ and $\mathcal{O}_{2}^{\prime}$ for $q$ even.

Proof. (a) For $q$ odd, consider the action of $G\left(\mathcal{P}_{2}\right)$ on $\mathcal{O}_{2}$, the points off

$$
\mathcal{P}_{2}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}\right)
$$

Since each point of $\mathcal{O}_{2}^{+}$is the intersection of two tangents, so $G\left(\mathcal{P}_{2}\right)$ is transitive on $\mathcal{O}_{2}^{+}$, the external points. By the polarity, it is transitive on $\mathcal{O}_{4}$, the bisecants.

Any external line contains an external point. Therefore, to show the transitivity of $G\left(\mathcal{P}_{2}\right)$ on $\mathcal{O}_{5}$ and, by the polarity, on $\mathcal{O}_{2}^{-}$, it suffices to show the transitivity on the external lines through a particular external point. Let $\mathbf{U}_{0}$ be this point. Then the line $l(t)=\mathbf{V}\left(X_{1}+t X_{2}\right)$ is a bisecant or an external line as $t$ is a non-zero square or a non-square.

The projectivity $\mathfrak{T}_{c}$ given by

$$
\mathbf{P}\left(x_{0}, x_{1}, x_{2}\right) \mathfrak{T}_{c}=\mathbf{P}\left(c x_{0}, x_{1}, c^{2} x_{2}\right)
$$

fixes $\mathcal{P}_{2}$ and transforms $l(t)$ to $l\left(t / c^{2}\right)$. So there is an element of the group transforming any bisecant through $\mathbf{U}_{0}$ to any other bisecant through $\mathbf{U}_{0}$ and any external line through $\mathbf{U}_{0}$ to any other external line through $\mathbf{U}_{0}$.
(b) For $q$ even, $G\left(\mathcal{P}_{2}\right)$ is similarly transitive on $\mathcal{O}_{4}$. Since any point of $\mathcal{O}_{2}^{\prime}$ is the meet of a tangent and a bisecant, the triple transitivity of $G\left(\mathcal{P}_{2}\right)$ on $\mathcal{O}_{1}$ ensures the transitivity on $\mathcal{O}_{2}^{\prime}$.

To show the transitivity of $G\left(\mathcal{P}_{2}\right)$ on $\mathcal{O}_{5}$, it suffices to consider the external lines through a particular point of $\mathcal{O}_{2}^{\prime}$. Let $Q=\mathbf{P}(1,0,1)$ with $\mathcal{P}_{2}$ as above. Then the line $l(t)=\mathbf{V}\left(X_{0}+t X_{1}+X_{2}\right)$ contains $Q$ and meets $\mathcal{P}_{2}$ at $\mathbf{P}\left(x_{0}, x_{1}, x_{2}\right)$, where $t^{2} x_{1}^{2}+x_{1} x_{2}+x_{2}^{2}=0$. So $l(t)$ is a bisecant or an external line according as $t^{2}$ and so $t$ is in $\mathcal{T}_{0}$ or $\mathcal{T}_{1}$, that is, has trace 0 or 1 , Section 1.2. Now the projectivity $\mathfrak{T}_{b}$, given by

$$
\mathbf{P}\left(x_{0}, x_{1}, x_{2}\right) \mathfrak{T}_{b}=\mathbf{P}\left(x_{0}+b x_{1}, x_{1}, b^{2} x_{1}+x_{2}\right)
$$

fixes $Q$ and $\mathcal{P}_{2}$ and transforms $l(t)$ to $l\left(t+b+b^{2}\right)$. As $t+b+b^{2}$ has the same trace as $t$, any external line through $Q$ can be transformed to any other.

For a section $\Pi_{m-t-1} \mathcal{Q}_{t}$ of $\mathcal{Q}_{n}$, let $T=n+t-2 m$.
Theorem 1.49. For given $m, t, v, n, w$, the set $\mathcal{S}(m, t, v ; n, w)$ acted on by $G\left(\mathcal{Q}_{n}\right)$ is either empty or has
(i) one orbit when (a) $n$ is odd or (b) $n$ is even and $t$ is odd or (c) $n$ is even, $t$ is even and $T=0$;
(ii) two orbits when $n$ is even, $t$ is even and $T>0$.

Proof. (1) $t=m$ with $(v, w) \neq(1,1)$
First assume that $m \geq 2$.
Let $\Pi_{m}^{(i)} \cap \mathcal{Q}_{n}=\mathcal{W}_{m}^{(i)}$ with $\Pi_{m}^{(i)} \in \mathcal{S}$ for $i=1,2$ and let $P \in \mathcal{W}_{m}^{(1)} \cap \mathcal{W}_{m}^{(2)}$. Project $\mathcal{Q}_{n}$ from $P$ onto a hyperplane $\Pi_{n-1}$ not containing $P$, as in Section 1.4.

Then $\mathcal{Q}_{n}$ determines a quadric $\mathcal{W}^{\prime}=\mathcal{Q}_{n-2}$ in $\Pi_{n-2}$, and $\mathcal{W}_{m}^{(1)}$ and $\mathcal{W}_{m}^{(2)}$ give quadrics $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ of the same type but in dimension $m-2$. By induction there is a projectivity $\mathfrak{T}$ of $\Pi_{n-2}$ fixing $\mathcal{Q}_{n-2}$ and mapping $\mathcal{R}_{1}$ to $\mathcal{R}_{2}$. Let

$$
\Pi_{m}^{(i)} \cap \Pi_{n-1}=\Pi_{m-1}^{(i)}, \quad i=1,2
$$

Extend $\mathfrak{T}$ to $\Pi_{n-1}$, and let $\Pi_{m-1}^{(1)} \mathfrak{T}=\Pi_{m-1}^{(1 a)}$. In $\Pi_{n-1}$ there is an elation $\mathfrak{T}^{\prime}$ with axis $\Pi_{n-2}$ mapping $\Pi_{m-1}^{(1 a)}$ to $\Pi_{m-1}^{(2)}$. Hence $\mathfrak{T T} \mathfrak{T}^{\prime}$ maps $\mathcal{R}_{1}$ to $\mathcal{R}_{2}, \Pi_{m-1}^{(1)}$ to $\Pi_{m-1}^{(2)}$, and $\mathcal{Q}_{n-2}$ to itself.

Taking $P=\mathbf{U}_{n}$ with tangent hyperplane $T_{P}=\mathbf{u}_{n-1}$, the quadric $\mathcal{Q}_{n}=\mathbf{V}(F)$ with

$$
F=f\left(X_{0}, \ldots, X_{n-1}\right)+X_{n-1} X_{n}
$$

By a linear transformation,

$$
F=g\left(X_{0}, \ldots, X_{n-2}\right)+X_{n-1} X_{n}
$$

Then $\mathcal{Q}_{n-2}=\mathbf{V}\left(g, X_{n-1}, X_{n}\right)$. So $\mathfrak{T} \mathfrak{T}^{\prime}$ is given by a linear transformation on $X_{0}, \ldots, X_{n-1}$ taking $g$ to $\lambda g$ and $X_{n-1}$ to $\lambda^{\prime} X_{n-1}$. Extend $\mathfrak{T} \mathfrak{T}^{\prime}$ to the whole space by letting $X_{n} \mapsto\left(\lambda / \lambda^{\prime}\right) X_{n}$. This gives a projectivity $\mathfrak{S}$ fixing $P$ and $\mathcal{Q}_{n}$, and mapping $\mathcal{W}_{m}^{(1)}$ to $\mathcal{W}_{m}^{(2)}$.

Next, let $\mathcal{W}_{m}^{(1)} \cap \mathcal{W}_{m}^{(2)}=\emptyset$. Since $G\left(\mathcal{Q}_{n}\right)$ acts transitively on $\mathcal{Q}_{n}$, there exists $\mathfrak{S}_{1}$ in $G\left(\mathcal{Q}_{n}\right)$ for which $\mathcal{W}_{m}^{(1)} \mathfrak{S}_{1}=\mathcal{W}_{m}^{(3)}$ meets $\mathcal{W}_{m}^{(2)}$. Then application of the preceding argument gives an element $\mathfrak{S}_{2}$ of $G\left(\mathcal{Q}_{n}\right)$ with $\mathcal{W}_{m}^{(3)} \mathfrak{S}_{2}=\mathcal{W}_{m}^{(2)}$. Hence $\mathfrak{S}_{1} \mathfrak{S}_{2}$ is the required element of $G\left(\mathcal{Q}_{n}\right)$ taking $\mathcal{W}_{m}^{(1)}$ to $\mathcal{W}_{m}^{(2)}$.

Since induction was used, the small cases have still to be considered.
First assume that $m=t=0$. Then the section is a point off the quadric $\mathcal{Q}_{n}$ with $n$ odd. For $n=1$, the group $G\left(\mathcal{Q}_{1}\right)$ acts transitively on the set of all points off $\mathcal{Q}_{1}$, as discussed after Theorem 1.46. So let $n \geq 3$. Assume that $P_{1}$ and $P_{2}$ are points off $\mathcal{Q}_{n}$ and let $\alpha_{1}$ and $\alpha_{2}$ be their polar hyperplanes. Then $\alpha_{1} \cap \mathcal{Q}_{n}$ and $\alpha_{2} \cap \mathcal{Q}_{n}$ are non-singular quadrics $\mathcal{P}_{n-1}^{(1)}$ and $\mathcal{P}_{n-1}^{(2)}$ as $n-1$ is even. It is sufficient to show that there is an element $\mathfrak{T}$ in $G\left(\mathcal{Q}_{n}\right)$ with $\mathcal{P}_{n-1}^{(1)} \mathfrak{T}=\mathcal{P}_{n-1}^{(2)}$. By induction, as in a previous argument, this reduces to the case $n=1$ and $m=t=0$.

Now let $m=t=1$; then $n$ is even. For $n=2$ there is nothing to prove, due to Lemma 1.48. So let $n \geq 4$. If $\mathcal{W}_{1}^{(1)}$ and $\mathcal{W}_{1}^{(2)}$ are hyperbolic and meet at $P$, then by projecting from $P$ and applying a previous argument it follows that $G\left(\mathcal{Q}_{n}\right)$ contains an element which maps $\mathcal{W}_{1}^{(1)}$ onto $\mathcal{W}_{1}^{(2)}$. If $\mathcal{W}_{1}^{(1)} \cap \mathcal{W}_{1}^{(2)}=\emptyset$ then proceed as in the case $\mathcal{W}_{m}^{(1)} \cap \mathcal{W}_{m}^{(2)}=\emptyset$.

Finally, assume that $\mathcal{W}_{1}^{(1)}$ and $\mathcal{W}_{1}^{(2)}$ are elliptic, and let

$$
\mathcal{W}_{1}^{(1)}=\left\{P_{1}, P_{1}^{\prime}\right\}, \quad \mathcal{W}_{1}^{(2)}=\left\{P_{2}, P_{2}^{\prime}\right\}
$$

with $P_{i}, P_{i}^{\prime}$ conjugate in a quadratic extension of $\mathbf{F}_{q}$. Let $P_{i}^{\prime \prime}$ be a point of $P_{i} P_{i}^{\prime}$ off $\mathcal{Q}_{n}, i=1,2$. From the case $m=t=0$, there is an element $\mathfrak{T}$ in $G\left(\mathcal{Q}_{n}\right)$ which maps $P_{1}{ }^{\prime \prime}$ to $P_{2}{ }^{\prime \prime}$. Let

$$
P_{1} \mathfrak{T}=R_{1}, \quad P_{1}^{\prime} \mathfrak{T}=R_{1}^{\prime}, \quad R_{1} P_{2}^{\prime} \cap R_{1}^{\prime} P_{2}=Q, \quad R_{1} P_{2} \cap R_{1}^{\prime} P_{2}^{\prime}=Q^{\prime}
$$

If $Q$ and $Q^{\prime}$ are on $\mathcal{Q}_{n}$, then the plane containing $R_{1}, R_{1}^{\prime}, P_{2}, P_{2}^{\prime}$ is on $\mathcal{Q}_{n}$; so $P_{2}^{\prime \prime}$ is on $\mathcal{Q}_{n}$, a contradiction. Assume therefore that $Q$ is not on $\mathcal{Q}_{n}$. Then $R_{1} \mu_{Q}=P_{2}^{\prime}$ and $R_{1}^{\prime} \mu_{Q}=P_{2}$. Thus $\mathfrak{T} \mu_{Q}$ maps $\mathcal{W}_{1}^{(1)}$ to $\mathcal{W}_{1}^{(2)}$.
(2) $t=m$ with $w=v=1$

First assume $m \geq 2$.
Let $\mathcal{S}_{P}$ be the set of all elements of $\mathcal{S}$ containing the point $P$, and let $G_{P}$ be the subgroup of $G\left(\mathcal{Q}_{n}\right)$ fixing $P$. By projection of $\mathcal{Q}_{n}$ from $P$ onto a $\Pi_{n-1}$ not containing $P$ and by using induction on $m$ as in (1), $G_{P}$ has two orbits on $\mathcal{S}_{P}$.

Suppose that $\mathcal{W}_{m}^{(1)}$ and $\mathcal{W}_{m}^{(2)}$ are in $\mathcal{S}_{P}$ and also in one orbit $\mathcal{O}$ of $G\left(\mathcal{Q}_{n}\right)$; then $\mathcal{W}_{m}^{(1)} \mathfrak{T}=\mathcal{W}_{m}^{(2)}$ for some $\mathfrak{T}$ in $G\left(\mathcal{Q}_{n}\right)$. Let $P \mathfrak{T}=Q$. Now it is shown that there exists $\mathfrak{T}^{\prime}$ in $G\left(\mathcal{Q}_{n}\right)$ fixing $\mathcal{W}_{m}^{(2)}$ and mapping $Q$ to $P$. If $P Q$ is not a line of $\mathcal{W}_{m}^{(2)}$ then $\mu_{R}$, with $R$ on $P Q$ but not on $\mathcal{W}_{m}^{(2)}$, fixes $\mathcal{Q}_{n}$, fixes $\mathcal{W}_{m}^{(2)}$ and maps $Q$ to $P$.

Let $P Q$ be a line of $\mathcal{W}_{m}^{(2)}$. Consider a point $R$ on $\mathcal{W}_{m}^{(2)}$ such that neither $P R$ nor $Q R$ is on $\mathcal{W}_{m}^{(2)}$. Further, let $A$ be a point on $P R$ but not on $\mathcal{W}_{m}^{(2)}$ and let $B$ be a point on $Q R$ but not on $\mathcal{W}_{m}^{(2)}$. Then $\mu_{A} \mu_{B}$ fixes both $\mathcal{Q}_{n}$ and $\mathcal{W}_{m}^{(2)}$, and maps $P$ to $Q$. Hence $\mathcal{W}_{m}^{(2)}$ is in the orbit $\mathcal{O}_{P}$ of $\mathcal{W}_{m}^{(1)}$ under $G_{P}$. Since $G\left(\mathcal{Q}_{n}\right)$ acts transitively on $\mathcal{Q}_{n}$ it follows that the number of orbits $\mathcal{O}$ of $\mathcal{S}$ under $G\left(\mathcal{Q}_{n}\right)$ is the number of orbits $\mathcal{O}_{P}$ of $\mathcal{S}_{P}$ under $G_{P}$.

Since induction was used, the small cases still need to be considered. So assume that $m=t=0$; then the section is a point off $\mathcal{Q}_{n}$ and $n$ is even.

First consider $q$ odd. Let $P$ be a point off $\mathcal{Q}_{n}$, let $\Pi_{n-1}$ be its polar hyperplane, and let $\mathcal{Q}_{n} \cap \Pi_{n-1}=\mathcal{Q}_{n-1}$. By (1) and Lemma 1.48, $G\left(\mathcal{Q}_{n}\right)$ has two orbits on the set of all sections $\mathcal{Q}_{n-1}$. Hence $G\left(\mathcal{Q}_{n}\right)$ has two orbits on the set of all points off $\mathcal{Q}_{n}$.

Now suppose that $q$ is even. By Lemma 1.48 it may be assumed that $n \geq 4$. One orbit consists of a single point, the nucleus $N$. So take distinct points $P_{1}$ and $P_{2}$ not in $\mathcal{Q}_{n} \cup\{N\}$. Let $\mathcal{C}_{i}$ be a conic on $\mathcal{Q}_{n}$ with nucleus $P_{i}, i=1,2$. It suffices to show that there exists $\mathfrak{T}$ in $G\left(\mathcal{Q}_{n}\right)$ with $\mathcal{C}_{1} \mathfrak{T}=\mathcal{C}_{2}$. Now $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ may be chosen in such a way that $P \in \mathcal{C}_{1} \cap \mathcal{C}_{2}$. Project $\mathcal{Q}_{n}$ from $P$ onto a hyperplane $\Pi_{n-1}$ not containing $P$. In $\Pi_{n-1}$ this gives a $\mathcal{Q}_{n-2}$ with nucleus $N^{\prime}$. The tangents to $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ at $P$ meet $\Pi_{n-1}$ in points $P_{1}^{\prime}$ and $P_{2}^{\prime}$ distinct from $N^{\prime}$. By induction on $n$, the group $G\left(\mathcal{Q}_{n-2}\right)$ contains an element $\mathfrak{T}^{\prime}$ with $P_{1}^{\prime} \mathfrak{T}^{\prime}=P_{2}^{\prime}$. As in (1), $\mathfrak{T}^{\prime}$ can be extended to an element of $G\left(\mathcal{Q}_{n}\right)$ that fixes both $\mathcal{Q}_{n}$ and $P$, and maps $\mathcal{C}_{1}$ to $\mathcal{C}_{2}$. Hence this extension maps $P_{1}$ to $P_{2}$. The smallest case, where $n=2$ and $m=t=0$, is contained in Lemma 1.48.
(3) $-1 \leq t \leq m-1$

First let $t=-1$. Then $\Pi_{m}^{(1)}, \Pi_{m}^{(2)} \subset \mathcal{Q}_{n}$. For $m=0$ the result is contained in Theorem 1.46. So assume that $m>0$. Let $P \in \Pi_{m}^{(1)} \cap \Pi_{m}^{(2)}$. By projection of $\mathcal{Q}_{n}$ onto a hyperplane not containing $P$ and using induction on $m$ as in (1), there is an element $\mathfrak{T}$ of $G\left(\mathcal{Q}_{n}\right)$ that fixes $P$ and maps $\Pi_{m}^{(1)}$ to $\Pi_{m}^{(2)}$.

Now assume that $\Pi_{m}^{(1)} \cap \Pi_{m}^{(2)}=\Pi_{-1}$. If $P_{1} \in \Pi_{m}^{(1)}$, then there is a point $P_{2}$ in $\Pi_{m}^{(2)} \cap T_{P_{1}}\left(\mathcal{Q}_{n}\right)$ since $m>0$. Take $\Pi_{m}^{(3)} \subset \mathcal{Q}_{n}$ with the line $P_{1} P_{2}$ in $\Pi_{m}^{(3)}$. Then there exist $\mathfrak{T}_{1}$ and $\mathfrak{T}_{2}$ in $G\left(\mathcal{Q}_{n}\right)$ such that $\mathfrak{T}_{1}$ maps $\Pi_{m}^{(1)}$ to $\Pi_{m}^{(3)}$ and $\mathfrak{T}_{2}$ maps $\Pi_{m}^{(2)}$ to $\Pi_{m}^{(3)}$. Hence $\mathfrak{T}_{1} \mathfrak{T}_{2}^{-1}$ maps $\Pi_{m}^{(1)}$ to $\Pi_{m}^{(2)}$.

Next, let $t \geq 0$. Define $\mathcal{S}_{m, t}$ to be the set of all elements of $\mathcal{S}$ containing the subspace $\Pi_{m-t-1}$ as vertex of a section of $\mathcal{Q}_{n}$ by an $m$-space, and let $G_{m, t}$ be the subgroup of $G\left(\mathcal{Q}_{n}\right)$ fixing $\Pi_{m-t-1}$. Suppose that $G_{m, t}$ has $M$ orbits on $\mathcal{S}_{m, t}$. Project $\mathcal{Q}_{n}$ from $\Pi_{m-t-1}$ onto $\Pi_{n-m+t}$ with $\Pi_{m-t-1} \cap \Pi_{n-m+t}=\emptyset$. Then $\mathcal{Q}_{n}$ determines a quadric $\mathcal{Q}_{n-2(m-t)}$ of $\Pi_{n-m+t}$, whose equations are now determined.

Let $P_{0}, \ldots, P_{m-t-1}$ be linearly independent points of $\Pi_{m-t-1}$. Take $P_{i}=\mathbf{U}_{i}$ and the tangent hyperplane $T_{P_{i}}\left(\mathcal{Q}_{n}\right)=\mathbf{u}_{m-t+i}$ for $i=0,1, \ldots, m-t-1$; then $\mathcal{Q}_{n}=\mathbf{V}(F)$ with

$$
F=f\left(X_{2 m-2 t}, \ldots, X_{n}\right)+a_{0} X_{0} X_{m-t}+\cdots+a_{m-t-1} X_{m-t-1} X_{2 m-2 t-1}
$$

This gives

$$
\mathcal{Q}_{n-2(m-t)}=\mathbf{V}\left(f, X_{0}, \ldots, X_{2 m-2 t-1}\right)
$$

Let $\mathcal{Q}_{t}^{(1)}$ and $\mathcal{Q}_{t}^{(2)}$ be sections of $\mathcal{Q}_{n-2(m-t)}$ by subspaces $\Pi_{t}^{(1)}$ and $\Pi_{t}^{(2)}$ of $\Pi_{n-2(m-t)}$, where $\mathcal{Q}_{t}^{(1)}$ and $\mathcal{Q}_{t}^{(2)}$ are of character $v$ and belong to the same orbit of $G\left(\mathcal{Q}_{n-2(m-t)}\right)$. Then an element $\mathfrak{T}$ mapping $\mathcal{Q}_{t}^{(1)}$ to $\mathcal{Q}_{t}^{(2)}$ is given by a linear transformation on $X_{2 m-2 t}, \ldots, X_{n}$ taking $f$ to $\lambda f$. Extending $\mathfrak{T}$ by the transformation

$$
\begin{array}{ll}
X_{i} \mapsto X_{i}, & \\
X_{i} \mapsto \lambda X_{i}, & \\
\hline & =m-t, \ldots, m-t-1, \\
\end{array}
$$

gives a projectivity fixing $\Pi_{m-t-1}$ and $\mathcal{Q}_{n}$ as well as mapping $\Pi_{m-t-1} \mathcal{Q}_{t}^{(1)}$ to $\Pi_{m-t-1} \mathcal{Q}_{t}^{(2)}$. If $M^{\prime}$ is the number of orbits of $G\left(\mathcal{Q}_{n-2(m-t)}\right)$ on the set of all sections $\mathcal{Q}_{t}$ of character $v$ of $\mathcal{Q}_{n-2(m-t)}$, then it follows that $M \leq M^{\prime}$. But, by definition, $M \geq M^{\prime}$, and so $M=M^{\prime}$.

Suppose that $\mathcal{W}_{m}^{(1)}$ and $\mathcal{W}_{m}^{(2)}$ are in $\mathcal{S}_{m, t}$ and also in one orbit $\mathcal{O}$ of $G\left(\mathcal{Q}_{n}\right)$. Since $\Pi_{m-t-1}$ is the vertex of $\mathcal{W}_{m}^{(1)}$ and $\mathcal{W}_{m}^{(2)}$, every element $\mathfrak{T}$ of $G\left(\mathcal{Q}_{n}\right)$ mapping $\mathcal{W}_{m}^{(1)}$ to $\mathcal{W}_{m}^{(2)}$ fixes $\Pi_{m-t-1}$ so is in $G_{m, t}$. Hence $\mathcal{W}_{m}^{(2)}$ is in the orbit $\mathcal{O}_{m, t}$ of $\mathcal{W}_{m}^{(1)}$ under $G_{m, t}$. Since $G\left(\mathcal{Q}_{n}\right)$ acts transitively on the set of all $(m-t-1)$-spaces on $\mathcal{Q}_{n}$, it follows that the number of orbits $\mathcal{O}$ of $\mathcal{S}$ under $G\left(\mathcal{Q}_{n}\right)$ is the same as the number $M$ of orbits $\mathcal{O}_{m, t}$ of $\mathcal{S}_{m, t}$ under $G_{m, t}$. Hence the number of orbits of $\mathcal{S}$ under $G\left(\mathcal{Q}_{n}\right)$ is the number of orbits of $G\left(\mathcal{Q}_{n-2(m-t)}\right)$ on the set of all sections $\mathcal{Q}_{t}$ of character $v$ of $\mathcal{Q}_{n-2(m-t)}$.

When $n=2 m-t$, then $\mathcal{Q}_{n-2(m-t)}=\mathcal{Q}_{t}$ and so $\mathcal{S}$ has just one orbit under $G\left(\mathcal{Q}_{n}\right)$. When $n \neq 2 m-t$, and so $n-2(m-t)>t$, then the number of orbits of $G\left(\mathcal{Q}_{n-2(m-t)}\right)$ on the set of all sections of character $v$ was calculated in (1) and (2): one orbit when (i) $n$ is odd or (ii) $n$ is even and $t$ is odd; two orbits when $n$ is even and $t$ is even.

### 1.7 The polarity reconsidered

Now the complete generalisations of Lemmas 1.22 and 1.30 are given, and sections of $\mathcal{Q}_{n}$ by subspaces $\Pi$ and $\Pi^{\prime}$ which are polar under the polarity of $\mathcal{Q}_{n}$ are described.

Lemma 1.50. Let $\mathcal{Q}_{n}$ have character $w$ and projective index $g$, and let a section $\Pi_{m-t-1} \mathcal{Q}_{t}$ have character $v$ and projective index $f$. Then, with $T=n+t-2 m$,
(i) $T \geq v-w$;
(ii) $T+w-v$ is even.

Proof. From (1.9) and (1.11),

$$
g=\frac{1}{2}(n-3+w), \quad f=m-\frac{1}{2}(t+3-v) .
$$

So $g-f=\frac{1}{2}(T+w-v)$ and (ii) follows. However, $g \geq f$ since $\Pi_{m-t-1} \mathcal{Q}_{t}$ lies on $\mathcal{Q}_{n}$; hence (i) is obtained.

Table 1.4. Polar sections

| $q$ | $\mathcal{Q}_{n}$ | $\Pi_{k} \mathcal{V}$ | $\Pi_{k} \mathcal{V}^{\prime}$ |
| :--- | :--- | :--- | :---: |
| All | $\mathcal{H}_{n}$ | $\Pi_{m-t-1} \mathcal{H}_{t}$ | $\Pi_{m-t-1} \mathcal{H}_{T-1}$ |
|  |  | $\Pi_{m-t-1} \mathcal{E}_{t}$ | $\Pi_{m-t-1} \mathcal{E}_{T-1}$ |
|  |  | $\Pi_{m-t-1} \mathcal{P}_{t}$ | $\Pi_{m-t-1} \mathcal{P}_{T-1}$ |
| All | $\mathcal{E}_{n}$ | $\Pi_{m-t-1} \mathcal{H}_{t}$ | $\Pi_{m-t-1} \mathcal{E}_{T-1}$ |
|  |  | $\Pi_{m-t-1} \mathcal{E}_{t}$ | $\Pi_{m-t-1} \mathcal{H}_{T-1}$ |
|  |  | $\Pi_{m-t-1} \mathcal{P}_{t}$ | $\Pi_{m-t-1} \mathcal{P}_{T-1}$ |
| Odd | $\mathcal{P}_{n}$ | $\Pi_{m-t-1} \mathcal{H}_{t}$ | $\Pi_{m-t-1} \mathcal{P}_{T-1}$ |
|  |  | $\Pi_{m-t-1} \mathcal{E}_{t}$ |  |
|  |  | $\Pi_{m-t-1} \mathcal{P}_{t}$ | $\left\{\begin{array}{c}\Pi_{m-t-1} \mathcal{P}_{T-1} \\ \Pi_{m-t-1} \mathcal{H}_{T-1} \\ \Pi_{m-t-1} \mathcal{E}_{T-1}\end{array}\right.$ |

Theorem 1.51. Let $\Pi=\Pi_{m}$ have polar space $\Pi^{\prime}=\Pi_{n-m-1}$ with respect to $\mathcal{Q}_{n}$. Then the possibilities for $\Pi \cap \mathcal{Q}_{n}=\Pi_{k} \mathcal{V}$ and $\Pi^{\prime} \cap \mathcal{Q}_{n}=\Pi_{k} \mathcal{V}^{\prime}$ are listed in Table 1.4 .

Proof. By Corollary 1.20 and Lemma 1.30, $\Pi^{\prime} \cap \mathcal{Q}_{n}$ has the same singular space $\Pi_{k}$ as $\Pi \cap \mathcal{Q}_{n}$. So, if $\Pi^{\prime} \cap \mathcal{Q}_{n}=\Pi_{m-t-1} \mathcal{Q}_{s}$, then

$$
s=(n-m-1)-(m-t-1)-1=n+t-2 m-1=T-1
$$

Now it suffices to look at particular cases of each type of subspace using the standard equations, as, for a given trio $m, t, v$, there are at most two orbits by Lemma 1.48.

Corollary 1.52. In the theorem, let $\mathcal{Q}_{n}, \mathcal{V}, \mathcal{V}^{\prime}$ have respective characters $w, v, v^{\prime}$ and respective projective indices $g, f, f^{\prime}$. Then
(i) $v^{\prime}=|2-w-v|$ unless $w=v=1$, in which case $v^{\prime}=0$ or 2 ;
(ii) $f+f^{\prime}-g=k-1+\frac{1}{2}\left(v+v^{\prime}-w\right)$.

Proof. (i) This follows from the theorem.
(ii) From (1.8) and (1.10),

$$
\begin{aligned}
w & =2 g-n+3, \\
v & =2 f-k-m+2, \\
v^{\prime} & =2 f^{\prime}-k-(n-m-1)+2=2 f^{\prime}-n+m-k+3 .
\end{aligned}
$$

Elimination of $m$ and $n$ gives the formula.
To add something comparable to Theorem 1.51 for $\mathcal{P}_{n}$ with $q$ even, the following result is available; it only repeats a particular case of Lemma 1.30.

Lemma 1.53. Let $q$ be even. Then, in the notation of Theorem 1.51, with tangent space replacing polar space, the result is as follows:

| Quadric | Section | Tangent section |
| :---: | :---: | :---: |
| $\mathcal{Q}_{n}$ | $\Pi_{k} \mathcal{V}$ | $\Pi_{k} \mathcal{V}^{\prime}$ |
| $\mathcal{P}_{n}$ | $\Pi_{m} \mathcal{H}_{-1}$ | $\Pi_{m} \mathcal{P}_{n-2 m-2}$ |

The next result gives more information on the tangency properties when $\mathcal{Q}_{n}$ does not have a polarity.

Theorem 1.54. With $q$ even, let $N$ be the nucleus of the parabolic quadric

$$
\mathcal{P}_{n}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}+\cdots+X_{n-1} X_{n}\right)
$$

(i) Every section of $\mathcal{P}_{n}$ through $N$ is parabolic.
(ii) There is a bijection between $m$-spaces $\Pi_{m}$ through $N$ of $\mathcal{P}_{n}$ and $(m-1)$-spaces $\Pi_{m-1}$ in $\mathbf{u}_{0}$ :

$$
\Pi_{m} \mapsto \Pi_{m-1}=\Pi_{m-1} \cap \mathbf{u}_{0}, \quad \Pi_{m-1} \mapsto \Pi_{m}=\mathbf{U}_{0} \Pi_{m-1}
$$

Here, $\Pi_{m} \cap \mathcal{P}_{n}$ is a $\Pi_{m-t-1} \mathcal{P}_{t}$ with $\Pi_{m}$ containing $N$ if and only if, with $\mathcal{H}_{n-1}=\mathbf{u}_{0} \cap \mathcal{P}_{n}$, the intersection $\Pi_{m-1} \cap \mathcal{H}_{n-1}$ is one of

$$
\Pi_{m-t-1} \mathcal{H}_{t-1}, \quad \Pi_{m-t-1} \mathcal{E}_{t-1}, \quad \Pi_{m-t-2} \mathcal{P}_{t}
$$

Proof. If $\Pi_{m} \cap \mathcal{P}_{n}=\Pi_{m-t-1} \mathcal{P}_{t}$ and $\Pi_{m-1}=\mathbf{u}_{0} \cap \Pi_{m}$, then $\Pi_{m-1}$ meets $\mathcal{H}_{n-1}$ in a section $\Pi_{m-s-1} \mathcal{Q}_{s-1}$, which is reduced to canonical form by a projectivity $\mu$ of $\mathrm{PG}(n, q)$ fixing $\mathbf{u}_{0}$ and $\mathbf{U}_{0}$. Hence $\mu$ has the matrix

$$
\left[\begin{array}{cc}
1 & Z \\
Z^{*} & M
\end{array}\right]
$$

where $Z=(0,0, \ldots, 0)$ and $M$ is an $n \times n$ matrix with no further restriction. So the possible canonical forms for $\mathcal{Q}_{s-1}$ and correspondingly $\mathcal{P}_{t}$ are given in Table 1.5. This proves (ii) and so, a fortiori, (i).

### 1.8 Sections of non-singular quadrics

As in Section 1.6, let $\mathcal{S}(m, t, v ; n, w)$ be the set of $m$-spaces $\Pi_{m}$ such that $\Pi_{m} \cap \mathcal{Q}_{n}$ is of type $\Pi_{m-t-1} \mathcal{Q}_{t}$, where $\mathcal{Q}_{n}$ and $\mathcal{Q}_{t}$ have respective characters $w$ and $v$. Also,

$$
|\mathcal{S}(m, t, v ; n, w)|=N(m, t, v ; n, w)=N\left(\Pi_{m-t-1} \mathcal{Q}_{t}, \mathcal{Q}_{n}\right)
$$

and this number will be calculated. As special cases, the formula gives

Table 1.5. Sections through the nucleus

| Type | Form for $\mathcal{Q}_{s-1}$ | $\Pi_{m-s-1} \mathcal{Q}_{s-1}$ |
| :---: | :--- | :--- |
| 1 | $X_{1} X_{2}+\cdots+X_{s-1} X_{s}$ | $\Pi_{m-s-1} \mathcal{H}_{s-1}$ |
| 2 | $f\left(X_{1}, X_{2}\right)+X_{3} X_{4}+\cdots+X_{s-1} X_{s}$ | $\Pi_{m-s-1} \mathcal{E}_{s-1}$ |
| 3 | $X_{1}^{2}+X_{2} X_{3}+\cdots+X_{s-1} X_{s}$ | $\Pi_{m-s-1} \mathcal{P}_{s-1}$ |
| Form for $\mathcal{P}_{t}$ |  | $\Pi_{m-t-1} \mathcal{P}_{t}$ |
| Type |  |  |
| 1 | $X_{0}^{2}+X_{1} X_{2}+\cdots+X_{s-1} X_{s}$ | $\Pi_{m-s-1} \mathcal{P}_{s}$ |
| 2 | $X_{0}^{2}+f\left(X_{1}, X_{2}\right)+X_{3} X_{4}+\cdots+X_{s-1} X_{s}$ | $\Pi_{m-s-1} \mathcal{P}_{s}$ |
| 3 | $\left(X_{0}+X_{1}\right)^{2}+X_{2} X_{3}+\cdots+X_{s-1} X_{s}$ | $\Pi_{m-s} \mathcal{P}_{s-1}$ |

(1) the number of $\Pi_{m}$ lying on $\mathcal{Q}_{n}$, and here $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{m} \mathcal{H}_{-1}$;
(2) the number of points $\Pi_{0}$ not on $\mathcal{Q}_{n}$, and here $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{-1} \mathcal{P}_{0}$.

The formula gives the size of the orbits when $G\left(\mathcal{Q}_{n}\right)$ operates on the lattice of subspaces of $\operatorname{PG}(n, q)$, apart from the case $w=v=1$. This fact is contained in Theorem 1.49: when $(w, v) \neq(1,1)$, the sections of $\mathcal{Q}_{n}$ for a triple $(m, t, v)$ form a single orbit under $G\left(\mathcal{Q}_{n}\right)$; when $(w, v)=(1,1)$, the sections for a given pair $(m, t)$ form one or two orbits, and the size of these orbits will also be determined.

To obtain the general result, some special cases are first required. These are subsumed in the general result. In Section 1.5, the number

$$
N(m ; n, w)=N(m,-1,2 ; n, w),
$$

which is the number of $m$-spaces on $\mathcal{Q}_{n}$ of character $w$, was determined.
The next special cases required are the numbers of bisecants, tangent lines and skew lines to $\mathcal{Q}_{n}$; the total number of lines on $\mathcal{Q}_{n}$ has already been determined in Section 1.5.

## Lemma 1.55.

$$
\begin{align*}
N\left(\Pi_{1}, \mathcal{Q}_{n}\right)= & {\left[\frac{1}{2}(n-1-w), \frac{1}{2}(n+1-w)\right]_{+} }  \tag{i}\\
& \times\left[\frac{1}{2}(n-3+w), \frac{1}{2}(n-1+w)\right]_{-} /[1,2]_{-} \tag{1.36}
\end{align*}
$$

$$
\begin{align*}
N\left(\Pi_{0} \mathcal{P}_{0}, \mathcal{Q}_{n}\right)=\{ & \left.\left(q^{n}-1\right) /(q-1)+(w-1) q^{(n-1) / 2}\right\}  \tag{ii}\\
& \times\left\{q^{n-2}-(w-1) q^{(n-3) / 2}\right\} \tag{1.37}
\end{align*}
$$

$$
\begin{equation*}
N\left(\mathcal{H}_{1}, \mathcal{Q}_{n}\right)=\frac{1}{2} q^{n-1}\left\{\left(q^{n}-1\right) /(q-1)+(w-1) q^{(n-1) / 2}\right\} \tag{iii}
\end{equation*}
$$

Proof. The number of lines on $\mathcal{Q}_{n}$ through a point $P$ is $N(0 ; n-2, w)$, Lemma 1.22. Hence the number of tangents through $P$ is

$$
\theta(n-2)-N(0 ; n-2, w)
$$

and the total number of tangents is

$$
N(0 ; n, w)\{\theta(n-2)-N(0 ; n-2, w)\} ;
$$

this gives (ii).
The number of bisecants through a point $P$ of $\mathcal{Q}_{n}$ is

$$
\theta(n-1)-\theta(n-2)=q^{n-1}
$$

hence

$$
N\left(\mathcal{H}_{1}, \mathcal{Q}_{n}\right)=N(0 ; n, w) q^{n-1} / 2 .
$$

The total number of lines in $\operatorname{PG}(n, q)$ is, from Theorem 3.1 of PGOFF2,

$$
\begin{equation*}
\phi(1 ; n, q)=[n, n+1]_{-} /[1,2]_{-} . \tag{1.40}
\end{equation*}
$$

Hence (iv) is obtained from the formula

$$
N\left(\mathcal{E}_{1}, \mathcal{Q}_{n}\right)=\phi(1 ; n, q)-N\left(\Pi_{1}, \mathcal{Q}_{n}\right)-N\left(\Pi_{0} \mathcal{P}_{0}, \mathcal{Q}_{n}\right)-N\left(\mathcal{H}_{1}, \mathcal{Q}_{n}\right)
$$

## Corollary 1.56.

(i)

$$
\begin{align*}
N(1,1,0 ; n, 0) & =N\left(\mathcal{E}_{1}, \mathcal{E}_{n}\right) \\
& =\frac{1}{2} q^{n-1}\left(q^{(n+1) / 2}+1\right)\left(q^{(n-1) / 2}+1\right) /(q+1) \tag{1.41}
\end{align*}
$$

(ii)

$$
\begin{align*}
N(1,1,0 ; n, 2) & =N\left(\mathcal{E}_{1}, \mathcal{H}_{n}\right) \\
& =\frac{1}{2} q^{n-1}\left(q^{(n+1) / 2}-1\right)\left(q^{(n-1) / 2}-1\right) /(q+1) \tag{1.42}
\end{align*}
$$

(iii)

$$
\begin{align*}
N(1,1,0 ; n, 1) & =N\left(\mathcal{E}_{1}, \mathcal{P}_{n}\right) \\
& =\frac{1}{2} q^{n-1}\left(q^{n}-1\right) /(q+1) \tag{1.43}
\end{align*}
$$

Theorem 1.57. The number of sections $\Pi_{m-t-1} \mathcal{Q}_{t}$ of character $v$ on $\mathcal{Q}_{n}$ of character $w$ is

$$
\begin{align*}
& N(m, t, v ; n, w) \\
& =q^{\left\{T[t+1+v w(2-v)(2-w)]-v(2-v)(w-1)^{2}\right\} / 2} \\
& \quad \times\left[\frac{1}{2}\left\{T+v+\left(1+3 v-2 v^{2}\right) w-v(2-v) w^{2}\right\}, \frac{1}{2}(n+1-w)\right]_{+} \\
& \quad \times\left[\frac{1}{2}\left\{T+2-v-\left(1-5 v+2 v^{2}\right) w-v(2-v) w^{2}\right\}, \frac{1}{2}(n-1+w)\right]_{-} \\
& \quad \div\left\{\left[v(2-v), \frac{1}{2}(t+1-v)\right]_{+}\left[1, \frac{1}{2}(t-1+v)\right]_{-}[1, m-t]_{-}\right\} \tag{1.44}
\end{align*}
$$

where $T=n+t-2 m$.

Proof. Consider the spaces $\Pi_{d}$ lying on $\mathcal{Q}_{n}$ and the spaces $\Pi_{m}$ meeting $\mathcal{Q}_{n}$ in a quadric $\Pi_{k} \mathcal{Q}_{t}$ of projective index $d$ and character $v$. Let $N_{0}$ be the number of such $\Pi_{m}$ through a $\Pi_{d}$. Also, let $N^{\prime}\left(\Pi_{d}, \Pi_{k} \mathcal{Q}_{t}\right)$ be the number of $\Pi_{d}$ on $\Pi_{k} \mathcal{Q}_{t}$ containing the vertex $\Pi_{k}$. Then, counting pairs $\left(\Pi_{d}, \Pi_{m}\right)$ gives

$$
\begin{equation*}
N\left(\Pi_{k} \mathcal{Q}_{t}, \mathcal{Q}_{n}\right)=N_{0} N\left(\Pi_{d}, \mathcal{Q}_{n}\right) / N^{\prime}\left(\Pi_{d}, \Pi_{k} \mathcal{Q}_{t}\right) \tag{1.45}
\end{equation*}
$$

Here $m=k+t+1$. From (1.10),

$$
v=2 d-(m-t-1)-m+2,
$$

whence

$$
\begin{equation*}
d=m-\frac{1}{2}(t-v+3) . \tag{1.46}
\end{equation*}
$$

To find $N_{0}$, consider all $\mathcal{W}_{m}=\Pi_{k} \mathcal{Q}_{t}$ on $\mathcal{Q}_{n}$ through a particular $\Pi_{d}$. Let $\Pi_{n-d-1}^{\prime}$ be the tangent space of $\Pi_{d}$ with respect to $\mathcal{Q}_{n}$. Then, by Lemma 1.30,

$$
\Pi_{n-d-1}^{\prime} \cap \mathcal{Q}_{n}=\Pi_{d} \mathcal{Q}_{n-2 d-2}
$$

which has the same character $w$ and projective index $g$ as $\mathcal{Q}_{n}$.
The required spaces $\Pi_{m}$ must satisfy the following properties:
(a) $\mathcal{W}_{m}$ has projective index at most $d$;
(b) $\Pi_{m}$ touches $\mathcal{Q}_{n}$ along $\Pi_{k}$.

For (a), it is necessary and sufficient that $\Pi_{m}$ contains none of the $(d+1)$-spaces through $\Pi_{d}$ on $\Pi_{d} \mathcal{Q}_{n-2 d-2}$. If (a) is assumed, then it is necessary and sufficient for (b) that $\Pi_{m} \Pi_{n-d-1}^{\prime}=\Pi_{n-k-1}^{\prime}$, using Lemma 1.21. This is equivalent to

$$
\Pi_{m} \cap \Pi_{n-d-1}^{\prime}=\Pi_{r}
$$

where

$$
\begin{equation*}
r=m+(n-d-1)-(n-k-1)=m-d+k \tag{1.47}
\end{equation*}
$$

The space $\Pi_{r}$ contains $\Pi_{d}$ and, to satisfy (a), $\Pi_{r} \cap \Pi_{d} \mathcal{Q}_{n-2 d-2}=\Pi_{d}$. If $r>d$, so $\Pi_{r} \cap \mathcal{Q}_{n-2 d-2}$ is either $\mathcal{P}_{0}$ or $\mathcal{E}_{1}$; hence

$$
\begin{equation*}
d \leq r \leq d+2 \tag{1.48}
\end{equation*}
$$

Three cases are distinguished according as $\mathcal{W}_{m}$ is parabolic, hyperbolic or elliptic; that is $v=1,2$ or 0 , where $v=2 d-k-m+2$, as in (1.10).

## (1) $\mathcal{W}_{m}$ parabolic

Since $2+2 d-k-m=1$ and $r=m-d+k$, so $r=d+1$. Therefore, by (a), $\Pi_{r}$ is any one of the $\Pi_{d+1}$ which lie in $\Pi_{n-d-1}^{\prime}$ and contain $\Pi_{d}$ without being on $\Pi_{d} \mathcal{Q}_{n-2 d-2}$. So the number of $\Pi_{r}$ is, in the notation of Section 3.1 of PGOFF2,

$$
\begin{align*}
& \chi(d, d+1 ; n-d-1, q)-N\left(\Pi_{0}, \mathcal{Q}_{n-2 d-2}\right) \\
& =\theta(n-2 d-2)-N\left(\Pi_{0}, \mathcal{Q}_{n-2 d-2}\right)=N_{1} . \tag{1.49}
\end{align*}
$$

The spaces $\Pi_{m}$ are those $m$-spaces containing such a $\Pi_{r}=\Pi_{d+1}$ with the condition that $\Pi_{m} \cap \Pi_{n-d-1}^{\prime}=\Pi_{r}$. If $\Pi_{r}$ is fixed, the number of these $\Pi_{m}$ is

$$
\begin{align*}
& \psi_{12}(d+1, n-d-1, m ; n, q) \\
& =q^{(m-d-1)(n-2 d-2)}[2 d+3-m, d+1]_{-} /[1, m-d-1]_{-} \\
& =N_{2} \tag{1.50}
\end{align*}
$$

by Theorem 3.3 of PGOFF2. Thus

$$
\begin{align*}
N_{0}= & N_{1} N_{2} \\
= & q^{\left\{T(t+1)-(w-1)^{2}\right\} / 2}\left(q^{\left\{T+(w-1)^{2}\right\} / 2}-w+1\right. \\
& \times\left[m-t+1, m-\frac{1}{2} t\right]_{-} /\left[1, \frac{1}{2} t\right]_{-}, \tag{1.51}
\end{align*}
$$

where $N_{1}$ has been evaluated using (1.18) and $d$ has been eliminated by (1.46). Here $n-2 d-2=n-2 m+t-v+3-2=T$.
(2) $\mathcal{W}_{m}$ hyperbolic

Since $2+2 d-k-m=2$ and $r=m-d+k$, so $r=d$ and $\Pi_{r}=\Pi_{d}$. Thus the spaces $\Pi_{m}$ are those $m$-spaces such that $\Pi_{d}=\Pi_{m} \cap \Pi_{n-d-1}^{\prime}$. By Theorem 3.3 of PGOFF2, their number is

$$
\begin{align*}
& \psi_{12}(d, n-d-1, m ; n, q) \\
& =q^{(m-d)(n-2 d-1)}[2 d+2-m, d+1]_{-} /[1, m-d]_{-} \\
& =q^{T(t+1) / 2}\left[m-t+1, m-\frac{1}{2}(t-1)\right]_{-} /\left[1, \frac{1}{2}(t+1)\right]_{-} \\
& =N_{0} \tag{1.52}
\end{align*}
$$

using (1.46) with $v=2$.

## (3) $\mathcal{W}_{m}$ elliptic

Since $2+2 d-k-m=0$ and $r=m-d+k$, so $r=d+2$. Then, from (a), $\Pi_{r}$ is one of the spaces $\Pi_{d+2}$ in $\Pi_{n-d-1}^{\prime}$ through the vertex $\Pi_{d}$ of $\Pi_{d} \mathcal{Q}_{n-2 d-2}$ but not containing any point of the base $\mathcal{Q}_{n-2 d-2}$. So $\Pi_{d+2}$ is the join of $\Pi_{d}$ and a line external to $\mathcal{Q}_{n-2 d-2}$. Thus the number of $\Pi_{r}$ is the number of lines of $\mathrm{PG}(n-2 d-2, q)$ meeting $\mathcal{Q}_{n-2 d-2}$ in some $\mathcal{E}_{1}$, that is, $N\left(\mathcal{E}_{1}, \mathcal{Q}_{n-2 d-2}\right)$. Now, (1.46) with $v=0$ gives $d=m-\frac{1}{2}(t+3)$, whence

$$
n-2 d-2=n-2 m+(t+3)-2=T+1
$$

So, from (1.39),

$$
\begin{align*}
N\left(\mathcal{E}_{1}, \mathcal{Q}_{n-2 d-2}\right)= & \frac{1}{2} q^{T}\left(q^{\left\{T+1+(w-1)^{2}\right\} / 2}-w^{2}+w+1\right) \\
& \times\left(q^{\left\{T+1-(w-1)^{2}\right\} / 2}+w^{2}-3 w+1\right) /(q+1) \\
= & N_{1} \tag{1.53}
\end{align*}
$$

The spaces $\Pi_{m}$ are those $m$-spaces meeting $\Pi_{n-d-1}^{\prime}$ in such a $\Pi_{r}=\Pi_{d+2}$. If $\Pi_{r}$ is fixed, the number of $\Pi_{m}$ is, by Theorem 3.3 of PGOFF2,

$$
\begin{align*}
& \psi_{12}(d+2, n-d-1, m ; n, q) \\
& =q^{(m-d-2)(n-2 d-3)}[2 d+4-m, d+1]_{-} /[1, m-d-2]_{-} \\
& =q^{T(t-1) / 2}\left[m-t+1, m-\frac{1}{2}(t+1)\right]_{-} /\left[1, \frac{1}{2}(t-1)\right]_{-} \\
& =N_{2} . \tag{1.54}
\end{align*}
$$

Thus

$$
\begin{align*}
N_{0}= & N_{1} N_{2} \\
= & q^{T(t+1) / 2}\left[m-t+1, m-\frac{1}{2}(t+1)\right]_{-} N_{3} \\
& \div\left\{(q+1)\left[1, \frac{1}{2}(t-1)\right]-\right\}, \tag{1.55}
\end{align*}
$$

where

$$
N_{3}= \begin{cases}{\left[\frac{1}{2} T, \frac{1}{2} T+1\right]_{+}} & \text {for } w=0 \\ {\left[\frac{1}{2} T, \frac{1}{2} T+1\right]_{-}} & \text {for } w=2, \\ {[T, T+1]_{-}} & \text {for } w=1\end{cases}
$$

This completes the calculation of $N_{0}$ in the three cases $v=1,2,0$.
To apply the formula (1.45), the numbers $N\left(\Pi_{d}, \mathcal{Q}_{n}\right)$ and $N^{\prime}\left(\Pi_{d}, \Pi_{k} \mathcal{Q}_{t}\right)$ are required. By (1.46) and the definition,

$$
\begin{aligned}
N\left(\Pi_{d}, \mathcal{Q}_{n}\right) & =N\left(m-\frac{1}{2}(t-v+3) ; n, w\right), \\
N^{\prime}\left(\Pi_{d}, \Pi_{k} \mathcal{Q}_{t}\right) & =N\left(\Pi_{d-k-1}, \mathcal{Q}_{t}\right)=N\left(\frac{1}{2}(t+v-3) ; t, v\right)
\end{aligned}
$$

Thus, using (1.13) in Theorem 1.41,

$$
\begin{align*}
& N\left(\Pi_{d}, \mathcal{Q}_{n}\right) / N^{\prime}\left(\Pi_{d}, \Pi_{k} \mathcal{Q}_{t}\right) \\
& =\left[\frac{1}{2}(T+4-w-v), \frac{1}{2}(n+1-w)\right]_{+}\left[\frac{1}{2}(T+2+w-v), \frac{1}{2}(n-1+w)\right]_{-} \\
& \quad \times\left[1, \frac{1}{2}(t-1+v)\right]_{-} \\
& \quad \div\left\{\left[2-v, \frac{1}{2}(t+1-v)\right]_{+}\left[1, \frac{1}{2}(t-1+v)\right]_{-}\left[1, m-\frac{1}{2}(t+1-v)\right]_{-}\right\} \\
& =N_{4} . \tag{1.56}
\end{align*}
$$

So (1.45) becomes

$$
N\left(\Pi_{k} \mathcal{Q}_{t}, \mathcal{Q}_{n}\right)=N(m, t, v ; n, w)=N_{0} N_{4} .
$$

Thus, from (1.51) and (1.56) with $v=1$,

$$
\begin{align*}
& N(m, t, 1 ; n, w)=q^{\left\{T\left(t+1+2 w-w^{2}\right)-(w-1)^{2}\right\} / 2} \\
& \quad \times\left[\frac{1}{2}\left(T+1+2 w-w^{2}\right), \frac{1}{2}(n+1-w)\right]_{+} \\
& \quad \times\left[\frac{1}{2}\left(T+1+2 w-w^{2}\right), \frac{1}{2}(n-1+w)\right]_{-} \\
& \quad \div\left\{\left[1, \frac{1}{2} t\right]_{+}\left[1, \frac{1}{2} t\right]_{-}[1, m-t]_{-}\right\} . \tag{1.57}
\end{align*}
$$

From (1.52) and (1.56) with $v=2$,

$$
\begin{align*}
& N(m, t, 2 ; n, w)=q^{T(t+1) / 2} \\
& \quad \times\left[\frac{1}{2}(T+2-w), \frac{1}{2}(n+1-w)\right]_{+}\left[\frac{1}{2}(T+w), \frac{1}{2}(n-1+w)\right]_{-} \\
& \quad \div\left\{\left[0, \frac{1}{2}(t-1)\right]_{+}\left[1, \frac{1}{2}(t+1)\right]_{-}[1, m-t]_{-}\right\} . \tag{1.58}
\end{align*}
$$

From (1.55) and (1.56) with $v=0$,

$$
\begin{align*}
& N(m, t, 0 ; n, w)=q^{T(t+1) / 2} \\
& \quad \times\left[\frac{1}{2}(T+w), \frac{1}{2}(n+1-w)\right]_{+}\left[\frac{1}{2}(T+2-w), \frac{1}{2}(n-1+w)\right]_{-} \\
& \quad \div\left\{\left[0, \frac{1}{2}(t+1)\right]_{+}\left[1, \frac{1}{2}(t-1)\right]_{-}[1, m-t]_{-}\right\} . \tag{1.59}
\end{align*}
$$

The substitution of $v=1,2,0$ in the 'big formula' (1.44) gives (1.57), (1.58), (1.59) respectively. Thus (1.44) is established.

It may be noted that all the special cases of (1.44) required for its proof are immediately retrievable from the general formula.

Example 1.58. The number of conics on a quadric $\mathcal{P}_{n}, n$ even:

$$
\begin{gathered}
v=w=1, \quad m=t=2, \quad T=n-2, \\
N\left(\mathcal{P}_{2}, \mathcal{P}_{n}\right)=q^{2(n-2)}\left[\frac{1}{2} n, \frac{1}{2} n\right]_{+}\left[\frac{1}{2} n, \frac{1}{2} n\right]_{-} \\
\div\left\{[1,1]_{+}[1,1]_{-}[1,0]_{-}\right\} \\
=q^{2(n-2)}\left(q^{n}-1\right) /\left(q^{2}-1\right) .
\end{gathered}
$$

Now consider, under what conditions on the parameters $m, t, v, n, w$ and the invariant $T=n+t-2 m$, the quadric $\mathcal{Q}_{n}$ of character $w$ has a section $\Pi_{m-t-1} \mathcal{Q}_{t}$ of character $v$. First, the properties of the parameters that are contained within their definition are listed.

Property 1.59. (a) $n-w$ is odd;
(b) $t-v$ is odd;
(c) $T+w-v$ is even;
(d) $n>m \geq 0$;
(e) $m \geq t \geq 1-v$;
(f) $n \geq(w-1)^{2}$.

In Lemma 1.50, it was also shown that $T \geq v-w$.
Theorem 1.60. Subject to the conditions (a)-(f) of Property 1.59, a quadric $\mathcal{Q}_{n}$ of character $w$ has a section $\Pi_{m-t-1} \mathcal{Q}_{t}$ of character $v$ if and only if

$$
T \geq|w-v|
$$

Table 1.6. Values of $f(v, w)$

|  | $w$ | 0 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- |
| $v$ |  |  |  |  |
| 0 |  | -2 | -1 | 0 |
| 1 |  | -1 | -2 | -1 |
| 2 |  | 0 | -1 | -2 |

Proof. From Notation 1.32, the integer $[r, s]_{-}=0$ if and only if $r=0$. So, from (1.44), the number $N(m, t, v ; n, w)>0$ if and only if

$$
T+2-v-\left(1-5 v+2 v^{2}\right) w-v(2-v) w^{2}>0
$$

that is, $T>f(v, w)$ where $f(v, w)$ is given in Table 1.6.
Since $T+w-v$ is even, the minimum value $g(v, w)$ of $T$ is given as follows:

$$
g(v, w)= \begin{cases}f(v, w)+1 & \text { if } f(v, w)+1-(w-v) \text { is even } \\ f(v, w)+2 & \text { if } f(v, w)+1-(w-v) \text { is odd }\end{cases}
$$

Hence $g(v, w)$ is given by Table 1.7. Thus $g(v, w)=|w-v|$.

Table 1.7. Values of $g(v, w)$

|  | $w$ | 0 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- |
| $v$ |  |  |  |  |
| 0 |  | 0 | 1 | 2 |
| 1 |  | 1 | 0 | 1 |
| 2 |  | 2 | 1 | 0 |

Corollary 1.61. The quadric $\mathcal{Q}_{n}$ of character $w$ has a section $\Pi_{m-t-1} \mathcal{Q}_{t}$ of character $v$ if and only if
(a) $n-w$ is odd and $n \geq(w-1)^{2}$;
(b) $t-v$ is odd;
(c) $n>m \geq t \geq \max (2 m-n+|w-v|, 1-v)$.

Corollary 1.62. The quadric $\mathcal{Q}_{n}$ of character $w$ has a section $\Pi_{k} \mathcal{Q}_{t}$ of character $v$ with $k=m-t-1$ if and only if
(a) $n-w$ is odd and $n \geq(w-1)^{2}$;
(b) $t-v$ is odd;
(c) $1-v \leq t<n-k-1$;
(d) $-2 \leq 2 k \leq n-t-|w-v|-2$.

Theorem 1.63. For a given $\mathcal{Q}_{n}=\mathcal{H}_{n}, \mathcal{E}_{n}, \mathcal{P}_{n}$ the number of projectively distinct pairs $\left(\Pi_{m}, \Pi_{m-t-1} \mathcal{Q}_{t}\right)$ where $\Pi_{m} \cap \mathcal{Q}_{n}=\Pi_{m-t-1} \mathcal{Q}_{t}$ is as follows:

| Type of <br> section | $\mathcal{H}_{n}$ | $\mathcal{E}_{n}$ | $\mathcal{P}_{n}$ |
| :--- | :--- | :--- | :--- |
| Hyperbolic | $\frac{1}{8}\left(n^{2}-1\right)+n$ | $\frac{1}{8}(n-1)(n+5)$ | $\frac{1}{8} n(n+6)$ |
| Elliptic | $\frac{1}{8}\left(n^{2}-1\right)$ | $\frac{1}{8}(n-1)(n+5)$ | $\frac{1}{8} n(n+2)$ |
| Parabolic | $\frac{1}{8}(n+1)(n+3)$ | $\frac{1}{8}(n+1)(n+3)$ | $\frac{1}{8} n(n+6)$ |
| Total | $\frac{1}{8}(3 n+1)(n+1)+n$ | $\frac{1}{8}(3 n+7)(n-1)+n$ | $\frac{1}{8} n(3 n+14)$ |

Proof. For each $m$ such that $0 \leq m \leq n-1$, Corollary 1.61 permits a count of the values of $t$ for which a section $\Pi_{m-t-1} \mathcal{Q}_{t}$ of character $v$ exists.

By way of example, the different sections by an $m$-space for the three quadrics $\mathcal{E}_{5}, \mathcal{P}_{6}, \mathcal{H}_{7}$ are listed in Table 1.8.

Since the sections of non-singular quadrics have been determined, it is possible to say precisely what are the sections of a singular quadric.

Theorem 1.64. If, for a fixed $t$, the non-singular quadric $\mathcal{Q}_{n}$ has a section $\Pi_{i} \mathcal{Q}_{t}$ of character $v$, then $\Pi_{k} \mathcal{Q}_{n}$ has a section $\Pi_{j} \mathcal{Q}_{t}$ of character $v$ for all $j$ in the range $i \leq j \leq i+k+1$.

Proof. A section of $\Pi_{k} \mathcal{Q}_{n}$ is the join of a section $\Pi_{s}$ of $\Pi_{k}$ to a section $\Pi_{i} \mathcal{Q}_{t}$ of $\mathcal{Q}_{n}$; this join is $\Pi_{s+1+i} \mathcal{Q}_{t}$, where $s$ may vary from -1 to $k$.

### 1.9 Parabolic sections of parabolic quadrics

Part of Theorem 1.49 is that, in the operation of $G\left(\mathcal{Q}_{n}\right)$ on the set $\mathcal{S}(m, t, v ; n, w)$ of $m$-spaces $\Pi_{m}$ meeting $\mathcal{Q}_{n}$ of character $w$ in a section $\Pi_{m-t-1} \mathcal{Q}_{t}$ of character $v$, the only case that two orbits may occur is when $v=w=1$. The geometrical explanation of this phenomenon is different for $q$ odd and $q$ even. From (1.44),

$$
\begin{align*}
N(m, t, 1 ; n, 1)=q^{T(t+2) / 2}\left[\frac{1}{2}(T+2), \frac{1}{2} n\right]_{+}\left[\frac{1}{2}(T+2), \frac{1}{2} n\right]_{-} \\
\div\left\{\left[1, \frac{1}{2} t\right]_{+}\left[1, \frac{1}{2} t\right]_{-}[1, m-t]_{-}\right\}, \tag{1.60}
\end{align*}
$$

where, as before,

$$
T=n+t-2 m
$$

This is the number of $\Pi_{m}$ such that

$$
\begin{equation*}
\Pi_{m} \cap \mathcal{P}_{n}=\Pi_{m-t-1} \mathcal{P}_{t} \tag{1.61}
\end{equation*}
$$

In this section only such $\Pi_{m}$ are considered.

Table 1.8. Sections in dimensions 5, 6, 7

|  | Hyperbolic | Elliptic | Parabolic |
| :--- | :--- | :--- | :--- |
| $\mathcal{E}_{5}$ |  |  |  |
| $m=4$ |  | $\Pi_{0} \mathcal{E}_{3}$ | $\mathcal{P}_{4}$ |
| $m=3$ | $\mathcal{H}_{3}$ | $\mathcal{E}_{3}, \Pi_{1} \mathcal{E}_{1}$ | $\Pi_{0} \mathcal{P}_{2}$ |
| $m=2$ | $\Pi_{0} \mathcal{H}_{1}$ | $\Pi_{0} \mathcal{E}_{1}$ | $\mathcal{P}_{2}, \Pi_{1} \mathcal{P}_{0}$ |
| $m=1$ | $\mathcal{H}_{1}, \Pi_{1}$ | $\mathcal{E}_{1}$ | $\Pi_{0} \mathcal{P}_{0}$ |
| $m=0$ | $\Pi_{0}$ |  | $\mathcal{P}_{0}$ |
| $\mathcal{P}_{6}$ |  |  |  |
| $m=5$ | $\mathcal{H}_{5}$ | $\mathcal{E}_{5}$ | $\Pi_{0} \mathcal{P}_{4}$ |
| $m=4$ | $\Pi_{0} \mathcal{H}_{3}$ | $\Pi_{0} \mathcal{E}_{3}$ | $\mathcal{P}_{4}, \Pi_{1} \mathcal{P}_{2}$ |
| $m=3$ | $\mathcal{H}_{3}, \Pi_{1} \mathcal{H}_{1}$ | $\mathcal{E}_{3}, \Pi_{1} \mathcal{E}_{1}$ | $\Pi_{0} \mathcal{P}_{2}, \Pi_{2} \mathcal{P}_{0}$ |
| $m=2$ | $\Pi_{0} \mathcal{H}_{1}, \Pi_{2}$ | $\Pi_{0} \mathcal{E}_{1}$ | $\mathcal{P}_{2}, \Pi_{1} \mathcal{P}_{0}$ |
| $m=1$ | $\mathcal{H}_{1}, \Pi_{1}$ | $\mathcal{E}_{1}$ | $\Pi_{0} \mathcal{P}_{0}$ |
| $m=0$ | $\Pi_{0}$ |  | $\mathcal{P}_{0}$ |
| $\mathcal{H}_{7}$ |  |  |  |
| $m=6$ | $\Pi_{0} \mathcal{H}_{5}$ |  |  |
| $m=5$ | $\mathcal{H}_{5}, \Pi_{1} \mathcal{H}_{3}$ | $\mathcal{E}_{5}$ | $\mathcal{P}_{6}$ |
| $m=4$ | $\Pi_{0} \mathcal{H}_{3}, \Pi_{2} \mathcal{H}_{1}$ | $\Pi_{0} \mathcal{E}_{3}$ | $\mathcal{P}_{0}, \mathcal{P}_{4}$ |
| $m=3$ | $\mathcal{H}_{3}, \Pi_{1} \mathcal{H}_{1}, \Pi_{3}$ | $\mathcal{E}_{3}, \Pi_{1} \mathcal{E}_{1}$ | $\Pi_{0} \mathcal{P}_{2}, \Pi_{2} \mathcal{P}_{0}$ |
| $m=2$ | $\Pi_{0} \mathcal{H}_{1}, \Pi_{2}$ | $\Pi_{0} \mathcal{E}_{1}$ | $\mathcal{P}_{2}, \Pi_{1} \mathcal{P}_{0}$ |
| $m=1$ | $\mathcal{H}_{1}, \Pi_{1}$ | $\mathcal{E}_{1}$ | $\Pi_{0} \mathcal{P}_{0}$ |
| $m=0$ | $\Pi_{0}$ |  | $\mathcal{P}_{0}$ |

For $q$ odd, as in Theorem 1.51, the polar $\Pi_{n-m-1}^{\prime}$ of $\Pi_{m}$ meets $\mathcal{P}_{n}$ in either an elliptic or a hyperbolic section. If $\Pi_{n-m-1}^{\prime} \cap \mathcal{P}_{n}=\Pi_{m-t-1} \mathcal{E}_{T-1}$, then $\Pi_{m}$ is internal; if $\Pi_{n-m-1}^{\prime} \cap \mathcal{P}_{n}=\Pi_{m-t-1} \mathcal{H}_{T-1}$, then $\Pi_{m}$ is external. This conforms with the notion of internal and external points of a conic as in Section 8.2 of PGOFF2. Accordingly, write $N_{-}(m, t, 1 ; n, 1)$ for the number of internal $\Pi_{m}$ and $N_{+}(m, t, 1 ; n, 1)$ for the number of external $\Pi_{m}$ such that (1.61) holds. Hence

$$
\begin{equation*}
N_{-}(m, t, 1 ; n, 1)+N_{+}(m, t, 1 ; n, 1)=N(m, t, 1 ; n, 1) . \tag{1.62}
\end{equation*}
$$

## Theorem 1.65.

$$
\begin{array}{r}
N_{-}(m, t, 1 ; n, 1)=q^{T(t+1) / 2}\left[\frac{1}{2}(T+2), \frac{1}{2} n\right]_{+}\left[\frac{1}{2} T, \frac{1}{2} n\right]_{-} \\
\quad \div\left\{\left[0, \frac{1}{2} t\right]_{+}\left[1, \frac{1}{2} t\right]_{-}[1, m-t]_{-}\right\} . \\
N_{+}(m, t, 1 ; n, 1)=q^{T(t+1) / 2}\left[\frac{1}{2} T, \frac{1}{2} n\right]_{+}\left[\frac{1}{2}(T+2), \frac{1}{2} n\right]_{-} \\
\quad \div\left\{\left[0, \frac{1}{2} t\right]_{+}\left[1, \frac{1}{2} t\right]_{-}[1, m-t]_{-}\right\} . \tag{1.64}
\end{array}
$$

Proof. By definition,

$$
\begin{aligned}
& N_{-}(m, t, 1 ; n, 1)=N(n-m-1, T-1,0 ; n, 1), \\
& N_{+}(m, t, 1 ; n, 1)=N(n-m-1, T-1,2 ; n, 1) .
\end{aligned}
$$

Application of (1.44) and some manipulation give the required answers, for which (1.60) and (1.62) provide a check.

Corollary 1.66. For $q$ odd, the set $\mathcal{S}(m, t, 1 ; n, 1)$ has one or two orbits under $G\left(\mathcal{P}_{n}\right)$ according as $T=0$ or $T>0$. In the former case, the sections of the orbit are all external and have polar sections $\Pi_{n-m-1}^{\prime} \cap \mathcal{P}_{n}=\Pi_{r}$, where $r=n-m-1=m-t-1$.

Proof. This follows from Theorem 1.49, (1.63) and (1.64). When $T=0$,

$$
\Pi_{n-m-1}^{\prime} \cap \mathcal{P}_{n}=\Pi_{m-t-1} \mathcal{H}_{T-1}=\Pi_{r}
$$

For $q$ even, a space $\Pi_{m}$ such that (1.61) holds either does or does not contain the nucleus $N$ of $\mathcal{P}_{n}$. If $\Pi_{m}$ does contain $N$, it is called nuclear; if $\Pi_{m}$ does not contain $N$, it is called non-nuclear. Accordingly, write $N_{0}(m, t, 1 ; n, 1)$ for the number of nuclear $\Pi_{m}$ and $N_{1}(m, t, 1 ; n, 1)$ for the number of non-nuclear $\Pi_{m}$, both such that $\Pi_{m} \cap \mathcal{P}_{n}=\Pi_{m-t-1} \mathcal{P}_{t}$. So

$$
\begin{equation*}
N_{0}(m, t, 1 ; n, 1)+N_{1}(m, t, 1 ; n, 1)=N(m, t, 1 ; n, 1) . \tag{1.65}
\end{equation*}
$$

## Theorem 1.67.

$$
\begin{align*}
N_{0}(m, t, 1 ; n, 1)=q^{t T / 2} & {\left[\frac{1}{2}(T+2),\right.}  \tag{i}\\
& \div\left\{\left[1, \frac{1}{2} n\right]_{+}\left[\frac{1}{2}(T+2), \frac{1}{2} n\right]_{-}\left[1, \frac{1}{2} t\right]_{-}[1, m-t]_{-}\right\} . \tag{1.66}
\end{align*}
$$

(ii)

$$
\begin{align*}
N_{1}(m, t, 1 ; n, 1)=q^{t T / 2} & {\left[\frac{1}{2} T, \frac{1}{2} n\right]_{+}\left[\frac{1}{2} T, \frac{1}{2} n\right]_{-} } \\
& \div\left\{\left[1, \frac{1}{2} t\right]_{+}\left[1, \frac{1}{2} t\right]_{-}[1, m-t]_{-}\right\} \tag{1.67}
\end{align*}
$$

Proof. From Theorem 1.54 (ii),

$$
\begin{aligned}
& N_{0}(m, t, 1 ; n, 1)= N\left(\Pi_{m-t-1} \mathcal{H}_{t-1}, \mathcal{H}_{n-1}\right)+N\left(\Pi_{m-t-1} \mathcal{E}_{t-1}, \mathcal{H}_{n-1}\right) \\
&+N\left(\Pi_{m-t-2} \mathcal{P}_{t}, \mathcal{H}_{n-1}\right) \\
&=N(m-1, t-1,2 ; n-1,2)+N(m-1, t-1,0 ; n-1,2) \\
&+N(m-1, t, 1 ; n-1,2) .
\end{aligned}
$$

Applying (1.44) gives (1.66); then (1.65) gives (1.67).
Corollary 1.68. For $q$ even, the set $\mathcal{S}(m, t, 1 ; n, 1)$ has one or two orbits under $G\left(\mathcal{P}_{n}\right)$ according as $T=0$ or $T>0$. In the former case, the sections of the orbit are all nuclear and each is the section of $\mathcal{P}_{n}$ by the tangent space of a $\Pi_{m-t-1}$ lying on $\mathcal{P}_{n}$.

Proof. This follows from Theorem 1.49, (1.66) and (1.67). In the case that $T=0$, then $n-2(m-t-1)-2=t$. So, by Lemma 1.53, the tangent space of a $\Pi_{m-t-1}$ on $\mathcal{P}_{n}$ meets $\mathcal{P}_{n}$ in a section $\Pi_{m-t-1} \mathcal{P}_{t}$.

The corollaries to Theorems 1.65 and 1.67 for $q$ odd and even can be combined as follows.

Theorem 1.69. The set $\mathcal{S}(m, t, 1 ; n, 1)$ has one or two orbits under $G\left(\mathcal{P}_{n}\right)$ according as $T=0$ or $T>0$. In the former case, each element of the orbit is the section of $\mathcal{P}_{n}$ by the tangent space at a $\Pi_{m-t-1}$ lying on $\mathcal{P}_{n}$.

Example 1.70. Orbits of parabolic sections of $\mathcal{P}_{4}$. The five types of parabolic section of $\mathcal{P}_{4}$ are as follows:
(a) $\mathcal{P}_{0}, m=0, T=4$, a point off $\mathcal{P}_{4}$;
(b) $\Pi_{0} \mathcal{P}_{0}, m=1, T=2$, a tangent line meeting $\mathcal{P}_{4}$ in a point;
(c) $\Pi_{1} \mathcal{P}_{0}, m=2, T=0$, a plane meeting $\mathcal{P}_{4}$ in a line;
(d) $\mathcal{P}_{2}, m=2, T=2$, a plane meeting $\mathcal{P}_{4}$ in a conic;
(e) $\Pi_{0} \mathcal{P}_{2}, m=3, T=0$, a tangent solid meeting $\mathcal{P}_{4}$ in a cone.

In both cases (c) and (e), for $q$ odd or even, there is a single orbit of $(q+1)\left(q^{2}+1\right)$ elements. In case (a), for $q$ odd, there are $\frac{1}{2} q^{2}\left(q^{2}-1\right)$ internal points and $\frac{1}{2} q^{2}\left(q^{2}+1\right)$ external points; for $q$ even, there is the nucleus and $q^{4}-1$ non-nuclear points. In case (b), for $q$ odd, there are $\frac{1}{2} q\left(q^{4}-1\right)$ internal tangents and $\frac{1}{2} q(q+1)^{2}\left(q^{2}+1\right)$ external tangents; for $q$ even, there are $(q+1)\left(q^{2}+1\right)$ nuclear tangents and $(q+1)\left(q^{4}-1\right)$ non-nuclear tangents. In case (d), for $q$ odd, there are $\frac{1}{2} q^{3}(q-1)\left(q^{2}+1\right)$ internal conics and $\frac{1}{2} q^{3}(q+1)\left(q^{2}+1\right)$ external conics; for $q$ even, there are $q^{2}\left(q^{2}+1\right)$ nuclear conics and $q^{2}\left(q^{4}-1\right)$ non-nuclear conics.

### 1.10 The characterisation of quadrics

In this section, non-singular quadrics in $\Sigma=\mathrm{PG}(n, q)$ are characterised purely in terms of their intersections with lines of $\Sigma$. The characterisation also applies to infinite fields with only a slight rewording. First, a number of definitions are required.

Definition 1.71. (1) A set $\mathcal{K}$ in $\Sigma$ is of type $\left(r_{1}, r_{2}, \ldots, r_{s}\right)$ if

$$
|l \cap \mathcal{K}| \in\left\{r_{1}, r_{2}, \ldots, r_{s}\right\}
$$

for all lines $l$.
(2) Let $\mathcal{K}$ be a set of type $(0,1,2, q+1)$. A line meeting $\mathcal{K}$ in $i$ points is an $i$-secant. The alternative terms for a 0 -secant, 1 -secant, 2 -secant, and $(q+1)$-secant are external line, unisecant or tangent, bisecant, and line on $\mathcal{K}$ or line of $\mathcal{K}$. Some authors use 'tangent' to mean 1 -secant or $(q+1)$-secant, but this usage is avoided here. However, in the context of this section, it is convenient to have a single term for this idea. So a $B$-line is defined to be a 1 -secant or a $(q+1)$-secant.,
(3) The set $\mathcal{K}$ is quadratic if
(a) $\mathcal{K}$ is of type $(0,1,2, q+1)$;
(b) for each $P$ in $\mathcal{K}$, the union of $B$-lines through $P$ together with $P$ form the tangent space $T_{P}=T_{P}(\mathcal{K})$, which is either a hyperplane or $\Sigma$ itself.
In (b), if $P$ is not specifically included in $T_{P}(\mathcal{K})$, there is a difficulty when $n=1$ and $\mathcal{K}$ consists of two points.
(4) The point $P$ of the quadratic set $\mathcal{K}$ is singular if $T_{P}(\mathcal{K})=\Sigma$; in other words, there is no bisecant through $P$. If $\mathcal{K}$ has a singular point it is singular.
(5) If a quadratic set does not contain a line, it is an ovoid.
(6) A perspectivity of $\Sigma$ is a projectivity fixing all lines through a certain point $P_{0}$, the centre. A quadratic set is perspective if there is a non-identity perspectivity with centre $Q$ fixing $\mathcal{K}$ for every $Q$ in $\Sigma$ not in $\mathcal{K} \cup \bigcap T_{P}$. Every non-singular quadric in $\Sigma$ is perspective, by Lemma 1.45.

Lemma 1.72. If $\mathcal{K}$ is a quadratic set and $\Pi_{s}$ is a subspace of $\Sigma$, then $\mathcal{K}^{\prime}=\mathcal{K} \cap \Pi_{s}$ is a quadratic set in $\Pi_{s}$ for which $T_{P}\left(\mathcal{K}^{\prime}\right)=T_{P}(\mathcal{K}) \cap \Pi_{s}$, where $P$ is any point of $\mathcal{K}^{\prime}$.

Proof. If $l$ is a line of $\Sigma$, then it meets $\Pi_{s}$ in 0,1 or $q+1$ points. Hence the possibilities for $\left|\left(l \cap \Pi_{s}\right) \cap \mathcal{K}^{\prime}\right|$ are given in Table 1.9.

Table 1.9. Intersection numbers for quadratic sets

|  | $\|l \cap \mathcal{K}\|$ | 0 | 1 | 2 | $q+1$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|l \cap \Pi_{s}\right\|$ |  |  |  |  |  |
| 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 0,1 | 0,1 | 1 |  |
| $q+1$ | 0 | 1 | 2 | $q+1$ |  |

So $\mathcal{K}^{\prime}$ is a quadratic set. The other part follows similarly.
Corollary 1.73. If $\Pi$ is a hyperplane and $\mathcal{K}$ is non-singular, then $\Pi \cap \mathcal{K}$ has a singular point $P$ if and only if $\Pi=T_{P}(\mathcal{K})$.

Theorem 1.74. In $\Sigma=\operatorname{PG}(n, q), n \geq 2$, a set $\mathcal{K}$ is a quadratic set if and only if each plane section is a quadratic set.

Proof. One implication is included in Lemma 1.72. Suppose therefore that every plane section of $\mathcal{K}$ is quadratic. Let $l$ be a line and $\pi$ a plane containing $l$. Since $\mathcal{K} \cap l=(\mathcal{K} \cap \pi) \cap l$, it follows that $\mathcal{K}$ is of type $(0,1,2, q+1)$. Further, $l$ is a $B$-line of $\mathcal{K}$ if and only if $l$ is a $B$-line of $\mathcal{K} \cap \pi$ for every plane $\pi$ containing $l$.

For each $P \in \mathcal{K}$, let the union of the $B$-lines through $P$ be $T_{P}$. If $l_{1}$ and $l_{2}$ are two of these $B$-lines, let $\pi=l_{1} l_{2}$; then $\pi \cap \mathcal{K}$ is a quadratic set whose tangent hyperplane at $P$ is $\pi$. So $\pi$ is contained in $T_{P}$, and $T_{P}$ is a subspace. As each plane containing $P$ has a line in $T_{P}$, so $T_{P}$ is a hyperplane or the whole of $\Sigma$.

Some properties of singular quadratic sets are now developed.
Theorem 1.75. The set of singular points of a quadratic set is a subspace.
Proof. Let $P, Q$ be distinct singular points of the quadratic set $\mathcal{K}$ and let $R$ be any point of the line $P Q$. As $P Q$ is a $B$-line at $P$, so $P Q \subset \mathcal{K}$ and $R \in \mathcal{K}$. Let $l$ be any line through $R$. It must be shown that $l$ is a $B$-line. So take $R \neq P$ and $l \neq P Q$. If $l$ contains a point $S$ in $\mathcal{K}$ with $S \neq R$, the tangent hyperplane $T_{S}$ contains $P$ and $Q$ since $P S$ and $Q S$ are lines of $\mathcal{K}$. So $T_{S}$ contains the line $P Q$ and the point $R$. Hence $R S=l$ is a $B$-line and lies in $\mathcal{K}$. So $R$ is singular.

The next result shows that the theory of quadratic sets is entirely dependent on the theory of non-singular ones. The structure is similar to that of quadrics.

Theorem 1.76. If $\mathcal{K}$ is a quadratic set, then $\mathcal{K}$ is a cone $\Pi_{s} \mathcal{K}^{\prime}$, where $\Pi_{s}$ is the subspace of singular points of $\mathcal{K}$ and $\mathcal{K}^{\prime}$ is a non-singular quadratic set in a subspace $\Pi_{n-s-1}$ disjoint to $\Pi_{s}$.

Proof. Let $\Pi_{n-s-1}$ be any subspace disjoint from $\Pi_{s}$ and let $\mathcal{K}^{\prime}=\mathcal{K} \cap \Pi_{n-s-1}$. If $\mathcal{K}^{\prime}$ has a singular point $P$, then $\Pi_{n-s-1} \subset T_{P}(\mathcal{K})$ by Lemma 1.72. As $\Pi_{s}$ also lies in $T_{P}(\mathcal{K})$ so $T_{P}(\mathcal{K})=\Sigma$ and $P \in \Pi_{s}$, a contradiction. If $Q \in \mathcal{K} \backslash\left(\Pi_{s} \cup \Pi_{n-s-1}\right)$, then $Q \Pi_{s} \cap \Pi_{n-s-1} \neq \emptyset$. So there is a line $P_{0} P_{1}$ with $P_{0} \in \Pi_{s}, P_{1} \in \Pi_{n-s-1}$, and $Q \in P_{0} P_{1}$. Hence $P_{1} \in \mathcal{K}^{\prime}$ and $Q \in \Pi_{s} \mathcal{K}^{\prime}$; therefore $\mathcal{K} \subset \Pi_{s} \mathcal{K}^{\prime}$. However, every point of $\Pi_{s} \mathcal{K}^{\prime}$ is also in $\mathcal{K}$.

Theorem 1.77. If $\mathcal{K}$ is a quadratic set in $\Sigma=\operatorname{PG}(n, q), n \geq 2$, then every plane section of $\mathcal{K}$ is singular or empty if and only if $\mathcal{K}$ is a subspace or the union of two hyperplanes.

Proof. In $\Sigma$, if $\mathcal{K}$ is a subspace, then, for any plane $\Pi_{2}$, the intersection with $\mathcal{K}$ is one of $\Pi_{2}, \Pi_{1}, \Pi_{0}, \Pi_{-1}$. If $\mathcal{K}=\Pi_{n-1} \cup \Pi_{n-1}^{\prime}$, then $\mathcal{K} \cap \Pi_{2}=\Pi_{2}$ or $\Pi_{1} \cup \Pi_{1}^{\prime}$. So, in both cases, a plane section of $\mathcal{K}$ is singular or empty.

To prove the converse, suppose $\mathcal{K}$ is not a subspace. So there are points $P$ and $P^{\prime}$ with $P P^{\prime}$ not contained in $\mathcal{K}$. Each plane $\pi$ through $P P^{\prime}$ meets $\mathcal{K}$ in two lines $l$ and $l^{\prime}$ with $P \in l$ and $P^{\prime} \in l^{\prime}$. The line $l$ is the only $B$-line of $\mathcal{K}$ through P in $\pi$. Hence the tangent space of $\mathcal{K}$ at $P$ is the hyperplane $\Pi_{n-1}=\bigcup_{\pi} l$, where the union is taken over all planes $\pi$. Similarly, the tangent space of $\mathcal{K}$ at $P^{\prime}$ is the hyperplane $\Pi_{n-1}^{\prime}=\bigcup_{\pi} l^{\prime}$. Since $\mathcal{K}=\bigcup\left(l \cup l^{\prime}\right)$, so $\mathcal{K}=\Pi_{n-1} \cup \Pi_{n-1}^{\prime}$.

Theorem 1.78. If $\mathcal{K}$ is a quadratic set in $\Sigma$ other than a subspace, then the smallest subspace containing $\mathcal{K}$ is $\Sigma$.

Proof. The set $\mathcal{K}$ must have at least one non-singular point $P$, whence $T_{P}$ is a hyperplane. So every line through $P$ not in $T_{P}$ contains a second point $P^{\prime}$ of $\mathcal{K}$. Thus any subspace containing $\mathcal{K}$ contains every line not in $T_{P}$ and so must be $\Sigma$.

Definition 1.79. (1) A generator of $\mathcal{K}$ is a subspace contained in $\mathcal{K}$ and maximal with respect to inclusion.
(2) Any subspace contained in $\mathcal{K}$ is a sub-generator of $\mathcal{K}$.

Theorem 1.80. Let $\mathcal{K}^{\prime}$ be a subset of the quadratic set $\mathcal{K}$ such that the line $P Q$ is contained in $\mathcal{K}$ for all $P$ and $Q$ in $\mathcal{K}^{\prime}$. Then the subspace spanned by $\mathcal{K}^{\prime}$ is a subgenerator of $\mathcal{K}$.

Proof. This is by induction on $m=\left|\mathcal{K}^{\prime}\right|$. The result is immediate for $m=0,1,2$. So let $m>2$, let $P \in \mathcal{K}^{\prime}$ and let $\Pi_{s}$ be the subspace spanned by $\mathcal{K}^{\prime} \backslash\{P\}$. By the induction hypothesis, $\Pi_{s}$ is a sub-generator of $\mathcal{K}$. Every point $Q$ of the subspace $P \Pi_{s}$ spanned by $\mathcal{K}^{\prime}$ lies on a line $P P^{\prime}$ with $P^{\prime}$ in $\Pi_{s}$. The tangent hyperplane $T_{P}$ contains $\mathcal{K}^{\prime} \backslash\{P\}$ and hence $\Pi_{s}$. So every line $P P^{\prime}$ is a $B$-line at $P$ and, since it contains two points of $\mathcal{K}$, lies in $\mathcal{K}$; thus $Q \in \mathcal{K}$.

Theorem 1.81. Let $\mathcal{K}$ be a quadratic set with a sub-generator $\Pi$ and a point $P$ of $\mathcal{K}$ such that $P \Pi$ is not a sub-generator. Then
(i) the union $\Pi_{P}$ of the lines of $\mathcal{K}$ through $P$ and a point $Q$ of $\Pi$ is a sub-generator;
(ii) $\Pi_{P} \cap \Pi=T_{P} \cap \Pi$ and this subspace is a hyperplane in $\Pi$ and in $\Pi_{P}$;
(iii) $\operatorname{dim} \Pi_{P}=\operatorname{dim} \Pi$;
(iv) if $\Pi$ is a generator of $\mathcal{K}$, so is $\Pi_{P}$.

Proof. First, $\Pi_{P}=P \Pi \cap T_{P}$. So $\Pi_{P}$ is a subspace and $\Pi_{P} \cap \Pi=T_{P} \cap \Pi$. Further, $\Pi_{P}$ is a sub-generator by Theorem 1.80, where $\mathcal{K}^{\prime}=\left(\Pi_{P} \cap \Pi\right) \cup\{P\}$ in the notation used there. As $\Pi_{P}$ cannot contain $\Pi$, so $\Pi_{P} \cap \Pi$ is a hyperplane of $\Pi$ since $T_{P}$ is a hyperplane of $\Sigma$. Hence $P\left(\Pi_{P} \cap \Pi\right)=\Pi_{P}$ is a hyperplane of $P \Pi$ and $\Pi_{P} \cap \Pi$ is a hyperplane of $\Pi_{P}$. This proves (i) and (ii); part (iii) now follows.

Suppose $\Pi_{P}$ is a generator and $\Pi$ is not. Then $\Pi$ is properly contained in a generator $\Pi^{\prime}$. Hence, by (ii), $\Pi_{P}^{\prime} \cap \Pi^{\prime}$ is a hyperplane in $\Pi^{\prime}$. So there is a line of $\mathcal{K}$ through $P$ not in $\Pi_{P}$, whence $\Pi_{P}$ is not a generator. Thus, if $\Pi_{P}$ is a generator, so is $\Pi$. The converse result (iv) follows by symmetry. For, let $Q$ be a point of $\Pi \backslash \Pi_{P}$; then $Q \Pi_{P}$ is not a sub-generator, unless $P \Pi$ is. As $\left(\Pi_{P}\right)_{Q}=\Pi$, the result is proved.

Theorem 1.82. The generators of a quadratic set $\mathcal{K}$ all have the same dimension.
Proof. Suppose $\Pi$ and $\Pi^{\prime}$ are generators of dimensions $r$ and $r^{\prime}$ with $r<r^{\prime}$. Let $B=\left\{P_{0}, \ldots, P_{r}\right\}$ be a generating set for $\Pi$. For each $P_{i}$, let $\Pi_{i}^{\prime}$ be the union of lines of $\mathcal{K}$ joining $P_{i}$ to a point of $\Pi^{\prime}$. Then $\Pi_{i}^{\prime} \cap \Pi^{\prime}$ is either a hyperplane of $\Pi^{\prime}$ or $\Pi^{\prime}$ itself, by Theorem 1.81. As $r<r^{\prime}$, the intersection of the $\Pi_{i}^{\prime}$ is non-empty since its codimension in $\Pi^{\prime}$ is at most $r$. If $P$ is in this intersection, then $P \Pi$ is a sub-generator by Theorem 1.80 and so $\Pi$ is not a generator.

As for quadrics, the dimension $g$ of a generator of $\mathcal{K}$ is called the projective index of $\mathcal{K}$. It should be noted that this is one less than the Witt index.

Lemma 1.83. If $\Pi$ is a sub-generator of a non-singular quadratic set $\mathcal{K}$, then there exists a generator disjoint from $\Pi$.

Proof. If $\Pi^{\prime}$ is a generator meeting $\Pi$ and $\operatorname{dim}\left(\Pi^{\prime} \cap \Pi\right)=j$, it suffices to show that there exists a generator $\Pi^{\prime \prime}$ such that $\operatorname{dim}\left(\Pi^{\prime \prime} \cap \Pi\right)=j-1$. There exists a point $P$ in $\mathcal{K}$ such that $P\left(\Pi^{\prime} \cap \Pi\right)$ is not a sub-generator; otherwise, every point of $\Pi^{\prime} \cap \Pi$ would be singular for $\mathcal{K}$. Hence $\left(\Pi^{\prime} \cap \Pi\right)_{P}$ is a sub-generator whose intersection with $\Pi^{\prime} \cap \Pi$ has dimension $j-1$, by Theorem 1.81. By the same result, $\Pi_{P}^{\prime}$ is a generator, and contains $\left(\Pi^{\prime} \cap \Pi\right)_{P}$. Since $P\left(\Pi^{\prime} \cap \Pi\right)$ is not a sub-generator,

$$
\begin{equation*}
\Pi^{\prime} \cap \Pi \not \subset \Pi_{P}^{\prime} \tag{1.68}
\end{equation*}
$$

So

$$
\begin{equation*}
\left(\Pi^{\prime} \cap \Pi\right)_{P} \cap\left(\Pi^{\prime} \cap \Pi\right)=\Pi_{P}^{\prime} \cap\left(\Pi^{\prime} \cap \Pi\right) \tag{1.69}
\end{equation*}
$$

It is now shown that

$$
\begin{equation*}
\Pi_{P}^{\prime} \cap \Pi^{\prime} \cap \Pi=\Pi_{P}^{\prime} \cap \Pi . \tag{1.70}
\end{equation*}
$$

Assume on the contrary that there is a point $Q$ of $\Pi \cap \Pi_{P}^{\prime}$ not in $\Pi^{\prime}$. Let $\Omega$ be the union of $\Pi^{\prime} \cap \Pi, \Pi_{P}^{\prime} \cap \Pi^{\prime}$, and $\{Q\}$. The join of any two points of $\Omega$ is a sub-generator. By Theorem $1.80, \Omega$ spans a sub-generator $\mathcal{K}^{\prime}$. Since $\mathcal{K}^{\prime}$ contains the hyperplane $\Pi^{\prime} \cap \Pi_{P}^{\prime}$ of $\Pi_{P}^{\prime}$ and the point $Q$ of $\Pi_{P}^{\prime}$, so $\Pi_{P}^{\prime} \subset \mathcal{K}^{\prime}$. Since $\Pi_{P}^{\prime}$ is a generator, so $\Pi_{P}^{\prime}=\mathcal{K}^{\prime}$. Hence $\Pi_{P}^{\prime}=\mathcal{K}^{\prime} \supset \Pi^{\prime} \cap \Pi$, contradicting (1.68). So (1.70) holds. Now, from (1.69),

$$
\left(\Pi^{\prime} \cap \Pi\right)_{P} \cap\left(\Pi^{\prime} \cap \Pi\right)=\Pi_{P}^{\prime} \cap \Pi .
$$

Since $\operatorname{dim}\left(\left(\Pi^{\prime} \cap \Pi\right)_{P} \cap\left(\Pi^{\prime} \cap \Pi\right)\right)=j-1$, so $\operatorname{dim}\left(\Pi_{P}^{\prime} \cap \Pi\right)=j-1$. Thus there is a generator $\Pi^{\prime \prime}=\Pi_{P}^{\prime}$ with $\operatorname{dim}\left(\Pi^{\prime \prime} \cap \Pi\right)=j-1$.

Corollary 1.84. If $\mathcal{K}$ is a non-singular quadratic set in $\mathrm{PG}(n, q)$, its projective index $g$ satisfies $2 g \leq n-1$.

Proof. Let $\Pi$ and $\Pi^{\prime}$ be disjoint generators of $\mathcal{K}$; then $\operatorname{dim} \Pi^{\prime} \leq n$. So

$$
2 g=\operatorname{dim} \Pi+\operatorname{dim} \Pi^{\prime}=\operatorname{dim}\left(\Pi \Pi^{\prime}\right)+\operatorname{dim}\left(\Pi \cap \Pi^{\prime}\right) \leq n-1
$$

Lemma 1.85. If $\Pi$ is a sub-generator of the non-singular quadratic set $\mathcal{K}$ and $\Pi$ is contained in the generator $\Gamma$, then there exists a generator $\Gamma^{\prime}$ such that $\Gamma \cap \Gamma^{\prime}=\Pi$.

Proof. This is by induction on $\operatorname{dim} \Pi=m$. If $m=-1$, the result is that of the previous lemma. Suppose now that the property is satisfied for dimension $m-1$, with $m \geq 0$. Let $\Pi^{\prime}$ be a hyperplane of $\Pi$ and let $P$ be a point of $\Pi \backslash \Pi^{\prime}$. There exists a generator $\Gamma_{1}$ such that $\Gamma \cap \Gamma_{1}=\Pi^{\prime}$ since $\operatorname{dim} \Pi^{\prime}=m-1$. Then $\Gamma^{\prime}=\left(\Gamma_{1}\right)_{P}$ is the required generator.

Theorem 1.86. Every sub-generator of a non-singular quadratic set $\mathcal{K}$ is the intersection of the generators containing it.

Proof. This follows from the preceding lemma.
Lemma 1.87. If $\mathcal{K}$ is a quadratic set in $\operatorname{PG}(n, q), n \geq 2$, which is not a subspace, then any collineation $\sigma$ fixing every point of $\mathcal{K}$ is the identity.

Proof. Since $\mathcal{K}$ is not a subspace, it contains non-singular points $P$ and $Q$. Hence $\sigma$ fixes every line through $P$ other than a tangent line. It follows that $\sigma$ also fixes these tangent lines. So $\sigma$ is a perspectivity with centre $P$. Similarly, it is a perspectivity with centre $Q$. If $R$ is any point not on the line $P Q$, the lines $R P$ and $R Q$ are fixed. So $R$ is fixed and $\sigma$ is the identity.

Lemma 1.88. If $\mathcal{K}$ is a quadratic set in $\Sigma=\operatorname{PG}(n, q), n \geq 2$, and $P$ in $\Sigma \backslash \mathcal{K}$ is a point not lying on all tangent hyperplanes, then there is at most one perspectivity other than the identity with centre $P$ which fixes $\mathcal{K}$.

Proof. Since $P$ exists, $\mathcal{K}$ is not a subspace. Let $\sigma$ and $\sigma^{\prime}$ be perspectivities with centre $P$ fixing $\mathcal{K}$. Let $P_{1} P_{2}$ be a bisecant of $\mathcal{K}$ through $P$ with $P_{1}, P_{2} \in \mathcal{K}$. First, let $P_{i} \sigma^{\prime}=P_{i}, i=1,2$. Then $\sigma^{\prime}$ fixes both $T_{P_{1}}$ and $T_{P_{2}}$, whence $\sigma^{\prime}$ is the identity, a contradiction. So $P_{1} \sigma^{\prime}=P_{2}$ and $P_{2} \sigma^{\prime}=P_{1}$. Analogously, $P_{1} \sigma=P_{2}, P_{2} \sigma=P_{1}$. So $\sigma^{-1} \sigma^{\prime}$ is a perspectivity with centre $P$ fixing $\mathcal{K}, P_{1}$ and $P_{2}$. Again, $\sigma^{-1} \sigma^{\prime}$ is the identity, implying that $\sigma=\sigma^{\prime}$.

Theorem 1.89. If $\mathcal{K}$ is a quadratic set other than a subspace and every plane section of $\mathcal{K}$ is the empty set, a point, a line or a conic, then $\mathcal{K}$ is a quadric.

Proof. This is by induction on the dimension $n$. The result is in the hypotheses when $n=1$ or 2 . So let $n \geq 3$, and let $P^{\prime} Q^{\prime} \cap \mathcal{K}=\left\{P^{\prime}, Q^{\prime}\right\}$. A hyperplane $\Pi$ through $P^{\prime} Q^{\prime}$ therefore does not meet $\mathcal{K}$ in a subspace. So, by induction, $\Pi \cap \mathcal{K}$ is a quadric.

If all points of $\mathcal{K}$ outside $\Pi$ were singular, they would be contained in a subspace $\Pi^{\prime}$. So $\mathcal{K} \subset \Pi \cup \Pi^{\prime}$, whence $\mathcal{K}$ has bisecants through each point of $\left(\mathcal{K} \cap \Pi^{\prime}\right) \backslash \Pi$, a contradiction. So $\mathcal{K}$ has a non-singular point $P$ not in $\Pi$. Choose coordinates such that (i) $P=\mathbf{U}_{0}$, (ii) $\Pi=\mathbf{u}_{0}$, (iii) $T_{P}=\mathbf{u}_{n}$. Then

$$
\Pi \cap \mathcal{K}=\mathbf{V}\left(X_{0}, \sum_{1}^{n}{ }^{\prime} a_{i j} X_{i} X_{j}\right)
$$

The summation sign $\sum^{\prime}$ indicates summation over all $i$ and $j$ with $i \leq j$, whereas $\sum^{\prime \prime}$ indicates summation with $i<j$.

Consider the pencil of quadrics $\mathcal{F}_{t}, t \neq 0$, where

$$
\mathcal{F}_{t}=\mathbf{V}\left(t X_{0} X_{n}+\sum_{1}^{n}{ }^{\prime} a_{i j} X_{i} X_{j}\right)
$$

Each $\mathcal{F}_{t}$ contains $\Pi \cap \mathcal{K}$, passes through $P$, and has $T_{P}(\mathcal{K})$ as the tangent hyperplane at $P$.

Now, let $Q$ be a point of $\Pi \cap \mathcal{K}$ not lying in $T_{P}$; suppose $Q=\mathbf{P}\left(0, c_{1}, \ldots, c_{n}\right)$, $c_{n} \neq 0$. Not all points of $\Pi \cap \mathcal{K}$ outside $T_{P}$ are singular for $\Pi \cap \mathcal{K}$. So, let $Q$ be non-singular for $\Pi \cap \mathcal{K}$; then

$$
T_{Q}\left(\mathcal{F}_{t}\right)=\mathbf{V}\left(t c_{n} X_{0}+2 \sum_{1}^{n} a_{i i} c_{i} X_{i}+\sum_{1}^{n} \prime \prime a_{i j}\left(c_{i} X_{j}+c_{j} X_{i}\right)\right)
$$

However,

$$
T_{Q}(\mathcal{K})=\mathbf{V}\left(\lambda X_{0}+2 \sum_{1}^{n} a_{i i} c_{i} X_{i}+\sum_{1}^{n}{ }^{\prime \prime} a_{i j}\left(c_{i} X_{j}+c_{j} X_{i}\right)\right), \quad \text { with } \lambda \neq 0
$$

So there exists some $t$, say $t=b$, such that $T_{Q}\left(\mathcal{F}_{b}\right)=T_{Q}(\mathcal{K})$. It is now shown that $\mathcal{K}=\mathcal{F}_{b}$.

Let $R$ be a point of $\mathcal{K}$ other than $P$ and not in $\Pi$. The points $P, Q, R$ are not collinear; so the plane $\alpha=P Q R$ meets $\mathcal{K}$ in a conic $\mathcal{C}$ and $\mathcal{F}_{b}$ in a conic $\mathcal{C}^{\prime}$. Let $l=\alpha \cap \Pi$; then $P$ and $R$ do not belong to the line $l$, although $Q$ does. There are two cases.
(a) $l$ contains a point $Q^{\prime}$ in $\mathcal{K}$ with $Q^{\prime} \neq Q$. Then $\mathcal{C}$ and $\mathcal{C}^{\prime}$ have the points $P, Q, Q^{\prime}$ in common as well as the tangents at $P$ and $Q$, by Lemma 1.72; thus $\mathcal{C}=\mathcal{C}^{\prime}$. Let $A$ be any point not in the union of the planes $\alpha$ through $P Q$ meeting $\Pi$ in a tangent $l$ to $\mathcal{K}$, and so in particular outside the hyperplane $P T_{Q}(\Pi \cap \mathcal{K})$, which is the union of the planes $\beta$ through $P Q$ meeting $\Pi$ in a $B$-line to $\mathcal{K}$. Then $A$ belongs to $\mathcal{K}$ if and only if it belongs to $\mathcal{F}_{b}$.
(b) $l$ is a tangent to $\mathcal{K}$. Then $R P$ belongs neither to $\mathcal{K}$ nor to $\mathcal{F}_{b}$. Let $S$ be a point of $\mathcal{K}$ not in the hyperplane $P T_{Q}(\Pi \cap \mathcal{K})$. The plane $P R S$ meets $\mathcal{K}$ and $\mathcal{F}_{b}$ in conics $\mathcal{D}$ and $\mathcal{D}^{\prime}$ which coincide outside the line $P R$. Since $P R$ is contained in neither $\mathcal{D}$ nor $\mathcal{D}^{\prime}$, so $\mathcal{D}=\mathcal{D}^{\prime}$; hence $R \in \mathcal{F}_{b}$.

Thus $\mathcal{K} \subset \mathcal{F}_{b}$. Similarly $\mathcal{F}_{b} \subset \mathcal{K}$. This concludes the proof.
Theorem 1.90. In $\mathrm{PG}(n, q)$, a perspective quadratic set $\mathcal{K}$ which is not a subspace is a quadric.

Proof. If the set is the union of two subspaces, neither of which is contained in the other, then it follows, for example from Theorem 1.77, that $\mathcal{K}$ is the union of two distinct hyperplanes and so is a quadric. From now on, assume that this is not the case.
(a) $n=2$. Here $\mathcal{K}$ must be non-singular and non-empty. So it has no three points collinear and is therefore a $(q+1)$-arc. Let $\mathbf{U}_{0}, \mathbf{U}_{1}$ be points of $\mathcal{K}$ and let $\mathbf{U}_{0} \mathbf{U}_{2}$ and $\mathbf{U}_{1} \mathbf{U}_{2}$ be the tangents at $\mathbf{U}_{0}$ and $\mathbf{U}_{1}$. Every point of $\mathbf{u}_{2}$ not in $\mathcal{K}$ is of the form $\mathbf{P}(1, m, 0)$ with $m \neq 0$. There exists a non-identity perspectivity $\sigma$ with centre $\mathbf{P}(1, m, 0)$ fixing $\mathcal{K}$ and $\mathbf{U}_{2}$ but interchanging $\mathbf{U}_{0}$ and $\mathbf{U}_{1}$. Hence the axis of $\sigma$ is $\mathbf{V}\left(m X_{0}+X_{1}\right)$; if $p=2$, the axis contains $\mathbf{P}(1, m, 0)$ and, if $p \neq 2$, the axis passes through the harmonic conjugate $\mathbf{P}(1,-m, 0)$ of $\mathbf{P}(1, m, 0)$ with respect to $\mathbf{U}_{0}$ and $\mathbf{U}_{1}$. Thus $\mathbf{U}$ is mapped to $\mathbf{P}\left(1, m^{2},-m\right)$, whence $\mathcal{K}=\mathbf{V}\left(X_{0} X_{1}-X_{2}^{2}\right)$.
(b) $n>2$. Let $\Pi$ be a plane such that $\Pi \cap \mathcal{K}$ is not a subspace. If $\Pi \cap \mathcal{K}$ is non-singular, it is a conic by (a). If $\Pi \cap \mathcal{K}$ is singular, it is a line pair and therefore a quadric. Hence, by Theorem $1.89, \mathcal{K}$ is a quadric.

To reach the final characterisation of quadrics, more properties of perspective quadratic sets are required. For the next theorem, let $P, Q$ be distinct points of a quadratic set $\mathcal{K}$, and define $S_{P Q}=T_{P} \cap T_{Q}$. For the remainder of this section, $\mathcal{K}$ is always non-singular.

Lemma 1.91. (i) $S_{P Q}$ has codimension two in $\Sigma$.
(ii) If $A, B, C$ are collinear points of $\mathcal{K}$, then $S_{A B}=S_{A C}$.

Proof. (i) If $T_{P}=T_{Q}$, then $P Q \subset \mathcal{K}$. It is first shown that if $R$ is any other point on $P Q$, then $T_{P}=T_{R}$. Let $A \in T_{P} \backslash P Q$; then either $A P$ and $A Q$ are both tangents or both lines of $\mathcal{K}$.
(a) Suppose $A P, A Q$ are tangents. The plane $A P R$ lies in $T_{P}$. If $A R$ is a bisecant, then it meets $\mathcal{K}$ in another point $R^{\prime}$. So $P R^{\prime}$ and $Q R^{\prime}$ are lines of $\mathcal{K}$. Hence any line $l$ through $R$ other than $A R$ meets $P R^{\prime}$ and $Q R^{\prime}$ in a point of $\mathcal{K}$; so $l \subset \mathcal{K}$. Thus the plane $A P R$ lies in $\mathcal{K}$. So $A R$ is not a bisecant and is hence a tangent.
(b) Suppose $A P, A Q$ are lines of $\mathcal{K}$. Again, any line $l$ through $R$ other than $A R$ contains distinct points of $\mathcal{K}$ on $A P$ and $A Q$, and so lies on $\mathcal{K}$. Hence the plane $A P Q$ lies in $\mathcal{K}$. So $A R$ is a line of $\mathcal{K}$.

From (a) and (b), it follows that $T_{P} \subset T_{R}$. Since $\mathcal{K}$ is non-singular, $T_{P}=T_{R}$ for all $R$ on $P Q$. Let $A \notin T_{P} \cup \mathcal{K}$. Then $A R$ is a bisecant for every $R$ on $P Q$; so $A P, A Q, A R$ all meet $\mathcal{K}$ again at the respective points $P_{1}, Q_{1}, R_{1}$.

If $P_{1}, Q_{1}, R_{1}$ are not collinear, then each side of the triangle $P_{1} Q_{1} R_{1}$ meets the line $P Q$ in a point of $\mathcal{K}$. So these sides are lines of $\mathcal{K}$ and the plane of the triangle lies on $\mathcal{K}$; thus $A$ lies on $\mathcal{K}$. So $P_{1}, Q_{1}, R_{1}$ are collinear and $R_{1}$ lies on $P_{1} Q_{1}$ for every $R$ on $P Q$.

Let $P Q \cap P_{1} Q_{1}=S$. Then $A S$ is a tangent to $\mathcal{K}$. Thus $A \in T_{S}$ and $T_{S}=\Sigma$. So $\mathcal{K}$ is singular, a contradiction. Hence $T_{P} \neq T_{Q}$ and so $S_{P Q}$ has codimension two.
(ii) If $D \in S_{A B}$ and $D \notin \mathcal{K}$, then $A D$ and $B D$ are tangents. If $D C$ is not a tangent, it meets $\mathcal{K}$ again at $C^{\prime}$. The plane $\alpha=A B D$ lies in $S_{A B}$, hence $C^{\prime} \in S_{A B}$, and $A C^{\prime}$ and $B C^{\prime}$ lie in $\mathcal{K}$. This gives enough points of $\alpha$ on $\mathcal{K}$ to mean that $\alpha$ lies in $\mathcal{K}$, a contradiction. If $D \in \mathcal{K} \backslash A B$, then $A B D \subset \mathcal{K}$. In both cases, $D \in T_{C}$.

Lemma 1.92. If $P Q$ is a bisecant of $\mathcal{K}$, then $S_{P Q}$ is spanned by $S_{P Q} \cap \mathcal{K}$ providing $S_{P Q} \cap \mathcal{K}$ is non-empty.

Proof. The set $S_{P Q} \cap \mathcal{K}$ is non-singular, for a singular point $R$ would be such that $T_{R}$ contains $S_{P Q}$ as well as $P$ and $Q$; so $R$ would be singular for $\mathcal{K}$, since $S_{P Q}$ and $P$ span $S_{P}$. Now Theorem 1.78 gives the result.

Lemma 1.93. If $\sigma$ is a perspectivity fixing $\mathcal{K}$ with centre $R$ not in $\mathcal{K}$ and $P \sigma=Q$, where $P, Q \in \mathcal{K}$ and $P \neq Q$, then the axis of $\sigma$ contains $S_{P Q}$.

Proof. Since $P \sigma=Q$, so $T_{P} \sigma=T_{Q}$. Hence $T_{P} \cap T_{Q}=S_{P Q}$ is in the axis of $\sigma$.
Let $A B$ be a bisecant of $\mathcal{K}$, with $A, B \in \mathcal{K}$, and let $P \in A B \backslash \mathcal{K}$. Let $l$ be a line of $\mathcal{K}$ through $A$; then $B l \not \subset \mathcal{K}$. By Theorem 1.81, there exists a unique $E$ on $l$ such that $B E \subset \mathcal{K}$. Let $C$ be a point of $l \backslash\{A, E\}$ and let $D=P C \cap B E$. See Figure 1.1.

Lemma 1.94. With $A, B, C, D, E$ as in Figure 1.1,
(i) $S_{A B} \neq S_{B C}$;
(ii) $S_{A B} S_{C D}$ is a hyperplane.

Fig. 1.1. Points on a quadratic set


Proof. (i) If $S_{A B}=S_{B C}$, then $S_{A B}=S_{A C}=S_{C D}$ and $T_{B}$ contains $A$.
(ii) $S_{A B} \cap S_{C D}=T_{A} \cap T_{B} \cap T_{C} \cap T_{D}$

$$
\begin{aligned}
& =T_{A} \cap T_{C} \cap T_{B} \cap T_{E}, \quad \text { since } T_{B} \cap T_{D}=T_{E} \cap T_{B}, \\
& =T_{A} \cap T_{B} \cap T_{C}, \quad \text { since } T_{C} \cap T_{E}=T_{A} \cap T_{C},
\end{aligned}
$$

using Lemma 1.91 (ii) twice. By (i), $\operatorname{dim}\left(T_{A} \cap T_{B} \cap T_{C}\right)=n-3$. So $S_{A B} S_{C D}$ is a hyperplane.

Lemma 1.95. Let $\sigma$ be the perspectivity with centre $P$, axis $S_{A B} S_{C D}$, and such that $A \sigma=B$. Then $\sigma$ fixes $\mathcal{K}$.

Proof. First it is shown that $A, B \notin S_{A B} S_{C D}$ in order to guarantee the existence of $\sigma$. Suppose that $A \in S_{A B} S_{C D}$. As $A \notin S_{A B}$, so $A S_{A B}=T_{A}=S_{A B} S_{C D}$. Hence $S_{C D} \subset T_{A}$ and so $S_{A C}=S_{C D}$. By Lemma 1.91 (ii), $S_{A C} \subset T_{E}$; so $S_{C D} \subset T_{E}$. Hence $S_{E D}=S_{C D}$. Again by Lemma 1.91 (ii), $S_{E D} \subset T_{B}$ and so $S_{C D} \subset T_{B}$. Consequently, $S_{C D}$ is contained in $T_{C}, T_{D}, T_{A}, T_{B}$. Hence $S_{A B}=S_{B C}=S_{C D}$, contradicting Lemma 1.94 (i). Analogously, $B \notin S_{A B} S_{C D}$.

Since $E \in S_{A B} \cap S_{C D}$ so $E$ is on the axis. The perspectivity $\sigma$ depends only on $\mathcal{K}, P, A, B, C$; so write

$$
\sigma=\sigma(\mathcal{K}, P, A, B, C)
$$

Now, $\sigma$ maps every line of $\mathcal{K}$ through $A$ to a line through $B$ and every line of $\mathcal{K}$ through $C$ to a line through $D$. Hence

$$
T_{A} \sigma=\left(A S_{A B}\right) \sigma=B S_{A B}=T_{B} ;
$$

analogously, $T_{C} \sigma=T_{D}$.
Choose $Q$ in $\mathcal{K}$ not in the plane $A B C$ and consider the following two possibilities.
(a) $Q E$ is not a line of $\mathcal{K}$

Let $l^{\prime}=Q F$, with $F \in A C$, be on $\mathcal{K}$, and consider the solid $\Pi_{3}=A B C Q$. It can be shown that $\Pi_{3} \cap \mathcal{K}$ is non-singular. It follows that every point of $\Pi_{3} \cap \mathcal{K}$ lies on at most two lines of $\Pi_{3} \cap \mathcal{K}$. For any point $R$ of $\Pi_{3} \cap \mathcal{K}$ such that $R E$ is not a line of $\mathcal{K}$, the tangent hyperplane $T_{R}$ intersects $A E$ and $B E$ in points $A^{\prime}$ and $B^{\prime}$;
then $R A^{\prime}$ and $R B^{\prime}$ are lines of $\mathcal{K}$. If $R^{\prime} \in \Pi_{3} \cap \mathcal{K}$ is such that $R^{\prime} E$ is a line of $\mathcal{K}$, then choose $E^{\prime}$ such that neither $E^{\prime} E$ nor $E^{\prime} R^{\prime}$ are lines of $\mathcal{K}$. Then the previous argument can be applied with $R^{\prime}$ for $R$ and $E^{\prime}$ for $E$. Thus each point of $\Pi_{3} \cap \mathcal{K}$ lies on exactly two lines of $\Pi_{3} \cap \mathcal{K}$. Hence $\Pi_{3} \cap \mathcal{K}$ is a hyperbolic quadric, by Theorem 16.2.6 of FPSOTD.

In $\Pi_{3}$ there exists a perspectivity $\sigma^{\prime}$ with centre P and axis $\Pi_{3} \cap S_{A B} S_{C D}$ fixing $\Pi_{3} \cap \mathcal{K}$ and such that $A \sigma^{\prime}=B$. Hence $\left.\sigma\right|_{\Pi_{3}}=\sigma^{\prime}$ and $Q \sigma \in \mathcal{K}$. It also follows that $B \sigma=A$, and so $T_{B} \sigma=T_{A}$. Since $E$ is non-singular, such a point $Q$ always exists.
(b) $Q E$ is a line of $\mathcal{K}$

If $Q A$ and $Q B$ are lines of $\mathcal{K}$, then $Q \in S_{A B}$ and so $Q \sigma=Q$. Thus it may be assumed that $Q A$ is not on $\mathcal{K}$. It may also be assumed that $Q \notin S_{A B} S_{C D}$, since otherwise $Q \sigma=Q$. There exists a point $E^{\prime}$ in $S_{A B} \cup S_{C D}$ such that $E^{\prime} \in \mathcal{K}$ and $Q E^{\prime}$ is a bisecant of $\mathcal{K}$. Otherwise, $T_{Q}$ contains $S_{A B}$ and $S_{C D}$, by Lemma 1.92, as $S_{A B} \cap \mathcal{K}$ and $S_{C D} \cap \mathcal{K}$ are not empty since they both contain $E$; this is excluded by the fact that $Q$ is neither singular nor in $S_{A B} S_{C D}$.

Let $E^{\prime} \in S_{A B}$. Through $Q$ there is a line $Q A^{\prime}$ in $\mathcal{K}$ meeting $A E^{\prime}$ in $A^{\prime}$. Then $A^{\prime} \neq E^{\prime}, A$. Now consider the perspectivity $\sigma_{1}=\sigma\left(\mathcal{K}, P, A, B, A^{\prime}\right)$; so $A^{\prime} \sigma_{1}=B^{\prime}$ where $B^{\prime}=P A^{\prime} \cap E^{\prime} B$. Applying the result of the previous paragraph to $\sigma_{1}$ shows that $Q \sigma_{1} \in \mathcal{K}$. As $\sigma$ and $\sigma_{1}$ both interchange $T_{A}$ and $T_{B}$, the map $\sigma \sigma_{1}^{-1}$ is the identity, whence $\sigma=\sigma_{1}$.

Theorem 1.96. In $\mathrm{PG}(n, q)$, a non-singular quadratic set containing a line is perspective.

Proof. This merely restates the previous lemma in a different form.
Theorem 1.97. In $\mathrm{PG}(n, q)$, a non-singular quadratic set $\mathcal{K}$ is a quadric or an ovoid. If $\mathcal{K}$ is an ovoid, then it is one of the following:
(i) $a(q+1)$-arc in $\mathrm{PG}(2, q)$;
(ii) an ovaloid of $\mathrm{PG}(3, q), q>2$;
(iii) an elliptic quadric in $\mathrm{PG}(3,2)$.

Proof. The first part follows from Theorems 1.90 and 1.96. The second part follows from Theorem 5.55.

### 1.11 Further characterisations of quadrics

In Section 1.10 two restrictions are put on a subset $\mathcal{K}$ of $\Sigma=\operatorname{PG}(n, q)$ :
(a) $\mathcal{K}$ is of type $(0,1,2, q+1)$;
(b) $\mathcal{K}$ has a tangent space at each point $P$, which is either a hyperplane or $\Sigma$ itself.

In this section, condition (b) is dropped. In what follows, condition (a) still holds. So the definitions of Section 1.10 still apply for a set $\mathcal{K}$ is of type $(0,1,2, q+1)$. A point $P$ of $\mathcal{K}$ is singular if there is no bisecant of $\mathcal{K}$ through it. The set of singular points of $\mathcal{K}$ is the singular space of $\mathcal{K}$, and $\mathcal{K}$ is singular or non-singular according as it has singular points or not.

Lemma 1.98. The singular space $\mathcal{S}$ of $\mathcal{K}$ is a subspace of $\Sigma$.
Proof. Let $P, Q \in \mathcal{S}$; then it must be shown that any other point $R$ of $P Q$ is also singular. Since $P$ is singular, so $P Q \subset \mathcal{K}$. Let $A \in \mathcal{K} \backslash P Q$. Then the three lines $A P, A Q, P Q$ lie on $\mathcal{K}$ and hence the plane $A P Q$ also lies on $\mathcal{K}$; so $A R \subset \mathcal{K}$. Hence $R$ is singular.

Theorem 1.99. If $\mathcal{K}$ is a set of type $(0,1,2, q+1)$ in $\Sigma$ with singular space $\Pi_{r}$, then $\mathcal{K}$ is a cone $\Pi_{r} \mathcal{K}^{\prime}$, where $\mathcal{K}^{\prime}$ is a non-singular set of type $(0,1,2, q+1)$ in a subspace $\Pi_{n-r-1}$ skew to $\Pi_{r}$.

Proof. Let $\Pi_{n-r-1}$ be any space of dimension $n-r-1$ skew to the singular space $\Pi_{r}$ and let $\mathcal{K}^{\prime}=\Pi_{n-r-1} \cap \mathcal{K}$. Now take $A$ in $\Pi_{r}$ and $A^{\prime}$ in $\mathcal{K}^{\prime}$; then $A A^{\prime} \subset \mathcal{K}$. For any point $P$ of $\mathcal{K} \backslash\left(\Pi_{r} \cup \mathcal{K}^{\prime}\right)$, the line $A P \subset \mathcal{K}$. The space $P \Pi_{r}$ meets $\Pi_{n-r-1}$ in a point $B$; so $B \in \mathcal{K}^{\prime}$. Hence $\mathcal{K}$ is the cone $\Pi_{r} \mathcal{K}^{\prime}$.

It must still be shown that $\mathcal{K}^{\prime}$ is non-singular; it is a set of type $(0,1,2, q+1)$ from its definition. Suppose $\mathcal{K}^{\prime}$ has a singular point $Q$. Let $P \in \mathcal{K} \backslash \Pi_{r}$ and also let $B=P \Pi_{r} \cap \Pi_{n-r-1}$. If $B=Q$, then $P Q \subset \mathcal{K}$. If $B \neq Q$, then, with $A=B P \cap \Pi_{r}$, the planes $A P Q$ and $A B Q$ coincide. However, $B Q \subset \mathcal{K}$ and $A$ is singular; so $A B Q \subset \mathcal{K}$. Thus $P Q \subset \mathcal{K}$ and $Q$ is a singular point of $\mathcal{K}$, which is a contradiction.

Theorem 1.100. A $k$-set of type $(0,1,2, q+1)$ in $\mathrm{PG}(n, q)$, with $n \geq 3, q>2$, and such that $\theta(n)>k \geq \theta(n-1)$, is one of the following:
(a) $\Pi_{n-1} \cup \Pi_{r}^{\prime}$ for some $r=-1,0,1, \ldots, n-1$;
(b) $\Pi_{t} \mathcal{P}_{n-t-1}$ for some $t=-1,1, \ldots, n-3$ when $n$ is even and equally some $t=0,2, \ldots, n-3$ when $n$ is odd;
(c) $\Pi_{t} \mathcal{H}_{n-t-1}$ for some $t=-1,1, \ldots, n-4$ when $n$ is odd and equally some $t=0,2, \ldots, n-4$ when $n$ is even;
(d) $\mathcal{W}_{n} \cup \Pi_{r}$, where $\mathcal{W}_{n}$ is one of the quadrics (b) and $\Pi_{r} \subset \Pi_{t} N$ with $N$ the nucleus of a base $\mathcal{P}_{n-t-1}$, and $q$ is even;
(e) $\Pi_{n-3} \mathcal{K}^{\prime} \cup \Pi_{r}$, where $\mathcal{K}^{\prime}$ is a $(q+1)$-arc in a $\Pi_{2}$ skew to $\Pi_{n-3}$ and $\Pi_{r} \subset \Pi_{n-3} N$ with $N$ the nucleus of $\mathcal{K}^{\prime}$, and $q$ is even.

Theorem 1.101. In $\mathrm{PG}(n, q)$, with $q>3, n \geq 4, a k$-set of type $(0,1,2, q+1)$ with $k=\theta(n-1)-q^{g+1}$, where $g$ is the largest dimension of a subspace in $\mathcal{K}$, is one of the following:
(a) $\Pi_{t} \mathcal{E}_{n-t-1}$ for some $t=-1,1, \ldots, n-4$ when $n$ is odd and similarly some $t=0,2, \ldots, n-4$ when $n$ is even;
(b) $\Pi_{n-4} \mathcal{K}^{\prime}$, where $\mathcal{K}^{\prime}$ is a $\left(q^{2}+1\right)$-cap in $\operatorname{PG}(3, q)$ skew to $\Pi_{n-4}$ and $q$ is even;
(c) $\Pi_{n-2}$.

The last theorem has the following improvement.
Theorem 1.102. In $\mathrm{PG}(n, q), q>3, n \geq 3, q$ odd, a $k$-set of type $(0,1,2, q+1)$ with $\theta(n)>k>\theta(n-1)-q^{n-2}+q^{n-3}$ is either a quadric or $\Pi_{n-1} \cup \Pi_{r}^{\prime}$ for some $r=-1,0,1, \ldots, n-1$.

From the previous three results, the following result for the non-singular case is immediate.

Theorem 1.103. In $\mathrm{PG}(n, q)$ with $n \geq 4, q>2$, let $\mathcal{K}$ be a non-singular $k$-set of type $(0,1,2, q+1)$.
(i) If $\theta(n)>k \geq \theta(n-1)$, then one of the following holds:
(a) $k=\theta(n-1), n$ is even and $\mathcal{K}=\mathcal{P}_{n}$;
(b) $k=\theta(n-1)+q^{(n-1) / 2}, n$ is odd and $\mathcal{K}=\mathcal{H}_{n}$;
(c) $k=\theta(n-1)+1$ and $\mathcal{K}=\Pi_{t} \mathcal{P}_{n-t-1} \cup\{N\}$ or $\mathcal{K}=\Pi_{n-3} \mathcal{K}^{\prime} \cup\{N\}$, where $\mathcal{K}^{\prime}$ is a $(q+1)$-arc in a $\Pi_{2}$ skew to $\Pi_{n-3}$, and $N$ is the nucleus of $\mathcal{P}_{n-t-1}$ and $\mathcal{K}^{\prime}$ in the two cases.
(ii) If $k=\theta(n-1)-q^{g+1}$, where $g$ is the largest dimension of a subspace in $\mathcal{K}$, then $n$ is odd, $g+1=\frac{1}{2}(n-1)$, and $\mathcal{K}=\mathcal{E}_{n}$.
(iii) If $q$ is odd, $q>3$ and $\theta(n)>k>\theta(n-1)-q^{n-2}+q^{n-3}$, then
(a) for $n$ even, $\mathcal{K}=\mathcal{P}_{n}$;
(b) for $n$ odd, $\mathcal{K}=\mathcal{H}_{n}$ or $\mathcal{E}_{n}$.

### 1.12 The Principle of Triality

On the hyperbolic quadric $\mathcal{H}_{7}$, known sometimes as the triality quadric or the Study quadric after the discoverer of the principle, consider the two systems of generators $\mathcal{A}$ and $\mathcal{B}$. From Theorem 1.33,

$$
|\mathcal{A}|=|\mathcal{B}|=\frac{1}{2} \kappa(7 ; 2)=\frac{1}{2}[0,3]_{+}=(q+1)\left(q^{2}+1\right)\left(q^{3}+1\right) .
$$

From Theorem 1.41 (iii),

$$
\left|\mathcal{H}_{7}\right|=N(0 ; 7,2)=\left(q^{3}+1\right)\left(q^{4}-1\right) /(q-1)=\frac{1}{2} \kappa(7 ; 2) .
$$

Then it can be shown that the solids in $\mathcal{A}$ correspond to the points of a quadric $\mathcal{H}_{7}^{\prime}$ of $\mathrm{PG}^{\prime}(7, q)$ such that solids in $\mathcal{A}$ containing a given line are mapped to the points of a line of $\mathcal{H}_{7}^{\prime}$; similarly, the solids in $\mathcal{B}$ correspond to the points of a quadric $\mathcal{H}_{7}^{\prime \prime}$ of $\mathrm{PG}^{\prime \prime}(7, q)$. A triality is a permutation $\tau$ of $\mathcal{H}_{7} \cup \mathcal{A} \cup \mathcal{B}$ such that

$$
\mathcal{H}_{7} \tau=\mathcal{A}, \quad \mathcal{A} \tau=\mathcal{B}, \quad \mathcal{B} \tau=\mathcal{H}_{7}
$$

and such that incidence is preserved, where incidence is defined as follows:
(1) a point is incident with a solid if it lies in the solid;
(2) two points are incident if their join lies on $\mathcal{H}_{7}$;
(3) two solids of the same system are incident if they meet in a line;
(4) two solids of different systems are incident if they meet in a plane.

Then

$$
\mathcal{H}_{7} \xrightarrow{\tau} \mathcal{A} \xrightarrow{\tau} \mathcal{B} \xrightarrow{\tau} \mathcal{H}_{7}
$$

is induced by collineations

$$
\mathrm{PG}(7, q) \xrightarrow{\sigma_{1}} \mathrm{PG}^{\prime}(7, q) \xrightarrow{\sigma_{2}} \mathrm{PG}^{\prime \prime}(7, q) \xrightarrow{\sigma_{3}} \mathrm{PG}(7, q)
$$

such that

$$
\mathcal{H}_{7} \sigma_{1}=\mathcal{H}_{7}^{\prime}, \quad \mathcal{H}_{7}^{\prime} \sigma_{2}=\mathcal{H}_{7}^{\prime \prime}, \quad \mathcal{H}_{7}^{\prime \prime} \sigma_{3}=\mathcal{H}_{7}
$$

The map $\tau$ is called a triality by analogy with a duality of a projective space.
Example 1.104. To give an explicit example, a trilinear correspondence is introduced. Write points as follows:
in $\mathrm{PG}(7, q)$ as $\mathbf{P}(x)$ with $x=\left(x_{0}, x_{1}, \ldots, x_{7}\right)$;
in $\mathrm{PG}^{\prime}(7, q)$ as $\mathbf{P}(y)$ with $y=\left(y_{0}, y_{1}, \ldots, y_{7}\right)$;
in $\mathrm{PG}^{\prime \prime}(7, q)$ as $\mathbf{P}(z)$ with $z=\left(z_{0}, z_{1}, \ldots, z_{7}\right)$.
Let

$$
\begin{aligned}
& \mathcal{H}_{7}=\mathbf{V}\left(X_{0} X_{4}+X_{1} X_{5}+X_{2} X_{6}+X_{3} X_{7}\right) \\
& \mathcal{H}_{7}^{\prime}=\mathbf{V}\left(Y_{0} Y_{4}+Y_{1} Y_{5}+Y_{2} Y_{6}+Y_{3} Y_{7}\right) \\
& \mathcal{H}_{7}^{\prime \prime}=\mathbf{V}\left(Z_{0} Z_{4}+Z_{1} Z_{5}+Z_{2} Z_{6}+Z_{3} Z_{7}\right)
\end{aligned}
$$

Consider the following trilinear form:

$$
\begin{aligned}
T(X, Y, Z) & =\left|\begin{array}{ccc}
X_{0} & X_{1} & X_{2} \\
Y_{0} & Y_{1} & Y_{2} \\
Z_{0} & Z_{1} & Z_{2}
\end{array}\right|+\left|\begin{array}{ccc}
X_{4} & X_{5} & X_{6} \\
Y_{4} & Y_{5} & Y_{6} \\
Z_{4} & Z_{5} & Z_{6}
\end{array}\right| \\
& +X_{3}\left(Z_{0} Y_{4}+Z_{1} Y_{5}+Z_{2} Y_{6}\right)+X_{7}\left(Y_{0} Z_{4}+Y_{1} Z_{5}+Y_{2} Z_{6}\right) \\
& +Y_{3}\left(X_{0} Z_{4}+X_{1} Z_{5}+X_{2} Z_{6}\right)+Y_{7}\left(Z_{0} X_{4}+Z_{1} X_{5}+Z_{2} X_{6}\right) \\
& +Z_{3}\left(Y_{0} X_{4}+Y_{1} X_{5}+Y_{2} X_{6}\right)+Z_{7}\left(X_{0} Y_{4}+X_{1} Y_{5}+X_{2} Y_{6}\right) \\
& -X_{3} Y_{3} Z_{3}-X_{7} Y_{7} Z_{7} .
\end{aligned}
$$

A pair $(\mathbf{P}(x), \mathbf{P}(y))$ of points in $\mathcal{H}_{7} \times \mathcal{H}_{7}^{\prime}$ represents an incident pair in $\mathcal{H}_{7} \times \mathcal{A}$ if and only if the linear form $T(x, y, Z)$ is identically zero in $Z$; the similar condition applies for a cyclic permutation of $x, y, z$.

For example, to find the solid of $\mathcal{A}$ that corresponds to the point $\mathbf{P}(y)$ of $\mathcal{H}_{7}^{\prime}$ when $y=(1,0, \ldots, 0)$, put this value of $y$ in $T(X, y, Z)$ and require that the coefficients of all $Z_{i}, i \in\{0,1, \ldots, 7\}$ vanish. This gives the solid $\mathbf{V}\left(X_{1}, X_{2}, X_{4}, X_{7}\right)$.

The collineations $\sigma_{1}, \sigma_{2}, \sigma_{3}$, with

$$
\begin{aligned}
& \mathrm{PG}(7, q) \sigma_{1}=\mathrm{PG}^{\prime}(7, q), \mathrm{PG}^{\prime}(7, q) \sigma_{2}=\mathrm{PG}^{\prime \prime}(7, q), \mathrm{PG}^{\prime \prime}(7, q) \sigma_{3}=\mathrm{PG}(7, q), \\
& \left(s_{0}, s_{1}, \ldots, s_{7}\right) \sigma_{i}=\left(s_{0}, s_{1}, \ldots, s_{7}\right), \quad i=1,2,3
\end{aligned}
$$

define a triality $\tau$. Explicit calculations are possible using the form $T(X, Y, Z)$.

### 1.13 Generalised hexagons

Definition 1.105. A generalised hexagon is an incidence structure $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ in which $\mathcal{P}$ and $\mathcal{B}$ are non-empty, disjoint sets of points and lines, and for which I is a symmetric point-line incidence relation satisfying the following properties.
(1) Each point is incident with $1+t$ lines, with $t \geq 1$, and two distinct points are incident with at most one line.
(2) Each line is incident with $1+s$ points, with $s \geq 1$, and two distinct lines are incident with at most one point.
(3) $\mathcal{S}$ contains no ordinary $k$-gon, as a subgeometry, for $2 \leq k<6$.
(4) Any two elements of $\mathcal{P} \cup \mathcal{B}$ are contained in some ordinary 6-gon, again as a subgeometry.

The integers $s$ and $t$ are the parameters of the generalised hexagon, and $\mathcal{S}$ has $\operatorname{order}(s, t)$; if $s=t$, then $\mathcal{S}$ has order $s$. There is a point-line duality for a generalised hexagon of order $(s, t)$ for which in any statement 'point' and 'line' are interchanged, and $s$ and $t$ are interchanged.

Theorem 1.106. The order of the known finite generalised hexagons is one of the following:
(a) $(s, 1)$ with $s \geq 1$;
(b) $(1, t)$ with $t \geq 1$;
(c) $(q, q)$ for $q$ any prime power;
(d) $\left(q, q^{3}\right)$, and dually $\left(q^{3}, q\right)$, for $q$ any prime power.

Example 1.107. Let $\mathcal{S}^{\prime}=\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}, \mathrm{I}^{\prime}\right)$ be any finite projective plane of order $s$. Define
(a) $\mathcal{P}=\mathcal{P}^{\prime} \cup \mathcal{B}^{\prime}$;
(b) $\mathcal{B}=\left\{\left(P^{\prime}, l^{\prime}\right) \in \mathcal{P}^{\prime} \times \mathcal{B}^{\prime} \mid P^{\prime} \mathrm{I}^{\prime} l^{\prime}\right\}$;
(c) $P \mathrm{I} l$ with $P \in \mathcal{P}$ and $l \in \mathcal{B}$ if and only if $P \in l$.

Then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a generalised hexagon of order $(s, 1)$. Conversely, any generalised hexagon with $t=1$ is of this type.

Trialities and generalised hexagons are closely related. Let $\mathcal{H}_{7}$ be the Study quadric and let $\mathcal{P}_{6}$ be a parabolic quadric on it. If $\tau$ is a triality and $l$ is a line of $\mathcal{P}_{6}$, then $\tau$ maps the points of $l$ onto the $q+1$ generators of $\mathcal{A}$ through a line $l^{\prime}$ of $\mathcal{H}_{7}$. Let $\mathcal{B}$ be the set of all lines $l^{\prime}$ on $\mathcal{P}_{6}$. Then the incidence structure $\left(\mathcal{P}_{6}, \mathcal{B}, \mathrm{I}\right)$, with I the natural incidence, is a generalised hexagon of order $q$.

Up to duality and isomorphism, no other generalised hexagon of order $q$, with $q \neq 1$, is known. Also, all known generalised hexagons of order $\left(q, q^{3}\right)$, and dually $\left(q^{3}, q\right)$, arise from trialities.

### 1.14 Notes and references

## Sections 1.1-1.9

These sections continue the material in Chapter 5 of PGOFF2. They are based on Hirschfeld [174], although many details come from Segre [276]. In particular, the proof of Theorem 1.57 is based on Segre's treatment, although the formula (1.44), due to Hirschfeld [173], is an amalgamation of several formulas established by matrix-theoretic methods by Dai and Feng [81] and by Feng and Dai [132]. See also De Bruyn [84].

The nature of the transitivity of the orthogonal group, as expounded in Theorem 1.49, seems more difficult in the projective space than in the vector space case. See Higman [165], Artin [3], Dieudonné [122] for the vector space case, and Dye [124] for the connection between the two cases. The size of the stabiliser in the orthogonal group of an isotropic subspace in the vector space case has been calculated by Derr [117].

## Section 1.10

This section follows Buekenhout [54].

## Section 1.11

The complication of further characterisations, even when the set $\mathcal{K}$ is non-singular is illustrated by the work of Lefèvre [200]. Theorems 1.100 and 1.101 are due to Tallini [302, 303] and Theorem 1.102 to Lefèvre-Percsy [202].

For characterisations of quadrics by intersection numbers, see Schillewaert [270] and De Winter and Schillewaert [105].

## Sections 1.12-1.13

See Hirschfeld and Thas [180], Tits [379], Van Maldeghem [391].

## 2

## Hermitian varieties

### 2.1 Introduction

In $\mathbf{F}_{q}=\operatorname{GF}(q), q$ square, the map $x \mapsto x^{\sqrt{q}}=\bar{x}$ is an involutory automorphism. For a matrix $A=\left(a_{i j}\right)$, write $\bar{A}=\left(\bar{a}_{i j}\right)$. Then a Hermitian form $F$ is an element of $\mathbf{F}_{q}\left[X_{0}, X_{1}, X_{2}, \ldots, X_{n}\right]$ such that

$$
F=X H \bar{X}^{*}
$$

where $X=\left(X_{0}, X_{1}, X_{2}, \ldots, X_{n}\right), \bar{H}^{*}=H$ and $H \neq 0$. As in Section 5.1 of PGOFF2, $F$ can be reduced by a non-singular linear transformation to the canonical form

$$
F_{r}=X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+\cdots+X_{r} \bar{X}_{r}
$$

The variety $\mathbf{V}\left(F_{r}\right)$ in $\mathrm{PG}(n, q)$ is a Hermitian variety, which is non-singular when $r=n$. The Hermitian variety $\mathbf{V}\left(F_{r}\right)$ is written $\mathcal{U}_{r}$ or $\mathcal{U}_{r, q}$; that is,

$$
\begin{equation*}
\mathcal{U}_{r}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+\cdots+X_{r} \bar{X}_{r}\right) \tag{2.1}
\end{equation*}
$$

Similarly to quadrics, $\mathbf{V}\left(F_{r}\right)=\Pi_{n-r-1} \mathcal{U}_{r}$, where $\mathcal{U}_{r}$ is the non-singular Hermitian variety in the $r$-space $\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{r}=\mathbf{V}\left(X_{r+1}, \ldots, X_{n}\right)$ and

$$
\Pi_{n-r-1}=\mathbf{V}\left(X_{0}, \ldots, X_{r}\right)=\mathbf{U}_{r+1} \mathbf{U}_{r+2} \cdots \mathbf{U}_{n}
$$

that is, the points of $\Pi_{n-r-1} \mathcal{U}_{r}$ comprise all the points of the lines joining any point of $\Pi_{n-r-1}$ to any point of $\mathcal{U}_{r}$. As for quadrics, $\Pi_{n-r-1}$ is the vertex of the cone and $\mathcal{U}_{r}$ a base.

Theorem 2.1. There are $n+1$ projectively distinct Hermitian varieties in $\operatorname{PG}(n, q)$.
Proof. From above, there is one variety $\Pi_{n-r-1} \mathcal{U}_{r}$ for each $r$ in $\{0,1, \ldots, n\}$.
Lemma 2.2. A section of a Hermitian variety is still a Hermitian variety.

Proof. If $\mathcal{U}=\mathbf{V}(F)$ is Hermitian with $F$ in $\mathbf{F}_{q}\left[X_{0}, X_{1}, \ldots, X_{n}\right]$, then a section by a hyperplane $\mathbf{V}(L)$, where $L=X_{0}-a_{1} X_{1}-\cdots-a_{n} X_{n}$, is $\mathcal{U}^{\prime}=\mathbf{V}(L, G)$, where

$$
G\left(X_{1}, \ldots, X_{n}\right)=F\left(a_{1} X_{1}+\cdots+a_{n} X_{n}, X_{1}, \ldots, X_{n}\right)
$$

As $G$ is a Hermitian form, so $\mathcal{U}^{\prime}$ is a Hermitian variety in $\mathbf{V}(L)$. Thus the result follows by induction.

The behaviour of low-dimensional varieties gives a feeling for higher dimensional ones. In Table 2.1, all types up to five dimensions are described.

### 2.2 Tangency and polarity

The notation $\mathcal{U}_{n}$ or $\mathcal{U}_{n, q}$ is also used for any non-singular Hermitian variety of $\mathrm{PG}(n, q)$. So consider $\mathcal{U}_{n}=\mathbf{V}(F)$. Let $P=\mathbf{P}(A)$ and $Q=\mathbf{P}(B)$, where $A=\left(a_{0}, \ldots, a_{n}\right)$ and $B=\left(b_{0}, \ldots, b_{n}\right)$. If $F(X)=X H \bar{X}^{*}$, then

$$
\begin{aligned}
F(A+t B) & =(A+t B) H(\bar{A}+\bar{t} \bar{B})^{*} \\
& =A H \bar{A}^{*}+t B H \bar{A}^{*}+\bar{t} A H \bar{B}^{*}+t \bar{t} B H \bar{B}^{*}
\end{aligned}
$$

So $\mathbf{P}(A+t B)$ lies on $\mathcal{U}_{n}$ if and only if

$$
\begin{equation*}
0=F(A)+t G(A, B)+\bar{t} \overline{G(A, B)}+t \bar{t} F(B) \tag{2.2}
\end{equation*}
$$

where $G(A, B)=B H \bar{A}^{*}$.
The line $l$ is a tangent to $\mathcal{U}_{n}$ if $\left|l \cap \mathcal{U}_{n}\right|=1$.
Lemma 2.3. Let $P=\mathbf{P}(A)$ and $Q=\mathbf{P}(B)$.
(i) If $F(A) F(B)-G(A, B) \overline{G(A, B)} \neq 0$, then $\left|P Q \cap \mathcal{U}_{n}\right|=\sqrt{q}+1$.
(ii) If $F(A) F(B)-G(A, B) \overline{G(A, B)}=0$, then
(a) $F(A)=F(B)=G(A, B)=0 \Rightarrow P Q \subset \mathcal{U}_{n}$;
(b) otherwise $\left|P Q \cap \mathcal{U}_{n}\right|=1$.
(iii) Suppose $P \in \mathcal{U}_{n}$.
(a) If $Q \notin \mathcal{U}_{n}$, then $P Q$ is a tangent to $\mathcal{U}_{n}$ if and only if $G(A, B)=0$.
(b) If $Q \in \mathcal{U}_{n}$, then $P Q$ is a line of $\mathcal{U}_{n}$ if and only if $G(A, B)=0$.

Proof. (i), (ii) With $F(A)=a, F(B)=b, G(A, B)=\delta$, (2.2) becomes

$$
\begin{equation*}
b t \bar{t}+\bar{\delta} \bar{t}+\delta t+a=0 \tag{2.3}
\end{equation*}
$$

here $\bar{b}=b, \bar{a}=a$.
First, let $a=b=0$. If $\delta=0$, then $P Q \subset \mathcal{U}_{n}$. Now, let $\delta \neq 0$. Then (2.3) has $t=0$ and $t=\infty$ as solutions corresponding to $P$ and $Q$ on $\mathcal{U}_{n}$. Every other $t$ satisfies

$$
\begin{equation*}
t^{\sqrt{q}-1}=-\delta^{-(\sqrt{q}-1)}, \tag{2.4}
\end{equation*}
$$

Table 2.1. Hermitian varieties in $\operatorname{PG}(n, q)$ for $n \leq 5$

$$
\begin{aligned}
& \mathrm{PG}(0, q) \quad \mathcal{U}_{0}=\mathbf{V}\left(X_{0} \bar{X}_{0}\right) \text { is empty } \\
& \operatorname{PG}(1, q) \quad \mathcal{U}_{1}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}\right) \text { is } \sqrt{q}+1 \text { points forming a subline } \operatorname{PG}(1, \sqrt{q}) \\
& \Pi_{0} \mathcal{U}_{0}=\mathbf{V}\left(X_{0} \bar{X}_{0}\right) \text { is the single point } \mathbf{U}_{1} \\
& \mathrm{PG}(2, q) \quad \mathcal{U}_{2}=\mathrm{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{2} \bar{X}_{2}\right) \text { is a Hermitian arc (unital) comprising } \\
& q \sqrt{q}+1 \text { points; through each point of } \mathcal{U}_{2} \text { there is a unique line } \\
& \text { meeting } \mathcal{U}_{2} \text { in a } \Pi_{0} \mathcal{U}_{0} \text {, whereas all other lines meet } \mathcal{U}_{2} \text { in a } \mathcal{U}_{1} \\
& \Pi_{0} \mathcal{U}_{1}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}\right) \text { comprises } \sqrt{q}+1 \text { lines concurrent at } \mathbf{U}_{2} \\
& \Pi_{1} \mathcal{U}_{0}=\mathbf{V}\left(X_{0} \bar{X}_{0}\right) \text { is the single line } \mathbf{u}_{0} \\
& \operatorname{PG}(3, q) \quad \mathcal{U}_{3}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{2} \bar{X}_{2}+X_{3} \bar{X}_{3}\right) \text { comprises }(q+1)(q \sqrt{q}+1) \\
& \text { points on }(\sqrt{q}+1)(q \sqrt{q}+1) \text { lines; there are as many plane sections } \\
& \Pi_{0} \mathcal{U}_{1} \text { as points and the remaining plane sections are of type } \mathcal{U}_{2} \\
& \Pi_{0} \mathcal{U}_{2}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{2} \bar{X}_{2}\right) \text { is a cone comprising the join of the } \\
& \text { vertex } \mathbf{U}_{3} \text { to a Hermitian curve } \\
& \Pi_{1} \mathcal{U}_{1}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}\right) \text { is } \sqrt{q}+1 \text { collinear planes } \\
& \Pi_{2} \mathcal{U}_{0}=\mathbf{V}\left(X_{0} \bar{X}_{0}\right) \text { is the plane } \mathbf{u}_{0} \\
& \operatorname{PG}(4, q) \quad \mathcal{U}_{4}=\mathbf{V}\left(\sum_{i=0}^{4} X_{i} \bar{X}_{i}\right) \text { comprises }(q+1)\left(q^{2} \sqrt{q}+1\right) \text { points on } \\
& (q \sqrt{q}+1)\left(q^{2} \sqrt{q}+1\right) \text { lines with } q \sqrt{q}+1 \text { lines through each point } \\
& \Pi_{0} \mathcal{U}_{3}=\mathbf{V}\left(\sum_{i=0}^{3} X_{i} \bar{X}_{i}\right) \text { is a cone with vertex } \mathbf{U}_{4} \text { and base a Hermitian } \\
& \text { surface } \mathcal{U}_{3} \text {; its generators are planes } \\
& \Pi_{1} \mathcal{U}_{2}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{2} \bar{X}_{2}\right) \text { is a cone with vertex the line } \mathbf{U}_{3} \mathbf{U}_{4} \\
& \text { and base a Hermitian curve; its generators are planes } \\
& \Pi_{2} \mathcal{U}_{1}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}\right) \text { comprises } \sqrt{q}+1 \text { solids through the plane } \\
& \mathbf{U}_{2} \mathbf{U}_{3} \mathbf{U}_{4} \\
& \Pi_{3} \mathcal{U}_{0}=\mathbf{V}\left(X_{0} \bar{X}_{0}\right) \text { is the solid } \mathbf{u}_{0} \\
& \operatorname{PG}(5, q) \quad \mathcal{U}_{5}=\mathbf{V}\left(\sum_{i=0}^{5} X_{i} \bar{X}_{i}\right) \text { comprises }\left(q^{2}+q+1\right)\left(q^{2} \sqrt{q}+1\right) \text { points on } \\
& (\sqrt{q}+1)(q \sqrt{q}+1)\left(q^{2} \sqrt{q}+1\right) \text { planes } \\
& \Pi_{0} \mathcal{U}_{4}=\mathbf{V}\left(\sum_{i=0}^{4} X_{i} \bar{X}_{i}\right) \text { is a cone with vertex } \mathbf{U}_{5} \text { and base } \mathcal{U}_{4} \text {; its generators } \\
& \text { are planes } \\
& \Pi_{1} \mathcal{U}_{3}=\mathbf{V}\left(\sum_{i=0}^{3} X_{i} \bar{X}_{i}\right) \text { is a cone with vertex the line } \mathbf{U}_{4} \mathbf{U}_{5} \text { and base the } \\
& \text { surface } \mathcal{U}_{3} \text {; its generators are solids } \\
& \Pi_{2} \mathcal{U}_{2}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{2} \bar{X}_{2}\right) \text { comprises } q \sqrt{q}+1 \text { solids through the } \\
& \text { plane } \mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5} \\
& \Pi_{3} \mathcal{U}_{1}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}\right) \text { is } \sqrt{q}+1 \text { hyperplanes through the solid } \mathbf{u}_{0} \cap \mathbf{u}_{1} \\
& \Pi_{4} \mathcal{U}_{0}=\mathbf{V}\left(X_{0} \bar{X}_{0}\right) \text { is the hyperplane } \mathbf{u}_{0}
\end{aligned}
$$

which has $\sqrt{q}-1$ solutions by PGOFF2, Section $1.5(\mathrm{v})$. Thus $\left|P Q \cap \mathcal{U}_{n}\right|=\sqrt{q}+1$.
If $b=0, a \neq 0$, then the substitution $t \mapsto t^{-1}$ gives an equation of the form (2.3) with $b \neq 0$.

Finally, if $b \neq 0$, the substitution $t \mapsto t-\bar{\delta} / b$ transforms (2.3) to

$$
\begin{equation*}
t \bar{t}+(a b-\delta \bar{\delta}) / b^{2}=0 \tag{2.5}
\end{equation*}
$$

If $a b-\delta \bar{\delta}=0$, then $\left|P Q \cap \mathcal{U}_{n}\right|=1$; if $a b-\delta \bar{\delta} \neq 0$, then, again by PGOFF2, Section 1.5(v), (2.5) has $\sqrt{q}+1$ solutions, which means that $\left|P Q \cap \mathcal{U}_{n}\right|=\sqrt{q}+1$.
(iii) This follows immediately from (i) and (ii) with $F(A)=0$.

When $G(A, B)=0$, the points $P=\mathbf{P}(A)$ and $Q=\mathbf{P}(B)$ are conjugate. With $X=\left(X_{0}, X_{1}, \ldots, X_{n}\right)$, the hyperplane $\mathbf{V}(G(X, A))$ is the polar hyperplane of $P$ and is denoted $P \mathfrak{U}$, the image of $P$ under the Hermitian polarity $\mathfrak{U}$ with matrix $H$. If $\Pi_{r}=P_{0} P_{1} \cdots P_{r}$, then the polar space $\Pi_{n-r-1}=\Pi_{r} \mathfrak{U}$ of $\Pi_{r}$ is

$$
P_{0} \mathfrak{U} \cap P_{1} \mathfrak{U} \cap \cdots \cap P_{r} \mathfrak{U} .
$$

This is independent of the choice of $P_{0}, P_{1}, \ldots, P_{r}$ in $\Pi_{r}$ in the sense that, if

$$
\Pi_{r}=P_{0} P_{1} \cdots P_{r}=Q_{0} Q_{1} \cdots Q_{r}
$$

then $P_{0} \mathfrak{U} \cap P_{1} \mathfrak{U} \cap \cdots \cap P_{r} \mathfrak{U}=Q_{0} \mathfrak{U} \cap Q_{1} \mathfrak{U} \cap \cdots \cap Q_{r} \mathfrak{U}$. Two spaces are conjugate if they are contained in polar spaces.

When $P \in \mathcal{U}_{n}$, the polar hyperplane of $P$ is also the tangent hyperplane at $P$ and written $T_{P}$ or $T_{P}\left(\mathcal{U}_{n}\right)$. Similarly, if $\Pi_{r}=P_{0} P_{1} \cdots P_{r} \subset \mathcal{U}_{n}$, then the tangent space at $\Pi_{r}$ is $T_{\Pi_{r}}=\Pi_{n-r-1}=\bigcap_{i} T_{P_{i}}$.

For $\mathcal{U}_{n}$ in canonical form, that is, $\mathcal{U}_{n}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+\cdots+X_{n} \bar{X}_{n}\right)$,

$$
\begin{equation*}
G(X, A)=\sum_{i=0}^{n} \bar{a}_{i} X_{i} \tag{2.6}
\end{equation*}
$$

Lemma 2.4. If $\Pi_{r} \subset \mathcal{U}_{n}$, then the tangent space at $\Pi_{r}$ is a $\Pi_{n-r-1}$ which contains $\Pi_{r}$ and any $\Pi_{s}$ on $\mathcal{U}_{n}$ through $\Pi_{r}$.

Proof. This follows from Lemma 2.3 and the definition of tangent space.
It should be observed that the polarity of $\mathcal{U}_{n}$ lies behind its reduction to the canonical form (2.1). For, let $\mathcal{U}$ be any non-singular Hermitian variety with polarity $\mathfrak{U}$ in $\Pi_{n}=\mathrm{PG}(n, q)$. Choose $P_{0}$ in $\Pi_{n} \backslash \mathcal{U}$ and let $\pi_{0}=P_{0} \mathfrak{U}$. Now, choose $P_{1}$ in $\pi_{0} \backslash \mathcal{U}$ and let $\pi_{1}=P_{1} \mathfrak{U}$. Continue this process and choose $P_{0}, P_{1}, \ldots, P_{n}$ so that $P_{0}, P_{1}, \ldots, P_{i}$ span an $i$-space and so that $P_{i}$ lies in $\left(\pi_{0} \cap \pi_{1} \cap \cdots \cap \pi_{i-1}\right) \backslash \mathcal{U}$. Take $\mathbf{U}_{i}=P_{i}, i=0,1, \ldots, n$, as the vertices of the simplex of reference. Hence

$$
\mathcal{U}=\mathbf{V}\left(c_{0} X_{0} \bar{X}_{0}+c_{1} X_{1} \bar{X}_{1}+\cdots+c_{n} X_{n} \bar{X}_{n}\right)
$$

Now, a suitable choice of the unit point or, equivalently, the projective transformation $x_{i}^{\prime}=d_{i} x_{i}, i=0,1, \ldots, n$, with $d_{i} \bar{d}_{i}=c_{i}$, gives the required form

$$
\mathcal{U}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+\cdots+X_{n} \bar{X}_{n}\right)
$$

where the dashes have been omitted.

When considering spaces lying on $\mathcal{U}$, another canonical form is useful. Since $\mathcal{U}_{n}$ is projectively unique, it can also be written as $\mathbf{V}\left(G_{n}\right)$, where

$$
\begin{align*}
& G_{n}\left(X_{0}, \ldots, X_{n}\right) \\
& =\left\{\begin{array}{l}
X_{0} \bar{X}_{0}+\left(X_{1} \bar{X}_{2}+X_{2} \bar{X}_{1}\right)+\cdots+\left(X_{n-1} \bar{X}_{n}+X_{n} \bar{X}_{n-1}\right), n \text { even }, \\
\left(X_{0} \bar{X}_{1}+X_{1} \bar{X}_{0}\right)+\cdots+\left(X_{n-1} \bar{X}_{n}+X_{n} \bar{X}_{n-1}\right), n \text { odd. }
\end{array}\right. \tag{2.7}
\end{align*}
$$

Lemma 2.5. The tangent hyperplane at a point $P$ of $\mathcal{U}_{n}$ is a cone $\Pi_{0} \mathcal{U}_{n-2}$.
Proof. Let $P=\mathbf{U}_{0}$ and choose $\mathbf{U}_{1} \in \mathcal{U}_{n}$, but not in the tangent prime $T_{P}$. Choose $\mathbf{U}_{2}, \ldots, \mathbf{U}_{n}$ in $T_{P} \cap T_{\mathbf{U}_{1}}$. Then, by a suitable choice of unit point, $\mathcal{U}_{n}=\mathbf{V}(F)$, where

$$
F=X_{0} \bar{X}_{1}+X_{1} \bar{X}_{0}+F^{\prime}\left(X_{2}, \ldots, X_{n}\right)
$$

Then $F^{\prime}$ can be reduced to canonical form so that

$$
F=X_{0} \bar{X}_{1}+X_{1} \bar{X}_{0}+X_{2} \bar{X}_{2}+\cdots+X_{n} \bar{X}_{n}
$$

So

$$
\begin{aligned}
\mathcal{U}_{n} \cap T_{P} & =\mathbf{V}\left(X_{1}, X_{2} \bar{X}_{2}+\cdots+X_{n} \bar{X}_{n}\right) \\
& =\left\{\mathbf{P}\left(\lambda, 0, x_{2}, \ldots, x_{n}\right) \mid x_{2} \bar{x}_{2}+\cdots+x_{n} \bar{x}_{n}=0\right\} \\
& =\mathbf{U}_{0} \mathcal{U}_{n-2}
\end{aligned}
$$

Notation 2.6. Let $\mu_{n}=\left|\mathcal{U}_{n}\right|$.
Corollary 2.7. The tangent hyperplane at $P$ meets $\mathcal{U}_{n}$ in $q \mu_{n-2}+1$ points.
Theorem 2.8. The number of points on $\mathcal{U}_{n}$ is

$$
\begin{align*}
\mu_{n} & =\left\{(\sqrt{q})^{n+1}+(-1)^{n}\right\}\left\{(\sqrt{q})^{n}-(-1)^{n}\right\} /(q-1)  \tag{2.8}\\
& =\theta(n-1)+\left\{q^{n}-(-\sqrt{q})^{n}\right\} /(\sqrt{q}+1) . \tag{2.9}
\end{align*}
$$

Proof. Any line through a point $P$ of $\mathcal{U}_{n}$ not in $T_{P}$ meets $\mathcal{U}_{n}$ in $\sqrt{q}$ other points. Hence

$$
\begin{aligned}
\mu_{n} & =\sqrt{q}\{\theta(n-1)-\theta(n-2)\}+q \mu_{n-2}+1 \\
& =q^{n-1} \sqrt{q}+1+q \mu_{n-2} .
\end{aligned}
$$

Put $\alpha_{n}=\mu_{n} /(\sqrt{q})^{n}$. Then

$$
\alpha_{n}=(\sqrt{q})^{n-1}+(1 / \sqrt{q})^{n}+\alpha_{n-2} .
$$

Separate calculations for $n$ even and odd give the desired result.
Now let $\mu_{n}^{(t)}=\left|\Pi_{t} \mathcal{U}_{n-t-1}\right| ;$ thus $\mu_{n}=\mu_{n}^{(-1)}$.
Corollary 2.9. $\mu_{n}^{(t)}=\theta(n-1)+\left\{q^{n}-(-\sqrt{q})^{n+t+1}\right\} /(\sqrt{q}+1)$.

Proof. Any two points of the base $\mathcal{U}_{n-t-1}$ are joined to the vertex $\Pi_{t}$ by two $\Pi_{t+1}$ having precisely the vertex in common. Therefore

$$
\mu_{n}^{(t)}=\theta(t)+\{\theta(t+1)-\theta(t)\} \mu_{n-t-1}
$$

and the result follows.
Let $\mathcal{N}\left(\mathcal{U}_{n}\right)$ be the set of non-singular Hermitian varieties in $\operatorname{PG}(n, q)$.
Lemma 2.10. The number of Hermitian varieties $\mathcal{U}_{n}$ containing a given $\Pi_{0} \mathcal{U}_{n-2}$ as tangent cone is

$$
(q-1) q^{n-1} \sqrt{q} .
$$

Proof. Let $\Pi_{0}=\mathbf{U}_{n-1}$ and $\mathcal{U}_{n-2}=\mathbf{V}\left(X_{n}, X_{n-1}, F_{n-2}\right)$, where

$$
F_{n-2}=X_{0} \bar{X}_{0}+\cdots+X_{n-2} \bar{X}_{n-2}
$$

The hyperplane containing $\Pi_{0} \mathcal{U}_{n-2}$ is $\mathbf{u}_{n}$. Any Hermitian variety containing $\mathbf{U}_{n-1}$ and $\mathcal{U}_{n-2}$ has the form

$$
\mathbf{V}\left(X_{n} \bar{f}+\bar{X}_{n} f+X_{n-1} \bar{g}+\bar{X}_{n-1} g+F_{n-2}\right),
$$

where $f$ is linear in $X_{0}, \ldots, X_{n}$ and $g$ is linear in $X_{0}, \ldots, X_{n-2}$. Since the tangent hyperplane at $\mathbf{U}_{n-1}$ is $\mathbf{u}_{n}$, so the only term involving $\bar{X}_{n-1}$ is $c X_{n} \bar{X}_{n-1}$ with $c \neq 0$ and hence the only term involving $X_{n-1}$ is $\bar{c} X_{n-1} \bar{X}_{n}$; so $g=0$.

The non-singularity of $\mathcal{U}_{n}$ is equivalent to $c \neq 0$. Thus the number of choices for the form $f$ and thus for $\mathcal{U}_{n}$ is $(q-1) q^{n-1} \sqrt{q}$. This argument relies on the fact that, if $\mathcal{U}_{n}=\mathbf{V}(F)$, then $\mathcal{U}_{n}$ defines $F$ uniquely up to a scalar multiple.

Lemma 2.11. The number of cones $\Pi_{0} \mathcal{U}_{n-2}$ in $\operatorname{PG}(n, q)$ is

$$
\theta(n) \theta(n-1)\left|\mathcal{N}\left(\mathcal{U}_{n-2}\right)\right| .
$$

Proof. The number of cones

$$
\begin{gathered}
=\text { number of } \Pi_{n-1} \text { in } \operatorname{PG}(n, q) \times \text { number of } \Pi_{0} \text { in } \Pi_{n-1} \\
\times \text { number of } \mathcal{U}_{n-2} \text { in a fixed } \Pi_{n-2} \text { of } \Pi_{n-1} .
\end{gathered}
$$

Notation 2.12. Let

$$
\overline{[r, s]}= \begin{cases}\prod_{i=r}^{i=s}\left\{(\sqrt{q})^{i}-(-1)^{i}\right\} & \text { for } r \leq s \\ 1 & \text { for } r>s\end{cases}
$$

Theorem 2.13. The total number of Hermitian varieties in $\mathrm{PG}(n, q)$ is

$$
\left|\mathcal{N}\left(\mathcal{U}_{n}\right)\right|=q^{n(n+1) / 4}[2, n+1]_{-} / \overline{[2, n+1]} .
$$

Proof. Count $\left\{\left(\mathcal{U}_{n}, \mathcal{S}\right) \mid \mathcal{U}_{n}\right.$ a Hermitian variety, $\mathcal{S}$ a tangent cone of $\left.\mathcal{U}_{n}\right\}$ in two ways:

$$
\left|\mathcal{N}\left(\mathcal{U}_{n}\right)\right| \mu_{n}=\theta(n) \theta(n-1)\left|\mathcal{N}\left(\mathcal{U}_{n-2}\right)\right|(q-1) q^{n-1} \sqrt{q}
$$

Hence

$$
\left|\mathcal{N}\left(\mathcal{U}_{n}\right)\right|=\frac{\theta(n) \theta(n-1)(q-1) q^{n-1} \sqrt{q}}{\mu_{n}}\left|\mathcal{N}\left(\mathcal{U}_{n-2}\right)\right|
$$

Repetition of this recurrence relation gives the result, after a separate calculation for $n$ even and odd; it is only required that $\left|\mathcal{N}\left(\mathcal{U}_{0}\right)\right|=1$ and $\left|\mathcal{N}\left(\mathcal{U}_{1}\right)\right|=\sqrt{q}(q+1)$, from PGOFF2, Section 6.2.

The group $G=G\left(\mathcal{U}_{n}\right)$, the unitary group, is the group of projectivities fixing $\mathcal{U}_{n}$.

## Corollary 2.14.

$$
|G|=\left|G\left(\mathcal{U}_{n}\right)\right|=|\operatorname{PGU}(n+1, q)|=q^{n(n+1) / 4} \overline{[2, n+1]} .
$$

Proof. All $\mathcal{U}_{n}$ are projectively equivalent; in other words, $\mathcal{N}\left(\mathcal{U}_{n}\right)$ is a single orbit under $\operatorname{PGL}(n+1, q)$. So

$$
|G|=|\mathrm{PGL}(n+1, q)| /\left|\mathcal{N}\left(\mathcal{U}_{n}\right)\right| .
$$

As $|\operatorname{PGL}(n+1, q)|=q^{n(n+1) / 2}[2, n+1]_{-}$, the result follows.
Lemma 2.15. If $\Pi_{m} \cap \mathcal{U}_{n}=\Pi_{v} \mathcal{U}_{s}$, then the polar space $\Pi_{n-m-1}^{\prime}$ of $\Pi_{m}$ satisfies the following:
(i) $\Pi_{n-m-1}^{\prime} \cap \mathcal{U}_{n}$ also has singular space $\Pi_{v}$;
(ii) $\Pi_{m} \cap \Pi_{n-m-1}^{\prime}=\Pi_{v}$.

Proof. The point $P$ is in $\Pi_{v}$ if and only if every line $l$ through $P$ in $\Pi_{m}$ is either a tangent or lies in $\mathcal{U}_{n}$. This is precisely the condition for $P$ to be conjugate to every point of $\Pi_{m}$; hence $\Pi_{v} \subset \Pi_{n-m-1}^{\prime}$. Since a point $P$ in $\Pi_{v}$ is conjugate to every point of $\Pi_{n-m-1}^{\prime}$, so $\Pi_{v}$ belongs to the singular space $\Pi_{w}^{\prime}$ of $\Pi_{n-m-1}^{\prime} \cap \mathcal{U}_{n}$. Similarly, $\Pi_{w}^{\prime} \subset \Pi_{v}$ and consequently $\Pi_{w}^{\prime}=\Pi_{v}$.

Since every point $P$ of $\Pi_{m} \cap \Pi_{n-m-1}^{\prime}$ is conjugate to all points of $\Pi_{m} \cup \Pi_{n-m-1}^{\prime}$, it belongs to the singular space $\Pi_{v}$ both of $\Pi_{m} \cap \mathcal{U}_{n}$ and of $\Pi_{n-m-1}^{\prime} \cap \mathcal{U}_{n}$. Hence $\Pi_{v}=\Pi_{m} \cap \Pi_{n-m-1}^{\prime}$.

Corollary 2.16. If $\Pi_{m} \cap \mathcal{U}_{n}=\Pi_{v} \mathcal{U}_{s}$, then $\Pi_{n-m-1}^{\prime} \cap \mathcal{U}_{n}=\Pi_{v} \mathcal{U}_{T-1}$, where $\Pi_{m}$ and $\Pi_{n-m-1}^{\prime}$ are polar spaces, and $T=n-2 m+s$.

### 2.3 Generators and sub-generators

The following definitions are similar to those for quadrics.
Definition 2.17. (1) A generator of $\mathcal{U}_{n}$ is a subspace of maximum dimension lying on $\mathcal{U}_{n}$.
(2) A sub-generator of $\mathcal{U}_{n}$ is any subspace lying on $\mathcal{U}_{n}$.
(3) The dimension of a generator is the projective index of $\mathcal{U}_{n}$; as for quadrics, it is denoted by $g=g\left(\mathcal{U}_{n}\right)$.
Lemma 2.18. The projective index $g\left(\mathcal{U}_{n}\right)=\left\lfloor\frac{1}{2}(n-1)\right\rfloor$.
Proof. If $\Pi_{g}$ is a generator, then by Lemma 2.4 it lies in its own tangent space $\Pi_{n-g-1}^{\prime}$. So $g \leq n-g-1$ and hence $g \leq \frac{1}{2}(n-1)$.

When $n$ is even, $\mathbf{V}\left(X_{0}, X_{1}, X_{3}, \ldots, X_{n-1}\right)$ is a space of dimension $\frac{1}{2} n-1$ on

$$
\mathbf{V}\left(X_{0} \bar{X}_{0}+\left(X_{1} \bar{X}_{2}+X_{2} \bar{X}_{1}\right)+\cdots+\left(X_{n-1} \bar{X}_{n}+X_{n} \bar{X}_{n-1}\right)\right)
$$

when $n$ is odd, $\mathbf{V}\left(X_{0}, X_{2}, X_{4}, \ldots, X_{n-1}\right)$ is a space of dimension $\frac{1}{2}(n-1)$ on

$$
\mathbf{V}\left(\left(X_{0} \bar{X}_{1}+X_{1} \bar{X}_{0}\right)+\cdots+\left(X_{n-1} \bar{X}_{n}+X_{n} \bar{X}_{n-1}\right)\right)
$$

So the upper bound is achieved.
Now the number of sub-generators of a given dimension is calculated.
Theorem 2.19. The number of $\Pi_{r}$ on $\mathcal{U}_{n}$ is

$$
\begin{equation*}
\nu_{r, n}=N\left(\Pi_{r}, \mathcal{U}_{n}\right)=\overline{[n-2 r, n+1]} /[1, r+1]_{-} . \tag{2.11}
\end{equation*}
$$

Proof. The following set is counted in two ways:

$$
\left\{\left(\Pi_{r}, \Pi_{r-1}\right) \mid \Pi_{r} \subset \mathcal{U}_{n}, \Pi_{r-1} \subset \Pi_{r}\right\}
$$

Hence

$$
\begin{equation*}
\nu_{r, n} \theta(r)=\nu_{r-1, n} M \tag{2.12}
\end{equation*}
$$

where $M$ is the number of $\Pi_{r}$ on $\mathcal{U}_{n}$ through a given $\Pi_{r-1}$.
To calculate $M$, consider the polar $\Pi_{n-r}^{\prime}$ of $\Pi_{r-1}$. It contains $\Pi_{r-1}$ and meets $\mathcal{U}_{n}$ in $\Pi_{r-1} \mathcal{U}_{n-2 r}$ with the same $\Pi_{r-1}$ as vertex, by Lemma 2.15. So take a $\Pi_{n-2 r}$ in $\Pi_{n-r}^{\prime}$ skew to $\Pi_{r-1}$. It meets $\mathcal{U}_{n}$ in a $\mathcal{U}_{n-2 r}$ whose points joined to $\Pi_{r-1}$ form the $\Pi_{r}$ of $\mathcal{U}_{n}$ containing $\Pi_{r-1}$. Thus $M=\mu_{n-2 r}$.

Now, (2.12) becomes

$$
\begin{equation*}
\nu_{r, n} \theta(r)=\nu_{r-1, n} \mu_{n-2 r} \tag{2.13}
\end{equation*}
$$

Iteration gives that

$$
\nu_{r, n}=\frac{\mu_{n-2 r} \mu_{n-2(r-1)} \cdots \mu_{n}}{\theta(r) \theta(r-1) \cdots \theta(0)}
$$

Since $\theta(i)=\left(q^{i+1}-1\right) /(q-1)$ and $\mu_{j}$ is given by (2.8), the result follows.

### 2.4 Sections of $\mathcal{U}_{n}$

If $\Pi_{m} \subset \mathrm{PG}(n, q)$, then from Theorem 2.1 there are $m+1$ types of Hermitian varieties in $\Pi_{m}$, namely $\Pi_{m-s-1} \mathcal{U}_{s}$ for $s=0, \ldots, m$. However, when the intersection of $\Pi_{m}$ with $\mathcal{U}_{n}$ is considered, it may also occur that $\Pi_{m}$ lies entirely on $\mathcal{U}_{n}$. Suppose therefore that

$$
\begin{equation*}
\Pi_{m} \cap \mathcal{U}_{n}=\Pi_{v} \mathcal{U}_{s} \tag{2.14}
\end{equation*}
$$

then

$$
\begin{equation*}
s+v=m-1 \tag{2.15}
\end{equation*}
$$

The section is non-singular when $v=-1$, and $\Pi_{m}$ lies entirely on $\mathcal{U}_{n}$ when $s=-1$. The parameters $n, m, v, s$ satisfy the following:

$$
\begin{align*}
& -1 \leq v \leq m  \tag{2.16}\\
& -1 \leq s \leq m  \tag{2.17}\\
& 0 \leq m \leq n-1 \tag{2.18}
\end{align*}
$$

The question now is to determine for what values of $v$ and $s$ there is a section as in (2.14).

Lemma 2.20. There is a section $\Pi_{m} \cap \mathcal{U}_{n}=\Pi_{v} \mathcal{U}_{s}$ if and only if

$$
\begin{equation*}
T \geq 0 \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
T=n-2 m+s \tag{2.20}
\end{equation*}
$$

Proof. When $m \leq\left\lfloor\frac{1}{2}(n-1)\right\rfloor$, the condition $T \geq 0$ means that $m \geq s \geq-1$, so that (2.19) is equivalent to (2.17); then it must be shown that $\Pi_{v} \mathcal{U}_{s}$ exists for each $s$ in $I=\{-1,0,1, \ldots, m\}$ or, equivalently, for each $v$ in $I$. When $m>\left\lfloor\frac{1}{2}(n-1)\right\rfloor$, condition (2.19) means that $m \geq s \geq 2 m-n$ or, equivalently, $-1 \leq v \leq n-m-1$. Thus, if the result is established for $m \leq\left\lfloor\frac{1}{2}(n-1)\right\rfloor$, the polarity gives the result for $m>\left\lfloor\frac{1}{2}(n-1)\right\rfloor$.

Now let $\Pi_{m}=\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{m}=\mathbf{V}\left(X_{m+1}, \ldots, X_{n}\right)$ with $m \leq\left\lfloor\frac{1}{2}(n-1)\right\rfloor$. For $-1 \leq s \leq m$, write

$$
K_{s}=\sum_{i=0}^{s} X_{i} \bar{X}_{i}+\sum_{j=s+1}^{m}\left(X_{j} \bar{X}_{2 m+1-j}+X_{2 m+1-j} \bar{X}_{j}\right)+\sum_{i=m+1}^{n} X_{i} \bar{X}_{i}
$$

Then $\mathbf{V}\left(K_{s}\right)$ is non-singular and

$$
\begin{aligned}
\mathbf{V}\left(K_{s}\right) \cap \Pi_{m} & =\mathbf{V}\left(\sum_{i=0}^{s} X_{i} \bar{X}_{i}, X_{m+1}, \ldots, X_{n}\right) \\
& =\Pi_{v} \mathcal{U}_{s}
\end{aligned}
$$

Corollary 2.21. For fixed $m$ and $n$, the number of projectively inequivalent sections $\Pi_{m} \cap \mathcal{U}_{n}$ of $\mathcal{U}_{n}$ is

$$
\begin{aligned}
& m+2 \quad \text { when } m \leq\left\lfloor\frac{1}{2}(n-1)\right\rfloor \\
& n-m+1 \text { when } m>\left\lfloor\frac{1}{2}(n-1)\right\rfloor
\end{aligned}
$$

The next result looks at the orbits of subspaces $\Pi_{m}$ under the action of the unitary $\operatorname{group} G\left(\mathcal{U}_{n}\right)=\operatorname{PGU}(n+1, q)$.

Theorem 2.22. (i) Two subspaces are in the same orbit of $G\left(\mathcal{U}_{n}\right)$ if and only if they have the same parameters $m$ and $s$, where $m$ is their dimension and $\mathcal{U}_{s}$ is the type of base of their intersection with $\mathcal{U}_{n}$.
(ii) If there is a projectivity $\mathfrak{T}: \Pi_{m} \rightarrow \Pi_{m}^{\prime}$ such that $\left(\Pi_{m} \cap \mathcal{U}_{n}\right) \mathfrak{T}=\Pi_{m}^{\prime} \cap \mathcal{U}_{n}$, then it can be extended to an element of $G\left(\mathcal{U}_{n}\right)$.

Proof. The variety $\mathcal{U}_{n}$ and the space $\Pi_{m}$ are reduced simultaneously to canonical form. Consider the section $\Pi_{v} \mathcal{U}_{s}$, where $\mathcal{U}_{s} \subset \Pi_{s}$; thus $\Pi_{v}$ and $\Pi_{s}$ are skew. The polar of $\Pi_{m}$ is $\Pi_{t}^{\prime}$ with $t=n-m-1$.

By Lemma $2.15, \Pi_{t}^{\prime}$ contains $\Pi_{v}$. Choose in $\Pi_{t}^{\prime}$ a space $\Pi_{w}^{\prime}$ skew to $\Pi_{v}$ with $\Pi_{w}^{\prime} \Pi_{v}=\Pi_{t}^{\prime}$; so

$$
w=t-v-1=n-m-v-2
$$

Since $w \geq-1,(2.19)$ is satisfied. By construction, $\Pi_{w}^{\prime}$ is conjugate to $\Pi_{m}$. The polar $\Pi_{d}$ of $\Pi_{w}^{\prime}$ has dimension

$$
d=n-w-1=m+v+1
$$

Also $\Pi_{d}$ contains $\Pi_{m}$. Choose in $\Pi_{d}$ a space $\Pi_{v}^{\prime}$ skew to $\Pi_{m}$ with $\Pi_{v}^{\prime} \Pi_{m}=\Pi_{d}$ in a way that is specified below.

The set of points $P$ of $\Pi_{m}$ such that $P$ is conjugate to every point of $\Pi_{m}$ is $\Pi_{v}$, and $\Pi_{v}$ is the same set with respect to $\Pi_{t}^{\prime}$. Hence, when $w \neq-1$, the space $\Pi_{w}^{\prime}$ meets $\mathcal{U}_{n}$ in a non-singular Hermitian variety. So $\Pi_{w}^{\prime}$ and its polar space $\Pi_{d}$ are skew, as any intersection would be singular for such a Hermitian variety, Lemma 2.15. Thus $\Pi_{w}^{\prime} \Pi_{d}=\operatorname{PG}(n, q)$ and $\Pi_{d} \cap \mathcal{U}_{n}$ is non-singular.

Take in $\Pi_{d}$ the polar space $\Pi_{2 v+1}$ of $\Pi_{s}$ with respect to $\Pi_{d} \cap \mathcal{U}_{n}$. In $\Pi_{2 v+1}$ take $\Pi_{v}^{\prime}$ skew to $\Pi_{v}$ with $\Pi_{v}^{\prime} \cap \mathcal{U}_{n}$ non-singular. Then, with $S_{m}=\Pi_{v}^{\prime} \Pi_{s}$, the set $S_{m} \cap \Pi_{v}$ is empty and $S_{m} \cap \mathcal{U}_{n}$ is non-singular. Also, in $S_{m}$, the polar of $\Pi_{s}$ with respect to $S_{m} \cap \mathcal{U}_{n}$ is the $v$-space $\Pi_{v}^{\prime}$, which is skew to both $\Pi_{v}$ and $\Pi_{s}$. Thus $\Pi_{v}^{\prime} \cap \mathcal{U}_{n}$ is non-singular and the polarity $\mathfrak{U}$ of $\mathcal{U}_{n}$ induces a reciprocity, as in PGOFF2, Section 2.1, between $\Pi_{v}^{\prime}$ and $\Pi_{v}$.

Thus there are four mutually skew spaces

$$
\Pi_{s}, \Pi_{v}, \Pi_{w}^{\prime}, \Pi_{v}^{\prime}
$$

By construction, the spaces $\Pi_{s}, \Pi_{w}^{\prime}, \Pi_{v}^{\prime}$ are skew and mutually conjugate. Their join is a space $\Pi_{e}$ with

$$
e=s+w+v+2=m+w+1
$$

and $\Pi_{e} \cap \mathcal{U}_{n}$ is non-singular. For, if $P$ is singular on $\Pi_{e} \cap \mathcal{U}_{n}$, then $P$ is conjugate to all points of $\Pi_{w}^{\prime}$ and to all points of $S_{m}$; so $P \in \Pi_{w}^{\prime} \cap S_{m}$, a contradiction.

As in the derivation of the canonical form following Lemma 2.4, in the three spaces $\Pi_{s}, \Pi_{w}^{\prime}, \Pi_{v}^{\prime}$ it is possible to choose $s+1, w+1, v+1$ points so that they form $e+1$ independent points in $\Pi_{e}$ with any two of these points conjugate.

The reciprocity induced between $\Pi_{v}^{\prime}$ and $\Pi_{v}$ by $\mathfrak{U}$ transforms the $v+1$ points of $\Pi_{v}^{\prime}$, which may be considered as vertices of a simplex, to $v+1$ faces of a simplex in $\Pi_{v}$; hence the vertices of this simplex in $\Pi_{v}$ form $v+1$ independent points. These $v+1$ and the above $e+1$ give $n+1$ independent points. Thus, in a suitable order, these points are the vertices of the simplex of reference of a coordinate system. Correspondingly,

$$
\Pi_{m}=\Pi_{v} \Pi_{s}=\mathbf{V}\left(X_{m+1}, X_{m+2}, \ldots, X_{n}\right)
$$

Table 2.2. Equation for $\mathcal{U}_{n}$

|  | $\Pi_{s}$ | $\Pi_{v}$ | $\Pi_{w}^{\prime}$ | $\Pi_{v}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\Pi_{s}$ | $H_{1}$ | 0 | 0 | 0 |
| $\Pi_{v}$ | 0 | 0 | 0 | $H_{4}$ |
| $\Pi_{w}^{\prime}$ | 0 | 0 | $H_{2}$ | 0 |
| $\Pi_{v}^{\prime}$ | 0 | $\bar{H}_{4}$ | 0 | $H_{3}$ |

Then $\mathcal{U}_{n}=\mathbf{V}\left(X H \bar{X}^{*}\right)$ with $\bar{H}^{*}=H$, where $H$ is the matrix of Table 2.2; here, $H_{1}, H_{2}, H_{3}, H_{4}$ are square diagonal submatrices, the three matrices $H_{1}, H_{2}, H_{3}$ have all their elements in $\mathbf{F}_{\sqrt{q}}$, and the elements of $\bar{H}_{4}$ are the conjugates of the elements of $H_{4}$. The zero submatrices indicate the conjugacy of the spaces bordering the matrix $H$. A suitable choice of the unit point allows $H_{i}$ to be reduced to the identity matrix of the appropriate order. Thus the simultaneous reduction of $\mathcal{U}_{n}$ and $\Pi_{m} \cap \mathcal{U}_{n}$ to canonical form has been achieved.

The first part of the theorem now follows since the canonical forms are determined by the integers $n, m, v$.

To prove the second part, note that, in the reduction to canonical form, the $m+1$ reference points chosen in $\Pi_{m}$ consist of $v+1$ in $\Pi_{v}$ and $s+1$ in $\Pi_{s}$, every two of which are conjugate. Now, it is shown that, for any choice of $v+1$ independent points $P_{0}, \ldots, P_{v}$ in $\Pi_{v}$, there exists $\Pi_{v}^{\prime}$ in $\Pi_{2 v+1}$ and independent points $P_{0}^{\prime}, \ldots, P_{v}^{\prime}$ in $\Pi_{v}^{\prime}$ such that $P_{i}^{\prime} \notin \mathcal{U}_{n}, \Pi_{v} \cap \Pi_{v}^{\prime}=\emptyset, \Pi_{v}^{\prime} \cap \mathcal{U}_{n}$ is non-singular, $P_{0}^{\prime}, \ldots, P_{v}^{\prime}$ are mutually conjugate, and $P_{i}$ is conjugate to $P_{j}^{\prime}$ for $i \neq j$. Therefore it is sufficient to show that, for any $v+1$ independent points $Q_{0}, \ldots, Q_{v}$ in $\Pi_{v}$, there is a projectivity $\mathfrak{S}$ fixing $\Pi_{2 v+1} \cap \mathcal{U}_{n}$ and $\Pi_{v}$, and with $P_{i} \mathfrak{S}=Q_{i}, i=0,1, \ldots, v$. Choose a space $\Pi_{v}^{\prime \prime}$ on $\Pi_{2 v+1} \cap \mathcal{U}_{n}$ skew to $\Pi_{v}$ and choose independent points $P_{0}^{\prime \prime}, \ldots, P_{v}^{\prime \prime}$ in $\Pi_{v}^{\prime \prime}$ with $P_{i}$
conjugate to $P_{j}^{\prime \prime}, i \neq j$. With respect to the reference points $P_{0}, \ldots, P_{v}, P_{0}^{\prime \prime}, \ldots, P_{v}^{\prime \prime}$ and a suitable unit point, $\Pi_{2 v+1} \cap \mathcal{U}_{n}$ is represented by the canonical form $G_{2 v+1}$ as in (2.7). This proves the existence of the projectivity $\mathfrak{S}$.

Since the projectivity $\mathfrak{T}$ from $\Pi_{m}$ to $\Pi_{m}^{\prime}$ transforms the chosen $(m+1)$-tuple in $\Pi_{m}$ to such an $(m+1)$-tuple in $\Pi_{m}^{\prime}$, by the preceding paragraph the reference points and the unit point may be chosen in a new system of coordinates $\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ so that

$$
\Pi_{m}^{\prime}=\mathbf{V}\left(X_{m+1}^{\prime}, \ldots, X_{n}^{\prime}\right)
$$

and so that $\mathfrak{T}$ has equations

$$
x_{0}^{\prime}: x_{1}^{\prime}: \cdots: x_{m}^{\prime}=c_{0} x_{0}: c_{1} x_{1}: \cdots: c_{m} x_{m}
$$

here, $\mathcal{U}_{n}$ preserves its equation in these coordinates apart from changing $X_{i}$ to $X_{i}^{\prime}$. Since $\Pi_{m} \cap \mathcal{U}_{n}$ and $\Pi_{m}^{\prime} \cap \mathcal{U}_{n}$ have the same equations, apart from changing $X_{i}$ to $X_{i}^{\prime}$, so

$$
c_{0} \bar{c}_{0}=c_{1} \bar{c}_{1}=\cdots=c_{m} \bar{c}_{m}
$$

The projectivity $\mathfrak{T}$ has an extension to $\operatorname{PG}(n, q)$ with equations

$$
x_{i}^{\prime}= \begin{cases}c_{i} x_{i}, & i=0, \ldots, m \\ c_{0} x_{i}, & i=m+1, \ldots, m+w+1 \\ c_{i+m-n} x_{i}, & i=m+w+2, \ldots, n\end{cases}
$$

this is an element of $G\left(\mathcal{U}_{n}\right)$. Thus the theorem is established.
Now, the size of the orbits in the previous theorem must be determined. Let $N\left(\Pi_{v} \mathcal{U}_{m-v-1}, \mathcal{U}_{n}\right)$ be the number of $m$-spaces $\Pi_{m}$ meeting $\mathcal{U}_{n}$ in a section of type $\Pi_{v} \mathcal{U}_{m-v-1}$. This number was determined in Theorem 2.19 in the case that $v=m$, that is when $\Pi_{m}$ lies on $\mathcal{U}_{n}$.

Theorem 2.23. The number of sections $\Pi_{v} \mathcal{U}_{m-v-1}$ of $\mathcal{U}_{n}$ is

$$
N\left(\Pi_{v} \mathcal{U}_{m-v-1}, \mathcal{U}_{n}\right)=q^{T(s+1) / 2} \overline{[s+2, n+1]} /\left\{\overline{[1, T]}[1, v+1]_{-}\right\}
$$

where

$$
\begin{align*}
s+v & =m-1  \tag{2.15}\\
T & =n-2 m+s \tag{2.20}
\end{align*}
$$

Proof. The required number $N\left(\Pi_{v} \mathcal{U}_{s}, \mathcal{U}_{n}\right)$ is equal to the product of $N\left(\Pi_{v}, \mathcal{U}_{n}\right)$ and the number of sections $\Pi_{v} \mathcal{U}_{s}$ with a given $\Pi_{v}$.

So, let $\Pi_{v}$ be given and let $\Pi_{n-v-1}$ be skew to $\Pi_{v}$ with $\Pi_{n-v-1} \cap \mathcal{U}_{n}$ nonsingular; put $\Pi_{n-v-1} \cap \mathcal{U}_{n}=\mathcal{U}_{n-v-1}$. If $\Pi_{n-v-1}^{\prime}$ is the tangent space of $\mathcal{U}_{n}$ at $\Pi_{v}$, then $\Pi_{n-v-1}^{\prime} \cap \mathcal{U}_{n-v-1}$ is a non-singular $\mathcal{U}_{n-2 v-2}$. Each section $\Pi_{v} \mathcal{U}_{s}$ is contained in $\Pi_{n-v-1}^{\prime}$, by Lemma 2.4, and $\Pi_{v} \mathcal{U}_{s} \cap \mathcal{U}_{n-2 v-2}$ is a non-singular $\mathcal{U}_{s}^{\prime}$. Conversely, each non-singular $\mathcal{U}_{s}^{\prime}$ on $\mathcal{U}_{n-2 v-2}$ defines a section $\Pi_{v} \mathcal{U}_{s}^{\prime}$ of the prescribed type. Hence the number of sections $\Pi_{v} \mathcal{U}_{s}$ with given $\Pi_{v}$ is $N\left(\Pi_{-1} \mathcal{U}_{s}, \mathcal{U}_{n-2 v-2}\right)$.

Now, $N\left(\Pi_{-1} \mathcal{U}_{s}, \mathcal{U}_{r}\right)=\rho_{s, r}$ is calculated by counting the following set in two ways:

$$
\left\{\left(\Pi_{s}, \Pi_{s+1}\right) \mid \Pi_{s} \subset \Pi_{s+1}, \Pi_{s} \cap \mathcal{U}_{r} \text { non-singular, } \Pi_{s+1} \cap \mathcal{U}_{r} \text { non-singular }\right\} .
$$

For a given $\Pi_{s}$, the number of such pairs $\left(\Pi_{s}, \Pi_{s+1}\right)$ is the number of points of $\Pi_{r-s-1}^{\prime}$ not on $\Pi_{r-s-1}^{\prime} \cap \mathcal{U}_{r}$, with $\Pi_{r-s-1}^{\prime}$ the polar space of $\Pi_{r}$. Hence

$$
\rho_{s, r}\left\{\theta(r-s-1)-\mu_{r-s-1}\right\}=\rho_{s+1, r}\left\{\theta(s+1)-\mu_{s+1}\right\} .
$$

Since $\rho_{r-1, r}$ is the number of non-tangent hyperplanes to $\mathcal{U}_{r}$ in $\operatorname{PG}(r, q)$, so

$$
\rho_{r-1, r}=\theta(r)-\mu_{r} .
$$

Hence

$$
\rho_{s, r}=\frac{\left\{\theta(s+1)-\mu_{s+1}\right\}\left\{\theta(s+2)-\mu_{s+2}\right\} \cdots\left\{\theta(r)-\mu_{r}\right\}}{\left\{\theta(1)-\mu_{1}\right\}\left\{\theta(2)-\mu_{2}\right\} \cdots\left\{\theta(r-s-1)-\mu_{r-s-1}\right\}} .
$$

By (2.9),

$$
\begin{aligned}
\rho_{s, r} & =\frac{\left\{q^{s+1} \sqrt{q}+(-\sqrt{q})^{s+1}\right\} \cdots\left\{q^{r} \sqrt{q}+(-\sqrt{q})^{r}\right\}}{\{\sqrt{q}+1\}\{q \sqrt{q}+(-\sqrt{q})\} \cdots\left\{q^{r-s-1} \sqrt{q}+(-\sqrt{q})^{r-s-1}\right\}} \\
& =q^{(s+1)(r-s) / 2} \frac{\left\{(\sqrt{q})^{s+2}-(-1)^{s+2}\right\} \cdots\left\{(\sqrt{q})^{r+1}-(-1)^{r+1}\right\}}{\{\sqrt{q}+1\}\left\{(\sqrt{q})^{2}-1\right\} \cdots\left\{(\sqrt{q})^{r-s}-(-1)^{r-s}\right\}} \\
& =q^{(s+1)(r-s) / 2} \overline{[s+2, r+1]} / \overline{[1, r-s]} .
\end{aligned}
$$

Hence, for $r=n-2 v-2$,

$$
\rho_{s, n-2 v-2}=q^{(s+1) T / 2} \overline{[s+2, n-2 v-1]} / \overline{[1, T]} .
$$

Since $N\left(\Pi_{v}, \mathcal{U}_{n}\right)=\overline{[n-2 v, n+1]} /[1, v+1]_{-}$by (2.11), the final result follows.

### 2.5 The characterisation of Hermitian varieties

This is a continuation of the treatment in FPSOTD, Section 19.4, where Hermitian surfaces were characterised as subsets of $\mathrm{PG}(3, q)$ meeting every line in $1, r$ or $q+1$ points with some further restrictions. Some definitions and results are recalled. A subset $\mathcal{K}$ of $\mathrm{PG}(n, q)$ is a $k_{r, n, q}$ if $r$ is a fixed integer with $1 \leq r \leq q$ such that
(1) $|\mathcal{K}|=k$;
(2) $|l \cap \mathcal{K}|=1, r$ or $q+1$ for each line $l$;
(3) $|l \cap \mathcal{K}|=r$ for some line $l$.

A $k_{1, n, q}$ is a hyperplane. A $k_{2, n, 2}$ is the complement of a cap with at least one unisecant; the only cap of $\mathrm{PG}(n, 2)$ with no unisecant is the complement of a hyperplane.

From now on, assume that $q>2$. From FPSOTD, Theorem 19.4.4, there are seven types of plane section $\mathcal{K}^{\prime}$, with $\left|\mathcal{K}^{\prime}\right|=k^{\prime}$, of such a $\mathcal{K}$ :
I. a Hermitian arc (unital), that is, a set of type $(1, \sqrt{q}+1)$ with $r=\sqrt{q}+1$ and $k^{\prime}=q \sqrt{q}+1$;
II. a subplane $\operatorname{PG}(2, \sqrt{q})$, that is, a set of type $(1, \sqrt{q}+1)$ with $r=\sqrt{q}+1$ and $k^{\prime}=q+\sqrt{q}+1 ;$
III. a set of type $(0, r-1)$ plus an external line, whence $k^{\prime}=(r-1) q+r$ and $r-1 \mid q ;$
IV. the complement of a set of type $(0, q+1-r)$, whence $k^{\prime}=r(q+1)$ and $(q+1-r) \mid q ;$
V. the union of $r$ concurrent lines, whence $k^{\prime}=r q+1$;
VI. a single line, $k^{\prime}=q+1$;
VII. a plane, $k^{\prime}=q^{2}+q+1$.

Definition 2.24. (1) A point $P$ of $\mathcal{K}$ is singular if every line through $P$ is either a unisecant or a line of $\mathcal{K}$.
(2) The set $\mathcal{K}$ is singular or non-singular according as it has singular points or not.

In $\operatorname{PG}(3, q)$, the fundamental result is contained in FPSOTD, Theorem 19.5.13 and Section 19.6.

Theorem 2.25. Let $\mathcal{K}$ be a $k_{r, 3, q}$ in $\Pi_{3}=\mathrm{PG}(3, q)$.
(i) When $r=1$, then $\mathcal{K}$ is a plane.
(ii) When $r=2$, then $\mathcal{K}$ is one of the following:
(a) $\Pi_{2} \cup \Pi_{0}$,
(b) $\Pi_{2} \cup \Pi_{1}$,
(c) $\Pi_{2} \cup \Pi_{2}^{\prime}$.
(iii) When $r=q$, then $\mathcal{K}$ is one of the following:
(a) $\left(\Pi_{3} \backslash \Pi_{2}\right) \cup \Pi_{1}$ with $\Pi_{1} \subset \Pi_{2}$,
(b) $\left(\Pi_{3} \backslash \Pi_{1}\right) \cup \Pi_{0}$ with $\Pi_{0} \subset \Pi_{1}$,
(c) $\Pi_{3} \backslash \Pi_{0}$.
(iv) When $3 \leq r \leq q-1$, then one of the following occurs.
(a) If $\mathcal{K}$ is singular, then $\mathcal{K}$ is $r$ planes through a line or a cone $\Pi_{0} \mathcal{K}^{\prime}$ with base $\mathcal{K}^{\prime}$ a set of type I, II, III or IV as above.
(b) If $\mathcal{K}$ is non-singular, then
(1) for $q$ odd, $r=\sqrt{q}+1$ and $\mathcal{K}=\mathcal{U}_{3, q}$;
(2) for $q$ even and $q>4$, either $r=\sqrt{q}+1$ and $\mathcal{K}=\mathcal{U}_{3, q}$ or $r=\frac{1}{2} q+1$ and $\mathcal{K}=\mathcal{R}_{3}$, the projection of a quadric $\mathcal{P}_{4}$;
(3) for $q=4, \mathcal{K}=\mathcal{U}_{3,4}$ or $\mathcal{K}=\mathcal{R}_{3}$ or $\mathcal{K}$ contains sections of type II.

A similar result is true in $\mathrm{PG}(n, q)$. First, singular sets are considered. As for $n=3$, the study of singular sets $k_{r, n, q}$ reduces to that of non-singular ones.

Lemma 2.26. The singular points of a $k_{r, n, q}$ form a subspace.
The subspace of singular points of $\mathcal{K}$ is the singular space of $\mathcal{K}$.

Theorem 2.27. If $\mathcal{K}$ is a singular $k_{r, n, q}$ with singular space $\Pi_{d}$, then one of the following holds:
(a) $d=n-1$ and $\mathcal{K}$ is a hyperplane;
(b) $d=n-2$ and $\mathcal{K}$ is $r$ hyperplanes through $\Pi_{d}$, with $r>1$;
(c) $d \leq n-3$ and $\mathcal{K}=\Pi_{d} \mathcal{K}^{\prime}$, where $\mathcal{K}^{\prime}$ is a non-singular $k_{r, n-d-1, q}$.

Now the cases $r=2$ and $r=q$ are considered.
Theorem 2.28. If $\mathcal{K}$ is a $k_{2, n, q}$, then $\mathcal{K}=\Pi_{n-1} \cup \Pi_{i}^{\prime}$ for some $\Pi_{i}^{\prime}$ not contained in $\Pi_{n-1}$.

Proof. (a) $n=2$. Suppose $\mathcal{K}$ contains no line. Then $\mathcal{K}$ is a $k$-arc meeting every line of the plane, a contradiction. So $\mathcal{K}$ contains a line $\Pi_{1}$. If $\mathcal{K} \backslash \Pi_{1}$ contains a 3 -arc then $\mathcal{K}$ is the whole plane. Hence it follows that $\mathcal{K}=\Pi_{1} \cup \Pi_{1}^{\prime}$ or $\Pi_{1} \cup \Pi_{0}$.
(b) $n>2$.
(i) $\mathcal{K}$ is non-singular

The proof proceeds by induction on $n$. Since not every plane is contained in $\mathcal{K}$, some plane meets $\mathcal{K}$ in a line or a $k_{2,2, q}^{\prime}$. Hence $\mathcal{K}$ has a unisecant $l$ with point of contact $Q$.

Let $\Pi_{n-1}$ be a hyperplane of $\operatorname{PG}(n, q)$ not containing $Q$ and let $\mathcal{K}^{\prime}$ be the projection of $\mathcal{K} \backslash\{Q\}$ from $Q$ onto $\Pi_{n-1}$. If $l^{\prime}$ is any line of $\Pi_{n-1}$ then, by (a),

$$
Q l^{\prime} \cap \mathcal{K}=\Pi_{2}, \Pi_{1} \cup \Pi_{1}^{\prime}, \Pi_{1} \cup \Pi_{0}, \text { or } \Pi_{1} .
$$

Hence $\left|l^{\prime} \cap \mathcal{K}^{\prime}\right|=1,2$, or $q+1$. Let $l \cap \Pi_{n-1}=\{R\}$; then at least one line $m$ through $R$ in $\Pi_{n-1}$ meets $\mathcal{K}^{\prime}$ in two points. For, otherwise, every plane through $l$ meets $\mathcal{K}$ in a line and so $Q$ is singular, a contradiction. So $\mathcal{K}^{\prime}$ is a $k_{2, n-1, q}^{\prime}$. Hence, by the induction hypothesis, $\mathcal{K}^{\prime}=\Pi_{n-2} \cup \Pi_{d}^{\prime}$, for $0 \leq d \leq n-2$. Consequently, $\mathcal{K} \subset Q \Pi_{n-2} \cup Q \Pi_{d}^{\prime}$.
(1) $d<n-2$. If $S \in Q \Pi_{n-2} \backslash \mathcal{K}$, then there is a line through $S$ with no point in $\mathcal{K}$, a contradiction; so $Q \Pi_{n-2} \subset \mathcal{K}$. If $P_{1}$ and $P_{2}$ are points of $\mathcal{K} \backslash Q \Pi_{n-2}$, the line $P_{1} P_{2}$ meets $Q \Pi_{n-2}$ and so contains a third point of $\mathcal{K}$; therefore $P_{1} P_{2} \subset \mathcal{K}$. Hence, if $\left|\mathcal{K} \backslash Q \Pi_{n-2}\right| \geq 2$, then $\mathcal{K} \backslash Q \Pi_{n-2}$ is an affine subspace of the affine space $\mathrm{PG}(n, q) \backslash Q \Pi_{n-2}$ since $q>2$. In this case, $\mathcal{K}=Q \Pi_{n-2} \cup \Pi_{t}^{\prime \prime}$ with $t \geq 1$; since $\mathcal{K}$ is non-singular, $Q \Pi_{n-2} \cap \Pi_{t}^{\prime \prime}=\emptyset$, a contradiction. Therefore $\mathcal{K}=\Pi_{n-1} \cup \Pi_{0}$ with $\Pi_{0}$ not in $\Pi_{n-1}$.
(2) $d=n-2$. If $Q \Pi_{n-2} \not \subset \mathcal{K}$ and $Q \Pi_{n-2}^{\prime} \not \subset \mathcal{K}$, then there is a line with no point in $\mathcal{K}$, a contradiction. So, let $Q \Pi_{n-2} \subset \mathcal{K}$. Now, proceed exactly as in (1).
(ii) $\mathcal{K}$ is singular

The result follows from Theorem 2.27.
Now the case $r=q$ is considered.
Theorem 2.29. If $\mathcal{K}$ is a $k_{q, n, q}$ in $\Pi_{n}=\mathrm{PG}(n, q), q \geq 3$, then $\mathcal{K}=\left(\Pi_{n} \backslash \Pi_{i}\right) \cup \Pi_{i-1}$ with $\Pi_{i-1} \subset \Pi_{i}$ for $0 \leq i \leq n-1$.

Proof. Let $Q$ be a point of $\Pi_{n} \backslash \mathcal{K}$. If $l_{1}$ and $l_{2}$ are two unisecants through $Q$ with points of contact $P_{1}$ and $P_{2}$, the line $P_{1} P_{2}$ either belongs to $\mathcal{K}$ or is a $q$-secant. Since $q \geq 3$, there is another point $P_{3}$ of $\mathcal{K}$ on $P_{1} P_{2}$. Each line $l$ of the plane $\pi=l_{1} l_{2}$ through $P_{3}$ other than $P_{1} P_{2}$ and $Q P_{3}$ is a unisecant of $\mathcal{K}$ since $l \cap l_{1}$ and $l \cap l_{2}$ are not in $\mathcal{K}$. It follows that every line of $\pi$ through $P_{1}$ other than $P_{1} P_{2}$ is also a unisecant and that all points of $\mathcal{K}$ in $\pi$ lie on $P_{1} P_{2}$. As $\mathcal{K}$ has no external lines, so $\mathcal{K} \cap \pi=P_{1} P_{2}$. Thus it has been shown that, for any two unisecants through $Q$, all the lines of the pencil determined by these two are unisecants and that the plane of the pencil meets $\mathcal{K}$ in a line. Hence the unisecants through $Q$ generate a $\Pi_{i}$ meeting $\mathcal{K}$ in a $\Pi_{i-1}$. Since every line through $Q$ not in this $\Pi_{i}$ is a $q$-secant, it follows that $\mathcal{K}$ consists of the points of $\Pi_{i-1}$ plus the points not in $\Pi_{i}$.

The previous two theorems mean that the rest of the characterisation can be restricted to

$$
\begin{equation*}
3 \leq r \leq q-1 \tag{2.21}
\end{equation*}
$$

Lemma 2.30. If $\mathcal{K}$ is a $k_{r, n, q}$ with $3 \leq r \leq q-1$ such that $\mathcal{K}$ has a section $\mathcal{K}^{\prime}$ by a plane $\pi$ containing a triangle of lines of $\mathcal{K}$ with $\pi \not \subset \mathcal{K}$, then one of the following occurs:
(a) $\mathcal{K}=\Pi_{n-3} \mathcal{K}^{\prime}$, where $\mathcal{K}^{\prime}$ is a section of type IV;
(b) $q=2^{h}, r=\frac{1}{2} q+1$, and the singular space of $\mathcal{K}$ has dimension at most $n-4$.

Proof. Since $\pi$ is not contained in $\mathcal{K}$, the section $\mathcal{K}^{\prime}$ must be of type IV; that is, $\mathcal{K}^{\prime}$ is the complement in $\pi$ of a maximal arc of type $(0, q+1-r)$. So, by Theorem 12.7 of PGOFF2, $q \equiv 0(\bmod q-r+1)$; hence, with $q=p^{h}$,

$$
\begin{equation*}
p^{h}-r+1=p^{m} \tag{2.22}
\end{equation*}
$$

for some $m$ with $0<m<h$. Thus

$$
\begin{equation*}
r-1=p^{m}\left(p^{h-m}-1\right) \tag{2.23}
\end{equation*}
$$

This gives two possibilities:
(1) $r-1 \neq p^{m}$, in which case every plane section of $\mathcal{K}$ is of type IV, V, VI or VII;
(2) $r-1=p^{m}$ and $p^{h-m}-1=1$, whence $p=2, m=h-1$, and $r=\frac{1}{2} q+1$.

In case (1), let $\Pi_{3}$ be a solid through $\pi$. By the Corollary to Lemma 19.4.7 of FPSOTD, there is a unisecant $l_{1}$ of $\Pi_{3} \cap \mathcal{K}$ and so of $\mathcal{K}$ with point of contact $P$. Let $l$ be any line through $P$ other than $l_{1}$ and let $\pi_{1}=l l_{1}$. The section $\pi_{1} \cap \mathcal{K}$ cannot be of type IV or VII since they do not have unisecants. So $\pi_{1} \cap \mathcal{K}$ is of type V or VI, that is, $r$ lines of a pencil or a single line; in both these cases, $P$ is singular. So every solid through $\pi$ meets the singular space $S$ of $\mathcal{K}$, while $S$ does not meet $\pi$ since $\pi \cap \mathcal{K}$ is non-singular. Hence $S=\Pi_{n-3}$ and $\mathcal{K}=\Pi_{n-3} \mathcal{K}^{\prime}$.

In case (2), it may happen that (a) occurs. If it does not, then the dimension of $S$ is at most $n-4$.

This section continues the investigation under the hypothesis that a $k_{r, n, q}$ has no section of type IV. The case when such a section occurs is investigated in Section 2.6 .

Lemma 2.31. Let $\mathcal{K}$ be a $k_{r, n, q}$ with $3 \leq r \leq q-1$ such that (a) $\mathcal{K}$ contains a hyperplane $\Pi_{n-1}$ with $\mathcal{K} \neq \Pi_{n-1}$, (b) $\mathcal{K}$ has no plane section of type IV. Then $\mathcal{K}$ is the union of $r$ hyperplanes of a pencil or $\mathcal{K}=\Pi_{n-3} \mathcal{K}^{\prime}$ with $\mathcal{K}^{\prime}$ a plane section of type III.

Proof. Let $\pi$ be a plane in $\Pi_{n-1}$ and let $P$ be a point of $\mathcal{K} \backslash \Pi_{n-1}$. First it is shown that the solid $P \pi$ contains a line $l$ of $\mathcal{K}$ not in $\pi$. Suppose otherwise and consider the set $\mathcal{K}^{\prime}=(\mathcal{K} \cap P \pi) \backslash \pi$. It is a $k^{\prime}$-set of type $(0, r-1)$ in $P \pi$ with $2 \leq r-1 \leq q-1$. By Lemma 19.4.7 of FPSOTD, such a set $\mathcal{K}^{\prime}$ does not exist.

Let $P^{\prime}=l \cap \pi$, let $l^{\prime}$ be any line through $P^{\prime}$ other than $l$ and let $\pi^{\prime}=l l^{\prime}$. The plane $\pi^{\prime}$ meets $\Pi_{n-1}$ in a line $m \neq l$. So $\pi^{\prime}$ has the two lines $l$ and $m$ in $\mathcal{K}$ in a section of type V or VII; in the former case, the $r$ lines contain $P^{\prime}$. Hence $l^{\prime}$ is either a unisecant or a line of $\mathcal{K}$; so $P^{\prime}$ is singular. Thus $\mathcal{K}$ is singular and its singular space $S$ is necessarily in $\Pi_{n-1}$. Also every plane in $\Pi_{n-1}$ meets $S$. Thus the dimension of $S$ is at least $n-3$. Now Theorem 2.27 gives the result.

For $n=3$, the characterisation of Hermitian surfaces was completed in Section 19.5 of FPSOTD.

Definition 2.32. A subset $\mathcal{K}$ of $\operatorname{PG}(n, q)$ is regular if
(1) $\mathcal{K}$ is a $k_{r, n, q}$;
(2) $3 \leq r \leq q-1$;
(3) $\mathcal{K}$ has no plane section of type IV.

Lemma 2.33. If $\mathcal{K}$ is a regular $k_{r, n, q}$ with $n \geq 4$, then $\mathcal{K}$ cannot have plane sections both of type I and of type II.
Proof. Let $\pi$ be a plane meeting $\mathcal{K}$ in a section $\mathcal{K}^{\prime}$ of type I. Then, from Theorem 2.25 , a solid through $\pi$ meets $\mathcal{K}$ either in a cone $P \mathcal{K}^{\prime}$ or in a Hermitian surface $\mathcal{U}_{3, q}$. If there are $M$ solids of the latter type, then there are $\theta(n-3)-M$ of the former. Hence

$$
\begin{align*}
k & =q \sqrt{q}+1+M q(q \sqrt{q}+1)+\{\theta(n-3)-M\}\{(q-1)(q \sqrt{q}+1)+1\} \\
& =q \sqrt{q}\left(q^{n-2}+M\right)+\theta(n-2) . \tag{2.24}
\end{align*}
$$

If $\pi_{0}$ is a plane meeting $\mathcal{K}$ in a plane section $\mathcal{K}_{0}$ if type II, then every solid through $\pi_{0}$ meets $\mathcal{K}$ in a cone $P \mathcal{K}_{0}$, by Theorem 2.25. Hence

$$
\begin{align*}
k & =q+\sqrt{q}+1+\theta(n-3)\{(q-1)(q+\sqrt{q}+1)+1\} \\
& =\theta(n-1)+q^{n-2} \sqrt{q} . \tag{2.25}
\end{align*}
$$

Equating (2.24) and (2.25) gives that

$$
M=q^{n-3}(1+\sqrt{q}-q)<0
$$

a contradiction.

Lemma 2.34. If $\mathcal{K}$ is a regular $k_{r, n, q}$ with $n \geq 4$, then $\mathcal{K}$ cannot have plane sections both of type II and of type III.

Proof. If $\pi$ is a plane meeting $\mathcal{K}$ in a section $\mathcal{K}^{\prime}$ of type III, then again by Theorem 2.25 any solid through $\pi$ meets $\mathcal{K}$ in a cone $P \mathcal{K}^{\prime}$. Hence

$$
\begin{align*}
k & =(r-1) q+r+\theta(n-3)\{(q-1)[(r-1) q+r]+1\} \\
& =(r-1) q^{n-1}+r q^{n-2}+\theta(n-3) \tag{2.26}
\end{align*}
$$

If there is a section of type III and of type II, then $r=\sqrt{q}+1$. So substituting this in (2.26) and equating it to (2.25) gives $q=1$, a contradiction.

Lemma 2.35. If $\mathcal{K}$ is a regular $k_{r, n, q}$ with $n \geq 4$, and $\mathcal{K}$ has plane sections of type I and type III, then $q^{n-3}$ solids through a plane of type I meet $\mathcal{K}$ in a Hermitian surface.

Proof. Equating (2.24) and (2.26) with $r=\sqrt{q}+1$ implies that $M=q^{n-3}$.
Theorem 2.36. If $\mathcal{K}$ is a regular $k_{r, n, q}$ with $n \geq 3$ and if there is a plane $\pi$ meeting $\mathcal{K}$ in a section $\mathcal{K}^{\prime}$ of type II, then $\mathcal{K}=\Pi_{n-3} \mathcal{K}^{\prime}$.

Proof. The result is true for $n=3$ by Theorem 2.25. So let $n \geq 4$ and proceed by induction. Thus every hyperplane through $\pi$ meets $\mathcal{K}$ in a $k_{r, n-1, q}^{\prime}$ which is a cone $\Pi_{n-4} \mathcal{K}^{\prime}$. The theorem will follow if it is shown that the points of any such $\Pi_{n-4}$ are singular for $\mathcal{K}$. For, considering a second hyperplane through $\pi$, it then follows that $\mathcal{K}$ has at least a $\Pi_{n-3}$ of singular points, and hence exactly a $\Pi_{n-3}$ of singular points.

Let $\Pi_{n-1}$ be one such hyperplane and let $P$ be a point of the vertex $\Pi_{n-4}$, that is, the singular space of $\Pi_{n-1} \cap \mathcal{K}$. Suppose that $P$ is non-singular for $\mathcal{K}$, and let $l$ be an $r$-secant of $\mathcal{K}$ through $P$; necessarily, $r=\sqrt{q}+1$. The line $l$ cannot belong to $\Pi_{n-1}$ and so a plane through $l$ meets $\Pi_{n-1}$ in a line $l^{\prime}$ other than $l$, where $l^{\prime}$ is a line or a unisecant of $\Pi_{n-1} \cap \mathcal{K}$. The number of lines through $P$ in $\Pi_{n-1} \cap \mathcal{K}$ is

$$
\begin{equation*}
\{\theta(n-4)-\theta(n-5)\}(q+\sqrt{q}+1)+\theta(n-5)=q^{n-4} \sqrt{q}+\theta(n-3) ; \tag{2.27}
\end{equation*}
$$

this is calculated by looking at the number of lines through $P$ in each $(n-3)$-space $\Pi_{n-4} Q$, where $Q$ varies in $\mathcal{K}^{\prime}$. Thus the number of lines through $P$ in $\Pi_{n-1}$ but not in $\mathcal{K}$ is

$$
\begin{equation*}
q^{n-4}\left(q^{2}-\sqrt{q}\right) . \tag{2.28}
\end{equation*}
$$

Therefore the number of planes through $l$ meeting $\Pi_{n-1}$ in a line of $\mathcal{K}$ is given by (2.27) and the number meeting $\Pi_{n-1}$ in a unisecant of $\mathcal{K}$ by (2.28).

By Lemmas 2.33 and 2.34, each of these planes meeting $\Pi_{n-1}$ in a line of $\mathcal{K}$ must be a section of type V with $r=\sqrt{q}+1$ and so has $r(q-1)+1=q \sqrt{q}+q-\sqrt{q}$ points in common with $\mathcal{K} \backslash l$. Similarly, the other planes meet $\mathcal{K}$ in a section of type II and so meet $\mathcal{K} \backslash l$ in $q$ points. Using these numbers to find the size of $\mathcal{K} \backslash l$ gives

$$
k-(\sqrt{q}+1)=\left(q^{n-4} \sqrt{q}+\theta(n-3)\right)(q \sqrt{q}+q-\sqrt{q})+q^{n-4}\left(q^{2}-\sqrt{q}\right) q
$$

whence

$$
\begin{equation*}
k=\theta(n-1)+q^{n-2} \sqrt{q}+q^{n-3}(q-1) . \tag{2.29}
\end{equation*}
$$

Comparing this with (2.25) gives $q^{n-3}(q-1)=0$. This contradiction proves the result.

Lemma 2.37. Let $\mathcal{K}$ be a regular $k_{r, n, q}$ with $n \geq 3$ that contains a hyperplane $\Pi_{n-1}$. Then $\mathcal{K}$ is one of the following:
(a) r hyperplanes of a pencil;
(b) $\Pi_{n-3} \mathcal{K}_{\text {III }}$, where $\mathcal{K}_{\text {III }}$ is a plane section of type III.

Proof. Let $\pi$ be any plane in $\Pi_{n-1}$, and let $P$ be any point of $\mathcal{K} \backslash \Pi_{n-1}$. The solid $P \pi$ contains a line $l$ of $\mathcal{K}$ not in $\pi$ and therefore not in $\Pi_{n-1}$; for, otherwise, the points of $\mathcal{K} \cap(P \pi \backslash \pi)$ constitute a $k^{\prime}$-set $\mathcal{K}^{\prime}$ with

$$
k^{\prime}=(r-2)\left(q^{2}+q+1\right)+1
$$

and of type $(0, r-1)$ in $P \pi$. Such sets do not exist by Lemma 19.4.7 of FPSOTD.
Let $P^{\prime}=l \cap \pi$ and let $l^{\prime}$ be any line through $P^{\prime}$ other than $l$. The plane $\pi^{\prime}=l l^{\prime}$ meets $\Pi_{n-1}$ in a line $m$ through $P^{\prime}$. Thus $\pi^{\prime}$ contains the lines $l$ and $m$ of $\mathcal{K}$. Hence $\pi^{\prime}$ meets $\mathcal{K}$ in $r$ lines of a pencil with centre $P^{\prime}$ or lies in $\mathcal{K}$. So $l^{\prime}$ is either a line of $\mathcal{K}$ or a unisecant at $P^{\prime}$. Thus $P^{\prime}$ is singular. Therefore the singular space $\Pi_{d}$ of $\mathcal{K}$ lies in $\Pi_{n-1}$, and every plane of $\Pi_{n-1}$ meets $\Pi_{d}$. Hence $d \geq n-3$ and the result follows from Theorem 2.27.

Theorem 2.38. If $\mathcal{K}$ is a regular $k_{r, n, q}$ with $n \geq 4$ and if there is a plane $\pi$ meeting $\mathcal{K}$ in a section $\mathcal{K}^{\prime}$ of type III, then $\mathcal{K}=\Pi_{n-3} \mathcal{K}^{\prime}$.

Proof. Let $n=4$, and take two solids $\Pi_{3}$ and $\Pi_{3}^{\prime}$ through $\pi$. From Theorem 2.25, $\Pi_{3} \cap \mathcal{K}=P \mathcal{K}^{\prime}$ and $\Pi_{3}^{\prime} \cap \mathcal{K}=P^{\prime} \mathcal{K}^{\prime}$. The section $\mathcal{K}^{\prime}$ is an $((r-2) q+r-1 ; r-1)$-arc plus an external line $l$. The points $P$ and $P^{\prime}$ are distinct as are the planes $\alpha=P l$ and $\alpha^{\prime}=P^{\prime} l$. The line $P P^{\prime}$ is skew to $\pi$, since otherwise it would belong to both $\Pi_{3}$ and $\Pi_{3}^{\prime}$, and hence to $\pi$. The planes $\alpha$ and $\alpha^{\prime}$ lie in $\mathcal{K}$. If it is shown that the solid $\alpha \alpha^{\prime}$ lies in $\mathcal{K}$, then the result follows from Lemma 2.37.

So suppose that the solid $\alpha \alpha^{\prime}$ is not contained in $\mathcal{K}$. Since $\alpha \alpha^{\prime}$ contains two planes in $\mathcal{K}$, it meets $\mathcal{K}$ in $r$ planes through the line $l$, by Theorem 2.25 ; hence $P P^{\prime}$ is an $r$-secant of $\mathcal{K}$.

Any plane $\beta$ through $P P^{\prime}$ does not lie in $\mathcal{K}$ and meets $\pi$ in a point $B$. If $B \in \mathcal{K}^{\prime}$, the lines $B P$ and $B P^{\prime}$ lie in $\mathcal{K}$ and hence $\beta \cap \mathcal{K}$ is $r$ lines of a pencil. If $B \notin \mathcal{K}^{\prime}$, the lines $B P$ and $B P^{\prime}$ are unisecants to $\mathcal{K}$ with contacts $P$ and $P^{\prime}$; then $\beta \cap \mathcal{K}$ can contain no lines, as otherwise such a line would have to pass through $P$ and $P^{\prime}$. So, in this case, $\beta \cap \mathcal{K}$ is of type I by Lemma 2.34 and $r=\sqrt{q}+1$.

The planes $\beta$ of the first type number $(r-1) q+r$ and each meets $\mathcal{K}$ in $r(q-1)+1$ points off the line $P P^{\prime}$. There are $\theta(2)-\{(r-1) q+r\}$ planes $\beta$ of the second type, each of which contains $q \sqrt{q}+1-r$ points of $\mathcal{K} \backslash P P^{\prime}$. Thus a count of the points of $\mathcal{K} \backslash P P^{\prime}$ on the planes through $P P^{\prime}$ gives

$$
\begin{aligned}
k-r=\{(r-1) q+r\} & \{r(q-1)+1\}+\left\{q^{2}+q+1-(r-1) q-r\right\} \\
& \times\{q \sqrt{q}+1-r\}
\end{aligned}
$$

hence, with $r=\sqrt{q}+1$,

$$
\begin{equation*}
k=q \sqrt{q}\left(q^{2}+q+1\right)+q+1 \tag{2.30}
\end{equation*}
$$

However, with $r=\sqrt{q}+1$ and $n=4$, the number $k$ is given by (2.26); namely,

$$
k=q^{3} \sqrt{q}+q^{2}(\sqrt{q}+1)+q+1
$$

Thus $q \sqrt{q}=q^{2}$, a contradiction. This proves the result for $n=4$.
Now let $n \geq 5$. Each solid $\chi$ through $\pi$ meets $\mathcal{K}$ in a cone $Q \mathcal{K}^{\prime}$. It suffices to show that $Q$ is always singular. Let $m$ be a line through $Q$. If it lies in the solid $\chi$, it cannot be an $r$-secant. Suppose therefore that $m$ is not in $\chi$ and so is skew to $\pi$. The 4 -space $m \pi$ meets $\mathcal{K}$ in a $k_{r, 4, q}^{\prime}$ that is a cone $\Pi_{1} \mathcal{K}^{\prime}$, by the previous part of the proof. Also $\chi \cap \Pi_{1}=\{Q\}$. Hence $Q$ is singular for $k_{r, 4, q}^{\prime}$; so the line $m$ is not an $r$-secant of $k_{r, 4, q}^{\prime}$ and therefore not an $r$-secant of $\mathcal{K}$. Thus $Q$ is singular and the result follows.

The previous results allow a summary for sections of a non-singular regular set.
Theorem 2.39. Let $\mathcal{K}$ be a regular, non-singular $k_{r, n, q}$ and let $\Pi_{2}$ and $\Pi_{3}$ be spaces not contained in $\mathcal{K}$. Then
(i) $\Pi_{2} \cap \mathcal{K}$ is of type $\mathrm{I}, \mathrm{V}$ or VI ;
(ii) $\Pi_{3} \cap \mathcal{K}$ is a plane, r planes of a pencil, $\Pi_{0} \mathcal{K}_{\mathrm{I}}$, or $\mathcal{U}_{3}$, where $\mathcal{K}_{\mathrm{I}}$ is a section of type I.

Now the study of regular sets $k_{r, n, q}$ is continued for $n \geq 4$ and $q>4$.
Lemma 2.40. Let $\mathcal{K}$ be a non-singular, regular $k_{r, n, q}$ with $n \geq 4$ and $q>4$. Then through any point $P$ of $\mathcal{K}$ there passes a section of type I , whence $q$ is a square and $r=\sqrt{q}+1$.

Proof. Suppose there is no unisecant through $P$. Let $l_{r}$ be an $r$-secant through $P$ and let $\pi^{\prime}, \pi^{\prime \prime}$ be distinct planes through $l_{r}$. By Theorem 2.39, $\pi^{\prime} \cap \mathcal{K}$ is $r$ lines through $P^{\prime}$ and $\pi^{\prime \prime} \cap \mathcal{K}$ is $r$ lines through $P^{\prime \prime}$; also $\pi^{\prime} \pi^{\prime \prime} \cap \mathcal{K}$ is $r$ planes through $P^{\prime} P^{\prime \prime}$. It follows that $P^{\prime}$ is singular for $\mathcal{K}$, which is a contradiction. If $l_{1}$ is a unisecant through $P$, then, by Theorem 2.39, the plane $\pi=l_{1} l_{r}$ meets $\mathcal{K}$ in a section of type I .

Definition 2.41. For any point $P$ of a regular, non-singular set $\mathcal{K}$, the tangent space $T_{P}$ is the union of the unisecants and lines of $\mathcal{K}$ through $P$.

Lemma 2.42. The tangent space has the following properties:
(i) $T_{P}$ is a hyperplane;
(ii) the singular space of $T_{P} \cap \mathcal{K}$ is $\{P\}$;
(iii) if $P \neq Q$ then $T_{P} \neq T_{Q}$;
(iv) a non-tangent hyperplane meets $\mathcal{K}$ in a non-singular $k_{r, n-1, q}^{\prime}$.

Proof. Let $\mathcal{L}$ be the set consisting of the unisecants and lines of $\mathcal{K}$ through $P$. By the previous lemma, there is a plane $\pi$ through $P$ meeting $\mathcal{K}$ in a Hermitian arc $\mathcal{K}^{\prime}$. Let $l$ be the unisecant to $\mathcal{K}^{\prime}$ in $\pi$ at $P$. Each of the $\theta(n-3)$ solids $\Pi_{3}$ through $\pi$ meets $\mathcal{K}$ either in a cone $Q \mathcal{K}^{\prime}$ or $\mathcal{U}_{3}$. Let $\alpha$ be the tangent plane at $P$ to $\Pi_{3} \cap \mathcal{K}$; here $\alpha$ must contain $l$. The lines through $P$ in $\alpha$ belong to $\mathcal{L}$ and so are the only lines of $\mathcal{L}$ in $\Pi_{3}$. Also, any line of $\mathcal{L} \backslash\{l\}$ is joined to $\pi$ by some $\Pi_{3}$ and lies in the tangent plane at $P$ to $\Pi_{3} \cap \mathcal{K}$. Since distinct solids through $\pi$ give distinct tangent planes, the number of lines in $\mathcal{L}$ is $q \theta(n-3)+1=\theta(n-2)$.

Now consider the pencil of lines containing two lines $l_{1}$ and $l_{2}$ of $\mathcal{L}$. The plane $l_{1} l_{2}$ cannot meet $\mathcal{K}$ in a section of type I. Hence $l_{1} l_{2}$ is of type V, VI or VII, by Theorem 2.39. In each case, all the lines of the pencil are in $\mathcal{L}$. Since $|\mathcal{L}|=\theta(n-2)$, the lines of $\mathcal{L}$ must be the set of lines through $P$ in a hyperplane; that is, $T_{P}$ is a hyperplane.

The set $T_{P} \cap \mathcal{K}$ is a $k_{1, n-1, q}^{\prime}$ or a $k_{r, n-1, q}^{\prime}$ for which $P$ is singular. Suppose that $T_{P} \cap \mathcal{K}$ has another singular point $P^{\prime}$; then every point of $P P^{\prime}$ is singular. So every point $Q$ of $P P^{\prime}$ has $T_{P}$ as tangent hyperplane. Hence every line through $Q$ not in $T_{P}$ is an $r$-secant.

Let $\alpha$ be a plane through $P P^{\prime}$ but not contained in $T_{P}$. Either $\alpha$ belongs to $\mathcal{K}$ or meets it in a line or in $r$ lines of a pencil with centre $Q_{0}$, a point of $P P^{\prime}$. This means that in $\alpha$ there is no $r$-secant through any point of $P P^{\prime}$ in the first two cases and through $Q_{0}$ in the third case. This contradicts the result of the previous paragraph. Hence $P$ is the only singular point of $T_{P} \cap \mathcal{K}$. This is (ii). Parts (iii) and (iv) now follow.

Corollary 2.43. For any point $P$ in $\mathcal{K}$, the meet $T_{P} \cap \mathcal{K}$ is a cone $P \mathcal{K}^{\prime}$, where $\mathcal{K}^{\prime}$ is a regular, non-singular $k_{r, n-2, q}^{\prime}$.

Proof. Let $\Pi_{n-2} \subset T_{P}$ with $P \notin \Pi_{n-2}$. Then $\mathcal{K}^{\prime}=\Pi_{n-2} \cap \mathcal{K}$ is non-singular and meets every line of $\mathcal{K}$ through $P$. Conversely, since $P$ is singular in $T_{P} \cap \mathcal{K}$, the join $Q P$ is a line of $\mathcal{K}$ for every point $Q$ of $\mathcal{K}^{\prime}$. Hence $T_{P} \cap \mathcal{K}=P \mathcal{K}^{\prime}$.

Theorem 2.44. Let $\mathcal{K}$ be a non-singular, regular $k_{r, n, q}$ with $n \geq 3$ and $q>4$. Then, with $\mu_{n}=\left|\mathcal{U}_{n, q}\right|$,
(i) $k=\mu_{n}$;
(ii) every section of type I is a Hermitian curve.

Proof. (i) For $n=3$, the theorem is part of Theorem 2.25. For $n \geq 4$, let $P$ be a point of $\mathcal{K}$ and $T_{P}$ the tangent hyperplane to $\mathcal{K}$ at $P$. Thus $T_{P} \cap \mathcal{K}=P \mathcal{K}^{\prime}$, where $\mathcal{K}^{\prime}$ is a regular, non-singular $k_{r, n-2, q}^{\prime}$. By the definition of $T_{P}$, each of the $q^{n-1}$ lines through $P$ not in $T_{P}$ is an $r$-secant of $\mathcal{K}$. Since $r=\sqrt{q}+1$ by Lemma 2.40,

$$
k=q^{n-1} \sqrt{q}+1+q k^{\prime} .
$$

This is the same recurrence relation as for $\mu_{n}$ in Theorem 2.8. Since a Hermitian arc has the same number of points as a Hermitian curve and the result is true for $n=3$, the result is true for all $n$.
(ii) For any section by a plane $\pi$ of type I, by (2.24),

$$
k=q \sqrt{q}\left(q^{n-2}+M\right)+\theta(n-2),
$$

where $M$ is the number of solids through $\pi$ meeting $\mathcal{K}$ in a $\mathcal{U}_{3, q}$. From (2.31) above, $k=\mu_{n}$; that is, from (2.9),

$$
k=q^{n / 2}\left\{q^{n / 2}-(-1)^{n}\right\} /(\sqrt{q}+1)+\theta(n-1)
$$

Hence

$$
M=\left\{q^{n-5 / 2}-(-1)^{n} q^{(n-3) / 2}\right\} /(\sqrt{q}+1)
$$

Since $M \geq 1$, the section $\pi \cap \mathcal{K}$ is a Hermitian curve.
As in the previous results, let $\mathcal{K}$ be regular and non-singular, with $q>4$. For $P \in \mathcal{K}$, the meet $T_{P} \cap \mathcal{K}$ is the tangent cone at $P$. From Corollary 2.43, the tangent cone is $P \mathcal{K}^{\prime}$ with $\mathcal{K}^{\prime} \subset \Pi_{n-2}$. From Theorem 2.44 when $n=4$ and Theorem 2.25 when $n=5$, the tangent cone is a Hermitian variety.

Consider a Hermitian variety $\mathcal{W}$ in $\mathrm{PG}(n, q)$ with singular space $\Pi_{0}$. If $\Pi_{0}=\mathbf{U}_{n}$ and $\mathcal{W}$ is reduced to canonical form

$$
\mathcal{W}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+\cdots+X_{n-1} \bar{X}_{n-1}\right)
$$

then associate to any point $P=\mathbf{P}\left(a_{0}, a_{1}, \ldots, a_{n}\right)$ other than $\mathbf{U}_{n}$ the hyperplane

$$
\Pi_{P}=\mathbf{V}\left(X_{0} \bar{a}_{0}+X_{1} \bar{a}_{1}+\cdots+X_{n-1} \bar{a}_{n-1}\right)
$$

As $\Pi_{P}$ does not depend on $a_{n}$, the hyperplane $\Pi_{P}$ is associated to every point other than $\mathbf{U}_{n}$ on the line $P \mathbf{U}_{n}$. Hence the hyperplane $\Pi_{P}$ is associated to the line $P \mathbf{U}_{n}$. Conversely, associated to any hyperplane $\Pi=\mathbf{V}\left(b_{0} X_{0}+\cdots+b_{n-1} X_{n-1}\right)$ is the line

$$
l_{\Pi}=\left\{\mathbf{P}\left(\bar{b}_{0}, \bar{b}_{1}, \ldots, \bar{b}_{n-1}, t\right) \mid t \in \mathbf{F}_{q} \cup\{\infty\}\right\}
$$

If $l_{\Pi}$ is associated to $\Pi$, with $\mathbf{U}_{n}$ in $\Pi$, and if $\Pi^{\prime}$ is any hyperplane not through $\mathbf{U}_{n}$, then $\Pi \cap \Pi^{\prime}$ is the polar hyperplane of $l_{\Pi} \cap \Pi^{\prime}$ with respect to $\mathcal{W} \cap \Pi^{\prime}$.

Theorem 2.45. Let $\mathcal{K}$ be a non-singular, regular $k_{r, n, q}$ with $n \geq 4$ and $q>4$. If every tangent cone of $\mathcal{K}$ is a Hermitian variety, then $\mathcal{K}$ is a non-singular Hermitian variety.

Proof. Let $\Pi$ be a non-tangent hyperplane, let $P$ be a point of $\Pi \cap \mathcal{K}=\mathcal{K}_{1}$ and let $\Gamma=T_{P} \cap \mathcal{K}=P \mathcal{K}^{\prime}$. The $(n-2)$-space $\beta_{P}=T_{P} \cap \Pi$ is tangent to $\mathcal{K}_{1}$ at $P$ and so $\beta_{P} \cap \mathcal{K}_{1}$ is a cone $P \mathcal{K}^{\prime \prime}$, which is the same as $\Gamma \cap \beta_{P}$. Hence $\Gamma \cap \beta_{P}$ has only one singular point, namely $P$.

In the hyperplane $T_{P}$ let $l_{P}$ be the line associated with $\beta_{P}$ as described before the theorem; it is a 1 -secant to $\mathcal{K}$ with point of contact $P$. To each $P$ in $\mathcal{K}_{1}$ is associated such a line $l_{P}$.

To see this when $n=4$, consider the case that

$$
\mathcal{K}=\mathcal{U}_{4}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{2} \bar{X}_{3}+X_{3} \bar{X}_{2}+X_{4} \bar{X}_{4}\right)
$$

Let $\Pi=\mathbf{u}_{4}$ and $P=\mathbf{U}_{3}$. Then

$$
\begin{aligned}
T_{P} & =\mathbf{u}_{2}, \\
\mathcal{K}_{1} & =\mathcal{U}_{3}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{2} \bar{X}_{3}+X_{3} \bar{X}_{2}, X_{4}\right), \\
\mathcal{K}^{\prime} & =\mathcal{U}_{2}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}+X_{4} \bar{X}_{4}, X_{2}, X_{3}\right), \\
\beta_{P} & =\mathbf{u}_{2} \cap \mathbf{u}_{4}, \\
\mathcal{K}^{\prime \prime} & =\mathcal{U}_{1}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}, X_{2}, X_{3}, X_{4}\right), \\
\Gamma & =\mathcal{U}_{3} \mathcal{K}^{\prime}, \\
\beta_{P} \cap \mathcal{K}_{1} & =\beta_{P} \cap \Gamma=\mathcal{U}_{3} \mathcal{K}^{\prime \prime}=\mathbf{V}\left(X_{0} \bar{X}_{0}+X_{1} \bar{X}_{1}, X_{2}, X_{4}\right), \\
l_{P} & =\mathbf{U}_{3} \mathbf{U}_{4}=\mathbf{V}\left(X_{0}, X_{1}, X_{2}\right) .
\end{aligned}
$$

It is now shown that the lines $l_{P}$ are concurrent at a point $P_{0}$. To do this it suffices to show that any two lines $l_{P}$ intersect. So, let $P_{1}, P_{2}$ be points of $\mathcal{K}_{1}$; for $i=1,2$, let $T_{i}$ be the tangent hyperplane at $P_{i}$, and let $l_{i}$ be the line associated to $P_{i}$. To prove that $l_{1}$ and $l_{2}$ meet, two cases are distinguished: (a) $P_{1} P_{2} \not \subset \mathcal{K}$; (b) $P_{1} P_{2} \subset \mathcal{K}$.
(a) The $(n-2)$-space $T_{1} \cap T_{2}$ contains neither $P_{1}$ nor $P_{2}$ and so $T_{1} \cap T_{2} \cap \mathcal{K}$ is a non-singular Hermitian variety. It follows that $l_{1}$ and $l_{2}$ are the lines joining $P_{1}$ and $P_{2}$ to the pole $P_{0}$ of the $(n-3)$-space $T_{1} \cap T_{2} \cap \Pi=\beta_{1} \cap \beta_{2}$ with respect to the Hermitian variety $T_{1} \cap T_{2} \cap \mathcal{K}$.
(b) Both $\beta_{1}$ and $\beta_{2}$ contain $P_{1} P_{2}$. Let $\alpha$ be a plane in $\Pi$ through $P_{1} P_{2}$ but in neither $\beta_{1}$ nor $\beta_{2}$; it does not lie in $\mathcal{K}$. If $\alpha \cap \mathcal{K}=P_{1} P_{2}$, then $\alpha$ would be in both $T_{1}$ and $T_{2}$, and so in $\beta_{1} \cap \beta_{2}$. Also, if $\alpha$ met $\mathcal{K}$ in $r$ lines of a pencil with centre $P_{i}$, it would belong to $\beta_{i}$. Thus $\alpha$ meets $\mathcal{K}$ in $r$ lines of a pencil through a point $P$ of $P_{1} P_{2}$ with $P \neq P_{1}, P_{2}$. Let $m_{1}$ and $m_{2}$ be two of these lines other than $P_{1} P_{2}$; also let $Q_{1} \in m_{1} \backslash\{P\}$, and let $Q_{2} \in m_{2} \backslash\{P\}$ with $Q_{2}$ not on $P_{1} Q_{1}$ or $P_{2} Q_{1}$. Then the points $P_{1}, P_{2}, Q_{1}, Q_{2}$ of $\mathcal{K}_{1}$ have no three collinear and none of the lines $P_{1} Q_{1}, P_{1} Q_{2}, P_{2} Q_{1}, P_{2} Q_{2}, Q_{1} Q_{2}$ belong to $\mathcal{K}$. Hence, from (a), the lines $l_{1}^{\prime}$ and $l_{2}^{\prime}$ associated to $Q_{1}$ and $Q_{2}$ meet in a point $P_{0}$; they also must meet $l_{1}$ and $l_{2}$. Since $P_{i}, Q_{1}, Q_{2}$ are not collinear, so $l_{i}, l_{1}^{\prime}, l_{2}^{\prime}$ are not coplanar, for $i=1,2$. Therefore $l_{1}$ and $l_{2}$ also contain $P_{0}$.

The point $P_{0}$ through which all the lines $l_{P}$ pass as $P$ varies in $\mathcal{K}_{1}$ is called the pole of $\Pi$; it is not in $\mathcal{K} \cup \Pi$.

From Theorem 2.44 (i), the number of lines $l_{P}$ is

$$
\begin{equation*}
k_{1}=\mu_{n-1} \tag{2.32}
\end{equation*}
$$

On the other hand, let $N$ denote the number of unisecants of $\mathcal{K}$ through $P_{0}$. Then counting the points of $\mathcal{K}$ on the lines through $P_{0}$ gives

$$
k=N+r\{\theta(n-1)-N\}
$$

where $r=\sqrt{q}+1$. Hence

$$
N=\{(\sqrt{q}+1) \theta(n-1)-k\} / \sqrt{q}=k_{1},
$$

using (2.31) and (2.32). Thus every unisecant through $P_{0}$ is a line associated to a point of $\mathcal{K}_{1}$. Hence $\mathcal{K}_{1}$ is the set of points of contact of the unisecants through $P_{0}$, and these points generate $\Pi$, which can now be called the polar hyperplane of $P_{0}$ with respect to $\mathcal{K}$.

From above, the correspondence which associates to a non-tangent hyperplane $\Pi$ its pole $P_{0}$ is bijective. Let $\mathfrak{S}$ be the bijection from the points to the hyperplanes of $\mathrm{PG}(n, q)$ in which each point of $\mathcal{K}$ is mapped to its tangent hyperplane and each point not on $\mathcal{K}$ is mapped to its polar hyperplane.

It must be shown that $\mathfrak{S}$ is involutory; that is, if $\Pi=P \mathfrak{S}$ and $P^{\prime} \in \Pi$, then the hyperplane $\Pi^{\prime}=P^{\prime} \mathfrak{S}$ contains $P$. Let $P$ and $P^{\prime}$ be off $\mathcal{K}$, and let $l$ be an $r$-secant of $\mathcal{K}$ through $P^{\prime}$ in $\Pi$. The $r$ lines $P Q$ for $Q \in l \cap \mathcal{K}$ are unisecants of $\mathcal{K}$. So the plane $\pi=P l$ meets $\mathcal{K}$ in a Hermitian curve $\mathcal{U}_{2}$ by Theorems 2.39 and 2.44 (ii). Also, $l$ is the polar of $P$ with respect to $\mathcal{U}_{2}$, and so the polar $l^{\prime}$ of $P^{\prime}$ with respect to $\mathcal{U}_{2}$ contains $P$. The line $l^{\prime}$ contains the $r$ points of contact of the tangents to $\mathcal{U}_{2}$ through $P^{\prime}$. Hence the polar hyperplane $\Pi^{\prime}$ of $P^{\prime}$ contains $l^{\prime}$ and so $P$.

The other cases of $P$ and $P^{\prime}$ are simpler. Thus the mapping $\mathfrak{S}$ is bijective and involutory, and transforms the points of a hyperplane $\Pi$ into the hyperplanes through the point $P=\Pi \mathfrak{S}^{-1}$, as well as vice versa. So $\mathfrak{S}$ is a polarity for which $\mathcal{K}$ is the set of self-polar points. Hence $\mathcal{K}=\mathcal{U}_{n}$.

Theorem 2.46. If $\mathcal{K}$ is a non-singular, regular $k_{r, n, q}$ with $n \geq 4$ and $q>4$, then $\mathcal{K}$ is a non-singular Hermitian variety.

Proof. From the previous result and Theorems 2.25 and 2.44 (ii), the result is true for $n=4$ and $n=5$.

Let $n \geq 6$ and proceed by induction. The tangent cone $\Gamma$ at a point $P$ of $\mathcal{K}$ has base $\mathcal{K}^{\prime}$, which is a regular, non-singular $k_{r, n-2, q}$. Since $n-2 \geq 4$, the set $\mathcal{K}^{\prime}$ is a non-singular Hermitian variety by the induction hypothesis. So $\Gamma$ is a Hermitian variety and then Theorem 2.45 gives the result.

### 2.6 The characterisation of projections of quadrics

In Section 2.5, a description was given of sets $\mathcal{K}=k_{r, n, q}$ with one of the following properties:
(i) $r=1,2$ or $q$;
(ii) $\mathcal{K}$ is singular;
(iii) $\mathcal{K}$ is non-singular with no plane section of type IV, $3 \leq r \leq q-1$, and $q>4$.

This leaves the case that $\mathcal{K}$ is non-singular, $3 \leq r \leq q-1$, and either $q=4$ or $\mathcal{K}$ has a plane section of type IV.

When $q=4$, the topic is sets $k_{3, n, 4}$, that is, sets of type $(1,3,5)$ in $\operatorname{PG}(n, 4)$ with at least one 3 -secant. As explained in Section 19.6 of FPSOTD, these sets form
a vector space over $\mathbf{F}_{2}$ of dimension $\frac{1}{3}(n+1)\left(n^{2}+2 n+3\right)$. In $\operatorname{PG}(3,4)$ there are seven distinct types of non-singular $k_{3,3,4}$.

For the remainder of this section, although some notice is taken of the case $q=4$, the main topic is the case that
(a) $\mathcal{K}$ is non-singular and has a plane section of type IV;
(b) $q>4, n \geq 3,3 \leq r \leq q-1$.

It follows from Lemma 2.30 that $q=2^{h}$ with $h \geq 2$ and $r=\frac{1}{2} q+1$.
Theorem 2.47. Let $\mathcal{K}$ be a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$ having a plane section of type IV. Then,
(i) if $q>4, \mathcal{K}$ contains exactly one hyperplane $\Pi_{n-1}$;
(ii) if $q=4$ and $\mathcal{K}$ contains no section of type I or II, it contains exactly one hyperplane $\Pi_{n-1}$.

Proof. For $n=3$, the result is contained in Theorems 19.4.8 and 19.4.9 of FPSOTD, which show that $\mathcal{K}$ is a set $\mathcal{K}_{1}$ that contains precisely one plane. Subsequently, in Theorem 19.4.17, it is shown that $\mathcal{K}_{1}$ is $\mathcal{R}_{3}$, which is the projection of a quadric $\mathcal{P}_{4}$ onto a solid $\Pi_{3}$ from a point other than the nucleus. Now suppose that $n>3$.

By the Corollary to Theorem 19.4.7, there exists a unisecant $l_{1}$ of $\mathcal{K}$ with point of contact $P$; let $l_{2}$ be an $r$-secant through $P$. So the plane $\pi=l_{1} l_{2}$ is of type III. Let $\Pi_{4}$ be a 4 -dimensional space containing $\pi$ and consider the solids $\alpha_{1}, \ldots, \alpha_{q+1}$ in $\Pi_{4}$ containing $\pi$. Then $\alpha_{i} \cap \mathcal{K}$ is either a cone $P_{i} \mathcal{K}_{\text {III }}$ with vertex $P_{i}$ and a section $\mathcal{K}_{\text {III }}=\pi \cap \mathcal{K}$ or $\alpha_{i} \cap \mathcal{K}$ is a set $\mathcal{R}_{3}^{(i)}$; this follows from Theorem 2.25 for $q>4$ and from Theorem 19.6.8 of FPSOTD for $q=4$.

Suppose there are $s$ cones with vertices $P_{1}, P_{2}, \ldots, P_{s}$ and $q+1-s$ sets $\mathcal{R}_{3}^{(1)}, \ldots, \mathcal{R}_{3}^{(q+1-s)}$. If $\Pi_{4} \cap \mathcal{K}$ contains a solid $\Pi_{3}$, then $\Pi_{3}$ contains the line $l_{0}$ of $\mathcal{K}$ in $\pi$, the plane $l_{0} P_{i}$, and the plane $\Pi_{2}^{(j)}$ of $\mathcal{K}$ in $\mathcal{R}_{3}^{(j)}$. It follows that $\Pi_{3}$ is unique and is the union of the $q+1$ planes $l_{0} P_{i}, \Pi_{2}^{(j)}$.

Now suppose that the $q+1$ planes $l_{0} P_{i}, \Pi_{2}^{(j)}$ do not lie in a solid: they are in any case the only planes in $\Pi_{4} \cap \mathcal{K}$ through $l_{0}$. Consider the solid $\Pi_{3}^{\prime}$ containing two of the planes; then $\Pi_{3}^{\prime} \cap \mathcal{K}$ is a cone with base type IV or V. If the base is of type IV, then $\Pi_{3}^{\prime} \cap \mathcal{K}$ contains exactly two of the $q+1$ planes. Also, any other plane $\Pi_{2}$ through $l_{0}$ in $\Pi_{3}^{\prime}$ is of type V . This plane $\Pi_{2}$ and $\pi$ define a solid $\Pi_{3}^{\prime \prime}$ for which $\Pi_{3}^{\prime \prime} \cap \mathcal{K}$ is an $\mathcal{R}_{3}$. Since $\Pi_{2}$ is of type V and since $l_{0}$ is in the plane on this $\mathcal{R}_{3}$, the line $l_{0}$ contains the exceptional point $Q_{0}$ of $\mathcal{R}_{3}$. So $\pi$ is also of type V , a contradiction. Thus $\Pi_{3}^{\prime} \cap \mathcal{K}$ consists of $\frac{1}{2} q+1$ planes through $l_{0}$. Hence the solids $\Pi_{3}^{\prime}$ and the sections of type VII through $l_{0}$ in such solids form a $2-\left(q+1, \frac{1}{2} q+1,1\right)$ design, whence the number of such solids is $2(q+1) /\left(\frac{1}{2} q+1\right)$, which is not an integer. Thus the $q+1$ planes $l_{0} P_{i}, \Pi_{2}^{(j)}$ are the $q+1$ planes through $l_{0}$ of a solid.

Consider now all the solids $\alpha_{i}, i=1,2, \ldots, N=\left(q^{n-2}-1\right) /(q-1)$, which pass through $\pi$. Then $\alpha_{i} \cap \mathcal{K}$ is a cone $P_{i} K_{\text {III }}$ or a set $\mathcal{R}_{3}^{(i)}$. Suppose there are $t$ cones with vertices $P_{1}, P_{2}, \ldots, P_{t}$ and $N-t$ sets $\mathcal{R}_{3}^{(1)}, \ldots, \mathcal{R}_{3}^{(N-t)}$. If $\mathcal{K}$ contains a hyperplane $\Pi_{n-1}$, then $\Pi_{n-1}$ contains the line $l_{0}$, the plane $l_{0} P_{i}$, and the plane
$\Pi_{2}^{(j)}$ of $\mathcal{K}$ on $\mathcal{R}_{3}^{(j)}$. It follows that $\Pi_{n-1}$ is unique and is the union of the $N$ planes $l_{0} P_{i}, \Pi_{2}^{(j)}$, which all contain $l_{0}$. However, the solid containing at least two of these planes contains exactly $q+1$, by the same argument as above for the $\Pi_{4}$ containing $\pi$ and the two planes. Hence the planes $l_{0} P_{i}, \Pi_{2}^{(j)}$ are all the planes through $l_{0}$ of a hyperplane $\Pi_{n-1}$. So $\mathcal{K}$ contains exactly one hyperplane $\Pi_{n-1}$.

Corollary 2.48. If $\mathcal{K}$ is a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$, then $\mathcal{K}$ contains at most one hyperplane.

Proof. Suppose $\mathcal{K}$ contains two hyperplanes $\Pi_{n-1}, \Pi_{n-1}^{\prime}$; they intersect in a $\Pi_{n-2}$. Let $P$ be a point of $\Pi_{n-2}$ and let $l$ be an $r$-secant of $\mathcal{K}$ through $P$; also let $\pi$ be a plane through $l$ such that $\pi \cap \Pi_{n-2}=\{P\}$. Now $\pi$ contains $l$, and meets $\Pi_{n-1}$ and $\Pi_{n-1}^{\prime}$ in lines of $\mathcal{K}$; so $\pi$ is of type IV. For $q=4$, since any plane contains at least one line of $\mathcal{K}$, no plane section is of type I or II. Hence, by the theorem, $\mathcal{K}$ contains exactly one hyperplane, a contradiction.

Let $\mathcal{K}$ contain the unique hyperplane $\Pi_{n-1}$. As in Theorem 19.4.9 of FPSOTD for $\operatorname{PG}(3, q)$, define $\mathcal{J}$, the residual of $\mathcal{K}$, to be

$$
\mathcal{J}=(\mathrm{PG}(n, q) \backslash \mathcal{K}) \cup \Pi_{n-1}
$$

This may also be written $\mathcal{J}=\mathcal{K} \triangle \Pi_{n-1}$, where $X \triangle Y$ is the complement of the symmetric difference of the two sets $X$ and $Y$. For $q=4$, this operation defines a vector space over $\mathbf{F}_{2}$ on the sets $\mathcal{K}$ of type $(1,3,5)$ as above; see Section 19.6 of FPSOTD.

Corollary 2.49. If $\mathcal{K}$ is a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$ and contains $a$ hyperplane $\Pi_{n-1}$, then
(i) $\mathcal{K}$ contains a section of type IV and no section of type I or II;
(ii) $\mathcal{J}$ is also a non-singular set of type $\left(1, \frac{1}{2} q+1, q+1\right)$ containing the same unique hyperplane as $\mathcal{K}$.

Proof. If $|l \cap \mathcal{K}|=i$ for a line $l$ not in $\Pi_{n-1}$, then $|l \cap \mathcal{J}|=q+2-i$. So $\mathcal{J}$ is a set of type $(1, q+2-r, q+1)$; note that $3 \leq q+2-r \leq q-1$. Suppose $P$ is a singular point of $\mathcal{J}$. If $P \notin \Pi_{n-1}$, then any line $l$ through $P$ contains two points of $\mathcal{J}$ and so $|l \cap \mathcal{J}|=q+1$. Hence $\mathcal{J}=\operatorname{PG}(n, q)$, a contradiction. If $P \in \Pi_{n-1}$, then any line through $P$ contains 1 or $q+1$ points of $\mathcal{K}$; that is, $P$ is singular for $\mathcal{K}$, a contradiction. Hence $\mathcal{J}$ is a non-singular set of type ( $1, q+2-r, q+1$ ) containing $\Pi_{n-1}$.

By Corollary $2.48, \Pi_{n-1}$ is the only hyperplane of $\mathcal{K}$. Any plane section of $\mathcal{K}$ contains at least one line and is consequently not of type I or II. Similarly $\mathcal{J}$ contains no sections of type I or II. If $l_{1}$ is a unisecant of $\mathcal{K}$ with point of contact $P$ and if $l_{r}$ is an $r$-secant through $P$, then the plane $l_{1} l_{r}$ is of type III for $\mathcal{K}$ and hence of type IV for $\mathcal{J}$. Consequently $r=\frac{1}{2} q+1$. In this argument, $\mathcal{K}$ and $\mathcal{J}$ can be interchanged.

The nature of sets $\mathcal{K}$ containing a hyperplane is now investigated in more detail.

Definition 2.50. (1) A non-empty subset $\mathcal{S}$ of $\operatorname{PG}(d, q)$ is a projective Shult space with ambient space $\mathrm{PG}(n, q)$ if
(a) $\mathcal{S}$ spans $\operatorname{PG}(n, q)$;
(b) there is a non-empty subset $\mathcal{L}$ of the set of lines in $\mathcal{S}$ such that, given a point $S \in \mathcal{S}$ and a line $l \in \mathcal{L}$ not containing $S$, then the line $S Q$ is in $\mathcal{L}$ for exactly one or for all points $Q$ of $l$.
(2) The Shult space $\mathcal{S}$ is non-degenerate if there is no point $A \in \mathcal{S}$ such that $A Q \in \mathcal{L}$ for every point $Q$ of $\mathcal{S} \backslash\{A\}$.

Projective Shult spaces in $\operatorname{PG}(n, q)$ are discussed in Section 5.3, and classified in Theorems 5.51 and 5.52.

Definition 2.51. If $\mathcal{K}$ in $\operatorname{PG}(n, q)$ contains a hyperplane $\Pi_{n-1}$ and $P$ is any point of $\mathcal{K} \backslash \Pi_{n-1}$, then the support of $P$ is

$$
\mathcal{S}_{P}=\left\{Q \in \Pi_{n-1} \mid P Q \subset \mathcal{K}\right\}
$$

In Theorem 2.56, it is in fact shown that $\mathcal{S}_{P}$ is a non-degenerate, projective Shult space in $\Pi_{n-1}$, or possibly, when $n=4$, an elliptic quadric. When $n=3$, it is proved in Lemma 19.4.16 of FPSOTD that $\mathcal{S}_{P}$ is a conic.

The number of projectively distinct non-singular quadrics $\mathcal{Q}_{n}$ in $\operatorname{PG}(n, q)$ is one or two according as $n$ is even or odd. For $n$ even, $\mathcal{Q}_{n}=\mathcal{P}_{n}$ and, for $n$ odd, $\mathcal{Q}_{n}=\mathcal{H}_{n}$ or $\mathcal{E}_{n}$. In the respective cases, the character $w$ of $\mathcal{Q}_{n}$ is 1,2 or 0 ; see Section 1.4. Also from (1.19),

$$
\left|\mathcal{Q}_{n}\right|=q^{n-1}+q^{n-2}+\cdots+q+1+(w-1) q^{(n-1) / 2}
$$

The character $w=0$ is also assigned to a $\left(q^{2}+1\right)$-cap, of which $\mathcal{E}_{3}$ is an example.
Theorem 2.52. Let
(a) $\mathcal{Q}_{n+1}$ be a non-singular quadric of character $w$ in $P G(n+1, q)$, q even;
(b) $Q$ be a point off $\mathcal{Q}_{n+1}$ other than the nucleus when $\mathcal{Q}_{n+1}=\mathcal{P}_{n+1}$;
(c) $\Pi_{n}$ be a hyperplane not containing $Q$.

Then the projection of $\mathcal{Q}_{n+1}$ from $Q$ onto $\Pi_{n}$ is a non-singular set $\mathcal{R}_{n}$ of type $\left(1, \frac{1}{2} q+1, q+1\right)$ in $\Pi_{n}$ containing a hyperplane $\Pi_{n-1}$ of $\Pi_{n}$ with

$$
\left|\mathcal{R}_{n}\right|=\frac{1}{2} q^{n}+q^{n-1}+q^{n-2}+\cdots+q+1+\frac{1}{2}(w-1) q^{n / 2}
$$

Proof. Let $l$ be a line in $\Pi_{n}$. The plane $Q l$ meets $\mathcal{Q}_{n+1}$ in a point, a line, a line pair or a conic. In the case that $Q l \cap \mathcal{Q}_{n+1}=\mathcal{P}_{2}$, either $Q$ is the nucleus of $\mathcal{P}_{2}$, in which case the lines joining $Q$ to the points of $\mathcal{P}_{2}$ are $q+1$ distinct tangents, or the lines joining $Q$ to $\mathcal{P}_{2}$ are $\frac{1}{2} q$ bisecants and one tangent.

Let $\mathcal{R}_{n}=\left\{P^{\prime}=P Q \cap \Pi_{n} \mid P \in \mathcal{Q}_{n+1}\right\}$; then Table 2.3 is obtained. Thus $\mathcal{R}_{n}$ is of type $\left(1, \frac{1}{2} q+1, q+1\right)$. The tangents to $\mathcal{Q}_{n+1}$ through $Q$ meet $\mathcal{Q}_{n+1}$ in $\mathcal{P}_{n}, \mathcal{P}_{n}$ or $\Pi_{0} \mathcal{P}_{n-1}$ as $\mathcal{Q}_{n+1}$ is $\mathcal{H}_{n+1}, \mathcal{E}_{n+1}$ or $\mathcal{P}_{n+1}$; they meet $\Pi_{n}$ in a hyperplane $\Pi_{n-1}$. Since $\theta(n-1)$ is the number of tangent lines through $Q$ to $\mathcal{Q}_{n+1}$, so

Table 2.3. Intersection types

| $Q l \cap \mathcal{Q}_{n+1}$ | Point | Line | Line pair | Conic |
| :---: | :---: | :---: | :---: | :---: |
| $\left\|l \cap \mathcal{R}_{n}\right\|$ | 1 | $q+1$ | $q+1$ | $q+1$ or $\frac{1}{2} q+1$ |

$$
k=\left|\mathcal{R}_{n}\right|=\theta(n-1)+\frac{1}{2}\left(\left|\mathcal{Q}_{n+1}\right|-\theta(n-1)\right),
$$

whence $k$ is as required.
To show that $\mathcal{R}_{n}$ is non-singular, it suffices to show that for any point $P$ of $\mathcal{Q}_{n+1}$, joined to $Q$ by a line $l$ there exists a plane $\pi$ through $l$ meeting $\mathcal{Q}_{n+1}$ in a $\mathcal{P}_{2}$ for which $Q$ is not the nucleus; if $P$ projects to $P^{\prime}$, then $\pi$ projects to a $\left(\frac{1}{2} q+1\right)$-secant of $\mathcal{R}_{n}$ through $P^{\prime}$.

First, let $l$ be a bisecant of $\mathcal{Q}_{n+1}$. Then every plane through $l$ meets $\mathcal{Q}_{n+1}$ in a conic $\mathcal{P}_{2}$ or a line pair $\Pi_{0} \mathcal{H}_{1}$. If there are $b_{0}$ of the former and $b_{1}$ of the latter,

$$
\begin{aligned}
b_{0}+b_{1} & =\theta(n-1) \\
(q-1) b_{0}+(2 q-1) b_{1}+2 & =\theta(n)+(w-1) q^{n / 2}
\end{aligned}
$$

whence

$$
b_{0}=q^{n-1}-(w-1) q^{(n-2) / 2}>0 .
$$

Now let $l$ be a tangent to $\mathcal{Q}_{n+1}$ through $Q$ and let $s_{n+1}$ be the number of planes through $l$ meeting $\mathcal{Q}_{n+1}$ in a line pair $\Pi_{0} \mathcal{H}_{1}$. When $\mathcal{Q}_{n+1}=\mathcal{P}_{n+1}$ and the nucleus of $\mathcal{P}_{n+1}$ is on $l$, then $s_{n+1}=0$; otherwise,

$$
s_{n+1}=\frac{1}{2}\left(\left|\mathcal{Q}_{n-1}\right|-t_{n-1}\right),
$$

where $t_{n-1}$ is the number of tangent lines to $\mathcal{Q}_{n-1}$ through a point $P$ off $\mathcal{Q}_{n-1}$ other than the nucleus. It follows that there is a bisecant $m$ through $Q$ such that the plane $m l$ does not meet $\mathcal{Q}_{n+1}$ in a line pair. So $m l$ meets $\mathcal{Q}_{n+1}$ in a conic.

When $n$ is even, $\mathcal{R}_{n}$ is also denoted $\mathcal{R}_{n}^{+}$or $\mathcal{R}_{n}^{-}$according as it is the projection of $\mathcal{H}_{n+1}$ or $\mathcal{E}_{n+1}$.

A description of $\mathcal{R}_{n}$ is required which does not depend on projection from higher space. So, let $F\left(X_{0}, X_{1}, \ldots, X_{n-1}\right)$ be a non-degenerate quadratic form over $\mathbf{F}_{q}$ and let $H$ be an additive subgroup of $\mathbf{F}_{q}$ of index 2. Let

$$
\mathcal{F}_{\lambda}=\mathbf{V}\left(F\left(X_{0}, X_{1}, \ldots, X_{n-1}\right)+\lambda X_{n}^{2}\right)
$$

be a quadric in $\operatorname{PG}(n, q)$; here $\mathcal{F}_{\infty}=\mathbf{V}\left(X_{n}^{2}\right)=\mathbf{u}_{n}$. Also it may be assumed that $F$ is one of the following forms:
(i) $X_{0}^{2}+X_{1} X_{2}+\cdots+X_{n-2} X_{n-1}$, for $n$ odd;
(ii) $X_{0} X_{1}+X_{2} X_{3}+\cdots+X_{n-2} X_{n-1}$ or $f\left(X_{0}, X_{1}\right)+X_{2} X_{3}+\cdots+X_{n-2} X_{n-1}$ with $f$ irreducible, for $n$ even.

Theorem 2.53. The set $\mathcal{R}_{n}=\bigcup_{\lambda \in H \cup\{\infty\}} \mathcal{F}_{\lambda}$ for $n \geq 2$.
Proof. Consider together the cases that $\mathcal{Q}_{n+1}=\mathcal{P}_{n+1}, \mathcal{H}_{n+1}, \mathcal{E}_{n+1}$. Now write $\mathcal{Q}_{n+1}=\mathbf{V}\left(G_{n+1}\right)$, so that in each case $G_{n+1}=G_{n-1}+X_{n} X_{n+1}$ with $n \geq 1$. From the above canonical forms, $G_{0}=X_{0}^{2}$ in the parabolic case, $G_{1}=X_{0} X_{1}$ in the hyperbolic case and $G=f\left(X_{0}, X_{1}\right)$ in the elliptic case. Let $Q=\mathbf{P}(0,0, \ldots, 0,1,1)$ and consider the pencil of hyperplanes in $\mathrm{PG}(n+1, q)$ through the subspace $\mathbf{V}\left(X_{n}, X_{n+1}\right)$. Let

$$
\mathcal{V}_{t}=\mathbf{V}\left(t X_{n}+X_{n+1}\right) \cap \mathcal{Q}_{n+1}
$$

For $t \neq \infty$,

$$
\mathcal{V}_{t}=\mathbf{V}\left(G_{n-1}+t X_{n}^{2}, t X_{n}+X_{n+1}\right)
$$

In particular, $\mathcal{V}_{0}=\mathbf{V}\left(X_{n+1}\right) \cap \mathcal{Q}_{n+1}, \mathcal{V}_{\infty}=\mathbf{V}\left(X_{n}\right) \cap \mathcal{Q}_{n+1}$.
(i) For $\mathcal{Q}_{n+1}=\mathcal{P}_{n+1}$,

$$
G_{n-1}+t X_{n}^{2}=X_{0}^{2}+X_{1} X_{2}+\cdots+X_{n-2} X_{n-1}+t X_{n}^{2}
$$

So

$$
\mathcal{V}_{t}=\Pi_{0} \mathcal{P}_{n-1}, \quad \text { for all } t
$$

(ii) For $\mathcal{Q}_{n+1}=\mathcal{H}_{n+1}$,

$$
G_{n-1}+t X_{n}^{2}=X_{0} X_{1}+\cdots+X_{n-2} X_{n-1}+t X_{n}^{2}
$$

So

$$
\mathcal{V}_{t}= \begin{cases}\mathcal{P}_{n} & \text { for } t \neq 0, \infty \\ \Pi_{0} \mathcal{H}_{n-1} & \text { for } t=0, \infty\end{cases}
$$

(iii) $\operatorname{For} \mathcal{Q}_{n+1}=\mathcal{E}_{n+1}$,

$$
G_{n-1}+t X_{n}^{2}=f\left(X_{0}, X_{1}\right)+X_{2} X_{3}+\cdots+X_{n-2} X_{n-1}+t X_{n}^{2}
$$

So

$$
\mathcal{V}_{t}= \begin{cases}\mathcal{P}_{n} & \text { for } t \neq 0, \infty \\ \Pi_{0} \mathcal{E}_{n-1} & \text { for } t=0, \infty\end{cases}
$$

In each case, the $\mathcal{V}_{t}$ have a $\mathcal{Q}_{n-1}$ in common, of the same character $w$ as $\mathcal{Q}_{n+1}$.
If $A=\mathbf{P}\left(a_{0}, a_{1}, \ldots, a_{n+1}\right)$ lies in $\mathcal{Q}_{n+1}$, then $Q A$ meets $\mathcal{Q}_{n+1}$ again in $A^{\prime}=\mathbf{P}\left(a_{0}, a_{1}, \ldots, a_{n-1}, a_{n+1}, a_{n}\right)$. If $A$ also lies in $\mathcal{V}_{t}$, then

$$
A=\mathbf{P}\left(a_{0}, a_{1}, \ldots, a_{n}, t a_{n}\right), \quad A^{\prime}=\mathbf{P}\left(a_{0}, a_{1}, \ldots, a_{n-1}, t a_{n}, a_{n}\right)
$$

whence $A^{\prime}$ lies in $\mathcal{V}_{1 / t}$. Further, $Q A$ is a tangent when $t=1$, and so the tangents through $Q$ meet $\mathcal{Q}_{n+1}$ in $\mathcal{V}_{1}$.

Now project $\mathcal{Q}_{n+1}$ from $Q$ to $\mathbf{u}_{n+1}=\mathbf{V}\left(X_{n+1}\right)$ :

$$
A=\mathbf{P}\left(a_{0}, a_{1}, \ldots, a_{n}, a_{n+1}\right) \mapsto \mathbf{P}\left(a_{0}, a_{1}, \ldots, a_{n-1}, a_{n}+a_{n+1}, 0\right)
$$

Hence $\mathcal{V}_{1} \mapsto \mathbf{V}\left(X_{n}, X_{n+1}\right)$ and, for $t \neq 1$,

$$
\left\{\mathcal{V}_{t}, \mathcal{V}_{1 / t}\right\} \mapsto \mathcal{W}_{t}=\mathbf{V}\left(G_{n-1}+\frac{t}{t^{2}+1} X_{n}^{2}, X_{n+1}\right)
$$

For, regarding the projection as $\mathbf{P}(x) \mapsto \mathbf{P}\left(x^{\prime}\right)$,

$$
x_{0}^{\prime}=x_{0}, \ldots, x_{n-1}^{\prime}=x_{n-1}, x_{n}^{\prime}=x_{n}+x_{n+1}, x_{n+1}^{\prime}=0 .
$$

So, if $\mathbf{P}(X) \in \mathcal{V}_{t}$ for $t \neq 1$, then $x_{n+1}=t x_{n}$, whence $x_{n}^{\prime}=(t+1) x_{n}$. Also, $\mathcal{W}_{t}$ is the same type of quadric as $\mathcal{V}_{t}$.

Let $K=\left\{t /\left(t^{2}+1\right) \mid t \in \mathbf{F}_{q} \backslash\{1\}\right\}$; then $|K|=\frac{1}{2} q$. It is now shown that $K$ is a group. Write $t=\lambda / \lambda^{\prime}$; then $t /\left(t^{2}+1\right)=\lambda \lambda^{\prime} /\left(\lambda^{2}+\lambda^{\prime 2}\right)$. So

$$
\frac{\lambda \lambda^{\prime}}{\lambda^{2}+\lambda^{\prime 2}}+\frac{\mu \mu^{\prime}}{\mu^{2}+\mu^{\prime 2}}=\frac{\left(\lambda \mu+\lambda^{\prime} \mu^{\prime}\right)\left(\lambda \mu^{\prime}+\lambda^{\prime} \mu\right)}{\left(\lambda \mu+\lambda^{\prime} \mu^{\prime}\right)^{2}+\left(\lambda \mu^{\prime}+\lambda^{\prime} \mu\right)^{2}} .
$$

Therefore $K$ is a subgroup of $\mathbf{F}_{q}$ of index 2. It has thus been shown that

$$
\mathcal{R}_{n}=\bigcup_{\lambda \in K} \mathcal{W}_{\lambda} \cup \mathbf{V}\left(X_{n}, X_{n+1}\right)
$$

Select $F$ as $G_{n-1}$. By Lemma 19.4.12 of FPSOTD, $K=\beta H$ for some $\beta \in \mathbf{F}_{q} \backslash\{0\}$. So the projectivity $\mathbf{P}(x) \mapsto \mathbf{P}\left(x^{\prime}\right)$, given by

$$
x_{0}^{\prime}=x_{0}, \ldots, x_{n-1}^{\prime}=x_{n-1}, x_{n}^{\prime}=\sqrt{\beta} x_{n}
$$

transforms $\mathcal{R}_{n}$ to the required form.
Now a result on the characterisation of elliptic quadrics in $\operatorname{PG}(3, q)$ for $q$ even is established that might have been shown in Chapter 16 or 18 of FPSOTD. A weaker version is required in the subsequent theorem. For $q$ odd, or $q=4$, a $\left(q^{2}+1\right)$-cap is an elliptic quadric, by Theorem 16.1.7 of FPSOTD.

Lemma 2.54. $A\left(q^{2}+1\right)$-cap $\mathcal{K}$ in $\mathrm{PG}(3, q)$ containing $\frac{1}{2}\left(q^{3}-q^{2}+2 q\right)$ conics is an elliptic quadric $\mathcal{E}_{3}$.

Proof. From above, it suffices to consider $q$ even with $q \geq 8$. First it is shown that there exist points $P$ and $Q$ on $\mathcal{K}$ such that
(a) through $P$ there are $\frac{1}{2} q^{2}+1$ conics in $\mathcal{K}$;
(b) through both $P$ and $Q$ there are $\frac{1}{2} q+1$ conics in $\mathcal{K}$.

If there were no point $P$ for which (a) holds, then every point of $\mathcal{K}$ would be on at most $\frac{1}{2} q^{2}$ conics. Counting the size of the set

$$
\{(A, \mathcal{C}) \mid A \in \mathcal{K}, \mathcal{C} \text { a conic in } \mathcal{K}, A \in \mathcal{C}\}
$$

in two ways gives the following:

$$
\frac{1}{2}\left(q^{3}-q^{2}+2 q\right)(q+1) \leq \frac{1}{2} q^{2}\left(q^{2}+1\right)
$$

a contradiction.
If, given $P$, there is no point $Q$ of $\mathcal{K}$ for which (b) holds, then through $P$ and any one of the $q^{2}$ points of $\mathcal{K} \backslash\{P\}$ there can be at most $\frac{1}{2} q$ conics of $\mathcal{K}$. So, a count of the set

$$
\{(A, \mathcal{C}) \mid A \in \mathcal{K} \backslash\{P\}, \mathcal{C} \text { a conic in } \mathcal{K} \text { containing } A \text { and } P\}
$$

gives

$$
\left(\frac{1}{2} q^{2}+1\right) q \leq \frac{1}{2} q \cdot q^{2}
$$

another contradiction.
Since $P$ and $Q$ satisfy (a) and (b), let $T_{P}$ and $T_{Q}$ be the tangents planes to $\mathcal{K}$ at $P$ and $Q$, let $\mathcal{C}_{0}, \mathcal{C}_{1}, \ldots, \mathcal{C}_{q / 2}$ be distinct conics on $\mathcal{K}$ through $P$ and $Q$, and let $\mathcal{C}$ be a conic on $\mathcal{K}$ containing $P$ but not $Q$. The plane $\pi$ of $\mathcal{C}$ meets $T_{P}$ in a line which is tangent at $P$ to at most one $\mathcal{C}_{i}$, say $\mathcal{C}_{0}$. Therefore $\pi$ meets the planes of $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{q / 2}$ in bisecants of $\mathcal{K}$; if $P_{1}, P_{2}, \ldots, P_{q / 2}$ denote the points of $\mathcal{K}$ other than $P$ on these bisecants, where $P_{i} \in \mathcal{C}_{i}$, then $\mathcal{C}_{i} \cap \mathcal{C}=\left\{P, P_{i}\right\}$.

Let $\mathcal{Q}$ be the quadric containing $\mathcal{C}_{1}, \mathcal{C}_{2}$ and $P_{3}$; the nine conditions necessary for $\mathcal{C}_{1}, \mathcal{C}_{2}$ and $P_{3}$ to lie on a quadric ensure the existence of $\mathcal{Q}$, and it is impossible for two quadrics to meet in two conics plus a point.

Since $T_{P}$ contains the tangent lines at $P$ to $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, it is also the tangent plane at $P$ to $\mathcal{Q}$; it also contains the tangent line to $\mathcal{C}$ at $P$. As $\mathcal{Q}$ contains the four points $P_{1}, P_{2}, P_{3}, P_{4}$ of $\mathcal{C}$ and, as the tangent plane $T_{P}$ to $\mathcal{Q}$ at $P$ contains the tangent to $\mathcal{C}$ at $P$, so $\mathcal{Q}$ contains $\mathcal{C}$. Also, each conic $\mathcal{C}_{i}, i=3, \ldots, \frac{1}{2} q$, lies on $\mathcal{Q}$, since $\mathcal{Q}$ contains the three points $P, Q, P_{i}$ of $\mathcal{C}_{i}$ and the tangent planes $T_{P}$ and $T_{Q}$ to $\mathcal{Q}$ at $P$ and $Q$ contain the tangents of $\mathcal{C}_{i}$ at $P$ and $Q$.

From (a), there exists a conic $\mathcal{D}$ on $\mathcal{K}$ which contains $P$ but not $Q$ and which does not touch $\mathcal{C}_{0}$ at $P$. If $\mathcal{D}$ is substituted for $\mathcal{C}$ in the above argument, then it follows that $\mathcal{C}_{0}$ lies on any quadric containing $\frac{1}{2} q-1$ of the conics $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{q / 2}$; hence $\mathcal{Q}$ also contains $\mathcal{C}_{0}$.

The number of points in $\mathcal{C}_{0} \cup \mathcal{C}_{1} \cup \cdots \cup \mathcal{C}_{q / 2} \cup \mathcal{C}$ is at least

$$
\begin{aligned}
2+(q-1)\left(\frac{1}{2} q+1\right)+\left(\frac{1}{2} q-1\right) & =\frac{1}{2}\left(q^{2}+2 q\right) \\
& \geq \frac{1}{2}\left(q^{2}+q+4\right) .
\end{aligned}
$$

Hence, by the Corollary to Lemma 18.1 .8 of FPSOTD, $\mathcal{K}$ lies on $\mathcal{Q}$; so $\mathcal{K}=\mathcal{Q}$.
To prove the next result a further definition is required.
Definition 2.55. A semi-quadric in $\operatorname{PG}(n, q)$ is a pair $(\mathcal{P}, \mathcal{L})$ where $\mathcal{P}$ is a set of points and $\mathcal{L}$ is a set of lines of $\operatorname{PG}(n, q)$ such that one of the following holds:
(1) $\mathcal{P}$ is a non-singular quadric $\mathcal{Q}_{n}$ and $\mathcal{L}$ is the set of lines on $\mathcal{Q}_{n}$;
(2) $\mathcal{P}$ is a non-singular Hermitian variety $\mathcal{U}_{n}$ and $\mathcal{L}$ is the set of lines on $\mathcal{U}_{n}$;
(3) $\mathcal{P}=\operatorname{PG}(n, q)$ and $\mathcal{L}$ is the set of lines of a linear complex.

Theorem 2.56. In $\mathrm{PG}(n, q)$ with $n \geq 4$, let $\mathcal{K}$ be a non-singular $k_{r, n, q}$ still with $3 \leq r \leq q-1$ and containing a hyperplane $\Pi_{n-1}$. If $P$ is a point of $\mathcal{K} \backslash \Pi_{n-1}$, then the support $\mathcal{S}_{P}$ of $P$ is a non-singular quadric in $\Pi_{n-1}$. Thus

$$
\mathcal{S}_{P}=\left\{\begin{array}{lr}
\mathcal{P}_{n-1} & \text { for } n \text { odd } \\
\mathcal{H}_{n-1} \text { or } \mathcal{E}_{n-1} & \text { for } n \text { even }
\end{array}\right.
$$

Proof. If $l$ is a line through $P$, then $l$ contains a point of $\Pi_{n-1}$, whence

$$
|l \cap \mathcal{K}|=\frac{1}{2} q+1 \text { or } q+1 .
$$

Consider all lines $l_{1}, l_{2}, \ldots, l_{m}$ through $P$ which lie on $\mathcal{K}$, and let $l_{i} \cap \Pi_{n-1}=S_{i}$; that is, $\mathcal{S}_{P}=\left\{S_{i} \mid i=1,2, \ldots, m\right\}$. Suppose that three distinct lines $l_{1}, l_{2}, l_{3}$ lie in a plane $\Pi_{2}$ and consider a solid $\Pi_{3}$ containing $\Pi_{2}$. Since $\Pi_{3} \cap \mathcal{K}$ contains a plane in $\Pi_{n-1}$ as well as the lines $l_{1}, l_{2}, l_{3}$, it is singular by Lemma 19.4.10 of FPSOTD. In particular, it must be the join of a point to a plane section of type IV, V or VII; that is, $\Pi_{3} \cap \mathcal{K}$ consists of either $q+2$ concurrent planes no three of which have a line in common, or $\frac{1}{2} q+1$ planes through a line or $\Pi_{3}$ itself. In each case, the plane $\Pi_{2}$ lies on $\mathcal{K}$ and hence every line through $P$ in $\Pi_{2}$ is on $\mathcal{K}$. So $\mathcal{S}_{P}$ is a set of type $(0,1,2, q+1)$ in $\Pi_{n-1}$.

Now it is shown that $\mathcal{S}_{P}$ is a non-degenerate Shult space in some subspace $\Pi_{s}$ of $\Pi_{n-1}$. Let $l$ be a line of $\mathcal{S}_{P}$ and $S_{i}$ a point of $\mathcal{S}_{P} \backslash\{l\}$. Consider the solid $\Pi_{3}=l l_{i}$, where $l_{i}=P S_{i}$. Then $\Pi_{3} \cap \mathcal{K}$ contains a plane of $\Pi_{n-1}$, the plane $P l$ and the line $l_{i}$ skew to $l$. So $\Pi_{3} \cap \mathcal{K}$ is $\Pi_{3}$ or a cone with base of type IV and vertex $V$ on $l$. In the first case, the plane $S_{i} l$ is in $\mathcal{S}_{P}$; in the second case, there is just one line in $\mathcal{S}_{P}$ through $S_{i}$ containing a point of $l$, namely $V S_{i}$, since the plane $P V S_{i}$ lies in $\mathcal{K}$. Thus, if $\mathcal{S}_{P}$ contains at least one line 1, it is a projective Shult space of type $(0,1,2, q+1)$ in some subspace $\Pi_{s}$ of $\Pi_{n-1}$; if $\mathcal{S}_{P}$ contains no line, it is a cap.

If $\Pi_{3}$ is a solid containing $P$, then in each of the cases there is at least one line of $\Pi_{3} \cap \mathcal{K}$ through $P$; so $\mathcal{S}_{P}$ is non-empty. Suppose $\mathcal{S}_{P}$ is degenerate with singular point $A$. Let $Q$ be a point of $\mathcal{K} \backslash \Pi_{n-1}$ other than $P$, and let $\Pi_{3}$ contain $A, P, Q$. Then $\Pi_{3} \cap \mathcal{S}_{P}$ consists of lines through $A$. If $\Pi_{3} \cap \mathcal{K}$ is non-singular, then $\Pi_{3} \cap \mathcal{S}_{P}$ is the support of $P$ in $\Pi_{3} \cap \mathcal{K}$ and so, by Lemma 19.4.10 of FPSOTD, is a $(q+1)$-arc, a contradiction. Thus $\Pi_{3} \cap \mathcal{K}$ is singular and is therefore the join of a point to a section of type III, IV, V or VII.
(i) If the section is of type III, then $\Pi_{3} \cap \mathcal{S}_{P}=\{A\}$ and $A$ is the vertex of the cone. Hence $A Q$ is on $\mathcal{K}$.
(ii) If the section is of type IV, then $\Pi_{3} \cap \mathcal{S}_{P}$ is a pair of distinct lines which meet in the vertex $V$ of the cone. Since $V$ is the only singular point of $\Pi_{3} \cap \mathcal{S}_{P}$, so $A=V$ and $A Q$ is on $\mathcal{K}$.
(iii) If the section is of type V , then $\Pi_{3} \cap \mathcal{S}_{P}$ is a line through $A$, namely the line of intersection of the $\frac{1}{2} q+1$ planes of $\Pi_{3} \cap \mathcal{K}$. Hence $A Q$ is on $\mathcal{K}$.
(iv) If the section is of type VII, then $\Pi_{3} \cap \mathcal{K}=\Pi_{3}$ and again $A Q$ is on $\mathcal{K}$.

In each case $A Q$ is on $\mathcal{K}$, whence $A$ is a singular point of $\mathcal{K}$, a contradiction.

If $\mathcal{S}_{P}$ contains no lines, it is a cap. If $\mathcal{S}_{P}$ has a projective index at least one, then, by Theorem 5.51, it is a semi-quadric in a subspace $\Pi_{s}$ of $\Pi_{n-1}$. As $\mathcal{S}_{P}$ is of type $(0,1,2, q+1)$, it cannot be a Hermitian variety. The symplectic case is also excluded as every line of $\Pi_{n-1}$ in $\mathcal{S}_{P}$ is a line of it considered as a Shult space. Thus $\mathcal{S}_{P}$ is a cap or a non-singular quadric spanning a subspace $\Pi_{s}$ of $\Pi_{n-1}$.

Suppose $s<n-1$. Let $l$ be a line of $\Pi_{s}$ with $l \cap \mathcal{S}_{P}=\emptyset$, and let $\Pi_{3}$ be a solid containing $P$ and $l$ such that $\Pi_{3} \cap \Pi_{s}=l$. Then, in $\Pi_{3} \cap \mathcal{K}$, there is no line containing $P$, a contradiction. Hence $\mathcal{S}_{P}$ spans $\Pi_{n-1}$.

It remains to show that when $\mathcal{S}_{P}$ is a cap, then $n=4$ and $\mathcal{S}_{P}=\mathcal{E}_{3}$. Let $\Pi_{3}$ be the solid containing $P$ and three points $S_{1}, S_{2}, S_{3}$ of $\mathcal{S}_{P}$. As $\Pi_{3} \cap \mathcal{K}$ is necessarily non-singular, it follows that it is an $\mathcal{R}_{3}$ and $\Pi_{3} \cap \mathcal{S}_{P}$ is a conic. So the points of $\mathcal{S}_{P}$ and the conics $\Pi_{3} \cap \mathcal{S}_{P}$ form a $3-(m, q+1,1)$ design with $m=\left|\mathcal{S}_{P}\right|$. However, if $\Pi_{3}$ is an arbitrary solid through $P, S_{1}, S_{2}$, then $\Pi_{3} \cap \mathcal{K}$ is non-singular and $\Pi_{3} \cap \mathcal{S}_{P}$ is again a conic. Thus every plane through two points of $\mathcal{S}_{P}$ meets it in a conic. The number of planes through a line in $\Pi_{n-1}$ is $N=\left(q^{n-2}-1\right) /(q-1)$. Hence

$$
m=N(q-1)+2=q^{n-2}+1
$$

However, the maximum number $M$ of points of a cap in $\operatorname{PG}(d, q)$ with $q>2$ satisfies $M=q^{2}+1$ for $d=3$ and $M<q^{d-1}+1$ for $d>3$ : see Section 6.3; so $n=4$ and $m=q^{2}+1$. Since every plane of the $\Pi_{3}$ containing $\mathcal{S}_{P}$ intersects $\mathcal{S}_{P}$ in a conic or just one point, so $\mathcal{S}_{P}=\mathcal{E}_{3}$ by Lemma 2.54.

Theorem 2.57. In $\mathrm{PG}(n, q)$, let $\mathcal{K}$ be a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$ containing a hyperplane $\Pi_{n-1}$ and let $P$ be a point of $\mathcal{K} \backslash \Pi_{n-1}$. If the support $\mathcal{S}_{P}$ of $P$ has character $w$, then

$$
k=\frac{1}{2} q^{n}+q^{n-1}+q^{n-2}+\cdots+q+1+\frac{1}{2}(w-1) q^{n / 2} .
$$

Proof. For $n=3$, this was proved in Theorem 19.4.9 of FPSOTD. For $d \geq 4$, Theorem 2.56 gives that

$$
m=\left|\mathcal{S}_{P}\right|=\left|\mathcal{Q}_{n-1}\right|=q^{n-2}+q^{n-3}+\cdots+q+1+(w-1) q^{(n-2) / 2}
$$

There are $\left(q^{n}-1\right) /(q-1)$ lines through $P$; of these, $m$ are lines of $\mathcal{K}$ and the remainder are $\left(\frac{1}{2} q+1\right)$-secants. Hence

$$
\begin{aligned}
k= & 1+q m+\frac{1}{2} q\left[\left(q^{n}-1\right) /(q-1)-m\right] \\
= & 1+\frac{1}{2} q m+\frac{1}{2}\left(q^{n}-1\right) /(q-1) \\
= & 1+\frac{1}{2}\left[q^{n-1}+q^{n-2}+\cdots+q+1+(w-1) q^{n / 2}\right] \\
& \quad+\frac{1}{2}\left[q^{n}+q^{n-1}+\cdots+q\right] \\
= & \frac{1}{2} q^{n}+q^{n-1}+q^{n-2}+\cdots+q+1+\frac{1}{2}(w-1) q^{n / 2} .
\end{aligned}
$$

This theorem shows that $k$ is the same as $\left|\mathcal{R}_{n}\right|$ in Theorem 2.52. The aim now is to show that, if $\mathcal{K}$ is as in the previous two theorems, then $\mathcal{K}=\mathcal{R}_{n}$. It is necessary to deal separately with the cases of $n$ odd and even.

First a rather curious lemma is required. Consider the pencil $\mathcal{L}$ in $\operatorname{PG}(2, q), q$ even, of plane quadrics $\mathcal{F}_{\lambda}$, where

$$
\mathcal{F}_{\lambda}=\mathbf{V}\left(X_{0}^{2}+b X_{0} X_{1}+c X_{1}^{2}+\lambda X_{2}^{2}\right)
$$

here, $\lambda$ varies in $\mathbf{F}_{q} \cup\{\infty\}$ and $X^{2}+b X+c$ is irreducible. So $\mathcal{F}_{\infty}=\mathbf{V}\left(X_{2}^{2}\right)$ is the line $\mathbf{u}_{2}$ and $\mathcal{F}_{0}=\mathbf{V}\left(X_{0}^{2}+b X_{0} X_{1}+c X_{1}^{2}\right)=\left\{\mathbf{U}_{2}\right\}$, a point not lying on $\mathcal{F}_{\infty}$. The other $q-1$ quadrics $\mathcal{F}_{\lambda}$ are all conics, no two of which have a point of intersection, since $\mathcal{F}_{0} \cap \mathcal{F}_{\infty}=\emptyset$. If $H$ is an additive subgroup of $\mathbf{F}_{q}$, it is shown in Theorem 12.12 of PGOFF2 that $\mathcal{K}^{\prime}=\cup_{\lambda \in H} \mathcal{F}_{\lambda}$ is a maximal arc. However, implicit in the proof is the following result.

Lemma 2.58. Let $H \subset \mathbf{F}_{q}$ with $|H|=\frac{1}{2} q$ and let $\mathcal{K}^{\prime}=\cup_{\lambda \in H} \mathcal{F}_{\lambda}$. If there is some line $l$ other than $\mathcal{F}_{\infty}$ with $l \cap \mathcal{K}^{\prime}=\emptyset$, then $H$ is an additive group and $\mathcal{K}^{\prime}$ is a maximal arc of type $\left(0, \frac{1}{2} q\right)$.

Proof. Let $l=V\left(a_{0} X_{0}+a_{1} X_{1}+X_{2}\right)$ with not both $a_{0}$ and $a_{1}$ zero. Note that any line through $\mathbf{U}_{2}$ meets every $\mathcal{F}_{\lambda}$. Let $\lambda \in H$ and so $l \cap \mathcal{F}_{\lambda}=\emptyset$. However, $\mathbf{P}\left(x_{0}, x_{1}, x_{2}\right) \in l \cap \mathcal{F}_{\lambda}$ when

$$
x_{0}^{2}+b x_{0} x_{1}+c x_{1}^{2}+\lambda\left(a_{0}^{2} x_{0}^{2}+a_{1}^{2} x_{1}^{2}\right)=0 ;
$$

that is,

$$
x_{0}^{2}\left(1+\lambda a_{0}^{2}\right)+b x_{0} x_{1}+\left(c+\lambda a_{1}^{2}\right) x_{1}^{2}=0
$$

or

$$
x^{2}+x+d=0
$$

where

$$
x=\left(1+\lambda a_{0}^{2}\right) x_{0} /\left(b x_{1}\right), \quad d=\left(1+\lambda a_{0}^{2}\right)\left(c+\lambda a_{1}^{2}\right) / b^{2} .
$$

So

$$
d=e_{0}+e_{1} \lambda+e_{2} \lambda^{2},
$$

where

$$
e_{0}=c / b^{2}, \quad e_{1}=\left(c a_{0}^{2}+a_{1}^{2}\right) / b^{2}, \quad e_{2}=a_{0}^{2} a_{1}^{2} / b^{2}
$$

Also, $e_{1}+\sqrt{e_{2}}=\left(c a_{0}^{2}+b a_{0} a_{1}+a_{1}^{2}\right) / b^{2} \neq 0$, since $X^{2}+b X+c$ is irreducible.
Now, $x^{2}+x+d=0$ has two solutions or none in $\mathbf{F}_{2^{h}}$ as $T(d)=0$ or 1 , where

$$
T(d)=d+d^{2}+d^{4}+\cdots+d^{2^{h-1}}
$$

The trace function $T$ from $\mathbf{F}_{2^{h}}$ onto $\mathbf{F}_{2}$ is an additive homomorphism, and satisfies

$$
\begin{aligned}
T(u+v) & =T(u)+T(v) \\
T\left(u^{2}\right) & =T(u)^{2}=T(u)
\end{aligned}
$$

Also, since $X^{2}+b X+c$ is irreducible, so is $X^{2}+X+c / b^{2}$, whence $T\left(e_{0}\right)=1$. Thus

$$
\begin{aligned}
T(d) & =T\left(e_{0}\right)+T\left(e_{1} \lambda\right)+T\left(e_{2} \lambda^{2}\right)=1+T\left(e_{1} \lambda\right)+T\left(\sqrt{e_{2}} \lambda\right) \\
& =1+T\left(\left(e_{1}+\sqrt{e_{2}}\right) \lambda\right)
\end{aligned}
$$

Now, as $l \cap \mathcal{F}_{\lambda}=\emptyset$ for each $\lambda \in H$, so $T(d)=1$ for each $\lambda \in H$. Hence

$$
T\left(\left(e_{1}+\sqrt{e_{2}}\right) \lambda\right)=0, \quad \text { or } \quad T(\mu)=0
$$

where $\mu=\left(e_{1}+\sqrt{e_{2}}\right) \lambda$. The $\frac{1}{2} q$ solutions $\mu$ of this equation form an additive group, the kernel of the function $T$. So $H$ is also an additive group. The rest of the lemma follows as in Theorem 12.12 of PGOFF2.

It may be noted that, in this case, $\mathcal{K}^{\prime}$ is the complement of the dual of a regular oval, where a regular oval is defined to be a conic plus its nucleus.

Theorem 2.59. In $\mathrm{PG}(n, q)$, $n$ odd and $n \geq 5$, let $\mathcal{K}$ be a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$ containing a plane section of type IV and, for $q=4$, also no section of type I or II. Then $\mathcal{K}=\mathcal{R}_{n}$, the projection of the quadric $\mathcal{P}_{n+1}$ in $\mathrm{PG}(n+1, q)$ onto $\mathrm{PG}(n, q)$.

Proof. By Theorem 2.53, it must be shown that $\mathcal{K}$ comprises $\frac{1}{2} q+1$ quadrics of a pencil, one being a hyperplane $\Pi_{n-1}$ and the others cones $V_{i} \mathcal{P}_{n-1}, i=1,2, \ldots, \frac{1}{2} q$. From Theorem 2.47, $\mathcal{K}$ contains a unique hyperplane $\Pi_{n-1}$. If $P$ is any point of $\mathcal{K} \backslash \Pi_{n-1}$, then its support $\mathcal{S}_{P}$ in $\Pi_{n-1}$ is a quadric $\mathcal{P}_{n-1}$, by Theorem 2.56. Let $Q_{0}$ be the nucleus of $\mathcal{P}_{n-1}$; the line $P Q_{0}$ is a $\left(\frac{1}{2} q+1\right)$-secant of $\mathcal{K}$. So let $P^{\prime}$ be any point of $\mathcal{K} \cap P Q_{0}$ other than $P$ and $Q_{0}$, and let $S$ be any point of $\mathcal{S}_{P}$.

Suppose that $P^{\prime} S$ is not a line of $\mathcal{K}$. Consider the plane $\pi=P P^{\prime} S$. It contains the two $\left(\frac{1}{2} q+1\right)$-secants $P P^{\prime}$ and $P^{\prime} S$, and the two $(q+1)$-secants $P S$ and $S Q_{0}$; so $\pi$ is a section of type IV. However, choose a solid $\Pi_{3}$ containing $\pi$ in such a way that $\Pi_{3} \cap \mathcal{P}_{n-1}$ is a conic $\mathcal{P}_{2}$. Then $\Pi_{3} \cap \mathcal{K}$ is an $\mathcal{R}_{3}$. As $\pi$ contains the nucleus $Q_{0}$ of the conic $\mathcal{P}_{2}$, it is of type V, from Table 19.5 of FPSOTD; this contradicts that $\pi$ is of type IV. So $P^{\prime} S$ is a line of $\mathcal{K}$. Hence $\mathcal{S}_{P^{\prime}}=\mathcal{S}_{P}=\mathcal{P}_{n-1}$.

Now it is shown that if, for $S, S^{\prime} \in \mathcal{P}_{n-1}$, the lines $P S$ and $P^{\prime} S^{\prime}$ intersect, then $S=S^{\prime}$. Suppose that $S \neq S^{\prime}$ and that $P S \cap P^{\prime} S^{\prime}=T$. The plane $\pi$ containing $P S$ and $P^{\prime} S^{\prime}$ contains $Q_{0}$ and therefore it is of type V. However, $\pi$ contains the three lines $P S, P^{\prime} S^{\prime}$ and $S Q_{0}$, which are not concurrent, a contradiction. Hence $S=S^{\prime}$.

This means that if $P_{1}$ and $P_{2}$ are any two points on $P Q_{0} \cap \mathcal{K}$ other than $Q_{0}$, then the two cones $P_{1} \mathcal{P}_{n-1}$ and $P_{2} \mathcal{P}_{n-1}$, where $P_{i} \mathcal{P}_{n-1}$ comprises the points on all joins $P_{i} Q$ for $Q$ in $\mathcal{P}_{n-1}$, intersect exactly in $\mathcal{P}_{n-1}$. So, if

$$
P Q_{0} \cap \mathcal{K}=\left\{Q_{0}, P_{1}, P_{2}, \ldots, P_{q / 2}\right\}
$$

where $P$ is some $P_{i}$, say $P_{1}$, define

$$
\mathcal{K}_{0}=\Pi_{n-1} \cup \bigcup_{i=1}^{q / 2} P_{i} \mathcal{P}_{n-1}
$$

Then $\mathcal{K}_{0} \subset \mathcal{K}$ and

$$
\begin{aligned}
\left|\mathcal{K}_{0}\right| & =\left(q^{n}-1\right) /(q-1)+\frac{1}{2} q+\frac{1}{2} q(q-1)\left|\mathcal{P}_{n-1}\right| \\
& =\left(q^{n}-1\right) /(q-1)+\frac{1}{2} q+\frac{1}{2} q(q-1)\left(q^{n-1}-1\right) /(q-1) \\
& =\frac{1}{2} q^{n}+\left(q^{n}-1\right) /(q-1) \\
& =k,
\end{aligned}
$$

by Theorem 2.57. So $\mathcal{K}_{0}=\mathcal{K}$.
Now coordinates are attached to $\mathcal{K}$. Let

$$
\begin{gathered}
\Pi_{n-1}=\mathbf{V}\left(X_{n}\right), \quad \mathcal{P}_{n-1}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}+\cdots+X_{n-2} X_{n-1}, X_{n}\right) \\
P_{i}=\mathbf{P}\left(\sqrt{\lambda_{i}}, 0, \ldots, 0,1\right)
\end{gathered}
$$

with $\lambda_{1}=0$. Then $Q_{0}=\mathbf{U}_{0}$ and

$$
P_{i} \mathcal{P}_{n-1}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}+\cdots+X_{n-2} X_{n-1}+\lambda_{i} X_{n}^{2}\right)
$$

Lemma 2.58 can be used to now show that $H=\left\{\lambda_{i} \mid i=1,2, \ldots, \frac{1}{2} q\right\}$ is an additive group. Select a plane $\Pi_{2}$ meeting $\Pi_{n-1}$ in a line skew to $\mathcal{P}_{n-1}$, namely,

$$
\Pi_{2}=\mathbf{V}\left(b X_{0}+c X_{1}+X_{2}, X_{3}, X_{4}, \ldots, X_{n-1}\right)
$$

where $X^{2}+b X+c$ is irreducible. Then

$$
\Pi_{2} \cap P_{i} \mathcal{P}_{n-1}=\mathbf{V}\left(X_{0}^{2}+b X_{0} X_{1}+c X_{1}^{2}+\lambda_{i} X_{n}^{2}, b X_{0}+c X_{1}+X_{2}, X_{3}, \ldots, X_{n-1}\right)
$$

So $\Pi_{2} \cap \mathcal{K}$ consists of the line $\Pi_{2} \cap \Pi_{n-1}$ plus $\frac{1}{2} q-1$ conics of a pencil plus the point $P_{1}$, the nucleus of each of the $\frac{1}{2} q-1$ conics. So $\Pi_{2} \cap \mathcal{K}$ is of type III containing a unisecant $l$, which is a 0 -secant of $\mathcal{K} \backslash \Pi_{n-1}$ and is not the line $\Pi_{2} \cap \Pi_{n-1}$ of the pencil. So, by the lemma, $H$ is an additive group. Thus, by Theorem $2.53, \mathcal{K}=\mathcal{R}_{n}$.

It remains to consider the case that $n$ is even. Let $\mathcal{K}$ be a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$ containing a hyperplane $\Pi_{n-1}$ and let $P \in \mathcal{K} \backslash \Pi_{n-1}$. Then, from Theorem $2.56, \mathcal{S}_{P}=\mathcal{H}_{n-1}$ or $\mathcal{E}_{n-1}$. Suppose it is shown when $\mathcal{S}_{P}=\mathcal{H}_{n-1}$ that $\mathcal{K}$ is projectively unique and so the projection of a quadric $\mathcal{H}_{n+1}$. Now take the other case and let $\mathcal{K}$ be such that $\mathcal{S}_{P}=\mathcal{E}_{n-1}$; then

$$
k=\frac{1}{2} q^{n}+q^{n-1}+q^{n-2}+\cdots+q+1-\frac{1}{2} q^{n / 2}
$$

and, with $\mathcal{Q}$ the residual of $\mathcal{K}$,

$$
\begin{aligned}
|\mathcal{Q}| & =\left(q^{n+1}-1\right) /(q-1)-k+\left(q^{n}-1\right) /(q-1) \\
& =\frac{1}{2} q^{n}+q^{n-1}+q^{n-2}+\cdots+q+1+\frac{1}{2} q^{n / 2}
\end{aligned}
$$

So, for $\mathcal{Q}$, the support of a point is an $\mathcal{H}_{n-1}$ and hence $\mathcal{Q}$ is the projection of $\mathcal{H}_{n+1}$. Thus $\mathcal{K}$ is projectively unique and so the projection of $\mathcal{E}_{n+1}$.

Theorem 2.60. In $\mathrm{PG}(n, q)$, n even and $n \geq 4$, let $\mathcal{K}$ be a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$ containing a plane section of type IV and, for $q=4$, also no section of type I or II. Then $\mathcal{K}$ is the projection of either a hyperbolic quadric $\mathcal{H}_{n+1}$ or an elliptic quadric $\mathcal{E}_{n+1}$ in $\mathrm{PG}(n+1, q)$ onto $\operatorname{PG}(n, q)$.

Proof. By Theorem 2.47, $\mathcal{K}$ contains a unique hyperplane $\Pi_{n-1}$. If $P$ is any point of $\mathcal{K} \backslash \Pi_{n-1}$, then its support $\mathcal{S}_{P}$ in $\Pi_{n-1}$ is a quadric $\mathcal{H}_{n-1}$ or $\mathcal{E}_{n-1}$, by Theorem 2.56. However, by the remark above, it suffices to consider the case that $\mathcal{S}_{P}=\mathcal{H}_{n-1}$. Now, by Theorem 2.53 , it must be shown that $\mathcal{K}$ comprises $\frac{1}{2} q+1$ quadrics of a pencil, one of which is the hyperplane $\Pi_{n-1}$, another the cone $P \mathcal{H}_{n-1}$ and the remainder parabolic quadrics $\mathcal{P}_{n}^{(i)}, i=1,2, \ldots, \frac{1}{2} q-1$, each of which contains $\mathcal{H}_{n-1}$ and has $P$ as its nucleus.

Each line $l$ through $P$ not joining $P$ to $\mathcal{H}_{n-1}$ meets $\Pi_{n-1}$ in a point of $\mathcal{K}$ and is therefore a $\left(\frac{1}{2} q+1\right)$-secant of $\mathcal{K}$ : it contains $\frac{1}{2} q-1$ points other than $P$ and the point of $\Pi_{n-1}$. The quadrics $\mathcal{P}_{n}^{(i)}$ are now constructed by suitably selecting from every such line $l$ one of the $\frac{1}{2} q-1$ points for each quadric.

Let $\Pi_{n-1}=\mathbf{u}_{n}$, let $P=\mathbf{U}_{n}$ and let

$$
\mathcal{S}_{P}=\mathcal{H}_{n-1}=\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}+\cdots+X_{n-2} X_{n-1}, X_{n}\right)
$$

In $\Pi_{n-1}$, take the line $l=\mathbf{V}\left(X_{0}+X_{1}, X_{2}+X_{3}, X_{4}, \ldots, X_{n}\right)$. Then $l \cap \mathcal{S}_{P}=\{R\}$, where $R=\mathbf{P}(1,1,1,1,0, \ldots, 0)$. If $l^{\prime}$ is any line in $\Pi_{n-1}$ not on $\mathcal{S}_{P}$, then in the plane $P l^{\prime}$ there are through $P$ two, one or no lines of $\mathcal{K}$ and respectively $q-1, q$ or $q+1$ lines $\left(\frac{1}{2} q+1\right)$-secant to $\mathcal{K}$ according as $\left|l^{\prime} \cap \mathcal{S}_{P}\right|=2,1$ or 0 ; the plane $P l^{\prime}$ meets $\mathcal{K}$ correspondingly in a section of type IV, V or III. In particular, $P l$ meets $\mathcal{K}$ in a section of type V . The line $l$ contains the point $Q=\mathbf{P}(0,0,1,1,0, \ldots, 0)$ in $\Pi_{n-1}$. So

$$
P Q \cap \mathcal{K}=\left\{T_{\lambda}=\mathbf{P}(0,0, \lambda, \lambda, 0, \ldots, 0,1) \mid \lambda \in H \cup\{\infty\}\right\}
$$

where $|H|=\frac{1}{2} q$ and $T_{\infty}=Q$. Consider, for $\lambda \neq \infty$, the line

$$
l_{\lambda}=R T_{\lambda}=\left\{M_{\mu \lambda}=\mathbf{P}(\mu, \mu, \mu+\lambda, \mu+\lambda, 0, \ldots, 0,1) \mid \mu \in \mathbf{F}_{q} \cup\{\infty\}\right\}
$$

of $\mathcal{K}$, where $M_{\infty \lambda}=R$. Define, for $\mu \neq \infty$ and $\lambda \neq 0, \infty$, the set

$$
\mathcal{N}_{\mu \lambda}=\mathcal{S}_{P} \cap \mathcal{S}_{M_{\mu \lambda}} .
$$

Then, for any point $N \in \mathcal{N}_{\mu \lambda}$, the lines $N P, N M_{\mu \lambda}$ and $\Pi_{n-1} \cap N P M_{\mu \lambda}$ are all lines of $\mathcal{K}$. As $\pi=N P M_{\mu \lambda}$ contains the $\left(\frac{1}{2} q+1\right)$-secant $P M_{\mu \lambda}$ and three concurrent lines of $\mathcal{K}$, it follows that $\pi \cap \mathcal{K}$ is of type V and $\Pi_{n-1} \cap \pi$ is a tangent to $\mathcal{S}_{P}$.

The point $S_{\mu \lambda}=\Pi_{n-1} \cap P M_{\mu \lambda}=\mathbf{P}(\mu, \mu, \mu+\lambda, \mu+\lambda, 0, \ldots, 0)$ lies on $l$. Then, not only is $N S_{\mu \lambda}=\Pi_{n-1} \cap \pi$ a tangent to $\mathcal{S}_{P}$, but conversely, if $S_{\mu \lambda} V$ is a tangent to $\mathcal{S}_{P}$ with point of contact $V$, then $V \in \mathcal{N}_{\mu \lambda}$. Thus $\mathcal{N}_{\mu \lambda}$ is the set of contact points of the tangents to $\mathcal{S}_{P}$ from $S_{\mu \lambda}$. Let $\mathcal{M}_{\mu \lambda}$ be the cone with vertex $M_{\mu \lambda}$ and base $\mathcal{N}_{\mu \lambda}$, and let $\Gamma=\bigcup_{\mu \in \mathbf{F}_{q}} \mathcal{M}_{\mu \lambda}$. Now

$$
\mathcal{N}_{\mu \lambda}=\left\{\mathbf{P}\left(y_{0}, y_{1}, \ldots, y_{n-1}, 0\right) \mid F=G=0\right\}
$$

where

$$
F=\mu\left(y_{0}+y_{1}\right)+(\mu+\lambda)\left(y_{2}+y_{3}\right), \quad G=y_{0} y_{1}+y_{2} y_{3}+\cdots+y_{n-2} y_{n-1}
$$

Fig. 2.1. The structure of $\mathcal{K}$


So

$$
\begin{gathered}
\mathcal{M}_{\mu \lambda}=\left\{\mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{n}\right) \mid x_{0}=\mu+t y_{0}, x_{1}=\mu+t y_{1}, x_{2}=\mu+\lambda+t y_{2}\right. \\
x_{3}=\mu+\lambda+t y_{3}, x_{4}=t y_{4}, \ldots, x_{n-1}=t y_{n-1}, x_{n}=1, \\
\left.F=G=0, t \in \mathbf{F}_{q} \cup\{\infty\}\right\}
\end{gathered}
$$

Elimination of $\mu, t, y_{0}, y_{1}, \ldots, y_{n-1}$ from the equations for $\mathcal{M}_{\mu \lambda}$ and homogenisation give $G_{\lambda}\left(x_{0}, x_{1}, \ldots, x_{n}\right)=0$, where

$$
G_{\lambda}=X_{0} X_{1}+X_{2} X_{3}+\cdots+X_{n-2} X_{n-1}+\lambda^{2} X_{n}^{2}
$$

Thus $\Gamma_{\lambda}$ is a subset of the quadric $\mathcal{Q}_{\lambda}=\mathbf{V}\left(G_{\lambda}\right)$, where $\lambda \in H \backslash\{0\}$.
Each $\mathcal{N}_{\mu \lambda}$ is a $\mathcal{P}_{n-2}$, whence

$$
\left|\mathcal{N}_{\mu \lambda}\right|=q^{n-3}+q^{n-4}+\cdots+q+1
$$

Further,

$$
\begin{aligned}
\mathcal{N}_{\mu \lambda} \cap \mathcal{N}_{\rho \lambda} & =\mathbf{V}\left(X_{0}+X_{1}, X_{2}+X_{3}, X_{n}, X_{0} X_{1}+X_{2} X_{3}+\cdots+X_{n-2} X_{n-1}\right) \\
& =R \mathcal{P}_{n-4}
\end{aligned}
$$

for $\mu \neq \rho$. So, if $\mathcal{N}=\bigcap_{\mu \in \mathbf{F}_{q}} \mathcal{N}_{\mu \lambda}$, then $\mathcal{N}=R \mathcal{P}_{n-4}$ and

$$
|\mathcal{N}|=q^{n-4}+q^{n-5}+\cdots+q+1
$$

As $\mathcal{N}_{\mu \lambda}$ is a $\mathcal{P}_{n-2}$ and $\mathcal{M}_{\mu \lambda}=M_{\mu \lambda} \mathcal{N}_{\mu \lambda}$, it follows that

$$
\left|\mathcal{N}_{\mu \lambda}\right|=q^{n-2}+q^{n-3}+\cdots+q+1 .
$$

Also, for any point $N$ in $\mathcal{N} \backslash\{R\}$, the plane $R T_{\lambda} N$ is on $\mathcal{K}$, whence, for $\mu \neq \rho$,

$$
T_{\lambda} \mathcal{N} \subset \mathcal{M}_{\mu \lambda} \cap \mathcal{M}_{\rho \lambda}
$$

Conversely, if $M \in \mathcal{M}_{\mu \lambda} \cap \mathcal{M}_{\rho \lambda}$ for $\mu \neq \rho$ and $M \notin R T_{\lambda}$, then $M R T_{\lambda} \cap \Pi_{n-1}$ is a line of $\mathcal{N}$, and so the plane $M R T_{\lambda}$ is on $\mathcal{K}$, whence $M \in T_{\lambda} \mathcal{N}$. This means that $\mathcal{M}_{\mu \lambda} \cap \mathcal{M}_{\rho \lambda}=T_{\lambda} \mathcal{N}$; this fact is also obtainable from the equations for $\mathcal{M}_{\mu \lambda}, \mathcal{M}_{\rho \lambda}, T_{\lambda} \mathcal{N}$. Therefore

$$
\mathcal{M}=\bigcap_{\mu \in \mathbf{F}_{q}} \mathcal{M}_{\mu \lambda}=T_{\lambda} \mathcal{N} \quad \text { and } \quad|\mathcal{M}|=q^{n-3}+q^{n-4}+\cdots+q+1
$$

Thus

$$
\left|\Gamma_{\lambda}\right|=q\left(\left|\mathcal{M}_{\mu \lambda}\right|-|\mathcal{M}|\right)+|\mathcal{M}|=q^{n-1}+q^{n-3}+q^{n-4}+\cdots+q+1
$$

In fact, $\mathcal{Q}_{\lambda} \backslash \Gamma_{\lambda}$ consists of $q^{n-3}$ lines through $R$. So let $g$ be a line of $\mathcal{Q}_{\lambda}$ through $R$ other than $l_{\lambda}$. If $g \subset \Pi_{n-1}$, then $g$ is on $\mathcal{K}$. Assume therefore that $g \not \subset \Pi_{n-1}$. If $g l_{\lambda}$ is a plane of $\mathcal{Q}_{\lambda}$, then $g l_{\lambda} \cap \Pi_{n-1}$ is a line of $\mathcal{S}_{P}$, where $\mathcal{S}_{P} \subset \mathcal{Q}_{\lambda}$. It now follows that $g l_{\lambda} \subset T_{\lambda} \mathcal{N}$ and so $g \subset \mathcal{K}$.

If the plane $g l_{\lambda}$ is not on $\mathcal{Q}_{\lambda}$, then let $\Pi_{3}$ be a solid containing $g l_{\lambda}$ and intersecting $\mathcal{Q}_{\lambda}$ in a hyperbolic quadric $\mathcal{H}_{3}$. The latter contains one line other than $l_{\lambda}$ of each $\mathcal{M}_{\rho \lambda}$ for $\rho \in \mathbf{F}_{q}$. These $q$ lines form with $g$ a regulus on $\mathcal{H}_{3}$. Let $g^{\prime}$ be a line other than $l_{\lambda}$ of the complementary regulus. Since $\left|g^{\prime} \cap \mathcal{K}\right| \geq q$, so $g^{\prime}$ is a line of $\mathcal{K}$ and $g \cap g^{\prime}$ is on $\mathcal{K}$, whence $g$ is on $\mathcal{K}$. Hence $\mathcal{Q}_{\lambda} \subset \mathcal{K}$.

Any two $\mathcal{Q}_{\lambda}$ intersect in $\mathcal{S}_{P}$. Thus $\Pi_{n-1} \cup P \mathcal{S}_{P} \cup \bigcup_{\lambda \in H \backslash\{0\}} \mathcal{Q}_{\lambda}$ is contained in $\mathcal{K}$ and has the same number of points as $\mathcal{K}$; so this set is $\mathcal{K}$. Therefore

$$
\mathcal{K}=\bigcup_{t \in H^{\prime} \cup\{\infty\}} \mathcal{F}_{t}
$$

where $\mathcal{F}_{t}=\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}+\cdots+X_{n-2} X_{n-1}+t X_{n}^{2}\right),\left|H^{\prime}\right|=\frac{1}{2} q$ and $0 \in H^{\prime}$; here $\mathcal{F}_{0}=P \mathcal{S}_{P}, \mathcal{F}_{\infty}=\Pi_{n-1}$.

Now, exactly as in the proof of Theorem 2.59, if a plane section of type III through $P$ is considered, Lemma 2.58 shows that $H^{\prime}$ is an additive subgroup of $\mathbf{F}_{q}$; for example, take the plane

$$
\Pi_{2}=\mathbf{V}\left(X_{0}+X_{1}, b X_{1}+c X_{2}+X_{3}, X_{4}, \ldots, X_{n-1}\right)
$$

where $X^{2}+b X+c$ is irreducible. Then, by Theorem 2.53, $\mathcal{K}$ is the projection of $\mathcal{H}_{n+1}$; that is, $\mathcal{K}=\mathcal{R}_{n}^{+}$.

Theorem 2.61. In $\mathrm{PG}(n, q)$ with $n \geq 3$ and $q>4$, a non-singular $k_{r, n, q}$ with $3 \leq r \leq q-1$ is either a non-singular Hermitian variety with $r=\sqrt{q}+1$ or the projection of a non-singular quadric in $\mathrm{PG}(n+1, q)$ with $r=\frac{1}{2} q+1$.

Proof. The case $n=3$ was summarised in Theorem 2.25. When $n \geq 4$ and the set has no plane section of type IV, the result is given by Theorem 2.46 ; when $n \geq 4$ and the set has a plane section of type IV, the result is given by Theorems 2.59 and 2.60.

This theorem can be reworded as follows.
Corollary 2.62. The projectively distinct non-singular sets $k_{r, n, q}$ in $\mathrm{PG}(n, q)$, with $n \geq 3$, with $3 \leq r \leq q-1$ and with $q>4$, are given in Table 2.4.

Table 2.4. Types of $k_{r, n, q}$

|  |  | $n$ odd | $n$ even |
| :--- | :--- | :--- | :--- |
| $q=p^{h}, p>2$ | $h$ odd | - |  |
|  | $h$ even | $\mathcal{U}_{n}$ | $\mathcal{U}_{n}$ |
| $q=2^{h}$ | $h$ odd | $\mathcal{R}_{n}$ | $\mathcal{R}_{n}^{+}, \mathcal{R}_{n}^{-}$ |
|  | $h$ even | $\mathcal{U}_{n}, \mathcal{R}_{n}$ | $\mathcal{U}_{n}, \mathcal{R}_{n}^{+}, \mathcal{R}_{n}^{-}$ |

### 2.7 Notes and references

## Sections 2.1-2.3

Although the theory of Hermitian forms over finite fields and their associated semilinear groups is already contained in books such as Jordan [188] and Dickson [119], the first accounts with greater emphasis on the geometry rather than the group theory were given independently by Bose and Chakravarti [37] and in the monumental paper of Segre [279]. These sections follow in style the early sections on quadrics. See also De Bruyn [84].

In Section 19.3 of FPSOTD, regular systems of lines on $\mathcal{U}\left(3, q^{2}\right)$ are considered. The only type that exists is a hemisystem; this is a subset $\mathcal{L}$ of the generators of $\mathcal{U}\left(3, q^{2}\right)$ such that through every point of $\mathcal{U}\left(3, q^{2}\right)$ there pass exactly $(q+1) / 2$ lines of $\mathcal{L}$. Segre [279]constructed a hemisystem in the case $q=3$. In 2005, Cossidente and Penttila [77] constructed hemisystems for all odd $q$. See also Cossidente and Penttila [78] and Bamberg, Giudici and Royle [12].

## Section 2.4

The proof of Theorem 2.22, which is Witt's theorem, follows the treatment of Segre [279]. The fundamental formula of Theorem 2.23 is due to Wan and Yang [396], although they give a different proof.

## Sections 2.5-2.6

These sections on the characterisation of Hermitian varieties as well as sets of type $(1, r, q+1)$ are an amalgamation of Tallini Scafati [308], Hirschfeld and Thas [179, 178], and Glynn [139].

Lemma 2.54 was considerably improved by Brown [45]: a $\left(q^{2}+1\right)$-cap $\mathcal{K}$ in $\operatorname{PG}(3, q), q$ even and $q \neq 2$, containing at least one conic is an elliptic quadric $\mathcal{E}_{3}$.

For other characterisations of Hermitian varieties by intersection numbers, see De Winter and Schillewaert [104] and Schillewaert and Thas [271].

## Grassmann varieties

### 3.1 Plücker and Grassmann coordinates

Let $\Pi_{r}$ be an $r$-space in $\operatorname{PG}(n, K), n \geq 3,1 \leq r \leq n-2$, and let

$$
\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)
$$

with $x^{(i)}=\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{n}^{i}\right)$, be $r+1$ linearly independent points of $\Pi_{r}$. Write

$$
T_{x}=\left[\begin{array}{cccc}
x_{0}^{0} & x_{1}^{0} & \cdots & x_{n}^{0} \\
x_{0}^{1} & x_{1}^{1} & \cdots & x_{n}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
x_{0}^{r} & x_{1}^{r} & \cdots & x_{n}^{r}
\end{array}\right] .
$$

Also, write $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$, or $\left(i_{0} i_{1} \cdots i_{r}\right)$ if no confusion is possible, for the determinant of order $r+1$ whose columns are the $\left(i_{0}+1\right)$-th, $\left(i_{1}+1\right)$-th,..., $\left(i_{r}+1\right)$-th columns of the matrix $T_{x}$ with $i_{0}, i_{1}, \ldots, i_{r} \in\{0,1, \ldots, n\}$. If two of the $i_{j}$ are interchanged the sign of $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ changes, and if two of the $i_{j}$ are equal then $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}=0$. Note also that at least one of the determinants $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ is not zero.

Lemma 3.1. Let $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$ and $\mathbf{P}\left(y^{(0)}\right), \mathbf{P}\left(y^{(1)}\right), \ldots, \mathbf{P}\left(y^{(r)}\right)$ be two sets of $r+1$ linearly independent points of the $r$-space $\Pi_{r}$ of $\mathrm{PG}(n, K)$, where $n \geq 3$ and $1 \leq r \leq n-2$. Then $\left(i_{0} i_{1} \cdots i_{r}\right)_{y}=t\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ for some $t \in K \backslash\{0\}$ which is independent of $i_{0}, i_{1}, \ldots, i_{r}$.

Proof. First, $T_{y}=T T_{x}$ with $T=\left(t_{i j}\right)$ a non-singular $(r+1) \times(r+1)$ matrix over $K$. Hence, if $t=|T| \neq 0$, then $\left(i_{0} i_{1} \cdots i_{r}\right)_{y}=t\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ for any $i_{0}, i_{1}, \ldots, i_{r}$ in $\{0,1, \ldots, n\}$.

Now choose $\mathbf{c}(n+1, r+1)$ ordered $(r+1)$-tuples $\left(i_{0}, i_{1}, \ldots, i_{r}\right)$ such that $i_{0}, i_{1}, \ldots, i_{r}$ are distinct elements of $\{0,1, \ldots, n\}$ and such that the $\left\{i_{0}, i_{1}, \ldots, i_{r}\right\}$
are all subsets of order $r+1$ of $\{0,1, \ldots, n\}$. Further, order the set $\mathcal{V}$ of these $(r+1)$ tuples.

Reconsider the $r+1$ linearly independent points $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$ of $\Pi_{r}$. Then a coordinate vector of $\Pi_{r}$ is

$$
L=\left(l_{0}, l_{1}, \ldots, l_{\mathbf{c}(n+1, r+1)-1}\right),
$$

where the $l_{j}$ are the elements $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ with $\left(i_{0}, i_{1}, \ldots, i_{r}\right)$ in $\mathcal{V}$ in the given order. These elements $l_{j}$ are the coordinates of the $r$-space $\Pi_{r}$ of $\mathrm{PG}(n, K)$. By Lemma 3.1, $L$ is determined by $\Pi_{r}$ up to a factor of proportion. Write

$$
\Pi_{r}=\Pi_{r}(L)
$$

For $n=3$ and $r=1$ these coordinates were introduced in Section 15.2 of FPSOTD. In this case, the coordinates are also called Plücker coordinates. In the general case they are called Grassmann coordinates.

Consider a projectivity $\xi$ of $\operatorname{PG}(n, K)$ with matrix $A$, and let $\Pi_{r} \xi=\Pi_{r}^{\prime}$ with $\Pi_{r}=\Pi_{r}(L)$ and $\Pi_{r}^{\prime}=\Pi_{r}\left(L^{\prime}\right)$. By a standard matrix manipulation as in Lemma 15.2.8 of FPSOTD,

$$
t L^{\prime}=L \tilde{A}
$$

where $t \in K \backslash\{0\}$ and where the elements of $\tilde{A}$ are, up to the sign, minors of order $r+1$ of the matrix $A$. Also, $\tilde{A}$ is non-singular.

Next let $\boldsymbol{\pi}\left(u^{(0)}\right), \boldsymbol{\pi}\left(u^{(1)}\right), \ldots, \boldsymbol{\pi}\left(u^{(n-r-1)}\right)$ be $n-r$ linearly independent hyperplanes containing the $r$-space $\Pi_{r}$ of $\operatorname{PG}(n, K)$, where $u^{(i)}=\left(u_{0}^{i}, u_{1}^{i}, \ldots, u_{n}^{i}\right)$. Write

$$
T_{u}=\left[\begin{array}{cccc}
u_{0}^{0} & u_{1}^{0} & \cdots & u_{n}^{0} \\
u_{0}^{1} & u_{1}^{1} & \cdots & u_{n}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
u_{0}^{n-r-1} & u_{1}^{n-r-1} & \cdots & u_{n}^{n-r-1}
\end{array}\right]
$$

Also, write $\left(j_{0} j_{1} \cdots j_{n-r-1}\right)_{u}$, or $\left(j_{0} j_{1} \cdots j_{n-r-1}\right)$ if no confusion is possible, for the determinant of order $n-r$ whose columns coincide with the $\left(j_{0}+1\right)$-th, $\left(j_{1}+1\right)$-th, $\ldots,\left(j_{n-r-1}+1\right)$-th columns of the matrix $T_{u}$, with $j_{0}, j_{1}, \ldots, j_{n-r-1}$ in $\{0,1, \ldots, n\}$. At least one of the $n-r$ determinants $\left(j_{0} j_{1} \cdots j_{n-r-1}\right)$ is not zero.

For each element $\left(i_{0}, i_{1}, \ldots, i_{r}\right)$ of $\mathcal{V}$ an $(n-r)$-tuple $\left(j_{0}, j_{1}, \ldots, j_{n-r-1}\right)$ is chosen so that

$$
\left(i_{0}, i_{1}, \ldots, i_{r}, j_{0}, j_{1}, \ldots, j_{n-r-1}\right)
$$

is an even permutation of $(0,1, \ldots, n)$. The set of these ordered $(n-r)$-tuples, which number $\mathbf{c}(n+1, r+1)=\mathbf{c}(n+1, n-r)$, is denoted by $\mathcal{W}$. Then the ordering of $\mathcal{V}$ induces an ordering of $\mathcal{W}$.

Consider again the $n-r$ linearly independent hyperplanes containing $\Pi_{r}$. Then a dual coordinate vector of $\Pi_{r}$ is

$$
\hat{L}=\left(\hat{l}_{0}, \hat{l}_{1}, \ldots, \hat{l}_{\mathbf{c}(n+1, r+1)-1}\right),
$$

where the $\hat{l}_{i}$ are the elements $\left(j_{0} j_{1} \cdots j_{n-r-1}\right)_{u}$ with $\left(j_{0}, j_{1}, \ldots, j_{n-r-1}\right)$ in $\mathcal{W}$ in the given order. By the dual of Lemma 3.1, $\hat{L}$ is determined by $\Pi_{r}$ up to a factor of proportion.

Lemma 3.2. The coordinates $\rho l_{i}=\hat{l}_{i}$ for $i=0,1, \ldots, \mathbf{c}(n+1, r+1)-1$; that is, up to a factor of proportion, $\hat{L}$ is $L$.

Proof. Let $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$ be $r+1$ linearly independent points of $\Pi_{r}$ with $x^{(i)}=\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{n}^{i}\right), i=0,1, \ldots, r$. The $l_{j}$ are of the form $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$. Consider $n-r$ points $\mathbf{P}\left(x^{(r+1)}\right), \mathbf{P}\left(x^{(r+2)}\right), \ldots, \mathbf{P}\left(x^{(n)}\right)$ of $\mathrm{PG}(n, K)$ such that $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(n)}\right)$, with

$$
x^{(i)}=\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{n}^{i}\right), \quad i=r+1, r+2, \ldots, n
$$

are linearly independent. As hyperplanes $\boldsymbol{\pi}\left(u^{(0)}\right), \boldsymbol{\pi}\left(u^{(1)}\right), \ldots, \boldsymbol{\pi}\left(u^{(n-r-1)}\right)$ choose

$$
\Pi_{r} \mathbf{P}\left(x^{(r+1)}\right) \mathbf{P}\left(x^{(r+2)}\right) \cdots \mathbf{P}\left(x^{(r+i-1)}\right) \mathbf{P}\left(x^{(r+i+1)}\right) \cdots \mathbf{P}\left(x^{(n)}\right)
$$

with $i=1,2, \ldots, n-r$. So, for $u_{j}^{i}$ take the cofactor of $x_{j}^{r+i+1}$ in the matrix

$$
D=\left[\begin{array}{cccc}
x_{0}^{0} & x_{1}^{0} & \cdots & x_{n}^{0} \\
x_{0}^{1} & x_{1}^{1} & \cdots & x_{n}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
x_{0}^{n} & x_{1}^{n} & \cdots & x_{n}^{n}
\end{array}\right]
$$

$j=0,1, \ldots, n$ and $i=0,1, \ldots, n-r-1$. If $E$ is the matrix obtained from $D$ by replacing each element $x_{j}^{i}$ by its cofactor, then each minor of order $n-r$ of $E$ is equal to the product of $|D|^{n-r-1}$ and the algebraic complement of the similarly placed minor in the matrix $D$. Hence

$$
\left(j_{0} j_{1} \cdots j_{n-r-1}\right)_{u}=|D|^{n-r-1}(-1)^{d}\left(i_{0} i_{1} \cdots i_{r}\right)_{x}
$$

where

$$
\left\{j_{0}, j_{1}, \ldots, j_{n-r-1}\right\} \cup\left\{i_{0}, i_{1}, \ldots, i_{r}\right\}=\{0,1, \ldots, n\}
$$

with $j_{0}<j_{1}<\cdots<j_{n-r-1}, i_{0}<i_{1}<\cdots<i_{r}$, and

$$
d=i_{0}+i_{1}+\cdots+i_{r}+r+1+(r+2)(r+1) / 2 .
$$

Now the result follows.
If $n=2 r+1$ then often the ordering in $\mathcal{W}$ is chosen in such a way that $\rho l_{i}=\hat{l}_{i+\mathbf{c}(2 r+2, r+1) / 2}$, where indices are taken modulo $\mathbf{c}(2 r+2, r+1)$. Hence, if $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ is a coordinate of $\Pi_{r}$ and $\left(j_{0} j_{1} \cdots j_{r}\right)_{u}$ is a dual coordinate of $\Pi_{r}^{\prime}$, then their positions differ by $\mathbf{c}(2 r+2, r+1) / 2$, where

$$
\left|\left\{i_{0}, i_{1}, \ldots, i_{r}\right\} \cup\left\{j_{0}, j_{1}, \ldots, j_{r}\right\}\right|=2 r+2
$$

In Lemma 3.3, for $n=2 r+1$ and $r$ even, the following condition is not imposed: for a coordinate $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ of $\Pi_{r}$ and a dual coordinate $\left(j_{0} j_{1} \cdots j_{r}\right)_{u}$ of $\Pi_{r}$ with $\left|\left\{i_{0}, i_{1}, \ldots, i_{r}\right\} \cup\left\{j_{0}, j_{1}, \ldots, j_{r}\right\}\right|=n+1$, the permutation

$$
\left(i_{0}, i_{1}, \ldots, i_{r}, j_{0}, j_{1}, \ldots, j_{r}\right)
$$

has to be even.
Lemma 3.3. Let $\Pi_{r}$ be an $r$-space of $\operatorname{PG}(n, K)$ with coordinates $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ for $n \geq 3$. Also, let $\Pi_{n-r-1}$ be an $(n-r-1)$-space with dual coordinates $\left(i_{0} i_{1} \cdots i_{r}\right)_{u}$, where $1 \leq r \leq n-2$. Then $\Pi_{r} \cap \Pi_{n-r-1} \neq \emptyset$ if and only if

$$
\sum\left(i_{0} i_{1} \cdots i_{r}\right)_{x}\left(i_{0} i_{1} \cdots i_{r}\right)_{u}=0
$$

Proof. Choose $r+1$ linearly independent points $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$ in $\Pi_{r}$ and $n-r$ linearly independent points $\mathbf{P}\left(y^{(0)}\right), \mathbf{P}\left(y^{(1)}\right), \ldots, \mathbf{P}\left(y^{(n-r-1)}\right)$ in $\Pi_{n-r-1}$. Let

$$
\Delta=\left|\begin{array}{cccc}
x_{0}^{0} & x_{1}^{0} & \cdots & x_{n}^{0} \\
x_{0}^{1} & x_{1}^{1} & \cdots & x_{n}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
x_{0}^{r} & x_{1}^{r} & \cdots & x_{n}^{r} \\
y_{0}^{0} & y_{1}^{0} & \cdots & y_{n}^{0} \\
y_{0}^{1} & y_{1}^{1} & \cdots & y_{n}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
y_{0}^{n-r-1} & y_{1}^{n-r-1} & \cdots & y_{n}^{n-r-1}
\end{array}\right| .
$$

Then $\Pi_{r} \cap \Pi_{n-r-1} \neq \emptyset$ if and only if $\Delta=0$. By the Laplace expansion of $\Delta$ along the first $r+1$ rows and by Lemma 3.2 the required result is immediate.

Corollary 3.4. Let $\Pi_{r}$ be an $r$-space of $\mathrm{PG}(n, K)$, where $1 \leq r \leq n-2$ and $n \geq 3$, with coordinate vector $L=\left(l_{0}, l_{1}, \ldots\right)$. If $l_{k}=\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ then $l_{k}=0$ if and only if $\Pi_{r} \cap \mathbf{U}_{i_{r+1}} \mathbf{U}_{i_{r+2}} \cdots \mathbf{U}_{i_{n}} \neq \emptyset$, where $\left\{i_{0}, i_{1}, \ldots, i_{n}\right\}=\{0,1, \ldots, n\}$.

Proof. Let $\mathbf{U}_{i_{r+1}} \mathbf{U}_{i_{r+2}} \cdots \mathbf{U}_{i_{n}}=\Pi_{n-r-1}$. As $\Pi_{n-r-1}=\mathbf{V}\left(X_{i_{0}}, X_{i_{1}}, \ldots, X_{i_{r}}\right)$, the space $\Pi_{n-r-1}$ has $\left(j_{0} j_{1} \cdots j_{r}\right)_{u} \neq 0$ if and only if

$$
\left\{j_{0}, j_{1}, \ldots, j_{r}\right\}=\left\{i_{0}, i_{1}, \ldots, i_{r}\right\}
$$

By Lemma 3.3, $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}=0$ if and only if $\Pi_{r} \cap \Pi_{n-r-1} \neq \emptyset$.
Lemma 3.5. Let $\Pi_{r}$ be an $r$-space of $\mathrm{PG}(n, K)$, where $1 \leq r \leq n-2$ and $n \geq 3$, and let $\Pi_{r} \cap \mathbf{V}\left(X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{r}}\right)$ be a point $\mathbf{P}(x)$, where $i_{1}, \ldots, i_{r}$ are distinct elements of $\{0,1, \ldots, n\}$. If $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$ are linearly independent points of $\Pi_{r}$, where $x^{(i)}=\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{n}^{i}\right)$, then up to a factor of proportion

$$
x=\left(\left(0 i_{1} \cdots i_{r}\right)_{x},\left(1 i_{1} \cdots i_{r}\right)_{x}, \ldots,\left(n i_{1} \cdots i_{r}\right)_{x}\right) .
$$

Proof. Since $\Pi_{r} \cap \mathbf{V}\left(X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{r}}\right)$ is a point $P=\mathbf{P}(x)$, there is at least one hyperplane $\mathbf{V}\left(X_{i}\right)$ not containing $\mathbf{P}(x)$ for some $i$ in $\{0,1, \ldots, n\}$. Then, by Corollary 3.4, $\left(i i_{1} i_{2} \cdots i_{r}\right)_{x} \neq 0$. Hence the matrix

$$
D=\left[\begin{array}{cccc}
x_{i_{1}}^{0} & x_{i_{2}}^{0} & \cdots & x_{i_{r}}^{0} \\
x_{i_{1}}^{1} & x_{i_{2}}^{1} & \cdots & x_{i_{r}}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
x_{i_{1}}^{r} & x_{i_{2}}^{r} & \cdots & x_{i_{r}}^{r}
\end{array}\right]
$$

has rank $r$. If $x=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ is the coordinate vector of $P$, then there are elements $t_{0}, \ldots, t_{r}$ determined up to a factor of proportion and not all zero such that

$$
x_{i}=t_{0} x_{i}^{0}+t_{1} x_{i}^{1}+\cdots+t_{r} x_{i}^{r}
$$

$i=0,1, \ldots, n$. Since

$$
t_{0} x_{i_{s}}^{0}+t_{1} x_{i_{s}}^{1}+\cdots+t_{r} x_{i_{s}}^{r}=0
$$

$s=1,2, \ldots, r$ and since rank $D=r$, take for the $t_{j}$ the minors of order $r$ of $D$ with alternating signs. Hence, up to a factor of proportion, $x_{i}$ is $\left(i i_{1} i_{2} \cdots i_{r}\right)_{x}$ for $i=0,1, \ldots, n$.

Lemma 3.6. Let $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$, with $x^{(i)}=\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{n}^{i}\right)$, be $r+1$ linearly independent points of the $r$-space $\Pi_{r}$ of $\mathrm{PG}(n, K), 1 \leq r \leq n-2$ and $n \geq 3$. The point $\mathbf{P}(x)$, where $x=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$, is contained in $\Pi_{r}$ if and only if

$$
\begin{equation*}
x_{i_{0}}\left(i_{1} i_{2} \cdots i_{r+1}\right)_{x}-x_{i_{1}}\left(i_{0} i_{2} \cdots i_{r}\right)_{x}+\cdots+(-1)^{r+1} x_{i_{r+1}}\left(i_{0} i_{1} \cdots i_{r}\right)_{x}=0 \tag{3.1}
\end{equation*}
$$

for each choice of distinct $i_{0}, i_{1}, \ldots, i_{r+1}$ in $\{0,1, \ldots, n\}$.
Proof. The point $\mathbf{P}(x)$ is contained in $\Pi_{r}$ if and only if there exist elements $t_{0}, t_{1}, \ldots, t_{r}$ in $K$, not all zero, such that

$$
x=t_{0} x^{(0)}+t_{1} x^{(1)}+\cdots+t_{r} x^{(r)} .
$$

Equivalently,

$$
\begin{equation*}
x_{i}=t_{0} x_{0}^{i}+t_{1} x_{1}^{i}+\cdots+t_{r} x_{r}^{i}, \tag{3.2}
\end{equation*}
$$

$i=0,1, \ldots, n$. Since the rank of the $(r+1) \times(n+1)$ matrix with elements $x_{j}^{i}$ is equal to $r+1$, the system (3.2) of $n+1$ linear equations in $r+1$ unknowns has at least one solution if and only if all minors of order $r+2$ of the matrix

$$
\left[\begin{array}{cccc}
x_{0} & x_{1} & \cdots & x_{n} \\
x_{0}^{0} & x_{1}^{0} & \cdots & x_{n}^{0} \\
x_{0}^{1} & x_{1}^{1} & \cdots & x_{n}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
x_{0}^{r} & x_{1}^{r} & \cdots & x_{n}^{r}
\end{array}\right]
$$

are zero. Expanding these minors along the first row, the conditions (3.1) are obtained.

Theorem 3.7. For any $r$-space $\Pi_{r}$ of $\mathrm{PG}(n, K), 1 \leq r \leq n-1$ and $n \geq 3$,

$$
\begin{align*}
& \left(i_{0} i_{1} \cdots i_{r}\right)\left(j_{0} j_{1} \cdots j_{r}\right)-\left(j_{0} i_{1} \cdots i_{r}\right)\left(i_{0} j_{1} \cdots j_{r}\right) \\
& \quad+\left(j_{1} i_{1} \cdots i_{r}\right)\left(i_{0} j_{0} j_{2} \cdots j_{r}\right) \\
& \quad-\cdots+(-1)^{r+1}\left(j_{r} i_{1} \cdots i_{r}\right)\left(i_{0} j_{0} \cdots j_{r-1}\right)=0 \tag{3.3}
\end{align*}
$$

where $i_{0}, i_{1}, \ldots, i_{r}, j_{0}, j_{1}, \ldots, j_{r}$ are arbitrarily chosen elements in $\{0,1, \ldots, n\}$.
Proof. Assume that $\Pi_{r} \cap \mathbf{V}\left(X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{r}}\right)$, with $i_{1}, i_{2}, \ldots, i_{r}$ distinct, is a point $\mathbf{P}(x)$. By Lemma 3.5, up to a factor of proportion,

$$
x=\left(\left(0 i_{1} i_{2} \cdots i_{r}\right),\left(1 i_{1} i_{2} \cdots i_{r}\right), \ldots,\left(n i_{1} i_{2} \cdots i_{r}\right)\right) .
$$

Since $\mathbf{P}(x)$ belongs to $\Pi_{r}$, by Lemma 3.6,

$$
\begin{align*}
& \left(i_{0} i_{1} \cdots i_{r}\right)\left(j_{0} j_{1} \cdots j_{r}\right)-\left(j_{0} i_{1} \cdots i_{r}\right)\left(i_{0} j_{1} \cdots j_{r}\right) \\
& \quad+\left(j_{1} i_{1} \cdots i_{r}\right)\left(i_{0} j_{0} j_{2} \cdots j_{r}\right) \\
& \quad-\cdots+(-1)^{r+1}\left(j_{r} i_{1} \cdots i_{r}\right)\left(i_{0} j_{0} \cdots j_{r-1}\right)=0 \tag{3.4}
\end{align*}
$$

for any distinct $i_{0}, j_{0}, j_{1}, \ldots, j_{r}$.
If $\Pi_{r} \cap \mathbf{V}\left(X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{r}}\right)$, with $i_{1}, i_{2}, \ldots, i_{r}$ distinct, is at least of projective dimension one then, by Corollary 3.4, $\left(i i_{1} i_{2} \cdots i_{r}\right)=0$ for $i=0,1, \ldots, n$. Hence (3.4) is also satisfied in this case.

If $i_{1}, i_{2}, \ldots, i_{r}$ or $i_{0}, j_{0}, j_{1}, \ldots, j_{r}$ are not all distinct, then (3.4) is trivially satisfied. In conclusion, (3.4) is satisfied whenever $i_{0}, i_{1}, \ldots, j_{r}$ are arbitrarily chosen in $\{0,1, \ldots, n\}$.

By Theorem 3.7, the coordinates of $\Pi_{r}$ satisfy a number of quadratic relations. These relations (3.3) can also be written as follows:

$$
\begin{equation*}
\left(i_{0} i_{1} \cdots i_{r}\right)\left(j_{0} j_{1} \cdots j_{r}\right)=\sum_{s=0}^{r}\left(j_{s} i_{1} \cdots i_{r}\right)\left(j_{0} \cdots j_{s-1} i_{0} j_{s+1} \cdots j_{r}\right) . \tag{3.5}
\end{equation*}
$$

In particular, putting $j_{2}=i_{2}, \ldots, j_{r}=i_{r}$, (3.5) becomes

$$
\begin{align*}
&\left(i_{0} i_{1} \cdots i_{r}\right)\left(j_{0} j_{1} i_{2} \cdots i_{r}\right)=\left(j_{0} i_{1} \cdots i_{r}\right)\left(i_{0} j_{1} i_{2} \cdots i_{r}\right) \\
&+\left(j_{1} i_{1} \cdots i_{r}\right)\left(j_{0} i_{0} i_{2} \cdots i_{r}\right) . \tag{3.6}
\end{align*}
$$

These are the elementary quadratic relations. When $r=1$ or $r=n-2$, it follows that (3.5) and (3.6) are the same. For $r=1$, (3.6) was also derived in Lemma 15.2.2 of FPSOTD.

Now let $1<r<n-2$; in this case, $n \geq 5$. Suppose that $\left(k_{0} k_{1} \cdots k_{r}\right) \neq 0$ if and only if

$$
\left\{k_{0}, k_{1}, \ldots, k_{r}\right\}=\{0,1,2,6,7, \ldots, r+3\} \text { or }\{3,4,5,6,7, \ldots, r+3\}
$$

where $k_{0}, k_{1}, \ldots, k_{r} \in\{0,1, \ldots, n\}$. Then the relations (3.6) are satisfied. Since $(01267 \cdots r+3)(34567 \cdots r+3) \neq 0$, the relations (3.5) are not satisfied. Hence elements $\left(k_{0} k_{1} \cdots k_{r}\right)$, where

$$
\begin{equation*}
\left(k_{0} k_{1} k_{2} \cdots k_{r}\right)=-\left(k_{1} k_{0} k_{2} \cdots k_{r}\right), \quad\left(k_{0} k_{0} k_{2} \cdots k_{r}\right)=0 \tag{3.7}
\end{equation*}
$$

and similar relations, which satisfy the elementary quadratic relations and which are not all zero, do not necessarily correspond to some $r$-space of $\operatorname{PG}(n, K)$.

Theorem 3.8. Let $1 \leq r \leq n-2, n \geq 3$. If the elements $\left(k_{0} k_{1} \cdots k_{r}\right)$, where $k_{i} \in\{0,1, \ldots, n\}$, are not all zero and satisfy both (3.7) and the quadratic relations (3.5), then these elements correspond to exactly one $r$-space $\Pi_{r}$ of $\mathrm{PG}(n, K)$.

Proof. Suppose, for example, that $(01 \cdots r) \neq 0$. If there is an $r$-space $\Pi_{r}$ corresponding to the $\mathbf{c}(n+1, r+1)$ given elements, then, by Corollary 3.4,

$$
\Pi_{r} \cap \mathbf{V}\left(X_{0}, X_{1}, \ldots, X_{r}\right) \neq \emptyset
$$

Hence

$$
\Pi_{r} \cap \mathbf{V}\left(X_{0}, X_{1}, \ldots, X_{s-1}, X_{s+1}, \ldots, X_{r}\right)
$$

is a point $\mathbf{P}\left(x^{(s)}\right), s=0,1, \ldots, r$. By Lemma 3.5, up to a factor of proportion,

$$
x^{(s)}=\left(x_{0}^{s}, x_{1}^{s}, \ldots, x_{n}^{s}\right),
$$

where $x_{i}^{s}=(01 \cdots s-1 i s+1 \cdots r), s=0,1, \ldots, r$ and $i=0,1, \ldots, n$. Calculating the determinant

$$
\Delta=\left|x_{i}^{s}\right|, \quad i, s=0,1, \ldots, r
$$

it follows that $(01 \cdots r)^{r+1} \neq 0$. Hence the points $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$, are linearly independent. Now it is shown that, up to a factor of proportion, the given elements $\left(k_{0} k_{1} \cdots k_{r}\right)$ are the elements $\left(k_{0} k_{1} k_{2} \cdots k_{r}\right)_{x}$ corresponding to the points $\mathbf{P}\left(x^{(s)}\right)$ of $\Pi_{r}$; more precisely, it is shown that

$$
\begin{equation*}
\left(k_{0} k_{1} k_{2} \cdots k_{r}\right)_{x}=\left(k_{0} k_{1} k_{2} \cdots k_{r}\right)(01 \cdots r)^{r} . \tag{3.8}
\end{equation*}
$$

From above,

$$
\begin{equation*}
(01 \cdots r)_{x}=(01 \cdots r)^{r+1} \tag{3.9}
\end{equation*}
$$

Also,

$$
\begin{align*}
(01 \cdots s-1 i s+1 \cdots r)_{x} & =x_{i}^{s}(01 \cdots r)^{r}  \tag{3.10}\\
& =(01 \cdots s-1 i s+1 \cdots r)(01 \cdots r)^{r}
\end{align*}
$$

$s=0,1, \ldots, r$ and $i=0,1, \ldots, n$. Now proceed by induction on the number $\nu$ of $k_{j}$ in the set $\{r+1, r+2, \ldots, n\}$. Equation (3.8) is satisfied if $\nu=0$ or 1 . Without loss of generality, it must be shown that

$$
\begin{equation*}
\left(j_{1} j_{2} \cdots j_{\nu} \nu \nu+1 \cdots r\right)_{x}=\left(j_{1} j_{2} \cdots j_{\nu} \nu \nu+1 \cdots r\right)(01 \cdots r)^{r}, \tag{3.11}
\end{equation*}
$$

where $j_{1}, j_{2}, \ldots, j_{\nu} \in\{r+1, r+2, \ldots, n\}$ and $\nu>1$. Since both the elements $\left(k_{0} k_{1} k_{2} \cdots k_{r}\right)$ and $\left(k_{0} k_{1} k_{2} \cdots k_{r}\right)_{x}$ satisfy the quadratic relations (3.5), so

$$
\begin{align*}
& (01 \cdots r)\left(j_{1} j_{2} \cdots j_{\nu} \nu \nu+1 \cdots r\right) \\
& =\sum_{s=1}^{\nu}\left(j_{s} 12 \cdots r\right)\left(j_{1} j_{2} \cdots j_{s-1} 0 j_{s+1} \cdots j_{\nu} \nu \nu+1 \cdots r\right) \\
& \quad+\sum_{s=\nu}^{r}(s 12 \cdots r)\left(j_{1} j_{2} \cdots j_{\nu} \nu \cdots s-10 s+1 \cdots r\right) \\
& =\sum_{s=1}^{\nu}\left(j_{s} 12 \cdots r\right)\left(j_{1} j_{2} \cdots j_{s-1} 0 j_{s+1} \cdots j_{\nu} \nu \nu+1 \cdots r\right) . \tag{3.12}
\end{align*}
$$

Also,

$$
\begin{align*}
& (01 \cdots r)_{x}\left(j_{1} j_{2} \cdots j_{\nu} \nu \nu+1 \cdots r\right)_{x} \\
& =\sum_{s=1}^{\nu}\left(j_{s} 12 \cdots r\right)_{x}\left(j_{1} j_{2} \cdots j_{s-1} 0 j_{s+1} \cdots j_{\nu} \nu \nu+1 \cdots r\right)_{x} \tag{3.13}
\end{align*}
$$

By (3.9) and (3.10),

$$
\begin{aligned}
(01 \cdots r)_{x} & =(01 \cdots r)^{r+1} \\
\left(j_{s} 12 \cdots r\right)_{x} & =\left(j_{s} 12 \cdots r\right)(01 \cdots r)^{r} .
\end{aligned}
$$

By induction,

$$
\begin{aligned}
& \left(j_{1} j_{2} \cdots j_{s-1} 0 j_{s+1} \cdots j_{\nu} \nu \nu+1 \cdots r\right)_{x} \\
& \quad=\left(j_{1} j_{2} \cdots j_{s-1} 0 j_{s+1} \cdots j_{\nu} \nu \nu+1 \cdots r\right)(01 \cdots r)^{r}
\end{aligned}
$$

Hence (3.13) becomes

$$
\begin{align*}
& (01 \cdots r)^{r+1}\left(j_{1} j_{2} \cdots j_{\nu} \nu \nu+1 \cdots r\right)_{x}  \tag{3.14}\\
& =\sum_{s=1}^{\nu}(01 \cdots r)^{2 r}\left(j_{s} 12 \cdots r\right)\left(j_{1} j_{2} \cdots j_{s-1} 0 j_{s+1} \cdots j_{\nu} \nu \nu+1 \cdots r\right) .
\end{align*}
$$

Comparing (3.14) with (3.12), and since $(01 \cdots r) \neq 0$, this gives

$$
\left(j_{1} j_{2} \cdots j_{\nu} \nu \nu+1 \cdots r\right)_{x}=\left(j_{1} j_{2} \cdots j_{\nu} \nu \nu+1 \cdots r\right)(01 \cdots r)^{r}
$$

which is (3.11), as required.
Example 3.9. For $n=4$ and $r=1$, a coordinate vector of a line $l$ is

$$
L=((01),(02),(03),(04),(12),(13),(14),(23),(24),(34)) .
$$

The coordinates of $l$ satisfy the following five quadratic relations :

$$
\begin{aligned}
& (12)(34)+(23)(14)+(31)(24)=0, \\
& (02)(34)+(23)(04)+(30)(24)=0, \\
& (01)(34)+(13)(04)+(30)(14)=0, \\
& (01)(24)+(12)(04)+(20)(14)=0, \\
& (01)(23)+(12)(03)+(20)(13)=0 .
\end{aligned}
$$

These relations, though linearly independent, must in fact be equivalent to three conditions only, giving seven independent homogeneous parameters with which to define a line $l$.

Example 3.10. For $n=5$ and $r=2$, the 20 Grassmann coordinates of a plane $\pi$ are the following:

$$
\begin{aligned}
& (012),(013),(014),(015),(023),(024),(025),(034),(035),(045), \\
& (123),(124),(125),(134),(135),(145),(234),(235),(245),(345) .
\end{aligned}
$$

These coordinates satisfy the following quadratic relations:

$$
(i j k)(u v w)=(i v w)(u j k)+(j v w)(i u k)+(k v w)(i j u),
$$

with $i, j, k, u, v, w \in\{0,1,2,3,4,5\}$.
In particular for $k=w$ the following elementary quadratic relations are obtained:

$$
(i j k)(u v k)=(i v k)(u j k)+(j v k)(i u k),
$$

with $i, j, k, u, v \in\{0,1,2,3,4,5\}$.
It can be shown that, among these 20 Grassmann coordinates there are exactly 35 linearly independent quadratic relations. In fact, these relations are equivalent to 10 conditions only, giving 10 independent homogeneous parameters with which to define a plane $\pi$ in $\operatorname{PG}(5, K)$.

### 3.2 Grassmann varieties

Let $\mathrm{PG}^{(r)}(n, K)$ be the set of all $r$-spaces of $\mathrm{PG}(n, K)$, with $1 \leq r \leq n-2$ and $n \geq 3$. If

$$
L=\left(l_{0}, l_{1}, \ldots, l_{\mathbf{c}(n+1, r+1)-1}\right)
$$

is a coordinate vector of $\Pi_{r} \in \mathrm{PG}^{(r)}(n, K)$, then $\mathbf{P}(L)$ is a point of the projective space $\operatorname{PG}(N, K)$, with $N=\mathbf{c}(n+1, r+1)-1$.

The mapping which associates $\mathbf{P}(L)$ to $\Pi_{r}$ is denoted by $\mathfrak{G}$. The algebraic variety $\mathrm{PG}^{(r)}(n, K) \mathfrak{G}$ of $\mathrm{PG}(N, K)$ is called the Grassmannian or the Grassmann variety of the $r$-spaces of $\mathrm{PG}(n, K)$. It is denoted by $\mathcal{G}_{r, n, K}$ or $\mathcal{G}_{r, n}$. In the finite case, when $K=\mathbf{F}_{q}$, it is also denoted by $\mathcal{G}_{r, n, q}$. By Theorems 3.7 and 3.8, $\mathcal{G}_{r, n}$ is the intersection of the quadrics of $\mathrm{PG}(N, K)$ represented by the equations (3.5). For $r=1$ and $n=3$, the dimension $N=5$ and (3.5) represents only one quadric of $\mathrm{PG}(5, K)$. In this case, $\mathcal{G}_{1,3}$ is the hyperbolic quadric of Section 15.4 of FPSOTD. This quadric $\mathcal{G}_{1,3}$ is also called the Klein quadric.

Theorem 3.11. The Grassmannian $\mathcal{G}_{r, n, q}$ has $\phi(r ; n, q)$ points.
Proof. $\left|\mathcal{G}_{r, n, q}\right|=\left|\mathrm{PG}^{(r)}(n, q)\right|=\phi(r ; n, q)$.
Theorem 3.12. No hyperplane of $\operatorname{PG}(N, K)$ contains $\mathcal{G}_{r, n}$.
Proof. Suppose that the hyperplane $\boldsymbol{\pi}(u)$, where

$$
u=\left(u_{0}, u_{1}, \ldots, u_{N}\right)
$$

contains $\mathcal{G}_{r, n}$. Consider the $r$-space $\mathbf{U}_{i_{0}} \mathbf{U}_{i_{1}} \cdots \mathbf{U}_{i_{r}}$ of $\operatorname{PG}(n, K)$, where

$$
\left\{i_{0}, i_{1}, \ldots, i_{r}\right\} \subset\{0,1, \ldots, n\}
$$

For this r-space, $\left(k_{0} k_{1} \cdots k_{r}\right)=0$ whenever $\left(k_{0}, k_{1}, \ldots, k_{r}\right) \neq\left\{i_{0}, i_{1}, \ldots, i_{r}\right\}$. If $l_{i}$ is the coordinate of $\mathbf{U}_{i_{0}} \mathbf{U}_{i_{1}} \cdots \mathbf{U}_{i_{r}}$ corresponding to the set $\left\{i_{0}, i_{1}, \ldots, i_{r}\right\}$ then $l_{i} \neq 0$ while all other coordinates of this $r$-space are zero. Since $\mathcal{G}_{r, n}$ is contained in $\boldsymbol{\pi}(u)$, so $u_{i}=0$. Hence all coordinates of $u$ are zero, a contradiction.

If $\mathbf{V}\left(F_{1}\right), \mathbf{V}\left(F_{2}\right), \ldots$ are the quadrics represented by (3.5), then

$$
\mathcal{G}_{r, n, K}=\mathbf{V}_{N, K}\left(F_{1}, F_{2}, \ldots\right)
$$

Also, $\overline{\mathcal{G}}_{r, n, K}=\mathbf{V}_{N, \bar{K}}\left(F_{1}, F_{2}, \ldots\right)$ is the Grassmannian $\mathcal{G}_{r, n, \bar{K}}$ of the $r$-spaces of $\mathrm{PG}(n, \bar{K})$.

The following result is stated without proof.
Theorem 3.13. (i) The algebraic variety $\mathcal{G}_{r, n}$ is absolutely irreducible and rational. (ii) All points of $\overline{\mathcal{G}}_{r, n}$ are simple.
(iii) The dimension of $\mathcal{G}_{r, n}$ is $(r+1)(n-r)$.
(iv) The order of $\mathcal{G}_{r, n}$ is

$$
[(r+1)(n-r)]!\frac{((r))((n-r-1))}{((n))}
$$

where $((m))=1!2!\cdots m$ !.
Hence $\mathcal{G}_{1,3}$ has dimension 4 and order 2, while $\mathcal{G}_{1,4}$ has dimension 6 and order 5, and $\mathcal{G}_{1, n}$ has dimension $2(n-1)$ and order $[2(n-1)]!/\{(n-1)!n!\}$. Also $\mathcal{G}_{2,5}$ has dimension 9 and order 42 , while $\mathcal{G}_{r, 2 r+1}$ has dimension $(r+1)^{2}$ and order

$$
\left[(r+1)^{2}\right]!\frac{1!2!\cdots r!}{(r+1)!(r+2)!\cdots(2 r+1)!}
$$

Theorem 3.14. The Grassmannians $\mathcal{G}_{r, n}$ and $\mathcal{G}_{n-r-1, n}$ are projectively equivalent for $1 \leq r \leq n-2$ and $n \geq 3$.

Proof. It may be assumed that $n \neq 2 r+1$. So, suppose that the coordinate of $\Pi_{r}$ in $\mathrm{PG}^{(r)}(n, K)$ in position $s+1$, and the dual coordinate of $\Pi_{n-r-1}$ in $\mathrm{PG}^{(n-r-1)}(n, K)$ in the same position, correspond to the same ordered $(r+1)$ tuple

$$
\left(i_{0}, i_{1}, \ldots, i_{r}\right), s=0,1, \ldots, \mathbf{c}(n+1, r+1)
$$

If $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r)}\right)$ are $r+1$ linearly independent points of $\Pi_{r}$, then the hyperplanes $\boldsymbol{\pi}\left(x^{(0)}\right), \boldsymbol{\pi}\left(x^{(1)}\right), \ldots, \boldsymbol{\pi}\left(x^{(r)}\right)$ have a $\Pi_{n-r-1}$ as intersection. Hence any coordinate vector of $\Pi_{r}$ is also a dual coordinate vector of $\Pi_{n-r-1}$. By Lemma 3.2, any dual coordinate vector of $\Pi_{n-r-1}$ is also a coordinate vector of $\Pi_{n-r-1}$. Hence $\mathcal{G}_{r, n}=\mathcal{G}_{n-r-1, n}$.

If the assumption on positions at the beginning of the proof is not made, then there is a projectivity of $\operatorname{PG}(N, K)$ of the form $\rho x_{i}^{\prime}=\epsilon_{i} x_{j}$ which takes $\mathcal{G}_{r, n}$ to $\mathcal{G}_{n-r-1, n}$; here, $\epsilon_{i} \in\{+1,-1\}$ and $i, j=0,1, \ldots, \mathbf{c}(n+1, r+1)-1$.

Now the case $n=2 r+1$ is considered in more detail. It is assumed that, for any two coordinates $\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ and $\left(j_{0} j_{1} j_{2} \cdots j_{r}\right)_{x}$ of $\Pi_{r}$, where

$$
\left|\left\{i_{0}, i_{1}, \ldots, i_{r}\right\} \cup\left\{j_{0}, j_{1}, \ldots, j_{r}\right\}\right|=2 r+2,
$$

their positions in the coordinate vector of $\Pi_{r}$ differ by $\mathbf{c}(2 r+2, r+1) / 2=m$; if $l_{i}=\left(i_{0} i_{1} \cdots i_{r}\right)_{x}$ and $l_{i+m}=\left(j_{0} j_{1} j_{2} \cdots j_{r}\right)_{x}, i \in\{0,1, \ldots, m-1\}$, then assume that the permutation $\left(i_{0}, i_{1}, \ldots, i_{r}, j_{0}, j_{1}, \ldots, j_{r}\right)$ is even. Let $\Pi_{r}=\mathbf{P}_{r}(L)$ and $\Pi_{r}^{\prime}=\mathbf{P}_{r}\left(L^{\prime}\right)$ be $r$-spaces of $\mathrm{PG}(2 r+1, K)$, where

$$
\begin{equation*}
L=\left(l_{0}, l_{1}, \ldots\right) \text { and } L^{\prime}=\left(l_{0}^{\prime}, l_{1}^{\prime}, \ldots\right) . \tag{3.15}
\end{equation*}
$$

By Lemmas 3.2 and 3.3, $\Pi_{r} \cap \Pi_{r}^{\prime} \neq \emptyset$ if and only if

$$
\begin{array}{ll}
\sum_{i=0}^{m-1}\left(l_{i} l_{i+m}^{\prime}+l_{i}^{\prime} l_{i+m}\right)=0 & \text { for } r \text { odd } \\
\sum_{i=0}^{m-1}\left(l_{i} l_{i+m}^{\prime}-l_{i}^{\prime} l_{i+m}\right)=0 & \text { for } r \text { even } .
\end{array}
$$

When $r$ is odd, then associated to $\mathrm{PG}^{(r)}(2 r+1, K)$ is the polarity $\delta$ of $\mathrm{PG}(N, K)$ with bilinear form

$$
\begin{equation*}
\sum_{i=0}^{m-1}\left(X_{i} X_{i+m}^{\prime}+X_{i}^{\prime} X_{i+m}\right) \tag{3.16}
\end{equation*}
$$

If $K=\mathbf{F}_{q}$ with $q$ odd, then $\delta$ is the orthogonal polarity defined by the hyperbolic quadric

$$
\mathbf{V}\left(\sum_{i=0}^{m-1} X_{i} X_{i+m}\right)
$$

For $r=1$ and $n=3$ this quadric coincides with the Grassmannian $\mathcal{G}_{1,3}$. If $K=\mathbf{F}_{q}$ with $q$ even, then $\delta$ is a null polarity.

When $r$ is even, then associated to $\mathrm{PG}^{(r)}(2 r+1, K)$ is the null polarity $\delta$ of $\mathrm{PG}(N, K)$ with bilinear form

$$
\begin{equation*}
\sum_{i=0}^{m-1}\left(X_{i} X_{i+m}^{\prime}-X_{i}^{\prime} X_{i+m}\right) \tag{3.17}
\end{equation*}
$$

The polarity $\delta$ is the fundamental polarity associated to $\mathcal{G}_{r, 2 r+1}$.
Consider in $\operatorname{PG}(2 r+1, K)$ the correlation $\eta$ represented by

$$
\begin{equation*}
\rho x_{i}=u_{i}, \quad i=0,1, \ldots, 2 r+1 . \tag{3.18}
\end{equation*}
$$

If $\Pi_{r} \eta=\Pi_{r}^{\prime}$ with $\Pi_{r}=\mathbf{P}_{r}(L), \Pi_{r}^{\prime}=\mathbf{P}_{r}\left(L^{\prime}\right)$ as in (3.15), then, by Lemma 3.2,

$$
\rho l_{i}^{\prime}= \begin{cases}l_{i+m}, & i=0,1, \ldots, m-1, \\ (-1)^{r+1} l_{i+m}, & i=m, m+1, \ldots, N\end{cases}
$$

where the indices are taken modulo $N+1$. Hence, to the correlation $\eta$, there corresponds the following projectivity of $\mathrm{PG}(N, K)$ that leaves $\mathcal{G}_{r, 2 r+1}$ invariant:

$$
\rho x_{i}^{\prime}= \begin{cases}x_{i+m}, & i=0,1, \ldots, m-1  \tag{3.19}\\ (-1)^{r+1} x_{i+m}, & i=m, m+1, \ldots, N\end{cases}
$$

This projectivity is denoted by $\zeta$.
Now, all subspaces of $\operatorname{PG}(N, K)$ contained in $\mathcal{G}_{r, n}$ are determined. First, the lines on $\mathcal{G}_{r, n}$ are considered.

Definition 3.15. The set of all $r$-spaces $\Pi_{r}$ of $\mathrm{PG}(n, K)$ contained in a given $(r+1)$ space $\Pi_{r+1}$ and containing a given $(r-1)$-space $\Pi_{r-1}$ is a pencil of $r$-spaces and is denoted by $\left(\Pi_{r-1}, \Pi_{r+1}\right)$.

Theorem 3.16. The image of a pencil of $r$-spaces under $\mathfrak{G}$ is a line of $\mathcal{G}_{r, n}$, and conversely.

Proof. Let $\Pi_{r-1}$ be a given $(r-1)$-space of $\operatorname{PG}(n, K)$ and let $\Pi_{r+1}$ be a given $(r+1)$-space through $\Pi_{r-1}$. Also, let $l$ be a line of $\Pi_{r+1}$ skew to $\Pi_{r-1}$ and let $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r-1)}\right)$ be $r$ linearly independent points of $\Pi_{r-1}$. Consider distinct elements $\Pi_{r}^{1}, \Pi_{r}^{2}$ of the pencil $\left(\Pi_{r-1}, \Pi_{r+1}\right)$. The intersections of $\Pi_{r}^{1}$ and $\Pi_{r}^{2}$ with $l$ are denoted by $\mathbf{P}\left(x_{r}^{1}\right)$ and $\mathbf{P}\left(x_{r}^{2}\right)$. The coordinates of $\Pi_{r}^{i}, i=1,2$, are determined by the matrix

$$
T_{x}^{i}=\left[\begin{array}{c}
x^{(0)} \\
x^{(1)} \\
\vdots \\
x^{(r-1)} \\
x_{r}^{i}
\end{array}\right] .
$$

Let $\Pi_{r}$ be an arbitrary element of the pencil $\left(\Pi_{r-1}, \Pi_{r+1}\right)$. A coordinate vector of the point $\Pi_{r} \cap l$ is of the form

$$
t_{1} x_{r}^{1}+t_{2} x_{r}^{2}
$$

$t_{1}, t_{2} \in K$ and not both zero. Conversely, any vector of this type defines one element $\Pi_{r}$ of $\left(\Pi_{r-1}, \Pi_{r+1}\right)$. The coordinates of $\Pi_{r}$ are determined by the matrix

$$
T_{x}=\left[\begin{array}{c}
x^{(0)} \\
x^{(1)} \\
\vdots \\
x^{(r-1)} \\
t_{1} x_{r}^{1}+t_{2} x_{r}^{2}
\end{array}\right]
$$

If

$$
L_{i}=\left(l_{0}^{i}, l_{1}^{i}, \ldots\right), i=1,2,
$$

is the coordinate vector defined by the matrix $T_{x}^{i}$, then

$$
t_{1} L_{1}+t_{2} L_{2}
$$

is the coordinate vector defined by the matrix $T_{x}$. Hence $\left(\Pi_{r-1}, \Pi_{r+1}\right) \mathfrak{G}$ is the line joining the points $\Pi_{r}^{1} \mathfrak{G}$ and $\Pi_{r}^{2} \mathfrak{G}$.

Conversely, let $l$ be a line on $\mathcal{G}_{r, n}$ and let $\mathbf{P}\left(L_{1}\right), \mathbf{P}\left(L_{2}\right)$ be distinct points of l. Suppose that the intersection of $\mathbf{P}\left(L_{1}\right) \mathfrak{G}^{-1}=\Pi_{r}^{1}$ and $\mathbf{P}\left(L_{2}\right) \mathfrak{G}^{-1}=\Pi_{r}^{2}$ is an $(r-1)$-space $\Pi_{r-1}$. Then $\Pi_{r}^{1} \Pi_{r}^{2}$ is an $(r+1)$-space $\Pi_{r+1}$; so

$$
\left(\Pi_{r-1}, \Pi_{r+1}\right) \mathfrak{G}=\mathbf{P}\left(L_{1}\right) \mathbf{P}\left(L_{2}\right)=l
$$

Now it is shown that $\Pi_{r}^{1} \cap \Pi_{r}^{2}$ is an $(r-1)$-space. Let $\Pi_{r}^{1} \cap \Pi_{r}^{2}$ be a $d$-space, with $-1 \leq d \leq r-1$, let $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(d)}\right)$ be $d+1$ linearly independent points of $\Pi_{d}$, and also let $\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(d)}\right), \mathbf{P}\left(x_{i}^{(d+1)}\right), \ldots, \mathbf{P}\left(x_{i}^{(r)}\right)$ be $r+1$ linearly independent points of $\Pi_{r}^{i}$, for $i=1,2$. Let $\xi$ be a projectivity of $\mathrm{PG}(n, K)$ with

$$
\begin{aligned}
\mathbf{P}\left(x^{(j)}\right) \xi & =\mathbf{U}_{j}, \quad j=0,1, \ldots, d \\
\mathbf{P}\left(x_{1}^{(j)}\right) \xi & =\mathbf{U}_{j}, \quad j=d+1, d+2, \ldots, r \\
\mathbf{P}\left(x_{2}^{(d+j)}\right) \xi & =\mathbf{U}_{r+j}, \quad j=1,2, \ldots, r-d
\end{aligned}
$$

In Section 3.1, it is shown that $\xi$ induces a projectivity $\tilde{\xi}$ of $\mathrm{PG}(N, K)$ which leaves $\mathcal{G}_{r, n}$ invariant. Then

$$
\begin{aligned}
\mathbf{P}\left(L_{1}\right) \tilde{\xi} & =\left(\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{r}\right) \mathfrak{G} \\
\mathbf{P}\left(L_{2}\right) \tilde{\xi} & =\left(\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{d} \mathbf{U}_{r+1} \cdots \mathbf{U}_{2 r-d}\right) \mathfrak{G}
\end{aligned}
$$

The points $\mathbf{P}\left(L_{1}\right) \tilde{\xi}$ and $\mathbf{P}\left(L_{2}\right) \tilde{\xi}$ are on the line $l \tilde{\xi}$ of $\mathcal{G}_{r, n}$. For the space $\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{r}$, the coordinate $\left(k_{0} k_{1} \cdots k_{r}\right) \neq 0$ if and only if

$$
\left\{k_{0}, k_{1}, \ldots, k_{r}\right\}=\{0,1, \ldots, r\}
$$

for the space $\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{d} \mathbf{U}_{r+1} \cdots \mathbf{U}_{2 r-d}$, the coordinate $\left(k_{0} k_{1} \cdots k_{r}\right) \neq 0$ if and only if

$$
\left\{k_{0}, k_{1}, \ldots, k_{r}\right\}=\{0,1, \ldots, d, r+1, \ldots, 2 r-d\} .
$$

Since each point of $l \tilde{\xi}$ is on $\mathcal{G}_{r, n}$, for any two given elements $t_{1}, t_{2} \in K$, not both zero, there is an $r$-space $\Pi_{r}$ with

$$
(01 \cdots r)=t_{1}, \quad(0 \cdots d r+1 \cdots 2 r-d)=t_{2}
$$

and $\left(k_{0} k_{1} \cdots k_{r}\right)=0$ in all other cases. Choose $t_{1}, t_{2} \neq 0$. Then

$$
(r r-1 \cdots 0)(01 \cdots d r+1 \cdots 2 r-d) \neq 0
$$

By (3.5),

$$
\begin{aligned}
& (r r-1 \cdots 0)(01 \cdots d r+1 \cdots 2 r-d) \\
& =\sum_{s=0}^{d}(s r-1 \cdots 0)(0 \cdots s-1 r s+1 \cdots d r+1 \cdots 2 r-d) \\
& \quad+\sum_{s=r+1}^{2 r-d}(s r-1 \cdots 0)(0 \cdots d r+1 \cdots s-1 r s+1 \cdots 2 r-d) \\
& =\sum_{s=r+1}^{2 r-d}(s r-1 \cdots 0)(0 \cdots d r+1 \cdots s-1 r s+1 \cdots 2 r-d)
\end{aligned}
$$

Hence $(s r-1 \cdots 0) \neq 0$ for some $s \in\{r+1, r+2, \ldots, 2 r-d\}$; that is,

$$
\{0,1, \ldots, r-1, s\}=\{0, \ldots, d, r+1, \ldots, 2 r-d\}
$$

Consequently, $d=r-1$, and so $\Pi_{r}^{1} \cap \Pi_{r}^{2}$ is an $(r-1)$-space.
Theorem 3.16 is equivalent to saying that the images $\Pi_{r}^{1} \mathfrak{G}$ and $\Pi_{r}^{2} \mathfrak{G}$ of two distinct $r$-spaces $\Pi_{r}^{1}$ and $\Pi_{r}^{2}$ of $\operatorname{PG}(n, K)$ are on a common line of $\mathcal{G}_{r, n}$ if and only if the intersection $\Pi_{r}^{1} \cap \Pi_{r}^{2}$ is an $(r-1)$-space or, equivalently, if and only if $\Pi_{r}^{1} \Pi_{r}^{2}$ is an $(r+1)$-space.

Theorem 3.17. The number of lines on $\mathcal{G}_{r, n, q}$ is equal to

$$
\begin{equation*}
\prod_{i=3}^{n+1}\left(q^{i}-1\right) /\left\{\prod_{i=1}^{r}\left(q^{i}-1\right) \prod_{i=1}^{n-r-1}\left(q^{i}-1\right)\right\} \tag{3.20}
\end{equation*}
$$

Proof. By Theorem 3.16, the number of lines of $\mathcal{G}_{r, n, q}$ is equal to the number of pencils $\left(\Pi_{r-1}, \Pi_{r+1}\right)$. Hence it is equal to the product of $\left|\mathrm{PG}^{(r-1)}(n, q)\right|$ and the number of $(r+1)$-spaces containing a given $\Pi_{r-1}$. So it is equal to

$$
\begin{aligned}
\phi(r-1 ; n, q) & \chi(r-1, r+1 ; n, q) \\
& =\frac{[n-r+2, n+1]_{-}[3, n-r+1]_{-}}{[1, r]_{-}[1, n-r-1]_{-}} \\
& =\frac{[3, n+1]_{-}}{[1, r]_{-}[1, n-r-1]_{-}},
\end{aligned}
$$

as required.
Lemma 3.18. The number of lines on $\mathcal{G}_{r, n, q}$ through one of its points is equal to

$$
\begin{equation*}
\theta(n-r-1) \theta(r) . \tag{3.21}
\end{equation*}
$$

Proof. The number of lines of $\mathcal{G}_{r, n, q}$ through a given point $P$ on it is equal to the number of pencils $\left(\Pi_{r-1}, \Pi_{r+1}\right)$ with $\Pi_{r-1} \subset \Pi_{r} \subset \Pi_{r+1}$ and $\Pi_{r}=P \mathfrak{G}^{-1}$. Hence this number equals

$$
\chi(r, r+1 ; n, q) \phi(r-1 ; r, q)=\theta(n-r-1) \theta(r) .
$$

Lemma 3.19. A line $l$ of $\mathrm{PG}(N, K)$ having at least three points in common with $\mathcal{G}_{r, n}$ is entirely contained in it.

Proof. Since $\mathcal{G}_{r, n}$ is the intersection of the quadrics of $\operatorname{PG}(N, K)$ represented by the equations (3.5), so the line $l$ has at least three points in common with each of these quadrics, and hence is contained in all the quadrics. It follows that $l$ is contained in $\mathcal{G}_{r, n}$.

An $s$-space $\Pi_{s}$ which is contained in $\mathcal{G}_{r, n}$ but in no $(s+1)$-space $\Pi_{s+1}$ of $\mathcal{G}_{r, n}$ is a maximal space or maximal subspace of $\mathcal{G}_{r, n}$. The next result describes all such maximal spaces.

Theorem 3.20. The variety $\mathcal{G}_{r, n}$ contains two systems $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ of maximal spaces:
(i) $\mathcal{S}_{\mathrm{L}}$ consists of the $(n-r)$-spaces $\Pi_{n-r}$ with $\Pi_{n-r} \mathfrak{G}^{-1}$ the set of all $r$-spaces through a common $\Pi_{r-1}$;
(ii) $\mathcal{S}_{\mathrm{G}}$ consists of the $(r+1)$-spaces $\Pi_{r+1}$ with $\Pi_{r+1} \mathfrak{G}^{-1}$ the set of all $r$-spaces contained in a common $\Pi_{r+1}$.

Proof. Let $\Pi_{r-1}$ be an $(r-1)$-space of $\operatorname{PG}(n, K)$ and let $\mathcal{R}$ be the set of all the $r$-spaces containing $\Pi_{r-1}$. If $\Pi_{r}^{1}, \Pi_{r}^{2}$ are distinct elements of $\mathcal{R}$, then $\Pi_{r}^{1} \cap \Pi_{r}^{2}$ is the ( $r-1$ )-space $\Pi_{r-1}$, and so they belong to a pencil of $r$-spaces which is completely contained in $\mathcal{R}$. Hence, if $P_{1}$ and $P_{2}$ are distinct points of $\mathcal{R} \mathfrak{G}$, then the line $P_{1} P_{2}$ is contained in $\mathcal{R G}$; so $\mathcal{R} \mathfrak{G}$ is a subspace of $\operatorname{PG}(N, K)$.

Let $\Pi_{n-r}$ be a subspace of $\operatorname{PG}(N, K)$ which is skew to $\Pi_{r-1}$. The bijection which maps each element of $\mathcal{R}$ onto its intersection with $\Pi_{n-r}$ is denoted by $\delta$. Then $\delta^{-1} \mathfrak{G}$ is a bijection of $\Pi_{n-r}$ onto $\mathcal{R} \mathfrak{G}$ which maps the lines of $\Pi_{n-r}$ onto the lines of $\mathcal{R} \mathfrak{G}$, and so $\mathcal{R} \mathfrak{G}$ has dimension $n-r$. If $\mathcal{R} \mathfrak{G}$ is properly contained in the subspace $\pi$ of $\mathcal{G}_{r, n}$, then let $P \in \pi \backslash \mathcal{R} \mathfrak{G}$. The $r$-space $P \mathfrak{G}^{-1}$ of $\mathrm{PG}(n, K)$ does not
contain $\Pi_{r-1}$ but has an $(r-1)$-space in common with each $r$-space through $\Pi_{r-1}$. This contradiction shows that the $(n-r)$-space $\mathcal{R} \mathfrak{G}$ is a maximal space of $\mathcal{G}_{r, n}$.

Similarly, let $\Pi_{r+1}$ be an $(r+1)$-space of $\operatorname{PG}(n, K)$ and let $\mathcal{S}$ be the set of all the $r$-spaces contained in $\Pi_{r+1}$. If $\Pi_{r}^{1}, \Pi_{r}^{2}$ are distinct elements of $\mathcal{S}$, then $\Pi_{r}^{1} \Pi_{r}^{2}$ is the $(r+1)$-space $\Pi_{r+1}$, and so they belong to a pencil of $r$-spaces which is completely contained in $\mathcal{S}$. Hence, if $P_{1}$ and $P_{2}$ are distinct points of $\mathcal{S} \mathfrak{G}$, then the line $P_{1} P_{2}$ is contained in $\mathcal{S G}$; so $\mathcal{S G}$ is a subspace of $\operatorname{PG}(N, K)$. Since the pencils of hyperplanes of $\Pi_{r+1}$ are mapped by $\mathfrak{G}$ onto the lines of $\mathcal{S} \mathfrak{G}$, so $\mathfrak{G}$ induces a reciprocity from $\Pi_{r+1}$ to $\mathcal{S} \mathfrak{G}$. Hence $\mathcal{S} \mathfrak{G}$ has dimension $r+1$. If $\mathcal{S} \mathfrak{G}$ is properly contained in the subspace $\pi$ of $\mathcal{G}_{r, n}$, then let $P \in \pi \backslash \mathcal{S} \mathfrak{G}$. The $r$-space $P \mathfrak{G}^{-1}$ of $\mathrm{PG}(n, K)$ is not contained in $\Pi_{r+1}$ but has an $(r-1)$-space in common with each $r$-space in $\Pi_{r+1}$, a contradiction. This shows that the $(r+1)$-space $\mathcal{S} \mathfrak{G}$ is a maximal space of $\mathcal{G}_{r, n}$.

Now consider an arbitrary maximal space $\pi$ of $\mathcal{G}_{r, n}$; then $\pi$ has dimension at least 1. If $l$ is a line of $\pi$, then each element of the pencil $\left(\Pi_{r-1}, \Pi_{r+1}\right)=l \mathfrak{G}^{-1}$ has at least an $(r-1)$-space in common with each element $P \mathfrak{G}^{-1}$, where $P \in \pi$. So $P \mathfrak{G}^{-1}$ contains $\Pi_{r-1}$ or is contained in $\Pi_{r+1}$. Suppose, for at least one point $P^{\prime} \in \pi \backslash l$, that the $r$-space $P^{\prime} \mathfrak{G}^{-1}$ contains $\Pi_{r-1}$. For any element $P \mathfrak{G}^{-1}$, with $P \in \pi \backslash\left(l \cup\left\{P^{\prime}\right\}\right)$, it is known that $P \mathfrak{G}^{-1} \subset \Pi_{r+1}$ or $\Pi_{r-1} \subset P \mathfrak{G}^{-1}$ and that $P \mathfrak{G}^{-1} \cap P^{\prime} \mathfrak{G}^{-1}$ is an $(r-1)$-space. Hence $\Pi_{r-1} \subset P \mathfrak{G}^{-1}$. So all elements of $\pi \mathfrak{G}^{-1}$ contain $\Pi_{r-1}$. Since $\pi$ is maximal, it is the image of the set of all $r$-spaces containing $\Pi_{r-1}$. If, for at least one point $P^{\prime} \in \pi \backslash l$, the $r$-space $P^{\prime} \mathfrak{G}^{-1}$ is contained in $\Pi_{r+1}$, then, analogously, $\pi$ is the image of the set of all $r$-spaces contained in $\Pi_{r+1}$.

The system $\mathcal{S}_{\mathrm{L}}$ of maximal spaces of $\mathcal{G}_{r, n}$ corresponding to the $(r-1)$-spaces of $\operatorname{PG}(n, K)$ is called the Latin system and its elements the Latin $(n-r)$-spaces. The system $\mathcal{S}_{\mathrm{G}}$ corresponding to the $(r+1)$-spaces of $\mathrm{PG}(n, K)$ is called the Greek system and its elements the Greek $(r+1)$-spaces. Note that the Latin and the Greek spaces have the same dimension if and only if $n=2 r+1$.

Let $\Pi_{r-1}$ be an $(r-1)$-space of $\operatorname{PG}(n, K)$ and let $\Pi_{n-r}$ be an $(n-r)$-space skew to $\Pi_{r-1}$. In the first part of the proof of Theorem 3.20, it was shown that $\mathfrak{G}$ induces a collineation $\xi$ of $\Pi_{n-r}$ onto the corresponding maximal space of $\mathcal{G}_{r, n}$. From the first part of the proof of Theorem 3.16, $\xi$ preserves the cross-ratio of any four collinear points of $\Pi_{n-r}$. Hence $\xi$ is a projectivity.

Similarly, Let $\Pi_{r+1}$ be an $(r+1)$-space of $\operatorname{PG}(n, K)$. In the second part of the proof of Theorem 3.20, it was shown that $\mathfrak{G}$ induces a reciprocity $\xi$ of $\Pi_{r+1}$ onto the corresponding maximal space of $\mathcal{G}_{r, n}$. Again, by Theorem 3.16, $\xi$ preserves the cross-ratio of any four hyperplanes of $\Pi_{r+1}$ in the same pencil, and hence $\xi$ is a correlation.

Lemma 3.21. (i) Any line l of $\mathcal{G}_{r, n}$ is contained in one Latin space and one Greek space.
(ii) Any two distinct Latin or two distinct Greek spaces have at most one point in common.
(iii) If $\Pi_{n-r} \in \mathcal{S}_{\mathrm{L}}$ and $\Pi_{r+1} \in \mathcal{S}_{\mathrm{G}}$, then $\Pi_{n-r} \cap \Pi_{r+1}$ is the empty set or a line.

Proof. Let $l \mathfrak{G}^{-1}$ be the pencil $\left(\Pi_{r-1}, \Pi_{r+1}\right)$. Then the Latin space defined by $\Pi_{r-1}$ is the only Latin space through $l$ and the Greek space defined by $\Pi_{r+1}$ is the only Greek space through $l$.

For $\Pi_{n-r} \in \mathcal{S}_{\mathrm{L}}$ and $\Pi_{r+1} \in \mathcal{S}_{\mathrm{G}}$, let the corresponding spaces of $\operatorname{PG}(n, K)$ be denoted by $\Pi_{r-1}^{\prime}$ and $\Pi_{r+1}^{\prime}$. If $\Pi_{r-1}^{\prime} \subset \Pi_{r+1}^{\prime}$, then $\Pi_{n-r} \cap \Pi_{r+1}$ is a line; if $\Pi_{r-1}^{\prime} \not \subset \Pi_{r+1}^{\prime}$, then $\Pi_{n-r} \cap \Pi_{r+1}=\emptyset$.

Let $\mathcal{T}_{r}\left(\Pi_{g}, \Pi_{h}\right)$ be the set of all $r$-spaces of $\operatorname{PG}(n, K)$ through the $g$-space $\Pi_{g}$ and contained in the $h$-space $\Pi_{h}$. In the previous notation, $\mathcal{T}_{r}\left(\Pi_{r-1}, \Pi_{r+1}\right)$, where $\Pi_{r-1} \subset \Pi_{r+1}$, is the pencil $\left(\Pi_{r-1}, \Pi_{r+1}\right)$. Let $\mathcal{G}_{r, n}^{(s)}$ be the set of all $s$-spaces on $\mathcal{G}_{r, n}$.

Theorem 3.22. (i) For $0 \leq s \leq n-r$, the set $\mathcal{T}_{r}\left(\Pi_{r-1}, \Pi_{r+s}\right)$, is an element of $\mathcal{G}_{r, n}^{(s)}$; here $\Pi_{r-1} \subset \Pi_{r+s}$.
(ii) For $0 \leq s \leq r+1$, the set $\mathcal{T}_{r}\left(\Pi_{r-s}, \Pi_{r+1}\right)$, where $\Pi_{r-s} \subset \Pi_{r+1}$, is an element of $\mathcal{G}_{r, n}^{(s)}$.
(iii) Any $s$-space of $\mathcal{G}_{r, n}$, where $0 \leq s \leq \max (n-r, r+1)$, is obtained in one of these ways.

Proof. (i) It is first shown that $\mathcal{T}_{r}\left(\Pi_{r-1}, \Pi_{r+s}\right) \in \mathcal{G}_{r, n}^{(s)}$ for $0 \leq s \leq n-r$. If $\Pi_{n-r}$ is a space skew to $\Pi_{r-1}$, then $\Pi_{n-r} \cap \Pi_{r+s}=\Pi_{s}$. The maximal space of $\mathcal{G}_{r, n}$ defined by $\Pi_{r-1}$ is denoted by $\Pi_{n-r}^{\prime}$. Now consider the projectivity $\xi: \Pi_{n-r} \rightarrow \Pi_{n-r}^{\prime}$; then $\mathcal{T}_{r}\left(\Pi_{r-1}, \Pi_{r+s}\right) \mathfrak{G}=\Pi_{s} \xi$ is an $s$-space $\Pi_{s}^{\prime}$ of $\Pi_{n-r}^{\prime}$.
(ii) Similarly, $\mathcal{T}_{r}\left(\Pi_{r-s}, \Pi_{r+1}\right) \in \mathcal{G}_{r, n}^{(s)}$, where $0 \leq s \leq r+1$. For, if the maximal space of $\mathcal{G}_{r, n}$ defined by $\Pi_{r+1}$ is denoted by $\Pi_{r+1}^{\prime}$, consider, as above, the correlation $\xi: \Pi_{r+1} \rightarrow \Pi_{r+1}^{\prime}$; then $\mathcal{T}_{r}\left(\Pi_{r-s}, \Pi_{r+1}\right) \mathfrak{G}$ is an $s$-space $\Pi_{s}^{\prime}$ of $\Pi_{r+1}^{\prime}$.
(iii) Conversely, consider $\Pi_{s}^{\prime}$ in $\mathcal{G}_{r, n}^{(s)}$, where $0 \leq s \leq \max (n-r, r+1)$. The space $\Pi_{s}^{\prime}$ is contained in at least one element of $\mathcal{S}_{\mathrm{L}} \cup \mathcal{S}_{\mathrm{G}}$. So, either $\Pi_{s}^{\prime} \subset \Pi_{n-r}^{\prime}$ where $\Pi_{n-r}^{\prime} \in \mathcal{S}_{\mathrm{L}}$ or $\Pi_{s}^{\prime} \subset \Pi_{r+1}^{\prime}$ where $\Pi_{r+1}^{\prime} \in \mathcal{S}_{\mathrm{G}}$. The $(r-1)$-space corresponding to $\Pi_{n-r}^{\prime}$ is denoted by $\Pi_{r-1}$ and the $(r+1)$-space corresponding to $\Pi_{r+1}^{\prime}$ is denoted by $\Pi_{r+1}$.
(a) Let $\Pi_{n-r}$ be an $(n-r)$-space of $\mathrm{PG}(n, K)$ skew to $\Pi_{r-1}$. From the projectivity $\xi: \Pi_{n-r} \rightarrow \Pi_{n-r}^{\prime}$, it follows that $\Pi_{s}^{\prime} \xi^{-1}$ is an $s$-space $\Pi_{s}$ of $\Pi_{n-r}$. Hence $\Pi_{s}^{\prime} \mathfrak{G}^{-1}$ is the set $\mathcal{T}_{r}\left(\Pi_{r-1}, \Pi_{s} \Pi_{r-1}=\Pi_{r+s}\right)$.
(b) From the correlation $\xi: \Pi_{r+1} \rightarrow \Pi_{r+1}^{\prime}$, it follows that $\Pi_{s}^{\prime} \xi^{-1}$ is the set of all hyperplanes of $\Pi_{r+1}$ containing a fixed $\Pi_{r-s}$. Hence $\Pi_{s}^{\prime} \mathfrak{G}^{-1}=\mathcal{T}_{r}\left(\Pi_{r-s}, \Pi_{r+1}\right)$.

Remark 3.23. By Lemma 3.21, any $s$-space of $\mathcal{G}_{r, n}$, where $s>1$, is contained in exactly one element of $\mathcal{S}_{\mathrm{L}} \cup \mathcal{S}_{\mathrm{G}}$.

Theorem 3.24. For $K=\mathbf{F}_{q}$, the sizes of $\mathcal{S}_{\mathrm{L}}, \mathcal{S}_{\mathrm{G}}, \mathcal{G}_{r, n}^{(s)}$ are as follows:
(i) $\left|\mathcal{S}_{\mathrm{L}}\right|=\phi(r-1 ; n, q)$ and $\left|\mathcal{S}_{\mathrm{G}}\right|=\phi(r+1 ; n, q)$;
(ii) for $n<2 r+1$ and $1<s \leq n-r$,

$$
\left|\mathcal{G}_{r, n}^{(s)}\right|=\phi(r-1 ; n, q) \phi(s ; n-r, q)+\phi(r+1 ; n, q) \phi(s ; r+1, q) ;
$$

(iii) for $n<2 r+1$ and $n-r<s \leq r+1$,

$$
\left|\mathcal{G}_{r, n}^{(s)}\right|=\phi(r+1 ; n, q) \phi(s ; r+1, q) ;
$$

(iv) for $n>2 r+1$ and $1<s \leq r+1$,

$$
\left|\mathcal{G}_{r, n}^{(s)}\right|=\phi(r-1 ; n, q) \phi(s ; n-r, q)+\phi(r+1 ; n, q) \phi(s ; r+1, q) ;
$$

(v) for $n>2 r+1$ and $r+1<s \leq n-r$,

$$
\left|\mathcal{G}_{r, n}^{(s)}\right|=\phi(r-1 ; n, q) \phi(s ; n-r, q) ;
$$

(vi) for $n=2 r+1$ and $1<s \leq r+1$,

$$
\left|\mathcal{G}_{r, n}^{(s)}\right|=2 \phi(r+1 ; 2 r+1, q) \phi(s ; r+1, q) ;
$$

(vii) for $n=2 r+1$,

$$
\left|\mathcal{S}_{\mathrm{L}}\right|=\left|\mathcal{S}_{\mathrm{G}}\right|=\phi(r+1 ; 2 r+1, q) .
$$

Proof. First,

$$
\begin{aligned}
& \left|\mathcal{S}_{\mathrm{L}}\right|=\mathrm{PG}^{(r-1)}(n, q)=\phi(r-1 ; n, q) ; \\
& \left|\mathcal{S}_{\mathrm{G}}\right|=\mathrm{PG}^{(r+1)}(n, q)=\phi(r+1 ; n, q) .
\end{aligned}
$$

When $n=2 r+1$, then $\phi(r-1 ; 2 r+1, q)=\phi(r+1 ; 2 r+1, q)$; hence (vii) is shown.

Since any $s$-space of $\mathcal{G}_{r, n}$, with $s>1$, is contained in exactly one element of $\mathcal{S}_{\mathrm{L}} \cup \mathcal{S}_{\mathrm{G}}$, the number of these $s$-spaces is equal to the sum of the number of all $s$ spaces in elements of $\mathcal{S}_{\mathrm{L}}$ and the number of all $s$-spaces in elements of $\mathcal{S}_{\mathrm{G}}$. This gives (ii)-(vi).

Theorem 3.25. If the parameters $r, s, t, n$ satisfy

$$
1 \leq r \leq n-2, \quad-1 \leq t \leq r-2, \quad r+2 \leq s \leq n
$$

and $\Pi_{t}, \Pi_{s}$ are subspaces of $\mathrm{PG}(n, K)$ with $\Pi_{t} \subset \Pi_{s}$, then $\mathcal{T}_{r}\left(\Pi_{t}, \Pi_{s}\right) \mathfrak{G}$ is projectively equivalent both to $\mathcal{G}_{r-t-1, s-t-1}$ and to $\mathcal{G}_{s-r-1, s-t-1}$.

Proof. From Section 3.1 it may be assumed, without loss of generality, that

$$
\Pi_{s}=\mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{s}, \quad \Pi_{t}=\mathbf{U}_{s-t} \mathbf{U}_{s-t+1} \cdots \mathbf{U}_{s}
$$

For any $\Pi_{r} \in \mathcal{T}_{r}\left(\Pi_{t}, \Pi_{s}\right)$ choose $r-t$ linearly independent points

$$
\mathbf{P}\left(x^{(0)}\right), \mathbf{P}\left(x^{(1)}\right), \ldots, \mathbf{P}\left(x^{(r-t-1)}\right)
$$

in $\Pi_{r} \cap \mathbf{U}_{0} \mathbf{U}_{1} \cdots \mathbf{U}_{s-t-1}$. Let

$$
x^{(i)}=\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{s-t-1}^{i}, 0, \ldots, 0\right),
$$

$i=0,1, \ldots, r-t-1$. The coordinates of $\Pi_{r}$ are determined by the $(r+1) \times(n+1)$ matrix

$$
\left[\begin{array}{cccccccccccc}
x_{0}^{0} & x_{1}^{0} & \cdots & x_{s-t-1}^{0} & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
x_{0}^{1} & x_{1}^{1} & \cdots & x_{s-t-1}^{1} & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
x_{0}^{r-t-1} & x_{1}^{r-t-1} & \cdots & x_{s-t-1}^{r-t-1} & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

Now, with $k_{0}, k_{1}, \ldots, k_{r}$ distinct,

$$
\left(k_{0} k_{1} \cdots k_{r}\right)=0
$$

if $\{s-t, s-t+1, \ldots, s\} \not \subset\left\{k_{0}, k_{1}, \ldots, k_{r}\right\}$ or if $\left\{k_{0}, k_{1}, \ldots, k_{r}\right\} \not \subset\{0,1, \ldots, s\}$. If both

$$
\begin{aligned}
\{s-t, s-t+1, \ldots, s\} & \subset\left\{k_{0}, k_{1}, \ldots, k_{r}\right\}
\end{aligned} \subset\{0,1, \ldots, s\}, \quad, \quad\left\{l_{0}, l_{1}, \ldots, l_{r-t-1}\right\}=\left\{k_{0}, k_{1}, \ldots, k_{r}\right\} \backslash\{s-t, s-t+1, \ldots, s\},
$$

then, up to the sign, $\left(k_{0} k_{1} \cdots k_{r}\right)$ is equal to $\left(l_{0} l_{1} \cdots l_{r-t-1}\right)$, where the latter is calculated with respect to the matrix

$$
\left[\begin{array}{cccc}
x_{0}^{0} & x_{1}^{0} & \cdots & x_{s-t-1}^{0} \\
x_{0}^{1} & x_{1}^{1} & \cdots & x_{s-t-1}^{1} \\
\vdots & \vdots & \cdots & \vdots \\
x_{0}^{r-t-1} & x_{1}^{r-t-1} & \cdots & x_{s-t-1}^{r-t-1}
\end{array}\right] .
$$

From these considerations it follows that $\mathcal{T}_{r}\left(\Pi_{t}, \Pi_{s}\right) \mathfrak{G}$ is projectively equivalent to the Grassmann variety $\mathcal{G}_{r-t-1, s-t-1}$. By Theorem 3.14, this variety is projectively equivalent to $\mathcal{G}_{s-r-1, s-t-1}$.

Corollary 3.26. The image of the set of all $r$-spaces of $\mathrm{PG}(n, K)$ containing a given $t$-space $\Pi_{t}$, where $1 \leq r \leq n-2$ and $-1 \leq t \leq r-2$, is projectively equivalent both to $\mathcal{G}_{r-t-1, n-t-1}$ and to $\mathcal{G}_{n-r-1, n-t-1}$.

Proof. This is Theorem 3.25 with $s=n$.
Corollary 3.27. The image of the set of all $r$-spaces of $\mathrm{PG}(n, K)$ contained in a given $s$-space $\Pi_{s}$, where $1 \leq r \leq n-2$ and $r+2 \leq s \leq n$, is projectively equivalent both to $\mathcal{G}_{r, s}$ and to $\mathcal{G}_{s-r-1, s}$.

Proof. This is Theorem 3.25 with $s=-1$.
Corollary 3.28. The Grassmannian $\mathcal{G}_{r, n}$ contains a subvariety projectively equivalent to $\mathcal{G}_{1, n^{\prime}}$ if and only if $3 \leq n^{\prime} \leq \max (n-r+1, r+2)$.

Proof. For $t=r-2$, Theorem 3.25 gives subvarieties projectively equivalent to $\mathcal{G}_{1, s-r+1}$, where $r+2 \leq s \leq n$; for $s=r+2$ the theorem also gives subvarieties projectively equivalent to $\mathcal{G}_{1, r-t+1}$, where $-1 \leq t \leq r-2$.

For $n^{\prime}>\max (n-r+1, r+2)$, the variety $\mathcal{G}_{1, n^{\prime}}$ contains $\left(n^{\prime}-1\right)$-spaces. The Latin spaces of $\mathcal{G}_{r, n}$ have dimension $n-r<n^{\prime}-1$, and the Greek spaces of $\mathcal{G}_{r, n}$ have dimension $r+1<n^{\prime}-1$. Hence, in this case, $\mathcal{G}_{r, n}$ cannot contain subvarieties projectively equivalent to $\mathcal{G}_{1, n^{\prime}}$.

In the last part of this section all projectivities of $\operatorname{PG}(N, K)$ leaving $\mathcal{G}_{r, n}$ invariant are determined. It is necessary to distinguish between the cases $n=2 r+1$ and $n \neq 2 r+1$.

Theorem 3.29. If $\xi$ is a projectivity of $\mathrm{PG}(N, K)$ leaving $\mathcal{G}_{r, n}$ invariant, then $\xi$ also leaves $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ invariant or interchanges them. For $n \neq 2 r+1$, they are left invariant.

Proof. First, $\xi$ maps a maximal space of $\mathcal{G}_{r, n}$ onto a maximal space. For $n \neq 2 r+1$, the Greek and Latin spaces have different dimensions, and so $\xi$ leaves $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ invariant.

Now assume that $n=2 r+1$. Let $\Pi_{r+1} \in \mathcal{S}_{\mathrm{L}} \cup \mathcal{S}_{\mathrm{G}}$; for example, $\Pi_{r+1} \in \mathcal{S}_{\mathrm{L}}$. Choose a space $\Pi_{r+1}^{\prime} \in \mathcal{S}_{\mathrm{L}}$ which has exactly one point $P$ in common with $\Pi_{r+1}$; then $\Pi_{r+1} \xi \cap \Pi_{r+1}^{\prime} \xi=P \xi$. By Lemma 3.21, the maximal spaces $\Pi_{r+1} \xi$ and $\Pi_{r+1}^{\prime} \xi$ both belong to $\mathcal{S}_{\mathrm{L}}$ or to $\mathcal{S}_{\mathrm{G}}$.

Next consider any space $\Pi_{r+1}^{\prime \prime} \in \mathcal{S}_{\mathrm{L}}, \Pi_{r+1}^{\prime \prime} \neq \Pi_{r+1}$. The $(r-1)$-spaces of $\mathrm{PG}(2 r+1, K)$ which correspond to $\Pi_{r+1}$ and $\Pi_{r+1}^{\prime \prime}$ are denoted by $\Pi_{r-1}$ and $\Pi_{r-1}^{\prime \prime}$. There exists a finite number of distinct $(r-1)$-spaces $\Pi_{r-1}^{0}, \Pi_{r-1}^{1}, \ldots, \Pi_{r-1}^{k}$ such that

$$
\Pi_{r-1} \Pi_{r-1}^{0}, \Pi_{r-1}^{0} \Pi_{r-1}^{1}, \ldots, \Pi_{r-1}^{k-1} \Pi_{r-1}^{k}, \Pi_{r-1}^{k} \Pi_{r-1}^{\prime \prime}
$$

are $r$-spaces. Hence to $\Pi_{r-1}^{0}, \Pi_{r-1}^{1}, \ldots, \Pi_{r-1}^{k}$ there correspond Latin spaces

$$
\Pi_{r+1}^{0}, \Pi_{r+1}^{1}, \ldots, \Pi_{r+1}^{k}
$$

such that

$$
\Pi_{r+1} \cap \Pi_{r+1}^{0}, \Pi_{r+1}^{0} \cap \Pi_{r+1}^{1}, \ldots, \Pi_{r+1}^{k-1} \cap \Pi_{r+1}^{k}, \Pi_{r+1}^{k} \cap \Pi_{r+1}^{\prime \prime}
$$

are points. By a previous argument, the maximal spaces

$$
\Pi_{r+1} \xi, \Pi_{r+1}^{0} \xi, \Pi_{r+1}^{1} \xi, \ldots, \Pi_{r+1}^{k} \xi, \Pi_{r+1}^{\prime \prime} \xi
$$

all belong to $\mathcal{S}_{\mathrm{L}}$ or all to $\mathcal{S}_{\mathrm{G}}$. Hence $\Pi_{r+1} \xi$ and $\Pi_{r+1}^{\prime \prime} \xi$ both belong to $\mathcal{S}_{\mathrm{L}}$ or both to $\mathcal{S}_{\mathrm{G}}$. Thus it has been shown that $\xi$ maps the elements of $\mathcal{S}_{\mathrm{L}}$ either all to $\mathcal{S}_{\mathrm{L}}$ or all to $\mathcal{S}_{\mathrm{G}}$. Analogously, $\xi$ maps all elements of $\mathcal{S}_{\mathrm{G}}$ to $\mathcal{S}_{\mathrm{L}}$ or to $\mathcal{S}_{\mathrm{G}}$. Hence $\xi$ leaves both $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ invariant or interchanges them.

From (3.18) and (3.19) in the case $n=2 r+1$ the correlation $\eta$ of $\mathrm{PG}(2 r+1, K)$ represented by

$$
\rho x_{i}=u_{i}, \quad i=0,1, \ldots, 2 r+1,
$$

induces a projectivity $\zeta$ of $\operatorname{PG}(N, K)$ which leaves $\mathcal{G}_{r, 2 r+1}$ invariant. Then $\zeta$ interchanges the systems $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ of $\mathcal{G}_{r, 2 r+1}$.

Let $G\left(\mathcal{G}_{r, n}\right)$ be the subgroup of PGL $(N+1, K)$ leaving $\mathcal{G}_{r, n}$ fixed.
Lemma 3.30. Let $\underset{\tilde{\xi}}{\theta}: \xi \rightarrow \tilde{\xi}$ map each element $\xi$ of $\operatorname{PGL}(n+1, K)$ onto the corresponding element $\tilde{\xi}$ of $G\left(\mathcal{G}_{r, n}\right)$. Then
(i) $\theta$ is a monomorphism of $\operatorname{PGL}(n+1, K)$ into $G\left(\mathcal{G}_{r, n}\right)$;
(ii) distinct elements of $G\left(\mathcal{G}_{r, n}\right)$ induce distinct permutations of $\mathcal{G}_{r, n}$.

Proof. First it is shown that the identity mapping of $\mathcal{G}_{r, n}$ is induced only by the identity $\mathfrak{I}$ of $\operatorname{PGL}(N+1, K)$. Let $\mathfrak{I}^{\prime} \in \operatorname{PGL}(N+1, K)$ fix $\mathcal{G}_{r, n}$ point-wise. Choose distinct points $P, P^{\prime} \in \mathcal{G}_{r, n}$, and let $P \mathfrak{G}^{-1}=\Pi_{r}, P^{\prime} \mathfrak{G}^{-1}=\Pi_{r}^{\prime}$. There is a finite number of elements $\Pi_{r}^{0}, \Pi_{r}^{1}, \ldots, \Pi_{r}^{k} \in \mathrm{PG}^{(r)}(n, K)$ such that

$$
\Pi_{r} \cap \Pi_{r}^{0}, \Pi_{r}^{0} \cap \Pi_{r}^{1}, \ldots, \Pi_{r}^{k-1} \cap \Pi_{r}^{k}, \Pi_{r}^{k} \cap \Pi_{r}^{\prime}
$$

are $(r-1)$-spaces. This means that there is a finite number of points $P_{0}, P_{1}, \ldots, P_{k}$ on $\mathcal{G}_{r, n}$ such that $P P_{0}, P_{0} P_{1}, \ldots, P_{k-1} P_{k}, P_{k} P^{\prime}$ are lines of $\mathcal{G}_{r, n}$. Hence all points of the subspace of $\mathrm{PG}(N, K)$ generated by $\mathcal{G}_{r, n}$ are fixed by $\mathfrak{I}^{\prime}$. By Theorem 3.12, all points of $\operatorname{PG}(N, K)$ are fixed by $\mathfrak{I}^{\prime}$; hence $\mathfrak{I}^{\prime}$ is the identity of $\operatorname{PGL}(N+1, K)$.

From the preceding paragraph it follows that, if $\delta, \delta^{\prime} \in G\left(\mathcal{G}_{r, n}\right)$ coincide on $\mathcal{G}_{r, n}$, then $\delta=\delta^{\prime}$.

Let $\xi, \xi^{\prime} \in \operatorname{PGL}(n+1, K)$, with $\xi \neq \xi^{\prime}$. Then the mappings induced by $\xi$ and $\xi^{\prime}$ on $\mathrm{PG}^{(r)}(n, K)$ are distinct; hence $\tilde{\xi} \neq \tilde{\xi}^{\prime}$. So $\theta$ is an injection of $\operatorname{PGL}(n+1, K)$ into $G\left(\mathcal{G}_{r, n}\right)$. Again, consider elements $\xi, \xi^{\prime} \in \operatorname{PGL}(n+1, K)$; then $\tilde{\xi} \tilde{\xi}^{\prime}$ and $\widetilde{\xi}^{\prime}{ }^{\prime}$ coincide on $\mathcal{G}_{r, n}$. Hence $\tilde{\xi} \tilde{\xi}^{\prime}=\widetilde{\xi}^{\prime}$ and $\theta$ is a monomorphism of $\operatorname{PGL}(n+1, K)$ into $G\left(\mathcal{G}_{r, n}\right)$.

Theorem 3.31. For $n \neq 2 r+1$, the mapping $\theta$ is an isomorphism of $\operatorname{PGL}(n+1, K)$ onto $G\left(\mathcal{G}_{r, n}\right)$. For $n=2 r+1$,

$$
G\left(\mathcal{G}_{r, n}\right)=\operatorname{PGL}(n+1, K) \theta \cup(\operatorname{PGL}(n+1, K) \theta) \zeta .
$$

Proof. First suppose that $n \neq 2 r+1$. It must be shown that

$$
G\left(\mathcal{G}_{r, n}\right)=\operatorname{PGL}(n+1, K) \theta .
$$

Consider an element $\delta \in G\left(\mathcal{G}_{r, n}\right)$. By Theorem 3.29, $\delta$ leaves $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ invariant. Consider an $(r+1)$-space $\Lambda_{r+1}^{1} \in \mathcal{S}_{\mathrm{G}}$. The $(r+1)$-space $\Lambda_{r+1}^{1} \delta=\Lambda_{r+1}^{1^{\prime}}$ also belongs to $\mathcal{S}_{\mathrm{G}}$. The corresponding $(r+1)$-spaces of $\mathrm{PG}(n, K)$ are denoted by $\Pi_{r+1}^{1}$ and $\Pi_{r+1}^{1^{\prime}}$. By the remark just preceding Lemma 3.21, $\mathfrak{G}$ induces a correlation of
$\Pi_{r+1}^{1}$ onto $\Lambda_{r+1}^{1}$ and of $\Pi_{r+1}^{1^{\prime}}$ onto $\Lambda_{r+1}^{1^{\prime}}$. Hence $\mathfrak{G} \delta \mathfrak{G}^{-1}$ induces a projectivity $\xi_{1}$ of $\Pi_{r+1}^{1}$ onto $\Pi_{r+1}^{1^{\prime}}$.

Next consider an $(r+1)$-space $\Pi_{r+1}^{2}$ of $\operatorname{PG}(n, K)$ for which $\Pi_{r+1}^{1} \cap \Pi_{r+1}^{2}$ is an $r$-space $\Pi_{r}$. Corresponding to $\Pi_{r+1}^{2}$ is an $(r+1)$-space $\Lambda_{r+1}^{2} \in \mathcal{S}_{\mathrm{G}}$. So, let $\Lambda_{r+1}^{2} \delta=\Lambda_{r+1}^{2^{\prime}} \in \mathcal{S}_{\mathrm{G}}$ and let $\Pi_{r+1}^{2^{\prime}}$ be the corresponding $(r+1)$-space of $\mathrm{PG}(n, K)$. Again $\mathfrak{G} \delta \mathfrak{G}^{-1}$ induces a projectivity $\xi_{2}$ of $\Pi_{r+1}^{2}$ onto $\Pi_{r+1}^{2^{\prime}}$.

Since $\Pi_{r+1}^{1} \cap \Pi_{r+1}^{2}$ is an $r$-space, the intersection $\Lambda_{r+1}^{1} \cap \Lambda_{r+1}^{2}$ is a point $P$. Hence $\Lambda_{r+1}^{1^{\prime}} \cap \Lambda_{r+1}^{2^{\prime}}$ is a point $P^{\prime}$, whence $\Pi_{r+1}^{1^{\prime}} \cap \Pi_{r+1}^{2^{\prime}}$ is an $r$-space $\Pi_{r}^{\prime}$. Since $P \delta=P^{\prime}$, so $\Pi_{r} \xi_{1}=\Pi_{r} \xi_{2}=\Pi_{r}^{\prime}$. In $\Pi_{r}$, now choose an $(r-1)$-space $\Pi_{r-1}$. If $\Pi_{r+1}^{1} \Pi_{r+1}^{2}=\Pi_{r+2}$, then $\mathcal{T}_{r}\left(\Pi_{r-1}, \Pi_{r+2}\right) \mathfrak{G}$ is a plane $\Pi_{2}$. If the lines $\Pi_{2} \cap \Lambda_{r+1}^{1}$ and $\Pi_{2} \cap \Lambda_{r+1}^{2}$ are $l_{1}$ and $l_{2}$, then $l_{1} \cap l_{2}=P$. The plane $\Pi_{2} \delta=\Pi_{2}^{\prime}$ intersects $\Lambda_{r+1}^{1^{\prime}}$ and $\Lambda_{r+1}^{2^{\prime}}$ in the lines $l_{1}^{\prime}=l_{1} \delta$ and $l_{2}^{\prime}=l_{2} \delta$; also $l_{1}^{\prime} \cap l_{2}^{\prime}=P^{\prime}$. Now, $l_{1}^{\prime} \mathfrak{G}^{-1}$ is the pencil $\left(\Pi_{r-1} \xi_{1}, \Pi_{r+1}^{1}\right)$ and $l_{2}^{\prime} \mathfrak{G}^{-1}$ is the pencil $\left(\Pi_{r-1} \xi_{2}, \Pi_{r+1}^{2^{\prime}}\right)$. These two pencils belong to $\Pi_{2}^{\prime} \mathfrak{G}^{-1}$; hence, by Theorem 3.22, all elements of the two pencils contain a common ( $r-2$ )-space and are contained in a common $(r+1)$-space, or contain a common $(r-1)$-space and are contained in a common $(r+2)$-space. Since the elements of the pencils generate $\Pi_{r+1}^{1^{\prime}} \Pi_{r+1}^{2^{\prime}}$, which is an $(r+2)$-space, they all contain a common ( $r-1$ )-space.

Hence $\Pi_{r-1} \xi_{1}=\Pi_{r-1} \xi_{2}=\Pi_{r-1}^{\prime}$. Consequently, the actions of $\xi_{1}$ and $\xi_{2}$ on the set of all hyperplanes of $\Pi_{r}$ coincide, which means that $\xi_{1}$ and $\xi_{2}$ also coincide on all points of $\Pi_{r}$.

Consider distinct $(r+1)$-spaces $\Pi_{r+1}^{3}$ and $\Pi_{r+1}^{4}$ of $\mathrm{PG}(n, K)$. Let their intersection be an $s$-space $\Pi_{s}$ for some $s \in\{-1,0,1, \ldots, r\}$. There exists a finite number of distinct $(r+1)$-spaces

$$
\Pi_{r+1}^{3}=\Pi_{r+1}^{5}, \Pi_{r+1}^{6}, \ldots, \Pi_{r+1}^{k}=\Pi_{r+1}^{4}
$$

in $\operatorname{PG}(n, K)$ such that

$$
\Pi_{r+1}^{5} \cap \Pi_{r+1}^{6}, \Pi_{r+1}^{6} \cap \Pi_{r+1}^{7}, \ldots, \Pi_{r+1}^{k-1} \cap \Pi_{r+1}^{k}
$$

are $r$-spaces which contain $\Pi_{s}$. As in the preceding paragraphs, the spaces

$$
\Pi_{r+1}^{5}, \Pi_{r+1}^{6}, \ldots, \Pi_{r+1}^{k}
$$

define projectivities $\xi_{3}=\xi_{5}, \xi_{6}, \ldots, \xi_{k}=\xi_{4}$. Also, $\xi_{i}$ and $\xi_{i+1}$ coincide on all points of $\Pi_{r+1}^{i} \cap \Pi_{r+1}^{i+1}, i=5,6, \ldots, k-1$, and consequently coincide on all points of $\Pi_{s}$. Hence $\xi_{3}$ and $\xi_{4}$ coincide on all points of $\Pi_{s}$.

Define $\xi$ as follows. Let $P$ be an arbitrary point of $\mathrm{PG}(n, K)$. Consider any $(r+1)$-space $\Pi_{r+1}^{0}$ containing $P$ and the corresponding projectivity $\xi_{0}$. Then define $P \xi=P \xi_{0}$. From the above, $P \xi_{0}$ is independent of the choice of $\Pi_{r+1}^{0}$ through $P$. If $l$ is a line of $\operatorname{PG}(n, K)$, then choosing $\Pi_{r+1}^{0}$ through $l$ it follows that $l \xi$ is a line of $\mathrm{PG}(n, K)$; if $\Pi_{r}$ is an $r$-space of $\mathrm{PG}(n, K)$, then choosing $\Pi_{r+1}^{0}$ through $\Pi_{r}$ gives that $\Pi_{r} \mathfrak{G} \delta=\Pi_{r} \xi \mathfrak{G}$. Hence $\xi$ is a projectivity of $\operatorname{PG}(n, K)$ and $\xi \theta=\tilde{\xi}=\delta$. This proves the theorem in the case that $n \neq 2 r+1$.

Finally, suppose that $n=2 r+1$. From above,

$$
\mathrm{PGL}(2 r+2, K) \theta \cup(\mathrm{PGL}(2 r+2, K) \theta) \zeta \subset G\left(\mathcal{G}_{r, 2 r+1}\right)
$$

Let $\delta \in G\left(\mathcal{G}_{r, 2 r+1}\right)$ leave $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ invariant; then, as in the case $n \neq 2 r+1$, it follows that $\delta \in \operatorname{PGL}(2 r+2, K) \theta$. Now suppose that $\delta$ interchanges $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$. Then $\delta \zeta^{-1} \in G\left(\mathcal{G}_{r, 2 r+1}\right)$ and leaves both $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ invariant. Consequently $\delta \zeta^{-1} \in \operatorname{PGL}(2 r+2, K) \theta$; that is, $\delta \in(\operatorname{PGL}(2 r+2, K) \theta) \zeta$.

It follows from this proof that $(\operatorname{PGL}(2 r+2, K) \theta) \zeta$ is induced by the set of all correlations of $\mathrm{PG}(2 r+1, K)$.

Corollary 3.32. (i) For $n \neq 2 r+1$,

$$
\left|G\left(\mathcal{G}_{r, n, q}\right)\right|=|\operatorname{PGL}(n+1, q)| .
$$

(ii) For $n=2 r+1$,

$$
\left|G\left(\mathcal{G}_{r, 2 r+1, q}\right)\right|=2|\mathrm{PGL}(2 r+2, q)| .
$$

Proof. This follows immediately from the theorem.
Theorem 3.33. If $\delta$ is a permutation of $\mathcal{G}_{r, n}$ such that both $\delta$ and $\delta^{-1}$ fix $\mathcal{G}_{r, n}^{(1)}$, then $\delta$ can be extended to an element of $G\left(\mathcal{G}_{r, n}\right)$.

Proof. The permutations $\delta$ and $\delta^{-1}$ map each $s$-space $\Pi_{s}$ of $\mathcal{G}_{r, n}$ onto an $s$-space of $\mathcal{G}_{r, n}$. As in the proof of Theorem 3.29, it can be shown that, for $n \neq 2 r+1$, both $\delta$ and $\delta^{-1}$ leave each of $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ invariant, whereas, for $n=2 r+1$, both $\delta$ and $\delta^{-1}$ leave the pair $\left\{\mathcal{S}_{\mathrm{L}}, \mathcal{S}_{\mathrm{G}}\right\}$ invariant. Similarly to the proof of Theorem 3.31, when $n \neq 2 r+1$ the permutation $\delta$ naturally defines a projectivity $\xi$ of $\mathrm{PG}(n, K)$; also, $\delta$ is the restriction of $\xi \theta=\tilde{\xi}$ to $\mathcal{G}_{r, n}$. Thus $\delta$ can be extended to $\tilde{\xi}$. When $n=2 r+1$, either $\underset{\sim}{\delta}$ or $\delta \zeta^{-1}$ defines the projectivity $\xi$ and is correspondingly the restriction of $\xi \theta=\tilde{\xi}$ to $\mathcal{G}_{r, n}$; here, $\delta$ can be extended to one of $\tilde{\xi}$ and $\tilde{\xi} \zeta$. In both cases, $\delta$ can be extended to an element of $G\left(\mathcal{G}_{r, n}\right)$.

### 3.3 A characterisation of Grassmann varieties

In this section it is always assumed that the objects considered are finite. However, all theorems stated can be generalised to the infinite case. The main goal is to characterise the finite Grassmann varieties in terms of their subspaces.

Let $\mathcal{P}$ be a non-empty set whose elements are called points, and let $\mathcal{B}$ be a nonempty set consisting of subsets of $\mathcal{P}$. The elements of $\mathcal{B}$ are called lines. The pair $(\mathcal{P}, \mathcal{B})$ is a partial linear space (PLS) if the following conditions are satisfied:
(1) any two distinct points in $\mathcal{P}$ belong to at most one line in $\mathcal{B}$;
(2) any line in $\mathcal{B}$ contains at least two points of $\mathcal{P}$;
(3) $\mathcal{B}$ is a covering of $\mathcal{P}$; that is, $\mathcal{P}$ is the union of all elements of $\mathcal{B}$.

The points $P, P^{\prime}$ of $\mathcal{P}$ are collinear if there is a line $l$ of $\mathcal{B}$ containing $P$ and $P^{\prime}$; in this case, write $P \sim P^{\prime}$. If $P$ and $P^{\prime}$ are non-collinear, write $P \nsim P^{\prime}$. Note that $P \sim P$. If $P$ and $P^{\prime}$ are distinct points of the line $l$, then $l$ is also denoted by $P P^{\prime}$.

Definition 3.34. (1) If any two points of $\mathcal{P}$ are collinear, then $(\mathcal{P}, \mathcal{B})$ is a linear space (LS).
(2) Otherwise, $(\mathcal{P}, \mathcal{B})$ is a proper partial linear space (PPLS).
(3) A subset $\mathcal{P}^{\prime}$ of the $\operatorname{PLS}(\mathcal{P}, \mathcal{B})$ is a subspace if any two of its points are collinear and the line joining them is completely contained in $\mathcal{P}^{\prime}$.
(4) The subspace $\mathcal{P}^{\prime}$ is a maximal subspace if it is not properly contained in any subspace of $(\mathcal{P}, \mathcal{B})$.
(5) If each line $l$ of the $\operatorname{PLS}(\mathcal{P}, \mathcal{B})$ contains at least three points, the space $(\mathcal{P}, \mathcal{B})$ is irreducible.
(6) A PPLS $(\mathcal{P}, \mathcal{B})$ is connected if for any two points $P, P^{\prime}$ there exist points $P_{1}, P_{2}, \ldots, P_{k}$ such that $P \sim P_{1} \sim P_{2} \sim \ldots \sim P_{k} \sim P^{\prime}$.

Consider the Grassmann variety $\mathcal{G}_{r, n}, 1 \leq r \leq n-2$. Let $\mathcal{P}=\mathcal{G}_{r, n}$ and let $\mathcal{B}$ be the set of all lines of $\mathcal{G}_{r, n}$. Then $(\mathcal{P}, \mathcal{B})$ is a PPLS whose subspaces are the subspaces of $\operatorname{PG}(N, q)$ contained in $\mathcal{G}_{r, n}$ and whose maximal subspaces are the maximal spaces of $\mathcal{G}_{r, n}$. Also, $(\mathcal{P}, \mathcal{B})$ is irreducible and connected; see the proof of Lemma 3.30.

Lemma 3.35. Let $(\mathcal{P}, \mathcal{B})$ be the PPLS corresponding to the Grassmann variety $\mathcal{G}_{r, n}$. Then $(\mathcal{P}, \mathcal{B})$ satisfies the following conditions.
(i) If $P, P^{\prime}, P^{\prime \prime} \in \mathcal{P}$ with $P \sim P^{\prime} \sim P^{\prime \prime} \sim P$, then there is a subspace containing these points.
(ii) The set of maximal subspaces is partitioned into two families $\mathcal{S}_{\mathrm{L}}$ and $\mathcal{S}_{\mathrm{G}}$ with the following further properties.
(a) If $\pi \in \mathcal{S}_{\mathrm{L}}$ and $\pi^{\prime} \in \mathcal{S}_{\mathrm{G}}$, then $\pi \cap \pi^{\prime}=\emptyset$ or $\pi \cap \pi^{\prime} \in \mathcal{B}$.
(b) For each $l \in \mathcal{B}$ there is a unique $\pi \in \mathcal{S}_{\mathrm{L}}$ and a unique $\pi^{\prime} \in \mathcal{S}_{\mathrm{G}}$ such that $\pi \cap \pi^{\prime}=l$.
(c) If $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are distinct elements of $\mathcal{S}_{\mathrm{L}}$ for which $\pi \cap \pi^{\prime}, \pi^{\prime} \cap \pi^{\prime \prime}, \pi^{\prime \prime} \cap \pi$ are distinct points, then any element of $\mathcal{S}_{\mathrm{L}}$ other than $\pi, \pi^{\prime}, \pi^{\prime \prime}$ having distinct points in common with $\pi$ and $\pi^{\prime}$ also has a point in common with $\pi^{\prime \prime}$.

Similarly, if $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are distinct elements of $\mathcal{S}_{\mathrm{G}}$ for which the spaces $\pi \cap \pi^{\prime}, \pi^{\prime} \cap \pi^{\prime \prime}, \pi^{\prime \prime} \cap \pi$ are distinct points, then any element of $\mathcal{S}_{\mathrm{G}}$ other than $\pi, \pi^{\prime}, \pi^{\prime \prime}$ having distinct points in common with $\pi$ and $\pi^{\prime}$ also has a point in common with $\pi^{\prime \prime}$.
(iii) There exist distinct subspaces $\pi_{1}, \pi_{2}, \ldots, \pi_{r+1}$ such that $\pi_{1} \in \mathcal{B}, \pi_{r+1} \in \mathcal{S}_{\mathrm{G}}$, $\pi_{i} \subset \pi_{i+1}$ and such that there is no subspace $\pi$ other than $\pi_{i}$ and $\pi_{i+1}$ with $\pi_{i} \subset \pi \subset \pi_{i+1}$.

Similarly, there exist distinct subspaces $\pi_{1}, \pi_{2}, \ldots, \pi_{n-r}$ such that $\pi_{1} \in \mathcal{B}$, $\pi_{n-r} \in \mathcal{S}_{\mathrm{L}}, \pi_{i} \subset \pi_{i+1}$ and such that there is no subspace $\pi$ other than $\pi_{i}$ and $\pi_{i+1}$ with $\pi_{i} \subset \pi \subset \pi_{i+1}$.

Proof. Let $P, P^{\prime}, P^{\prime \prime}$ be distinct points of $\mathcal{P}$, with $P \sim P^{\prime} \sim P^{\prime \prime} \sim P$. It may be assumed that $P, P^{\prime}, P^{\prime \prime}$ are not on a common line of $\mathcal{B}$. The plane $P P^{\prime} P^{\prime \prime}$ has three lines in common with each of the quadrics represented by equations (3.5), and hence is contained in all these quadrics. So the plane $P P^{\prime} P^{\prime \prime}$ is contained in $\mathcal{G}_{r, n}$. Therefore $P, P^{\prime}, P^{\prime \prime}$ lie in a subspace of $(\mathcal{P}, \mathcal{B})$.

Properties (ii)(a) and (ii)(b) are proved in Theorem 3.20 and Lemma 3.21. Let $\pi, \pi^{\prime}, \pi^{\prime \prime}$ be distinct elements of $\mathcal{S}_{\mathrm{L}}$ for which $\pi \cap \pi^{\prime}, \pi^{\prime} \cap \pi^{\prime \prime}, \pi^{\prime \prime} \cap \pi$ are distinct points. The $(r-1)$-spaces of $\mathrm{PG}(n, q)$ which correspond to $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are denoted by $\Pi_{r-1}, \Pi_{r-1}^{\prime}, \Pi_{r-1}^{\prime \prime}$. Since $\pi \cap \pi^{\prime}, \pi^{\prime} \cap \pi^{\prime \prime}, \pi^{\prime \prime} \cap \pi$ are distinct points, the spaces $\Pi_{r-1}, \Pi_{r-1}^{\prime}, \Pi_{r-1}^{\prime \prime}$ contain a common $(r-2)$-space $\Pi_{r-2}$. If the space $\pi^{\prime \prime \prime} \in \mathcal{S}_{\mathrm{L}} \backslash\left\{\pi, \pi^{\prime}, \pi^{\prime \prime}\right\}$ has distinct points in common with $\pi$ and $\pi^{\prime}$, then the $(r-1)$ space of $\operatorname{PG}(n, q)$ corresponding to $\pi^{\prime \prime \prime}$ contains $\Pi_{r-2}$. Hence $\pi^{\prime \prime}$ and $\pi^{\prime \prime \prime}$ have a point in common. Similarly, let $\pi, \pi^{\prime}, \pi^{\prime \prime}$ be distinct elements of $\mathcal{S}_{\mathrm{G}}$ for which $\pi \cap \pi^{\prime}, \pi^{\prime} \cap \pi^{\prime \prime}, \pi^{\prime \prime} \cap \pi$ are distinct points. The $(r+1)$-spaces of $\mathrm{PG}(n, q)$ which correspond to $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are denoted by $\Pi_{r+1}, \Pi_{r+1}^{\prime}, \Pi_{r+1}^{\prime \prime}$. Since $\pi \cap \pi^{\prime}, \pi^{\prime} \cap \pi^{\prime \prime}, \pi^{\prime \prime} \cap \pi$ are distinct points, the spaces $\Pi_{r+1}, \Pi_{r+1}^{\prime}, \Pi_{r+1}^{\prime \prime}$ are contained in a common $(r+2)$ space $\Pi_{r+2}$. If the space $\pi^{\prime \prime \prime} \in \mathcal{S}_{\mathrm{G}} \backslash\left\{\pi, \pi^{\prime}, \pi^{\prime \prime}\right\}$ has distinct points in common with $\pi$ and $\pi^{\prime}$, then the $(r+1)$-space of $\mathrm{PG}(n, q)$ corresponding to $\pi^{\prime \prime \prime}$ is contained in $\Pi_{r+2}$. Hence $\pi^{\prime \prime}$ and $\pi^{\prime \prime \prime}$ have a point in common.

Property (iii) follows immediately.
Let $(\mathcal{P}, \mathcal{B})$ be a connected irreducible PPLS. It is a Grassmann space of index $r$, with $r \geq 1$, if the following axioms are satisfied.

A1. If $P, P^{\prime}, P^{\prime \prime} \in \mathcal{P}$ with $P \sim P^{\prime} \sim P^{\prime \prime} \sim P$, then there is a subspace of $(\mathcal{P}, \mathcal{B})$ containing these points.
A2. The set of maximal subspaces of $(\mathcal{P}, \mathcal{B})$ is partitioned into two families, say $\mathcal{S}$ and $\mathcal{T}$, with the following properties.
I. If $\pi \in \mathcal{S}$ and $\pi^{\prime} \in \mathcal{T}$, then $\pi \cap \pi^{\prime}=\emptyset$ or $\pi \cap \pi^{\prime} \in \mathcal{B}$.
II. For each $l \in \mathcal{B}$ there is a unique $\pi \in \mathcal{S}$ and a unique $\pi^{\prime} \in \mathcal{T}$ such that $l \subset \pi$ and $l \subset \pi^{\prime}$.
III. Let $\pi, \pi^{\prime}, \pi^{\prime \prime}$ be distinct elements of $\mathcal{S}$ for which $\pi \cap \pi^{\prime}, \pi^{\prime} \cap \pi^{\prime \prime}, \pi^{\prime \prime} \cap \pi$ are distinct points. Then any element of $\mathcal{S} \backslash\left\{\pi, \pi^{\prime}, \pi^{\prime \prime}\right\}$ having distinct points in common with $\pi$ and $\pi^{\prime}$ also has a point in common with $\pi^{\prime \prime}$.
A3. There exist $r+1$ distinct subspaces $\pi_{i}$ such that $\pi_{1} \subset \pi_{2} \subset \cdots \subset \pi_{r+1}$, with $\pi_{1} \in \mathcal{B}, \pi_{r+1} \in \mathcal{T}$, and such that there is no subspace $\pi$ with $\pi_{i} \subset \pi \subset \pi_{i+1}$ other than $\pi=\pi_{i}, \pi_{i+1}$ for $i=1,2, \ldots, r$.

Lemma 3.36. Let $(\mathcal{P}, \mathcal{B})$ be the PPLS corresponding to the Grassmann variety $\mathcal{G}_{r, n}$. Then $(\mathcal{P}, \mathcal{B})$ is a Grassmann space both of index $r$ and of index $n-r-1$.

Proof. Putting $S=\mathcal{S}_{\mathrm{L}}$ and $\mathcal{T}=\mathcal{S}_{\mathrm{G}}$ in Lemma 3.35 shows that $(\mathcal{P}, \mathcal{B})$ is a Grassmann space of index $r$; putting $S=\mathcal{S}_{\mathrm{G}}$ and $\mathcal{T}=\mathcal{S}_{\mathrm{L}}$ shows that $(\mathcal{P}, \mathcal{B})$ is a Grassmann space of index $n-r-1$.

Definition 3.37. Let $(\mathcal{P}, \mathcal{B})$ and $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$ be two Grassmann spaces.
(1) A bijection $\xi$ from $\mathcal{P}$ to $\mathcal{P}^{\prime}$ is an isomorphism or collineation from $(\mathcal{P}, \mathcal{B})$ to $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$ if $\mathcal{B}^{\prime}$ is the set of all images of the elements of $\mathcal{B}$ under $\xi$.
(2) In this case, $(\mathcal{P}, \mathcal{B})$ and $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$ are isomorphic.

If $\xi$ is an isomorphism from $(\mathcal{P}, \mathcal{B})$ to $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$, then $\xi$ maps the subspaces and maximal subspaces of $(\mathcal{P}, \mathcal{B})$ onto the subspaces and maximal subspaces of $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$.

Let $\pi$ and $\pi^{\prime}$ be distinct maximal subspaces belonging to the same system $\mathcal{D}$ of maximal subspaces of the Grassmann space $(\mathcal{P}, \mathcal{B})$. If $P \in \pi, P^{\prime} \in \pi^{\prime}, P \neq P^{\prime}$, then by the connectivity of $(\mathcal{P}, \mathcal{B})$ there exist distinct points $P_{1}=P, P_{2}, \ldots, P_{k}=P^{\prime}$ such that $P_{1} \sim P_{2} \sim \cdots \sim P_{k}$. Let $\pi_{i}$ be the element of $\mathcal{D}$ which contains the line $P_{i} P_{i+1}, i=1,2, \ldots, k-1$. By A2.II, $\pi_{i}=\pi_{i+1}$ or $\pi_{i} \cap \pi_{i+1}$ is a point, $i=1,2, \ldots, k-1$. If $\xi$ is an isomorphism from $(\mathcal{P}, \mathcal{B})$ to $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$ then $\pi_{i} \xi=\pi_{i+1} \xi$ or $\pi_{i} \xi \cap \pi_{i+1} \xi$ is a point. Hence, by A2.I, $\pi_{1} \xi, \pi_{2} \xi, \ldots, \pi_{k} \xi$ belong to the same system $\mathcal{D}^{\prime}$ of maximal subspaces of ( $\mathcal{P}^{\prime}, \mathcal{B}^{\prime}$ ). Consequently, $\pi \xi$ and $\pi^{\prime} \xi$ belong to $\mathcal{D}^{\prime}$. Therefore $\xi$ maps each system of maximal subspaces of $(\mathcal{P}, \mathcal{B})$ onto a system of maximal subspaces of $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$.

Henceforth, it is assumed that $(\mathcal{P}, \mathcal{B})$ is a Grassmann space of index $r \geq 2$.
Lemma 3.38. (i) No line in $\mathcal{B}$ is a maximal subspace.
(ii) Two distinct elements of the same system of maximal subspaces have at most one point in common.

Proof. Let $l \in \mathcal{B}$ be a maximal subspace, say $l \in \mathcal{S}$. By A2.II, there is a $\pi \in \mathcal{T}$ which contains $l$. Since $\mathcal{T} \cap \mathcal{S}=\emptyset$, so $l$ is properly contained in $\pi$, and hence $l$ is not maximal, a contradiction. Consequently no element of $\mathcal{B}$ is a maximal subspace.

Suppose that $\pi$ and $\pi^{\prime}$ are distinct elements of $\mathcal{T} \cup \mathcal{S}$ which have distinct points $P$ and $P^{\prime}$ in common. The line $l=P P^{\prime}$ belongs to exactly one element of $\mathcal{S}$ and to exactly one element of $\mathcal{T}$. Hence $\pi$ and $\pi^{\prime}$ belong to distinct families.

Lemma 3.39. Let $\pi, \pi^{\prime} \in \mathcal{S}, \pi \neq \pi^{\prime}$, and $P \in \pi \cap \pi^{\prime}$. If $\pi^{\prime \prime} \in \mathcal{T}$, and if $\pi \cap \pi^{\prime \prime}=l$ and $\pi^{\prime} \cap \pi^{\prime \prime}=l^{\prime}$ are lines, then $l \cap l^{\prime}=P$ and so $\pi^{\prime \prime}$ contains $P$.

Proof. By Lemma 3.38, $\pi \cap \pi^{\prime}=P$; so $l \neq l^{\prime}$. Let $Q \in l, Q^{\prime} \in l^{\prime}$, with $P, Q, Q^{\prime}$ distinct; then $P \sim Q \sim Q^{\prime} \sim P$. By A1, the points $P, Q, Q^{\prime}$ are contained in a subspace $\alpha_{1}$, and $\alpha_{1}$ is contained in a maximal subspace $\alpha_{2}$. If $\alpha_{2} \in \mathcal{S}$ then, by Lemma 3.38, $\pi=\alpha_{2}=\pi^{\prime}$, a contradiction; so $\alpha_{2} \in \mathcal{T}$. Since $\alpha_{2}$ contains the distinct points $Q, Q^{\prime}$ of $\pi^{\prime \prime}$, so $\pi^{\prime \prime}=\alpha_{2}$ by Lemma 3.38; thus $P \in \pi^{\prime \prime}$. Finally, $P \in \pi \cap \pi^{\prime \prime}=l$ and $P \in \pi^{\prime} \cap \pi^{\prime \prime}=l^{\prime}$.

Lemma 3.40. Each element of $\mathcal{T}$ provided with its lines has the structure of the points and lines of a projective space.

Proof. If $\pi \in \mathcal{T}$, then $\pi$ with its lines is a linear space. It is sufficient to show that in that linear space the Veblen-Wedderburn axiom holds.

Let $l_{1}$ and $l_{2}$ be distinct lines of $\pi$, with $l_{1} \cap l_{2}=P$; if $l_{3}$ and $l_{4}$ are distinct lines of $\pi$, each meeting both $l_{1}$ and $l_{2}$ at points other than $P$, then it must be shown that $l_{3}$ and $l_{4}$ meet at a point.

Let $l_{1} \cap l_{3}=P_{1}, l_{2} \cap l_{3}=P_{2}, l_{1} \cap l_{4}=Q_{1}, l_{2} \cap l_{4}=Q_{2}$. Through $l_{i}$ there is exactly one maximal subspace $\alpha_{i} \in \mathcal{S}, i=1,2,3,4$. If $\alpha_{i}=\alpha_{j}, i \neq j$, then $\alpha_{i} \cap \pi$ contains all points of $l_{i} \cup l_{j}$, in contradiction to A2.I. Hence the spaces $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ are distinct. By Lemma 3.38,

$$
\begin{aligned}
& \alpha_{1} \cap \alpha_{2}=P, \quad \alpha_{1} \cap \alpha_{3}=P_{1}, \quad \alpha_{2} \cap \alpha_{3}=P_{2}, \\
& \alpha_{1} \cap \alpha_{4}=Q_{1}, \quad \alpha_{2} \cap \alpha_{4}=Q_{4} .
\end{aligned}
$$

By A2.III, $\alpha_{3}$ and $\alpha_{4}$ have a common point $Q$. Since

$$
Q \in \alpha_{3} \cap \alpha_{4}, \quad \pi \in \mathcal{T}, \alpha_{3} \cap \pi=l_{3}, \quad \alpha_{4} \cap \pi=l_{4},
$$

so $l_{3} \cap l_{4}=Q$, by Lemma 3.39.
Any projective space belonging to $\mathcal{T}$ contains projective planes. The set of all these projective planes is denoted by $\mathcal{C}$. Then any element of $\mathcal{C}$ is a subspace of $(\mathcal{P}, \mathcal{B})$, and is contained in exactly one element of $\mathcal{T}$.

Lemma 3.41. Let
(a) $\pi$ and $\pi^{\prime}$ be distinct elements of $\mathcal{T}$ which intersect in the point $P$;
(b) $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be distinct elements of $\mathcal{S}$ containing $P$;
(c) $\alpha_{i} \cap \pi=l_{i} \in \mathcal{B}, \alpha_{i} \cap \pi^{\prime}=l_{i}^{\prime} \in \mathcal{B}, i=1,2,3$;
(d) $l_{1}, l_{2}, l_{3}$ belong to a common plane in $\pi$.

Then $l_{1}^{\prime}, l_{2}^{\prime}, l_{3}^{\prime}$ also belong to a common plane in $\pi^{\prime}$.
Proof. The lines $l_{1}, l_{2}, l_{3}$ are distinct, as are $l_{1}^{\prime}, l_{2}^{\prime}, l_{3}^{\prime}$. Let $\Pi_{2}$ be the plane containing $l_{1}, l_{2}, l_{3}$, and let $\Pi_{2}^{\prime}$ be the plane of $\pi^{\prime}$ containing $l_{1}^{\prime}$ and $l_{2}^{\prime}$. It must be shown that $l_{3}^{\prime} \subset \Pi_{2}^{\prime}$.

Let $l$ be a line of $\Pi_{2}$ which does not contain $P$, and let $\alpha$ be the element of $\mathcal{S}$ which contains $l$. If $\alpha \cap \pi^{\prime}$ is not a line, then let $l^{\prime}$ be any line of $\Pi_{2}^{\prime}$ which does not contain $P$; if $\alpha \cap \pi^{\prime}$ is a line, then let $l^{\prime}$ be any line of $\Pi_{2}^{\prime}$ which is distinct from $\alpha \cap \pi^{\prime}$ and does not contain $P$.

Let $l \cap l_{i}=Q_{i}, i=1,2,3$, and let $l^{\prime} \cap l_{i}^{\prime}=Q_{i}^{\prime}, i=1,2$. The five points $Q_{1}, Q_{2}, Q_{3}, Q_{1}^{\prime}, Q_{2}^{\prime}$ are distinct. Let $\alpha^{\prime}$ be the element of $\mathcal{S}$ which contains $l^{\prime}$. Then $\alpha, \alpha^{\prime}, \alpha_{1}, \alpha_{2}, \alpha_{3}$ are distinct, with

$$
\alpha \cap \alpha_{i}=Q_{i}, i=1,2,3, \quad \alpha^{\prime} \cap \alpha_{i}=Q_{i}^{\prime}, i=1,2
$$

Since $\alpha, \alpha_{1}, \alpha_{2}$ meet in pairs in distinct points and since $\alpha^{\prime}$ has distinct points in common with $\alpha_{1}$ and $\alpha_{2}$, then A2.III implies that $\alpha$ and $\alpha^{\prime}$ have a point in common.

Let $\alpha \cap \alpha^{\prime}=Q$; here, $Q$ is distinct from $Q_{1}$ and $Q_{1}^{\prime}$. Consequently, the maximal subspaces $\alpha, \alpha^{\prime}, \alpha_{1}$ meet in pairs in distinct points, and $\alpha_{3}$ meets $\alpha$ and $\alpha_{1}$ in the distinct points $Q_{3}$ and $P$. Hence, by A2.III, the intersection of $\alpha_{3}$ and $\alpha^{\prime}$ is a point $Q^{\prime}$. Since $\alpha_{3} \cap \pi^{\prime}=l_{3}^{\prime}, \alpha^{\prime} \cap \pi^{\prime}=l^{\prime}, \alpha_{3} \cap \alpha^{\prime}=Q^{\prime}$, by Lemma 3.39, $l^{\prime} \cap l_{3}^{\prime}=Q^{\prime}$. So $l_{3}^{\prime}$ contains distinct points $P$ and $Q^{\prime}$ of the plane $\Pi_{2}^{\prime}$; that is, $l_{3}^{\prime} \subset \Pi_{2}^{\prime}$.

Let $P \in \mathcal{P}$ and $\pi \in \mathcal{C}$, with $P \in \pi$. Then the set consisting of all the elements of $\mathcal{S}$ meeting $\pi$ at lines through $P$ is denoted by $\mathcal{R}(P, \pi)$.

Lemma 3.42. If $\pi \in \mathcal{C}$ with $P \in \pi$, then $|\mathcal{R}(P, \pi)| \geq 3$. If $\pi, \pi^{\prime} \in \mathcal{C}$, with $P \in \pi$ and $P^{\prime} \in \pi^{\prime}$, then $\left|\mathcal{R}(P, \pi) \cap \mathcal{R}\left(P^{\prime}, \pi^{\prime}\right)\right| \geq 2$ implies that $\mathcal{R}(P, \pi)=\mathcal{R}\left(P^{\prime}, \pi^{\prime}\right)$.

Proof. Let $\pi \in \mathcal{C}, P \in \mathcal{P}$, where $P \in \pi$. Choose distinct lines $l_{1}, l_{2}, l_{3}$ in $\pi$ through $P$. The elements of $\mathcal{S}$ containing $l_{1}, l_{2}, l_{3}$ are denoted by $\alpha_{1}, \alpha_{2}, \alpha_{3}$; then $\alpha_{1}, \alpha_{2}, \alpha_{3}$ belong to $\mathcal{R}(P, \pi)$. If $\alpha_{i}=\alpha_{j}, i \neq j$, then $\pi \cap \alpha$, with $\alpha$ the element of $\mathcal{T}$ containing $\pi$, contains all points of $l_{i} \cup l_{j}$. This contradicts A2.I. Hence $\alpha_{i} \neq \alpha_{j}$ for $i \neq j$, and so $|\mathcal{R}(P, \pi)| \geq 3$.

Next, let $\pi, \pi^{\prime} \in \mathcal{C}, P \in \pi, P^{\prime} \in \pi^{\prime}$, and $\left|\mathcal{R}(P, \pi) \cap \mathcal{R}\left(P^{\prime}, \pi^{\prime}\right)\right| \geq 2$. Choose distinct elements $\alpha_{1}$ and $\alpha_{2}$ in $\mathcal{R}(P, \pi) \cap \mathcal{R}\left(P^{\prime}, \pi^{\prime}\right)$. The points $P$ and $P^{\prime}$ belong to both $\alpha_{1}$ and $\alpha_{2}$. By Lemma 3.38, $P=P^{\prime}$. If $\pi=\pi^{\prime}$, then $\mathcal{R}(P, \pi)=\mathcal{R}\left(P^{\prime}, \pi^{\prime}\right)$. So assume that $\pi \neq \pi^{\prime}$. Let $\alpha$ and $\alpha^{\prime}$ be the elements of $\mathcal{T}$ which contain $\pi$ and $\pi^{\prime}$. For at least one of $\alpha_{1}, \alpha_{2}$ the lines $\alpha_{i} \cap \pi$ and $\alpha_{i} \cap \pi^{\prime}$ are distinct, say $\alpha_{1} \cap \pi \neq \alpha_{1} \cap \pi^{\prime}$. If $\alpha=\alpha^{\prime}$ then the distinct lines $\alpha_{1} \cap \pi, \alpha_{1} \cap \pi^{\prime}$ belong to $\alpha \cap \alpha_{1}$, in contradiction to A2.I. Hence $\alpha \neq \alpha^{\prime}$ and $\alpha \cap \alpha^{\prime}=P$. Now consider a subspace $\alpha_{3} \in \mathcal{R}(P, \pi) \backslash\left\{\alpha_{1}, \alpha_{2}\right\}$. Since $\alpha_{3} \cap \alpha^{\prime} \neq \emptyset$, so it is a line $l^{\prime}$. By Lemma 3.41, the lines $\alpha_{1} \cap \alpha^{\prime}, \alpha_{2} \cap \alpha^{\prime}, l^{\prime}$ belong to a common plane. The lines $\alpha_{1} \cap \alpha^{\prime}, \alpha_{2} \cap \alpha^{\prime}$ belong to $\pi^{\prime}$; hence $l^{\prime} \subset \pi^{\prime}$. This means that $\alpha_{3} \in \mathcal{R}\left(P, \pi^{\prime}\right)$. Consequently $\mathcal{R}(P, \pi) \subset \mathcal{R}\left(P, \pi^{\prime}\right)$. Analogously, $\mathcal{R}\left(P, \pi^{\prime}\right) \subset \mathcal{R}(P, \pi)$. So $\mathcal{R}\left(P, \pi^{\prime}\right)=\mathcal{R}(P, \pi)$, and the theorem is proved.

The set whose elements are the subsets $\mathcal{R}(P, \pi)$ of $\mathcal{S}$ is denoted by $\mathcal{R}$.
Lemma 3.43. The pair $(\mathcal{S}, \mathcal{R})$ is a connected irreducible PLS. Also, two elements in $\mathcal{S}$ are collinear if and only if they have a common point in $\mathcal{P}$.

Proof. Let $\pi$ and $\pi^{\prime}$ be two distinct elements of $\mathcal{S}$. If $\pi \cap \pi^{\prime}=P$, then let $l$ be a line in $\pi$ through $P$. There is a subspace $\alpha \in \mathcal{T}$ through $l$ meeting $\pi^{\prime}$ in at least one point. Hence $\alpha \cap \pi^{\prime}$ is a line $l^{\prime}$. Let $\Pi_{2}$ be the plane of $\mathcal{T}$ containing the lines $l$ and $l^{\prime}$. Since $\pi, \pi^{\prime} \in \mathcal{R}\left(P, \Pi_{2}\right)$, so $\pi$ and $\pi^{\prime}$ are collinear in $(\mathcal{S}, \mathcal{R})$. If $\pi \cap \pi^{\prime}=\emptyset$, then there is no element in $\mathcal{R}$ through $\pi$ and $\pi^{\prime}$.

Let $\pi \in \mathcal{S}$ and choose a line $l$ in $\pi$. Through $l$ there is a maximal subspace $\pi^{\prime} \in \mathcal{T}$. Let $P \in l$ and let $\Pi_{2}$ be a plane of $\pi^{\prime}$ containing $l$. Then $\pi \in \mathcal{R}\left(P, \Pi_{2}\right)$, and so $\mathcal{R}$ is a covering of $\mathcal{S}$. By Lemma 3.42, any element of $\mathcal{R}$ contains at least three elements of $\mathcal{S}$, and two distinct elements of $\mathcal{S}$ belong to at most one element of $\mathcal{R}$. Hence $(\mathcal{S}, \mathcal{R})$ is an irreducible PLS.

Let $\pi$ and $\pi^{\prime}$ be distinct elements of $\mathcal{S}$. Choose $P \in \pi$ and $P^{\prime} \in \pi^{\prime}$. Since $(\mathcal{P}, \mathcal{B})$ is connected, there are points $P=P_{1}, P_{2}, \ldots, P_{k}=P^{\prime}$ with $P_{1} \sim P_{2} \sim \cdots \sim P_{k}$. Let $\alpha_{i}$ be the element of $\mathcal{S}$ containing the line $P_{i} P_{i+1}, i=1,2, \ldots, k-1$. Then $\pi \cap \alpha_{1} \neq \emptyset, \pi^{\prime} \cap \alpha_{k-1} \neq \emptyset$, and $\alpha_{i} \cap \alpha_{i+1} \neq \emptyset$, for $i=1,2, \ldots, k-1$. Hence the three pairs $\left\{\pi, \alpha_{1}\right\},\left\{\alpha_{i}, \alpha_{i+1}\right\},\left\{\pi^{\prime}, \alpha_{k-1}\right\}$ are collinear in $(\mathcal{S}, \mathcal{R})$. This shows that $(\mathcal{S}, \mathcal{R})$ is connected.

Let $P \in \mathcal{P}$, and let $\mathcal{S}_{P}$ be the set of all elements of $\mathcal{S}$ containing $P$. Then $\mathcal{S}_{P}$ is a subspace of the $\operatorname{PLS}(\mathcal{S}, \mathcal{R})$.

Lemma 3.44. Let $P$ be a point of $\mathcal{P}$ and let $\pi$ be an element of $\mathcal{T}$ through $P$. If $\pi$ is the projective space $\operatorname{PG}(s+1, q)$, then $\mathcal{S}_{P}$ provided with its lines is isomorphic to the linear space formed by the points and lines of $\mathrm{PG}(s, q)$.

Proof. Let $\mathcal{L}$ be the set of all lines of $\pi$ through $P$. By A2.I, each element of $\mathcal{S}_{P}$ meets $\pi$ in a line of $\mathcal{L}$. Let $\phi$ be the mapping

$$
\phi: \pi^{\prime} \in \mathcal{S}_{P} \mapsto \pi^{\prime} \cap \pi \in \mathcal{L}
$$

then $\phi$ is a bijection of $\mathcal{S}_{P}$ onto $\mathcal{L}$.
First, $\phi^{-1}$ maps each pencil of lines in $\mathcal{L}$ onto a line of $(\mathcal{S}, \mathcal{R})$ which is contained in $\mathcal{S}_{P}$. Conversely, consider a line of the $\operatorname{PLS}(\mathcal{S}, \mathcal{R})$ which is contained in $\mathcal{S}_{P}$. Such a line is of type $\mathcal{R}\left(P, \Pi_{2}\right)$. If $\alpha_{1}$ and $\alpha_{2}$ are distinct elements of $\mathcal{R}\left(P, \Pi_{2}\right)$, then $\alpha_{1} \cap \pi$ and $\alpha_{2} \cap \pi$ are distinct lines of $\pi$, which determine a plane $\Pi_{2}^{\prime}$. By Lemma 3.42, $\mathcal{R}\left(P, \Pi_{2}\right)=\mathcal{R}\left(P, \Pi_{2}^{\prime}\right)$. Then $\mathcal{R}\left(P, \Pi_{2}\right) \phi=\mathcal{R}\left(P, \Pi_{2}^{\prime}\right) \phi$ consists of all lines of $\Pi_{2}^{\prime}$ through $P$. Hence $\mathcal{R}\left(P, \Pi_{2}\right) \phi$ is a pencil of lines in $\mathcal{L}$.

Note that $\mathcal{L}$ provided with its pencils of lines is isomorphic to the structure of points and lines of $\mathrm{PG}(s, q)$. Since $\phi$ is an isomorphism of the linear space formed by $\mathcal{S}_{P}$ and its lines onto the linear space formed by $\mathcal{L}$ and its pencils, it has been shown that $\mathcal{S}_{P}$ provided with its lines is isomorphic to the linear space formed by the points and lines of $\mathrm{PG}(s, q)$.

Lemma 3.45. Each $\pi$ in $\mathcal{T}$ is an $(r+1)$-dimensional projective space over the same field $\mathbf{F}_{q}$.

Proof. By A3, there is a maximal subspace $\alpha$ in $\mathcal{T}$ which is an $(r+1)$-dimensional projective space over some field $\mathbf{F}_{q}$. Let $\pi \in \mathcal{T} \backslash\{\alpha\}$, and choose a point $P \in \alpha$ and a point $P^{\prime} \in \pi$, with $P \neq P^{\prime}$. Since $(\mathcal{P}, \mathcal{B})$ is connected, there are distinct points $P=P_{1}, P_{2}, \ldots, P_{k}=P^{\prime}$ such that $P_{i} \sim P_{i+1}$ for $i=1,2, \ldots, k-1$. Let $\alpha_{i}$ be the element of $\mathcal{T}$ containing $P_{i} P_{i+1}$; then $\alpha_{i}$ and $\alpha_{i+1}$ have a common point $P_{i+1}$. Also, $\alpha$ and $\alpha_{1}$ both contain $P=P_{1}$, and $\alpha_{k-1}$ and $\pi$ both contain $P^{\prime}=P_{k}$. Suppose that $\alpha_{1}$ is the projective space $\operatorname{PG}\left(r^{\prime}+1, q^{\prime}\right)$. By Lemma 3.44, $\mathcal{S}_{P}$ provided with its lines is isomorphic to the linear space formed by the points and lines both of $\mathrm{PG}(r, q)$ and of $\mathrm{PG}\left(r^{\prime}, q^{\prime}\right)$. Hence $r=r^{\prime}$ and $q=q^{\prime}$. Repeating the argument, it finally follows that $\pi$ is $\mathrm{PG}(r+1, q)$.

Corollary 3.46. Each $\mathcal{S}_{P}$, provided with its lines, is the linear space formed by the points and lines of $\mathrm{PG}(r, q)$.

Proof. Let $P \in \mathcal{P}$. Choose a line $l$ containing $P$, and let $\pi$ be the element of $\mathcal{T}$ containing $l$. By Lemma 3.45, $\pi$ is the space $\operatorname{PG}(r+1, q)$. Now, by Lemma 3.44, $\mathcal{S}_{P}$ is the space $\mathrm{PG}(r, q)$.

Lemma 3.47. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be distinct elements of $\mathcal{S}$ which are pairwise collinear in $(\mathcal{S}, \mathcal{R})$. If $\alpha_{1}, \alpha_{2}, \alpha_{3}$ contain a common point $P$ of $\mathcal{P}$, then there exists a projective plane over $\mathbf{F}_{q}$ in $(\mathcal{S}, \mathcal{R})$ through them.

Proof. By Corollary 3.46, $\mathcal{S}_{P}$ is the projective space $\operatorname{PG}(r, q)$, which contains $\alpha_{1}, \alpha_{2}, \alpha_{3}$ as points. Hence there is a plane over $\mathbf{F}_{q}$ in $(\mathcal{S}, \mathcal{R})$ which contains $\alpha_{1}, \alpha_{2}, \alpha_{3}$.

Lemma 3.48. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be elements of $\mathcal{S}$ which are pairwise collinear in $(\mathcal{S}, \mathcal{R})$, and suppose as subspaces of $(\mathcal{P}, \mathcal{B})$ that they do not contain a common point of $\mathcal{P}$. Then there exists a projective plane over $\mathbf{F}_{q}$ in $(\mathcal{S}, \mathcal{R})$ which contains $\alpha_{1}, \alpha_{2}, \alpha_{3}$.

Proof. Since $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are distinct and do not belong to a common line of $(\mathcal{S}, \mathcal{R})$, let $\alpha_{2} \cap \alpha_{3}=P_{1}, \alpha_{3} \cap \alpha_{1}=P_{2}, \alpha_{1} \cap \alpha_{2}=P_{3}$ in $(\mathcal{P}, \mathcal{B})$. As $\alpha_{1}, \alpha_{2}, \alpha_{3}$ do not contain a common point, so $P_{1}, P_{2}, P_{3}$ are distinct. By A2.II, the lines $P_{1} P_{2}, P_{2} P_{3}, P_{3} P_{1}$ of $\mathcal{B}$ are distinct. By A1, there is a subspace of $(\mathcal{P}, \mathcal{B})$ which contains $P_{1}, P_{2}, P_{3}$, and this subspace contains a line of $\alpha_{i}, i=1,2,3$; hence it is contained in an element $\pi$ of $\mathcal{T}$. Consequently $P_{1}, P_{2}, P_{3}$ generate a projective plane $\Pi_{2}$ of $\pi$.

Now it is shown that

$$
\tilde{\Pi}_{2}=\left\{\pi^{\prime} \in \mathcal{S} \mid \pi^{\prime} \cap \Pi_{2} \in \mathcal{B}\right\}
$$

is a projective plane of $(\mathcal{S}, \mathcal{R})$ which is isomorphic to $\Pi_{2}$. Let $\pi_{1}^{\prime}, \pi_{2}^{\prime}$ be any two distinct elements of $\tilde{\Pi}_{2}$. They meet $\Pi_{2}$ in two lines $l_{1}, l_{2}$ of $\mathcal{B}$ that are distinct; here, let $l_{1} \cap l_{2}=P$. Hence $\pi_{1}^{\prime}$ and $\pi_{2}^{\prime}$ belong to the line $\mathcal{R}\left(P, \Pi_{2}\right)$ in $\mathcal{R}$; also $\mathcal{R}\left(P, \Pi_{2}\right) \subset \tilde{\Pi}_{2}$. Now, corresponding to each line $l$ in $\Pi_{2}$ there is an element of $\mathcal{S}$ containing $l$. This gives an isomorphism from the dual of the plane $\Pi_{2}$ to the linear space formed by the elements of $\tilde{\Pi}_{2}$ and the lines of $(\mathcal{S}, \mathcal{R})$ contained in $\tilde{\Pi}_{2}$. Hence $\tilde{\Pi}_{2}$ is a projective plane isomorphic to the dual of $\Pi_{2}$ and so also to $\operatorname{PG}(2, q)$.

Lemma 3.49. Each subspace of $(\mathcal{S}, \mathcal{R})$ is a projective space over $\mathbf{F}_{q}$.
Proof. This follows immediately from the previous two lemmas.
Lemma 3.50. Let $P$ be a point in $\mathcal{P}$ and let $\pi$ be an element of $\mathcal{S}$ which does not contain $P$. Then the set

$$
\mathcal{D}=\left\{\pi^{\prime} \in \mathcal{S} \mid P \in \pi^{\prime}, \pi \cap \pi^{\prime} \neq \emptyset\right\}
$$

is either a line in $\mathcal{R}$ or the empty set.
Proof. Assume that through $P$ there are two distinct elements of $\mathcal{S}$, say $\alpha_{1}, \alpha_{2}$, both meeting $\pi$ in points: $\pi \cap \alpha_{1}=P_{1}, \pi \cap \alpha_{2}=P_{2}$. By Lemma 3.38, $P_{1} \neq P_{2}$. Since the points $P_{1}, P_{2}, P$ are pairwise collinear, there is an element $\alpha$ in $\mathcal{T}$ containing these points. If $\Pi_{2}$ is the plane of $\alpha$ containing $P_{1}, P_{2}, P$, the line $\mathcal{R}\left(P, \Pi_{2}\right)$ in $(\mathcal{S}, \mathcal{R})$ consists of those elements in $\mathcal{S}$ containing $P$ and any point of the line $P_{1} P_{2}$. Now assume that $\alpha_{3}$ in $\mathcal{S}$ contains $P$, that $\alpha_{3} \cap \pi \neq \emptyset$, and that $\alpha_{3} \notin \mathcal{R}\left(P, \Pi_{2}\right)$. Let $\pi \cap \alpha_{3}=P_{3}$; then $P_{3} \notin P_{1} P_{2}$. Again, $P, P_{1}, P_{3}$ are contained in some plane $\Pi_{2}^{\prime}$ contained in some element of $\mathcal{T}$. The intersection of the planes $\Pi_{2}$ and $\Pi_{2}^{\prime}$ is the line $P P_{1}$. Let $\alpha$ and $\alpha^{\prime}$ be the elements of $\mathcal{T}$ containing $\Pi_{2}$ and $\Pi_{2}^{\prime}$. By Lemma 3.38,
$\alpha=\alpha^{\prime}$. Hence the points $P_{1}, P_{2}, P_{3}$ belong to $\alpha$, and so the plane $P_{1} P_{2} P_{3}$ belongs to $\pi \cap \alpha$, contradicting A2.I. This proves that $\mathcal{D}$ is a line in $\mathcal{R}$.

Next, assume that through $P$ there is at least one element of $\mathcal{S}$, say $\pi^{\prime}$, which has a point $Q^{\prime}$ in common with $\pi$. The element of $\mathcal{T}$ containing the line $P Q^{\prime}$ has a line $l$ in common with $\pi$. Let $Q^{\prime \prime} \in l \backslash\left\{Q^{\prime}\right\}$. Then $P \sim Q^{\prime \prime}$, and the element of $\mathcal{S}$ through $P Q^{\prime \prime}$ belongs to $\mathcal{D}$. By the first part of the proof, $\mathcal{D}$ is a line in $\mathcal{R}$. So it has been shown that $\mathcal{D}=\emptyset$ or a line in $\mathcal{R}$.

Corollary 3.51. The set $(\mathcal{S}, \mathcal{R})$ is a proper PLS. More precisely, if $P \in \mathcal{P}, \pi \in \mathcal{S}$, with $P \notin \pi$, then there is at least one element of $\mathcal{S}_{P}$ which has no point in common with $\pi$.

Proof. Let $\pi \in \mathcal{S}$ and let $P$ be a point not in $\pi$. Since $\mathcal{S}_{P}$ is the projective space $\mathrm{PG}(r, q)$, with $r \geq 2$, and since $\mathcal{D}=\emptyset$ or a line in $\mathcal{S}_{P}$, there are elements in $\mathcal{S}_{P}$ which do not belong to $\mathcal{D}$. Hence there are elements through $P$ which have no point in common with $\pi$, which means that there exists at least one pair of non-collinear points in $(\mathcal{S}, \mathcal{R})$.

Lemma 3.52. For any $P \in \mathcal{P}$, the set $\mathcal{S}_{P}$ is a maximal subspace of $(\mathcal{S}, \mathcal{R})$.
Proof. Suppose that $\mathcal{S}_{P}$ is not maximal. Then there exists an element $\pi \in \mathcal{S}$, with $\pi \notin \mathcal{S}_{P}$, such that $\pi$ is collinear in $(\mathcal{S}, \mathcal{R})$ with each element of $\mathcal{S}_{P}$. By Lemma 3.43, $\pi$ has a point in common with each element of $\mathcal{S}_{P}$. By Corollary 3.51, $\mathcal{S}_{P}$ contains an element which has no point in common with $\pi$, a contradiction.

The family consisting of the maximal subspaces $\mathcal{S}_{P}$ of $(\mathcal{S}, \mathcal{R})$ is denoted by $\tilde{\mathcal{T}}$. Note that each element of $\tilde{\mathcal{T}}$ is an $r$-dimensional projective space over $\mathbf{F}_{q}$.

Lemma 3.53. Two distinct maximal subspaces in $\tilde{\mathcal{T}}$ have at most one element of $\mathcal{S}$ in common; that is, $\left|\mathcal{S}_{P} \cap \mathcal{S}_{Q}\right| \leq 1$ for distinct points $P, Q \in \mathcal{P}$.

Proof. If $P \sim Q$ and $P \neq Q$, then $\mathcal{S}_{P} \cap \mathcal{S}_{Q}$ is the unique element of $\mathcal{S}$ containing the line $P Q$. If $P \nsim Q$, there is no element of $\mathcal{S}$ containing both $P$ and $Q$.

Lemma 3.54. Let $\pi, \pi^{\prime}$ be distinct elements of $\mathcal{S}$ containing the point $P$. If $\alpha_{1}$ and $\alpha_{2}$ are distinct elements of $\mathcal{S} \backslash\left\{\pi, \pi^{\prime}\right\}$ both meeting $\pi$ and $\pi^{\prime}$ at distinct points, then
(i) $\alpha_{1}$ and $\alpha_{2}$ are collinear in $(\mathcal{S}, \mathcal{R})$;
(ii) any element $\alpha_{3} \in \mathcal{S}$ belonging to the line $\alpha_{1} \alpha_{2}$ of $(\mathcal{S}, \mathcal{R})$ either meets both $\pi$ and $\pi^{\prime}$ in distinct points or belongs to the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \mathcal{R})$.

Proof. By A2.III, the maximal subspaces $\alpha_{1}$ and $\alpha_{2}$ have a point in common; that is, they are collinear in $(\mathcal{S}, \mathcal{R})$. If $\alpha_{1} \cap \alpha_{2}=Q$, then $P \neq Q$ since $P \notin \alpha_{1} \cup \alpha_{2}$.

If $Q \in \pi$, then any $\alpha_{3} \in \mathcal{S}$ belonging to the line $\alpha_{1} \alpha_{2}$ of $(\mathcal{S}, \mathcal{R})$ has a point in common with $\pi$. Hence in $(\mathcal{S}, \mathcal{R})$ any such $\alpha_{3}$ is collinear with $\pi$.

Now let $Q \notin \pi$. By Lemma 3.50, the set of all elements in $\mathcal{S}$ through $Q$ and having a point in common with $\pi$ is the line $\alpha_{1} \alpha_{2}$ of $(\mathcal{S}, \mathcal{R})$. Hence each element of the line $\alpha_{1} \alpha_{2}$ contains a point of $\pi$.

Similarly, each element of the line $\alpha_{1} \alpha_{2}$ contains a point of $\pi^{\prime}$.
Next, assume that the element $\alpha_{3} \in \alpha_{1} \alpha_{2}$ contains $P$. It must be shown that $\alpha_{3}$ belongs to the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \mathcal{R})$. So $\alpha_{3} \in \mathcal{S}_{P}$ and $\alpha_{3} \cap \alpha_{1}=Q$. By Lemma 3.50, the set of all elements in $\mathcal{S}$ through $P$ and having a point in common with $\alpha_{1}$ is the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \mathcal{R})$. Hence $\alpha_{3} \in \pi \pi^{\prime}$ and the result is proved.

Let $\pi, \pi^{\prime}$ be distinct elements of $\mathcal{S}$ which are collinear in $(\mathcal{S}, \mathcal{R})$. Then $\pi$ and $\pi^{\prime}$ have a common point $P$. Denote by $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ the set consisting of all elements in $\mathcal{S}$ that either belong to the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \mathcal{R})$ or meet both $\pi$ and $\pi^{\prime}$ at points of $\mathcal{P} \backslash\{P\}$.

Lemma 3.55. The set $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ is a subspace of $(\mathcal{S}, \mathcal{R})$, which properly contains the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \mathcal{R})$.

Proof. Let $\pi \cap \pi^{\prime}=P$ and let $\alpha$ be an element of $\mathcal{T}$ containing $P$. By the axiom A2.I, $\pi \cap \alpha=l \in \mathcal{B}$ and $\pi^{\prime} \cap \alpha=l^{\prime} \in \mathcal{B}$. Let $Q \in l \backslash\{P\}$ and let $Q^{\prime} \in l^{\prime} \backslash\{P\}$; then $Q \sim Q^{\prime}$. The space $\pi^{\prime \prime} \in \mathcal{S}$ which contains the line $Q Q^{\prime}$ belongs to $\mathcal{S}\left(\pi, \pi^{\prime}\right)$, but not to $\pi \pi^{\prime}$. Hence $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ properly contains the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \mathcal{R})$.

It must still be shown that $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ is a subspace of $(\mathcal{S}, \mathcal{R})$. Three cases are considered.
(1) Let $\alpha_{1}, \alpha_{2}$ be distinct elements of $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ which both belong to the line $\pi \pi^{\prime}$. Then $\alpha_{1}, \alpha_{2}$ are collinear in $(\mathcal{S}, \mathcal{R})$ and the line $\alpha_{1} \alpha_{2}=\pi \pi^{\prime}$ is completely contained in $\mathcal{S}\left(\pi, \pi^{\prime}\right)$.
(2) Let $\alpha_{1}, \alpha_{2}$ be distinct elements of $\mathcal{S}\left(\pi, \pi^{\prime}\right)$, and suppose that $P \notin \alpha_{1}$ and $P \notin \alpha_{2}$. By Lemma 3.54, $\alpha_{1}$ and $\alpha_{2}$ are collinear in $(\mathcal{S}, \mathcal{R})$, and the line $\alpha_{1} \alpha_{2}$ is completely contained in $\mathcal{S}\left(\pi, \pi^{\prime}\right)$.
(3) Let $\alpha_{1}, \alpha_{2}$ be distinct elements of $\mathcal{S}\left(\pi, \pi^{\prime}\right)$, where $P \notin \alpha_{1}$ and $\alpha_{2} \in \pi \pi^{\prime}$. By Lemma 3.50, the spaces $\alpha_{1}$ and $\alpha_{2}$ have a common point $Q$. Hence $\alpha_{1}$ and $\alpha_{2}$ are collinear in $(\mathcal{S}, \mathcal{R})$. If $Q \in \pi$, then each $\alpha_{3} \in \alpha_{1} \alpha_{2}$ contains a point of $\pi$; if $Q \notin \pi$, then, by Lemma 3.50, each $\alpha_{3} \in \alpha_{1} \alpha_{2}$ contains a point of $\pi$. Similarly, each $\alpha_{3} \in \alpha_{1} \alpha_{2}$ contains a point of $\pi^{\prime}$. Since $\alpha_{2}$ is the only element of $\mathcal{S}$ containing $P$ and $Q$, so all spaces in $\alpha_{1} \alpha_{2} \backslash\left\{\alpha_{2}\right\}$ belong to $\mathcal{S}\left(\pi, \pi^{\prime}\right) \backslash \pi \pi^{\prime}$. Hence the line $\alpha_{1} \alpha_{2}$ of $(\mathcal{S}, \mathcal{R})$ is completely contained in $\mathcal{S}\left(\pi, \pi^{\prime}\right)$.

From (1), (2), (3), it follows that $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ is a subspace of $(\mathcal{S}, \mathcal{R})$.
Lemma 3.56. Each $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ is a maximal subspace of $(\mathcal{S}, \mathcal{R})$.
Proof. Let $\pi \cap \pi^{\prime}=P$, and suppose that $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ is not maximal. Then there exists an element $\pi^{\prime \prime}$ in $\mathcal{S}$ not in $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ such that in $(\mathcal{S}, \mathcal{R})$ the element $\pi^{\prime \prime}$ is collinear with each element of $\mathcal{S}\left(\pi, \pi^{\prime}\right)$. Hence $\pi^{\prime \prime}$ has a point in common with each element of $\mathcal{S}\left(\pi, \pi^{\prime}\right)$. If $P \notin \pi^{\prime \prime}$, then $\pi^{\prime \prime}$ meets both $\pi$ and $\pi^{\prime}$ at points of $\mathcal{P} \backslash\{P\}$. Hence $\pi^{\prime \prime} \in \mathcal{S}\left(\pi, \pi^{\prime}\right)$, a contradiction; so $P \in \pi^{\prime \prime}$.

Let $\alpha_{1} \in \mathcal{S}\left(\pi, \pi^{\prime}\right) \backslash \pi \pi^{\prime}$. Since $\pi^{\prime \prime}$ contains $P$ and $\pi^{\prime \prime} \cap \alpha_{1} \neq \emptyset$, by Lemma 3.50, $\pi^{\prime \prime} \in \pi \pi^{\prime}$; hence $\pi^{\prime \prime} \in \mathcal{S}\left(\pi, \pi^{\prime}\right)$, again a contradiction.

The family consisting of the maximal subspaces $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ of $(\mathcal{S}, \mathcal{R})$ is denoted by $\tilde{\mathcal{S}}$. By Lemma 3.55, each element of $\tilde{\mathcal{S}}$ properly contains a line of $(\mathcal{S}, \mathcal{R})$.

Lemma 3.57. Let $\pi$ and $\pi^{\prime}$ be two distinct collinear elements of $(\mathcal{S}, \mathcal{R})$, and suppose that $\pi \cap \pi^{\prime}=P$. Then $\mathcal{S}_{P}$ and $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ are the only maximal subspaces of $(\mathcal{S}, \mathcal{R})$ containing $\pi$ and $\pi^{\prime}$, and $\mathcal{S}_{P} \cap \mathcal{S}\left(\pi, \pi^{\prime}\right)=\pi \pi^{\prime}$.

Proof. First, $\pi \pi^{\prime}$ is contained in both $\mathcal{S}_{P}$ and $\mathcal{S}\left(\pi, \pi^{\prime}\right)$; also, $\mathcal{S}_{P} \cap \mathcal{S}\left(\pi, \pi^{\prime}\right)=\pi \pi^{\prime}$. Now, let $\Pi$ be any subspace of $(\mathcal{S}, \mathcal{R})$ through $\pi$ and $\pi^{\prime}$. It must be shown that $\Pi \subset \mathcal{S}_{P}$ or $\Pi \subset \mathcal{S}\left(\pi, \pi^{\prime}\right)$.

If each element of $\Pi$ contains $P$, then $\Pi \subset \mathcal{S}_{P}$. So, assume that $\pi^{\prime \prime} \in \Pi$ and $P \notin \pi^{\prime \prime}$. Since $\pi^{\prime \prime}$ is collinear with $\pi$ and $\pi^{\prime}$, it meets $\pi$ and $\pi^{\prime}$ at distinct points; hence $\pi^{\prime \prime} \in \mathcal{S}\left(\pi, \pi^{\prime}\right)$. Each element $\pi_{0}$ of $\Pi$ which contains $P$ has a point in common with $\pi^{\prime \prime}$ and hence, by Lemma 3.50 belongs to the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \mathcal{R})$. This means that $\pi_{0} \in \mathcal{S}\left(\pi, \pi^{\prime}\right)$, and so $\Pi \subset \mathcal{S}\left(\pi, \pi^{\prime}\right)$.

Corollary 3.58. The only maximal subspaces of $(\mathcal{S}, \mathcal{R})$ are the elements of $\tilde{\mathcal{S}} \cup \tilde{\mathcal{T}}$.
Proof. This is immediate from Lemma 3.57.
Remark 3.59. From their definitions, $\tilde{\mathcal{S}} \cap \tilde{\mathcal{T}}=\emptyset$.
Lemma 3.60. If $\alpha_{1}, \alpha_{2}$ are distinct elements of $\mathcal{S}\left(\pi, \pi^{\prime}\right)$, then they have a common point, and $\mathcal{S}\left(\alpha_{1}, \alpha_{2}\right)=\mathcal{S}\left(\pi, \pi^{\prime}\right)$.

Proof. Since $\alpha_{1}, \alpha_{2} \in \mathcal{S}\left(\pi, \pi^{\prime}\right)$, they are collinear in $(\mathcal{S}, \mathcal{R})$; so they have a common point $Q$ in $\mathcal{P}$. By Lemma 3.57, $\mathcal{S}_{Q}$ and $\mathcal{S}\left(\alpha_{1}, \alpha_{2}\right)$ are the only maximal subspaces containing the line $\alpha_{1} \alpha_{2}$ of $(\mathcal{S}, \mathcal{R})$. Since $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ is a subspace containing the line $\alpha_{1} \alpha_{2}$, so $\mathcal{S}\left(\pi, \pi^{\prime}\right) \subset \mathcal{S}_{Q}$ or $\mathcal{S}\left(\pi, \pi^{\prime}\right) \subset \mathcal{S}\left(\alpha_{1}, \alpha_{2}\right)$. Since not all elements of $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ have a common point, so $\mathcal{S}\left(\pi, \pi^{\prime}\right) \subset \mathcal{S}\left(\alpha_{1}, \alpha_{2}\right)$. Since $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ is maximal, it follows that $\mathcal{S}\left(\alpha_{1}, \alpha_{2}\right)=\mathcal{S}\left(\pi, \pi^{\prime}\right)$.

Lemma 3.61. If $\beta, \beta^{\prime}, \beta^{\prime \prime}$ are distinct elements in $\tilde{\mathcal{S}}$ with the intersections

$$
\beta \cap \beta^{\prime}=\left\{\pi^{\prime \prime}\right\}, \beta^{\prime} \cap \beta^{\prime \prime}=\{\pi\}, \beta^{\prime \prime} \cap \beta=\left\{\pi^{\prime}\right\}
$$

where $\pi \neq \pi^{\prime}$, then $\pi, \pi^{\prime}, \pi^{\prime \prime}$ have a point of $\mathcal{P}$ in common.
Proof. If $\pi=\pi^{\prime \prime}$, then also $\pi=\pi^{\prime}$, a contradiction. Hence $\pi \neq \pi^{\prime \prime}$ and analogously $\pi^{\prime} \neq \pi^{\prime \prime}$. The spaces $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are collinear in pairs in $(\mathcal{S}, \mathcal{R})$. By Lemmas 3.47 and 3.48, they are contained in a subspace $\gamma$ of $(\mathcal{S}, \mathcal{R})$. Denote by $\beta_{0}$ the maximal subspace of $(\mathcal{S}, \mathcal{R})$ which contains $\gamma$. Since $\pi, \pi^{\prime} \in \beta_{0} \cap \beta^{\prime \prime}$, so $\beta_{0} \in \tilde{\mathcal{T}}$ by Lemma 3.57. Hence there is some point $P \in \mathcal{P}$ for which $\beta_{0}=\mathcal{S}_{P}$. It follows that $\pi, \pi^{\prime}, \pi^{\prime \prime}$ all contain the point $P$.

Lemma 3.62. The pair $(\mathcal{S}, \mathcal{R})$ is a Grassmann space of index $r-1$.
Proof. From Lemma 3.43 and Corollary 3.51, it follows that $(\mathcal{S}, \mathcal{R})$ is a connected irreducible PPLS.

Let $\pi, \pi^{\prime}, \pi^{\prime \prime}$ be pairwise collinear elements of $(\mathcal{S}, \mathcal{R})$. By Lemmas 3.47 and 3.48, they are contained in a subspace of $(\mathcal{S}, \mathcal{R})$. This means that A 1 is satisfied.

The set of all maximal subspaces of $(\mathcal{S}, \mathcal{R})$ is partitioned into the families $\tilde{\mathcal{S}}$ and $\tilde{\mathcal{T}}$. Consider an element $\beta \in \tilde{\mathcal{T}}$ and an element $\beta^{\prime} \in \tilde{\mathcal{S}}$. Then $\beta=\mathcal{S}_{P}$ for some point $P \in \mathcal{P}$. Take an element $\pi \in \mathcal{S}_{P} \cap \beta^{\prime}$ and let $\pi^{\prime} \in \beta^{\prime} \backslash\{\pi\}$. By Lemma 3.60, $\beta^{\prime}=\mathcal{S}\left(\pi, \pi^{\prime}\right)$. If $\pi \cap \pi^{\prime}=P$, then Lemma 3.57 implies that $\mathcal{S}_{P} \cap \mathcal{S}\left(\pi, \pi^{\prime}\right)=\pi \pi^{\prime}$. Now assume that $P \notin \pi^{\prime}$. By Lemma 3.50, the set of all elements of $\mathcal{S}_{P}$ which have a point in common with $\pi^{\prime}$ is a line $l$ in $\mathcal{R}$. Take $\pi^{\prime \prime}$ in $l \backslash\{\pi\}$; then $\pi^{\prime \prime} \in \mathcal{S}\left(\pi, \pi^{\prime}\right)$. By Lemma 3.60, $\mathcal{S}\left(\pi, \pi^{\prime}\right)=\mathcal{S}\left(\pi, \pi^{\prime \prime}\right)$. Again, by Lemma 3.57, $\mathcal{S}_{P} \cap \mathcal{S}\left(\pi, \pi^{\prime \prime}\right)=\pi \pi^{\prime \prime}$. Hence, if $\beta \cap \beta^{\prime} \neq \emptyset$, then $\beta \cap \beta^{\prime}$ is a line of $(\mathcal{S}, \mathcal{R})$. This shows that A2.I is satisfied.

Let $l$ be a line of $(\mathcal{S}, \mathcal{R})$. Suppose that $\pi, \pi^{\prime} \in l, \pi \neq \pi^{\prime}$, and let $\pi \cap \pi^{\prime}=P$. By Lemma 3.57, $\mathcal{S}_{P}$ in $\tilde{\mathcal{T}}$ and $\mathcal{S}\left(\pi, \pi^{\prime}\right)$ in $\tilde{\mathcal{S}}$ are the only maximal subspaces of $(\mathcal{S}, \mathcal{R})$ containing $l$. Consequently A2.II is satisfied.

Next, let $\beta, \beta^{\prime}, \beta^{\prime \prime}$ be distinct elements in $\tilde{\mathcal{S}}$ for which

$$
\beta \cap \beta^{\prime}=\left\{\pi^{\prime \prime}\right\}, \beta^{\prime} \cap \beta^{\prime \prime}=\{\pi\}, \beta^{\prime \prime} \cap \beta=\left\{\pi^{\prime}\right\}
$$

are distinct elements of $\mathcal{S}$. Now consider an element $\beta_{0} \in \tilde{\mathcal{S}} \backslash\left\{\beta, \beta^{\prime}, \beta^{\prime \prime}\right\}$ having distinct elements in common with $\beta$ and $\beta^{\prime}$. Let $\beta_{0} \cap \beta=\{\alpha\}$ and $\beta_{0} \cap \beta^{\prime}=\left\{\alpha^{\prime}\right\}$. It is now shown that $\beta_{0} \cap \beta^{\prime \prime} \neq \emptyset$.

From Lemma 3.61, $\pi, \pi^{\prime}, \pi^{\prime \prime}$ contain a common point $P$ in $\mathcal{P}$ and $\alpha, \alpha^{\prime}, \pi^{\prime \prime}$ contain a common point $Q$ in $\mathcal{P}$.

First assume that $P=Q$. Since $\beta \cap \mathcal{S}_{P}=\emptyset$ or a line of $(\mathcal{S}, \mathcal{R})$, the elements $\pi^{\prime \prime}, \pi^{\prime}, \alpha$ are collinear in $(\mathcal{S}, \mathcal{R})$; similarly, $\pi^{\prime \prime}, \pi, \alpha^{\prime}$ are collinear in $(\mathcal{S}, \mathcal{R})$. Hence, in the projective space $\mathcal{S}_{P}$, the plane $\pi \pi^{\prime} \pi^{\prime \prime}$ also contains $\alpha$ and $\alpha^{\prime}$. Consequently, in $(\mathcal{S}, \mathcal{R})$, the lines $\alpha \alpha^{\prime}$ and $\pi \pi^{\prime}$ meet at an element $\alpha^{\prime \prime} \in \mathcal{S}$. However, $\alpha \alpha^{\prime} \subset \beta_{0}$ and $\pi \pi^{\prime} \subset \beta^{\prime \prime}$, so that $\beta_{0} \cap \beta^{\prime \prime} \neq \emptyset$.

Next, assume that $P \neq Q$, and so $\alpha \neq \pi^{\prime} . \operatorname{In}(\mathcal{S}, \mathcal{R})$, the elements $\alpha$ and $\pi^{\prime}$ are collinear; so $\alpha \cap \pi^{\prime}=P^{\prime}$ for some $P^{\prime} \in \mathcal{P}$. Similarly, $\alpha^{\prime} \neq \pi$ and $\alpha^{\prime} \cap \pi=Q^{\prime}$. Now, $P \neq Q$ implies that the points $P, Q, P^{\prime}, Q^{\prime}$ are distinct. In $(\mathcal{P}, \mathcal{B})$, the points $P, Q, P^{\prime}$ are pairwise collinear; hence they are contained in a maximal subspace $\tau$ of $(\mathcal{S}, \mathcal{R})$. Since $P Q$ and $P P^{\prime}$ are contained in the distinct elements $\pi^{\prime \prime}$ and $\pi^{\prime}$ of $\mathcal{S}$, so $\tau \in \mathcal{T}$. Similarly, the points $P, Q, Q^{\prime}$ are contained in a maximal subspace $\tau^{\prime}$ in $\mathcal{T}$. The subspaces $\tau$ and $\tau^{\prime}$ have at least two points in common, and so they coincide. Hence $P, Q, P^{\prime}, Q^{\prime} \in \mathcal{T}$; so the points $P^{\prime}$ and $Q^{\prime}$ are collinear. Let $\pi_{0}$ be the element of $\mathcal{S}$ which contains $P^{\prime}$ and $Q^{\prime}$. Since $P^{\prime}$ belongs to $\pi_{0}$ and $\alpha$, and since $Q^{\prime}$ belongs to $\pi_{0}$ and $\alpha^{\prime}$, so $\pi_{0} \in \mathcal{S}\left(\alpha, \alpha^{\prime}\right)=\beta_{0}$. Since $P^{\prime}$ belongs to $\pi_{0}$ and $\pi^{\prime}$, and $Q^{\prime}$ belongs to $\pi_{0}$ and $\pi$, so $\pi_{0} \in \mathcal{S}\left(\pi, \pi^{\prime}\right)=\beta^{\prime \prime}$. Consequently, $\beta_{0} \cap \beta^{\prime \prime} \neq \emptyset$. Since $\beta_{0} \cap \beta^{\prime \prime} \neq \emptyset$ in both cases, so A2. III is satisfied.

By Corollary 3.46, each $\mathcal{S}_{P}$ in $\tilde{\mathcal{T}}$ is an $r$-dimensional projective space over $\mathbf{F}_{q}$. This means that, for each $\mathcal{S}_{P}$ in $\tilde{\mathcal{T}}$, there exist distinct subspaces $\beta_{1}, \beta_{2}, \ldots, \beta_{r}$ of $(\mathcal{S}, \mathcal{R})$ such that $\beta_{1}$ is a line, that $\beta_{1} \subset \beta_{2} \subset \cdots \subset \beta_{r}$ and that there is no subspace $\beta$ with $\beta_{i} \varsubsetneqq \beta \varsubsetneqq \beta_{i+1}$ for $i=1,2, \ldots, r-1$. This proves that A3 is satisfied.

Thus $(\mathcal{S}, \mathcal{R})$ is a Grassmann space of index $r-1$.
Lemma 3.63. If $(\mathcal{S}, \mathcal{R})$ is isomorphic to the PPLS corresponding to the Grassmann variety $\mathcal{G}_{r-1, n}$, then $(\mathcal{P}, \mathcal{B})$ is isomorphic to the PPLS corresponding to the Grassmann variety $\mathcal{G}_{r, n}$.

Proof. By hypothesis there exists a bijection $\xi$ of $\mathcal{S}$ onto $\mathcal{G}_{r-1, n}$ such that the set of all lines of $\mathcal{G}_{r-1, n}$ consists of all images under $\xi$ of the elements of $\mathcal{R}$. Then $\xi$ maps the maximal subspaces of $(\mathcal{S}, \mathcal{R})$ onto the maximal subspaces of $\mathcal{G}_{r-1, n}$. By the observation preceding Lemma $3.38, \xi$ maps each of $\tilde{\mathcal{S}}$ and $\tilde{\mathcal{T}}$ onto a system of maximal spaces of $\mathcal{G}_{r-1, n}$.

First let $n \neq 2 r-1$. Then the elements of $\mathcal{S}_{L}$, namely the Latin spaces of $\mathcal{G}_{r-1, n}$, and the elements of $\mathcal{S}_{G}$, the Greek spaces of $\mathcal{G}_{r-1, n}$, have different dimensions. By Corollary 3.46, the elements of $\tilde{\mathcal{T}}$ have dimension $r$, which is the dimension of the elements of $\mathcal{S}_{G}$.

Next, let $n=2 r-1$. In Section 3.2, it was shown that $G\left(\mathcal{G}_{r-1,2 r-1}\right)$ contains elements interchanging $\mathcal{S}_{L}$ and $\mathcal{S}_{G}$. It follows that also in this case it may be assumed that $\xi$ maps the elements of $\tilde{\mathcal{T}}$ onto the elements of $\mathcal{S}_{G}$ and the elements of $\tilde{\mathcal{S}}$ onto the elements of $\mathcal{S}_{L}$. As in Section 3.2, the mapping which associates the points of $\mathcal{G}_{r-1, n}$ to the elements of $\mathrm{PG}^{(r-1)}(n, q)$ is denoted by $\mathfrak{G}$.

Let $\Pi_{r} \in \mathrm{PG}^{(r)}(n, q)$, and let $\mathcal{R}^{r-1}\left(\Pi_{r}\right)$ be the set of all $(r-1)$-dimensional subspaces of $\Pi_{r}$. Then

$$
\mathcal{R}^{r-1}\left(\Pi_{r}\right) \subset \mathrm{PG}^{(r-1)}(n, q) \text { and } \mathcal{R}^{r-1}\left(\Pi_{r}\right) \mathfrak{G} \xi^{-1}=\mathcal{S}_{P} \in \tilde{\mathcal{T}}
$$

Now consider the mapping

$$
\psi: \mathrm{PG}^{(r)}(n, q) \rightarrow \mathcal{P}
$$

defined by

$$
\Pi_{r} \psi=P \Longleftrightarrow \mathcal{R}^{r-1}\left(\Pi_{r}\right) \mathfrak{G} \xi^{-1}=\mathcal{S}_{P} .
$$

Then $\psi$ is a bijection of $\mathrm{PG}^{(r)}(n, q)$ onto $\mathcal{P}$.
Let $\Pi_{r}, \Pi_{r}^{\prime}, \Pi_{r}^{\prime \prime}$ be elements of $\mathrm{PG}^{(r)}(n, q)$, with at least two of them distinct, and let $\Pi_{r} \psi=P, \Pi_{r}^{\prime} \psi=P^{\prime}, \Pi_{r}^{\prime \prime} \psi=P^{\prime \prime}$. Then the following are equivalent:
(a) $\Pi_{r} \cap \Pi_{r}^{\prime} \cap \Pi_{r}^{\prime \prime}$ is an element $\Pi_{r-1}$ of $\mathrm{PG}^{(r-1)}(n, q)$;
(b) $\mathcal{R}^{(r-1)}\left(\Pi_{r}\right) \cap \mathcal{R}^{\prime(r-1)}\left(\Pi_{r}\right) \cap \mathcal{R}^{\prime \prime(r-1)}\left(\Pi_{r}\right)=\left\{\Pi_{r-1}\right\}$;
(c) $\left(\mathcal{R}^{(r-1)}\left(\Pi_{r}\right) \mathfrak{G} \xi^{-1}\right) \cap\left(\mathcal{R}^{\prime(r-1)}\left(\Pi_{r}\right) \mathfrak{G} \xi^{-1}\right) \cap\left(\mathcal{R}^{\prime \prime(r-1)}\left(\Pi_{r}\right) \mathfrak{G} \xi^{-1}\right)$

$$
=\left\{\Pi_{r-1} \mathfrak{G} \xi^{-1}\right\}
$$

(d) $\mathcal{S}_{P} \cap \mathcal{S}_{P^{\prime}} \cap \mathcal{S}_{P^{\prime \prime}}=\{\pi\}$ with $\pi=\Pi_{r-1} \mathfrak{G} \xi^{-1}$ in $\mathcal{S}$;
(e) $P, P^{\prime}, P^{\prime \prime} \in \pi$.

Hence $\Pi_{r} \cap \Pi_{r}^{\prime} \cap \Pi_{r}^{\prime \prime}$ is an element $\Pi_{r-1}$ of $\mathrm{PG}^{(r-1)}(n, q)$ if and only if $P, P^{\prime}, P^{\prime \prime}$ belong to a common element of $\mathcal{S}$.

Let $\Pi_{r}$ and $\Pi_{r}^{\prime}$ be distinct elements of $\mathrm{PG}^{(r)}(n, q)$, with $\Pi_{r} \psi=P, \Pi_{r}^{\prime} \psi=P^{\prime}$. If $\Pi_{r} \cap \Pi_{r}^{\prime} \in \mathrm{PG}^{(r-1)}(n, q)$, then by the preceding paragraph the points $P$ and $P^{\prime}$ belong to a common element of $\mathcal{S}$, and hence are collinear in $(\mathcal{P}, \mathcal{B})$. Conversely, if $P$ and $P^{\prime}$ are collinear, then the line $P P^{\prime}$ belongs to an element of $\mathcal{S}$, and hence $\Pi_{r} \cap \Pi_{r}^{\prime} \in \mathrm{PG}^{(r-1)}(n, q)$.

Assume again that $\Pi_{r} \cap \Pi_{r}^{\prime}=\Pi_{r-1} \in \mathrm{PG}^{(r-1)}(n, q)$. Then each element of $\mathrm{PG}^{(r)}(n, q)$ through $\Pi_{r-1}$ belongs to the unique $\pi$ in $\mathcal{S}$ containing $P=\Pi_{r} \psi$ and
$P^{\prime}=\Pi_{r}^{\prime} \psi$. Conversely, if $P^{\prime \prime} \in \pi$, then $P^{\prime \prime} \psi^{-1}$ contains $\Pi_{r-1}$. So all elements of $\mathrm{PG}^{(r)}(n, q)$ through $\Pi_{r-1}$ are mapped by $\psi$ onto all points of $\pi$. It follows from the preceding paragraph that each $\pi$ in $\mathcal{S}$ corresponds in this way to a $\Pi_{r-1}$ in $\mathrm{PG}^{(r-1)}(n, q)$.

Next, let $\alpha \in \mathcal{T}$ and let $P, P^{\prime}, P^{\prime \prime}$ be three points of $\alpha$ which do not belong to a common line of $(\mathcal{P}, \mathcal{B})$. Since $P, P^{\prime}, P^{\prime \prime}$ are pairwise collinear, the spaces $P \psi^{-1}=\Pi_{r}, P^{\prime} \psi^{-1}=\Pi_{r}^{\prime}, P^{\prime \prime} \psi^{-1}=\Pi_{r}^{\prime \prime}$ intersect in pairs at some element of $\mathrm{PG}^{(r-1)}(n, q)$. If $\Pi_{r}, \Pi_{r}^{\prime}, \Pi_{r}^{\prime \prime}$ contain a common element of $\mathrm{PG}^{(r-1)}(n, q)$, then $P, P^{\prime}, P^{\prime \prime}$ belong to a common $\pi$ in $\mathcal{S}$. Hence $\alpha \cap \pi$ contains three non-collinear points, a contradiction. Consequently $\Pi_{r}, \Pi_{r}^{\prime}, \Pi_{r}^{\prime \prime}$ do not contain a common element $\Pi_{r-1}$, whence they all lie in some $\Pi_{r+1}$ in $\mathrm{PG}^{(r+1)}(n, q)$.

Now, let $Q$ be any point of $\alpha$, and suppose that $P, P^{\prime}, P^{\prime \prime}$ are three points of $\alpha$ that do not belong to a common line of $(\mathcal{P}, \mathcal{B})$. Then the $r$-spaces $\Pi_{r}, \Pi_{r}^{\prime}, \Lambda_{r}=Q \psi^{-1}$ belong to a common $(r+1)$-space; hence $\Lambda_{r} \subset \Pi_{r+1}$. Conversely, let $\Lambda_{r}$ be any $r$-space contained in $\Pi_{r+1}$. Since $\Pi_{r}=\Lambda_{r}$ or $\Pi_{r} \cap \Lambda_{r}$ is an $(r-1)$-space, the points $P$ and $Q=\Lambda_{r} \psi$ are collinear.

Similarly $Q$ and $P^{\prime}$ are collinear as are $Q$ and $P^{\prime \prime}$. If $Q \notin \alpha$, then the maximal subspaces of $(\mathcal{P}, \mathcal{B})$ containing $P P^{\prime} Q, P^{\prime} P^{\prime \prime} Q, P P^{\prime \prime} Q$ are elements of $\mathcal{S}$, which gives a contradiction; hence $Q \in \alpha$. So it has been shown that all elements of $\mathrm{PG}^{(r)}(n, q)$ contained in $\Pi_{r+1}$ are mapped by $\psi$ onto all points of $\alpha$.

Consider now any $\Pi_{r+1}^{\prime}$ in $\mathrm{PG}^{(r+1)}(n, q)$. If $\Pi_{r}^{1}, \Pi_{r}^{2} \subset \Pi_{r+1}^{\prime}$, with $\Pi_{r}^{1} \neq \Pi_{r}^{2}$, then $\Pi_{r}^{1} \psi=P_{1}$ and $\Pi_{r}^{2} \psi=P_{2}$ are collinear. The points of the element of $\mathcal{T}$ through the line $P_{1} P_{2}$ are mapped by $\psi^{-1}$ onto the $r$-spaces belonging to the $(r+1)$-space $\Pi_{r+1}^{\prime}$ which contains $\Pi_{r}^{1}$ and $\Pi_{r}^{2}$. Hence each $(r+1)$-space of $\mathrm{PG}(n, q)$ corresponds to some element of $\mathcal{T}$.

Next, let $l$ be a line of $(\mathcal{P}, \mathcal{B})$. Then $l$ is contained in a unique element $\pi$ of $\mathcal{S}$ and a unique element $\alpha$ of $\mathcal{T}$; also $\pi \cap \alpha=l$. So $\pi \psi^{-1} \cap \alpha \psi^{-1}=l \psi^{-1}$. Since $l \psi^{-1} \neq \emptyset$, so it is the pencil $\left(\Pi_{r-1}, \Pi_{r+1}\right)$ of $r$-spaces, with $\Pi_{r-1}$ the $(r-1)$-space corresponding to $\pi$ and $\Pi_{r+1}$ the $(r+1)$-space corresponding to $\alpha$. Conversely, consider a pencil $\left(\Pi_{r-1}, \Pi_{r+1}\right)$ of $r$-spaces in $\operatorname{PG}(n, q)$. If $\pi$ is the element of $\mathcal{S}$ corresponding to $\Pi_{r-1}$ and $\alpha$ is the element of $\mathcal{T}$ corresponding to $\Pi_{r+1}$, then the image $\left(\Pi_{r-1}, \Pi_{r+1}\right) \psi=\pi \cap \alpha$. Since $\left(\Pi_{r-1}, \Pi_{r+1}\right) \psi \neq \emptyset$, so $\pi \cap \alpha$ is a line $l$ of $(\mathcal{P}, \mathcal{B})$.

It has been shown that $\psi$ is a bijection of $\mathrm{PG}^{(r)}(n, q)$ onto $\mathcal{P}$ such that $\mathcal{B}$ is the set of all images of the pencils of $r$-spaces of $\operatorname{PG}(n, q)$. In other words, the Grassmann space $(\mathcal{P}, \mathcal{B})$ is isomorphic to the PPLS defined by the Grassmann variety $\mathcal{G}_{r, n}$.

Theorem 3.64. (i) In a Grassmann space ( $\mathcal{P}, \mathcal{B}$ ) of index $r=1$, any two distinct elements of $\mathcal{S}$ have exactly one point in common.
(ii) If $(\mathcal{P}, \mathcal{B})$ is a connected irreducible PPLS satisfying Al, A2.I, A2.II, and

A2.III' : any two distinct elements of $\mathcal{S}$ have exactly one point in common,
then $(\mathcal{P}, \mathcal{B})$ is a Grassmann space of index 1 .

Proof. Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space of index $r=1$. Then Lemmas 3.38 to 3.45 hold, so that each element of $\mathcal{T}$ is a projective plane over $\mathbf{F}_{q}$. Let $\pi$ and $\pi^{\prime}$ be distinct elements of $\mathcal{S}$, and suppose that $\pi \cap \pi^{\prime}=\emptyset$. Let $k$ be the minimum number for which there exist distinct points $P_{1}, P_{2}, \ldots, P_{k}$, with $P_{1} \in \pi, P_{k} \in \pi^{\prime}$, and $P_{1} \sim P_{2} \sim \cdots \sim P_{k}$. Then $P_{2}, P_{3}, \ldots, P_{k-1} \notin \pi \cap \pi^{\prime}$. Note that $k$ exists by the connectivity of $(\mathcal{P}, \mathcal{B})$. Assume that $k>2$. Let $\pi^{\prime \prime}$ be the element of $\mathcal{S}$ which contains the line $P_{2} P_{3}$, and let $\alpha$ be the element of $\mathcal{T}$ which contains the line $P_{1} P_{2}$. Since $\pi \cap \alpha \neq \emptyset$, so $\pi \cap \alpha$ is a line $l$ of $(\mathcal{P}, \mathcal{B})$. Similarly $\pi^{\prime \prime} \cap \alpha$ is a line $l^{\prime \prime}$. The space $\alpha$ is a projective plane; hence $l$ and $l^{\prime \prime}$ have a common point $P$. The points $P, P_{3}, P_{4}, \ldots, P_{k}$ are distinct, and $P \sim P_{3} \sim P_{4} \sim \cdots \sim P_{k}$ with $P \in \pi$. This contradicts the assumption on the minimality of $k$. Hence $k=2$, which means that there are points $P_{1}$ and $P_{2}$, with $P_{1} \in \pi, P_{2} \in \pi^{\prime}$ and $P_{1} \sim P_{2}$.

Let $\alpha^{\prime}$ be the element of $\mathcal{T}$ which contains the line $P_{1} P_{2}$. Since $\pi \cap \alpha^{\prime} \neq \emptyset$, so $\pi \cap \alpha^{\prime}$ is a line $m$. Similarly $\pi^{\prime} \cap \alpha^{\prime}$ is a line $m^{\prime}$. Since $\alpha^{\prime}$ is a projective plane, the lines $m$ and $m^{\prime}$ have a point in common, whence $\pi \cap \pi^{\prime} \neq \emptyset$, a contradiction. Therefore any two distinct elements of $\mathcal{S}$ have exactly one point in common.

Next, let $(\mathcal{P}, \mathcal{B})$ be a connected irreducible PPLS satisfying A1, A2.I, A2.II and A2.III'. Then A2.III is trivially satisfied. Lemmas 3.38 to 3.45 are satisfied for a certain $r \geq 1$. Hence $(\mathcal{P}, \mathcal{B})$ is a Grassmann space of index $r$. If $r \geq 2$, then, by Corollary 3.51, there exist disjoint elements in $\mathcal{S}$, in contradiction to A2.III'. This gives the conclusion that $r=1$.

Theorem 3.65. Any Grassmann space of index $r \geq 1$ is isomorphic to the PPLS defined by some Grassmann variety $\mathcal{G}_{r, n}$.

Proof. Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space of index $r$, where $r>2$. Assume that each Grassmann space of index $r-1$ is isomorphic to the PPLS defined by some Grassmann variety $\mathcal{G}_{r-1, n}$.

Then, by Lemmas 3.62 and 3.63 , the space $(\mathcal{P}, \mathcal{B})$ is isomorphic to the PPLS defined by the Grassmann variety $\mathcal{G}_{r, n}$. So it is only necessary to show that any Grassmann space of index 1 is isomorphic to the PPLS defined by some $\mathcal{G}_{1, n}$.

Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space of index 1 . By Theorem 3.64, any two distinct elements of $\mathcal{S}$ have exactly one point in common. Since Lemmas 3.38 to 3.45 hold, each element of $\mathcal{T}$ is a projective plane over $\mathbf{F}_{q}$. For any P in $\mathcal{P}$, let $\mathcal{S}_{p}$ denote the set of all elements of $\mathcal{S}$ through $P$. Further, let $\tilde{\mathcal{T}}=\left\{\mathcal{S}_{p} \mid P \in \mathcal{P}\right\}$. Consider a point $P$ of $\mathcal{P}$ and a plane $\alpha$ of $\mathcal{T}$ through $P$. Through each line in $\alpha$ through $P$, there is a unique element of $\mathcal{S}_{p}$; by A2.I, $q+1$ distinct elements of $\mathcal{S}_{p}$ are obtained in this way. Hence $(\mathcal{S}, \tilde{\mathcal{T}})$ is an irreducible linear space, and it is now shown that it is isomorphic to the linear space formed by the points and lines of some $\mathrm{PG}(n, q)$. It is sufficient to show that the Veblen-Wedderburn axiom holds in $(\mathcal{S}, \tilde{\mathcal{T}})$.

Let $\pi, \pi^{\prime}, \pi^{\prime \prime}$ be distinct elements of $\mathcal{S}$, let

$$
\pi \cap \pi^{\prime}=P^{\prime \prime}, \quad \pi^{\prime} \cap \pi^{\prime \prime}=P, \quad \pi^{\prime \prime} \cap \pi=P^{\prime}
$$

and assume that $P, P^{\prime}, P^{\prime \prime}$ are distinct. Further, let $\alpha$ and $\alpha^{\prime}$ be distinct elements of $\mathcal{S} \backslash\left\{\pi^{\prime \prime}\right\}$, let $\alpha \cap \pi^{\prime \prime}=P^{\prime}, \alpha^{\prime} \cap \pi^{\prime \prime}=P, \alpha \cap \alpha^{\prime}=Q$, and assume again that $P, P^{\prime}, Q$
are distinct. It must be shown that $P^{\prime \prime}$ and $Q$ belong to a common element of $\mathcal{S}$; that is, $P^{\prime \prime} \sim Q$. By A1, the pairwise collinear points $P, P^{\prime}, P^{\prime \prime}$ belong to a maximal space $\pi_{1}$, which by A2.II is an element of $\mathcal{T}$. Similarly the pairwise collinear points $P, P^{\prime}, Q$ belong to a maximal space $\pi_{2}$ in $\mathcal{T}$. As the line $P P^{\prime}$ is contained in both $\pi_{1}$ and $\pi_{2}$, so $\pi_{1}=\pi_{2}$ by A2.II. Hence $P^{\prime \prime} \sim Q$, and consequently $(\mathcal{S}, \tilde{\mathcal{T}})$ is isomorphic to the linear space formed by the points and lines of some $\operatorname{PG}(n, q)$. Since the partial linear space $(\mathcal{P}, \mathcal{B})$ is proper, there exist disjoint lines in $(\mathcal{S}, \tilde{\mathcal{T}})$, and so $n \geq 3$.

Now consider the mapping

$$
\Phi: \tilde{\mathcal{T}} \rightarrow \mathcal{P}, \quad \mathcal{S}_{P} \mapsto P
$$

Then $\Phi$ is a bijection of $\tilde{\mathcal{T}}$ onto $\mathcal{P}$. Let $\delta$ be a plane in $(\mathcal{S}, \tilde{\mathcal{T}})$ and let $\pi, \pi^{\prime}, \pi^{\prime \prime}$ be any three independent points of $\delta$. Further, let

$$
\pi \cap \pi^{\prime}=P^{\prime \prime}, \quad \pi^{\prime} \cap \pi^{\prime \prime}=P, \quad \pi^{\prime \prime} \cap \pi=P^{\prime}
$$

Then the points $P, P^{\prime}, P^{\prime \prime}$ are distinct. Since they are pairwise collinear in $(\mathcal{P}, \mathcal{B})$, there exists a maximal subspace $\alpha$ containing them; by A2.II, this subspace belongs to $\mathcal{T}$. Let $\beta$ be an element of $\mathcal{S}$ containing a line $l$ of $\alpha$. Suppose that $l$ is distinct from the line $P P^{\prime}$. If $P P^{\prime} \cap l=Q$, then $\mathcal{S}_{Q}$ contains $\pi^{\prime \prime}$ and $\beta$, and has an element in common with $\mathcal{S}_{P^{\prime \prime}}$. But $\mathcal{S}_{P^{\prime \prime}}$ is the line $\pi \pi^{\prime}$ of $(\mathcal{S}, \tilde{\mathcal{T}})$, and hence $\beta$ belongs to the plane $\delta$.

Conversely, let $\beta$ be an element of the plane $\delta$. Suppose, for example, that $\beta \neq \pi^{\prime \prime}$; so let $\beta \cap \pi^{\prime \prime}=Q$. Then the lines $\mathcal{S}_{P^{\prime \prime}}$ and $\mathcal{S}_{Q}$ of $(\mathcal{S}, \tilde{\mathcal{T}})$ have an element in common; hence $P^{\prime \prime} \sim Q$. Suppose that $Q \notin \alpha$. The pairwise collinear and distinct points $P, P^{\prime \prime}, Q$ are contained in a maximal subspace $\alpha^{\prime}$, which belongs to $\mathcal{T}$. Since $\alpha$ and $\alpha^{\prime}$ share the line $P P^{\prime \prime}$, so $\alpha=\alpha^{\prime}$. Hence $Q \in \alpha$, a contradiction. Consequently $Q \in \alpha$. From A2.I, $\beta \cap \alpha$ is a line of $(\mathcal{P}, \mathcal{B})$. Therefore it has been shown that $\delta$ consists of all elements of $\mathcal{S}$ meeting $\alpha$ at a line of $(\mathcal{P}, \mathcal{B})$. As the lines of $\delta$ are the elements $\mathcal{S}_{P}$ with $P \in \alpha$, it follows that, for any plane $\alpha^{\prime \prime}$ of $\mathcal{T}$, the set of all spaces in $\mathcal{S}$ having a line in common with $\alpha^{\prime \prime}$ is a plane of $(\mathcal{S}, \tilde{\mathcal{T}})$.

Let $\pi \in \mathcal{S}$, let $\delta$ be a plane of $(\mathcal{S}, \tilde{\mathcal{T}})$, and assume that $\pi \in \delta$. From the preceding paragraph, $\delta$ consists of all elements of $\mathcal{S}$ containing a line of some plane $\alpha$ of $\mathcal{T}$. The lines of the pencil $(\pi, \delta)$ of $(\mathcal{S}, \tilde{\mathcal{T}})$ are the elements $\mathcal{S}_{P}$ with $P$ in $\pi \cap \alpha=l$; hence $(\pi, \delta) \Phi=l$. Conversely, consider any $l^{\prime}$ in $\mathcal{B}$. Let $l^{\prime} \subset \pi^{\prime} \in \mathcal{S}$ and $l^{\prime} \subset \alpha^{\prime} \in \mathcal{T}$. Then $l^{\prime} \Phi^{-1}$ is the pencil $\left(\pi^{\prime}, \delta^{\prime}\right)$ with $\delta^{\prime}$ the plane of $(\mathcal{S}, \tilde{\mathcal{T}})$ which consists of all elements of $\mathcal{S}$ having a line in common with $\alpha^{\prime}$.

It has been shown that the Grassmann space $(\mathcal{P}, \mathcal{B})$ of index 1 is isomorphic to the PPLS defined by the Grassmann variety $\mathcal{G}_{1, n}$.

To end this section, some examples of proper partial linear spaces are given; these show that none of the axioms A2.I, A2.II, A2.III, nor the conditions of connectivity or irreducibility, can be deleted in the characterisation of Grassmann varieties.

Example 3.66. Let $\mathcal{P}$ consist of all 2 -subsets of the set $\{1,2,3,4\}$; let $\mathcal{B}$ consist of the elements of the form $\{\{a, b\},\{a, c\}\}$ with $a, b, c$ distinct. Then $(\mathcal{S}, \mathcal{B})$ is a connected PPLS which satisfies A1, A2.I, A2.II, A2.III. However, it is not irreducible.

Example 3.67. Let $(\mathcal{P}, \mathcal{B})$ and $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$ be Grassmann spaces with $\mathcal{P} \cap \mathcal{P}^{\prime}=\emptyset$. Then $\left(\mathcal{P} \cup \mathcal{P}^{\prime}, \mathcal{B} \cup \mathcal{B}^{\prime}\right)$ is an irreducible PPLS which satisfies A1, A2.I, A2.II, A2.III, but which is not connected.

Example 3.68. Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space with lines having at least four points. Let $l \in \mathcal{B}$, and let $(l, \mathcal{L})$ be an irreducible linear space with $|\mathcal{L}|>1$. Then $(\mathcal{P},(\mathcal{B} \backslash\{l\}) \cup \mathcal{L})$ is a connected irreducible PPLS which satisfies A1, A2.II, A2.III, but not A2.I.

Example 3.69. Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space. If the elements of $\mathcal{S}$ are projective spaces of dimension $s$ over $\mathbf{F}_{q}$, then embed one element $\Pi_{s}$ of $\mathcal{S}$ in a projective space $\Pi_{s+1}$ of dimension $s+1$ over $\mathbf{F}_{q}$ for which $\Pi_{s+1} \cap \mathcal{P}=\Pi_{s}$. Let $\mathcal{L}$ be the set of all lines of $\Pi_{s+1}$. Then $\left(\mathcal{P} \cup \Pi_{s+1}, \mathcal{B} \cup \mathcal{L}\right)$ is a connected irreducible PPLS which satisfies A1, A2.I, A2.III, but not A2.II.

Example 3.70. Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space with lines having at least four points. Choose a point $P$ in $\mathcal{P}$ and let $\mathcal{B}^{\prime}=\{l \backslash\{P\} \mid l \in \mathcal{B}\}, \mathcal{P}^{\prime}=\mathcal{P} \backslash\{P\}$. Then $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$ is a connected irreducible PPLS which satisfies A1, A2.I, A2.II; for neither of the systems of maximal subspaces is A2.III satisfied.

It is not known whether or not A1 can be deleted in the characterisation of Grassmann varieties.

### 3.4 Embedding of Grassmann spaces

Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space. If $\mathcal{P}$ is a point set of $\operatorname{PG}(n, q)$ and $\mathcal{B}$ is a line set of $\mathrm{PG}(n, q)$, then $(\mathcal{P}, \mathcal{B})$ is embedded in $\mathrm{PG}(n, q)$. Grassmann varieties are examples of embedded Grassmann spaces. In this section all embedded Grassmann spaces are determined.

First it is shown that not every embedded Grassmann space is a Grassmann variety. Consider the Grassmann variety $\mathcal{G}_{1,7}$ of the lines of $\operatorname{PG}(7, q)$. The number of points of $\mathcal{G}_{1,7}$ is a polynomial of degree 12 in $q$. The number of points on the lines having at least two points in common with $\mathcal{G}_{1,7}$ is a polynomial $a_{0} q^{25}+a_{1} q^{24}+\cdots+a_{24} q+a_{25}$. By Theorem 3.12, the projective space generated by $\mathcal{G}_{1,7}$ has dimension 28. Hence, for $q$ large enough, $\operatorname{PG}(28, q)$ contains a point $P$ such that each line through it has at most one point in common with $\mathcal{G}_{1,7}$.

Let $\Pi_{27}$ be a hyperplane of $\operatorname{PG}(28, q)$, which does not contain $P$. The intersection of the cone $P \mathcal{G}_{1,7}$ with the hyperplane $\Pi_{27}$ is a variety which, together with the projections of the lines of $\mathcal{G}_{1,7}$ is a Grassmann space embedded in $\Pi_{27}$. Assume that this Grassmann space $(\mathcal{P}, \mathcal{B})$ is a Grassmann variety. Since the maximal subspaces of $(\mathcal{P}, \mathcal{B})$ have dimensions 2 and 6 , the only candidates for the Grassmann variety are $\mathcal{G}_{1,7}$ and $\mathcal{G}_{5,7}$. By Theorem 3.12, these two projectively equivalent varieties are not contained in a $\mathrm{PG}(27, q)$, a contradiction. So, this is an example of a Grassmann space which is embedded in a projective space, but which is not a Grassmann variety.

To determine all embeddings of Grassmann spaces, it is necessary to introduce homomorphisms between projective spaces. Let $\psi$ be the semi-linear transformation
of the vector space $V(m+1, K)$ into the vector space $V(n+1, K)$ defined by the $m \times n$ matrix $T$ over $K$ and the automorphism $\sigma$ of $K$. The kernel of $\psi$ is a subspace of $V(m+1, K)$ and the image of $\psi$ is a subspace of $V(n+1, K)$. Also,

$$
\operatorname{dim}(\operatorname{ker} \psi)+\operatorname{dim}(\operatorname{im} \psi)=m+1
$$

Now consider the projective spaces over $K$ defined by $V(m+1, K), V(n+1, K)$, the kernel of $\psi$, and the image of $\psi$. These spaces are respectively denoted by $\mathrm{PG}(m, K), \mathrm{PG}(n, K), P(\operatorname{ker} \psi)$, and $P(\operatorname{im} \psi)$. Then

$$
\operatorname{dim}(P(\operatorname{ker} \psi))+\operatorname{dim}(P(\operatorname{im} \psi))=m-1
$$

The semi-linear transformation $\psi$ induces a mapping $\xi$ from $\mathrm{PG}(m, K) \backslash P(\operatorname{ker} \psi)$ onto $P(\operatorname{im} \psi)$. Such a mapping $\xi$ is a homomorphism of $\mathrm{PG}(m, K)$ into $\mathrm{PG}(n, K)$ or onto $P(\operatorname{im} \psi)$. If $\psi$ is bijective, that is, if $T$ is a non-singular $(n+1) \times(n+1)$ matrix over $K$, then $\xi$ is a collineation between projective spaces.

Now consider the Grassmann variety $\mathcal{G}_{r, n}$ of the $r$-spaces in $\operatorname{PG}(n, q)$. The projective space generated by $\mathcal{G}_{r, n}$ is denoted by $\operatorname{PG}(N, q)$. Suppose that $\xi$ is a homomorphism of $\operatorname{PG}(N, q)$ into $\operatorname{PG}\left(N^{\prime}, q\right)$, where $\operatorname{ker} \psi \neq\{0\}$ and with the condition that any line of $\operatorname{PG}(N, q)$ having at least two distinct points in common with $\mathcal{G}_{r, n}$ has no point in common with $P(\operatorname{ker} \psi)$. Then $\xi$ maps the points and lines of $\mathcal{G}_{r, n}$ onto the points and lines of a Grassmann space $(\mathcal{P}, \mathcal{B})$ which is embedded in $P(\operatorname{im} \psi)$. Since the dimension of $P(\operatorname{im} \psi)$ is less than $N$, an argument of one of the previous paragraphs shows that $(\mathcal{P}, \mathcal{B})$ is not a Grassmann variety. The example given at the beginning of this section is constructed in this way.

It is now shown that any Grassmann space embedded in a projective space can be obtained in the way described above. The proof is given for $\mathbf{F}_{q}$, but is valid for any field $K$.

Theorem 3.71. Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space of index $r$ that is embedded in a projective space $\mathrm{PG}(s, q)$ and let $\xi$ be an isomorphism from the PPLS defined by $\mathcal{G}_{r, n}$ onto the $\operatorname{PPLS}(\mathcal{P}, \mathcal{B})$. Then there is a unique homomorphism $\psi$ from $\operatorname{PG}(N, q)$, the space generated by $\mathcal{G}_{r, n}$, into $\mathrm{PG}(s, q)$ that induces $\xi$ on $\mathcal{G}_{r, n}$.

Proof. Let $(\mathcal{P}, \mathcal{B})$ be a Grassmann space of index $r$, with $r \geq 1$, which is embedded in $\mathrm{PG}(s, q)$. It may be assumed that $\mathcal{P}$ generates $\mathrm{PG}(s, q)$. From Section 3.3, there is an isomorphism $\xi$ from the PPLS corresponding to some Grassmann variety $\mathcal{G}_{r, n}$ onto $(\mathcal{P}, \mathcal{B})$. The projective space generated by $\mathcal{G}_{r, n}$ is denoted by $\operatorname{PG}(N, q)$.

It is sufficient to prove the theorem for the pair $(r, n)$, where $1 \leq r \leq n-2$, under the assumption that it is already established for all pairs $\left(r^{\prime}, n^{\prime}\right) \neq(r, n)$, with $r^{\prime} \leq r, n^{\prime} \leq n$, and $1 \leq r^{\prime} \leq n^{\prime}-2$.

Let $\pi$ be a hyperplane of $\mathrm{PG}(n, q)$. If $r \leq n-3$, then, by Corollary $3.27, \mathfrak{G}$ maps the $r$-spaces of $\pi$ onto the points of a subvariety $\mathcal{G}_{r, n-1}$ of $\mathcal{G}_{r, n}$; if $r=n-2$, then $\mathfrak{G}$ maps the ( $n-2$ )-spaces of $\pi$ onto the points of a maximal $(n-1)$-space $\pi^{\prime}$ of $\mathcal{G}_{n-2, n}$. For $r \leq n-3$, the images under $\xi$ of the points and lines of $\mathcal{G}_{r, n-1}$ form a Grassmann space $\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}\right)$ isomorphic to $\mathcal{G}_{r, n-1}$; for $r=n-2$, a maximal $(n-1)$-space $\pi^{\prime} \xi$ of
$(\mathcal{P}, \mathcal{B})$ is obtained. Let $\operatorname{PG}\left(N^{\prime}, q\right)$ be the projective space generated by $\mathcal{G}_{r, n-1}$. For $r \leq n-3$, the induction step gives a unique homomorphism $\psi_{\pi}$ from $\operatorname{PG}\left(N^{\prime}, q\right)$ into $\operatorname{PG}(s, q)$ which coincides with $\xi$ on $\mathcal{G}_{r, n-1}$; if $r=n-2$, the restriction of $\xi$ to $\pi^{\prime}$ is a collineation $\psi_{\pi}$ of $\pi^{\prime}$ onto $\pi^{\prime} \xi$. The semi-linear transformations $\bar{\psi}_{\pi}$ of $V\left(N^{\prime}+1, q\right)$ into $V(s+1, q)$ which correspond to $\psi_{\pi}$ are determined by $\pi$ up to a scalar multiple.

Next, let $P$ be a point of $\operatorname{PG}(n, q)$. When $r \geq 2$, then, by Corollary 3.26, $\mathfrak{G}$ maps the $r$-spaces through $P$ onto the points of a subvariety $\mathcal{G}_{r-1, n-1}$ of $\mathcal{G}_{r, n}$; when $r=1$, then $\mathfrak{G}$ maps the lines through $P$ onto the points of a maximal $(n-1)$ space $\pi^{\prime \prime}$ of $\mathcal{G}_{1, n}$. For $r \geq 2$, the images under $\xi$ of the points and lines of $\mathcal{G}_{r-1, n-1}$ form a Grassmann space $\left(\mathcal{P}^{\prime \prime}, \mathcal{B}^{\prime \prime}\right)$ isomorphic to $\mathcal{G}_{r-1, n-1}$; for $r=1$, a maximal $(n-1)$-space $\pi^{\prime \prime} \xi$ of $(\mathcal{P}, \mathcal{B})$ is obtained. Let $\operatorname{PG}\left(N^{\prime \prime}, q\right)$ be the projective space generated by $\mathcal{G}_{r-1, n-1}$. For $r \geq 2$, the induction hypothesis implies that there is a unique homomorphism $\psi_{P}$ from $\operatorname{PG}\left(N^{\prime \prime}, q\right)$ into $\operatorname{PG}(s, q)$ which coincides with $\xi$ on $\mathcal{G}_{r-1, n-1}$; when $r=1$, the restriction of $\xi$ to $\pi^{\prime \prime}$ is a collineation $\psi_{P}$ of $\pi^{\prime \prime}$ onto $\pi^{\prime \prime} \xi$. It may be noted that the semi-linear transformations $\bar{\psi}_{P}$ of $V\left(N^{\prime \prime}+1, q\right)$ into $V(s+1, q)$ which correspond to $\psi_{P}$ are determined by $P$ up to a scalar multiple.

It is now shown that $\psi_{\pi}$ and $\psi_{P}$ have the same associated field automorphism. First suppose that $P \in \pi$. The notation of the preceding paragraphs is used. Let $W$ be the image under $\mathfrak{G}$ of the set of all $r$-spaces of $\pi$ containing $P$. If $r \neq 1, n-2$, then, by Theorem 3.25, $W=\mathcal{G}_{r, n-1} \cap \mathcal{G}_{r-1, n-1}$ is a Grassmann variety $\mathcal{G}_{r-1, n-2}$. If $r=n-2$ and $n \neq 3$, then $W=\pi^{\prime} \cap \mathcal{G}_{n-3, n-1}$ is a maximal $(n-2)$-space $\alpha^{\prime}$ of $\mathcal{G}_{n-3, n-1}$; if $r=1$ and $n \neq 3$, then $W=\pi^{\prime \prime} \cap \mathcal{G}_{1, n-1}$ is a maximal $(n-2)$-space $\alpha^{\prime \prime}$ of $\mathcal{G}_{1, n-1}$; if $r=1$ and $n=3$, then $W=\pi^{\prime} \cap \pi^{\prime \prime}$ is a line $l$.

Let $l$ be a line of $W$, and let $P_{1}, P_{2}, P_{3}, P_{4}$ be any four distinct points of $l$. Then

$$
P_{i} \psi_{P}=P_{i} \psi_{\pi}=P_{i} \xi, \quad i=1,2,3,4
$$

Let $P_{i} \xi=Q_{i}, i=1,2,3,4$. Then the cross-ratio $\left\{Q_{1}, Q_{2} ; Q_{3}, Q_{4}\right\}$ is equal to $\left\{P_{1}, P_{2} ; P_{3}, P_{4}\right\}^{\sigma}$ and to $\left\{P_{1}, P_{2} ; P_{3}, P_{4}\right\}^{\sigma^{\prime}}$, where $\sigma$ and $\sigma^{\prime}$ are the field automorphisms associated to $\psi_{P}$ and $\psi_{\pi}$; hence $\sigma=\sigma^{\prime}$.

Next, let $P \notin \pi$. Consider a point $Q$ and a hyperplane $\alpha$ of $\operatorname{PG}(n, q)$, where $P \in \alpha, Q \in \alpha, Q \in \pi$. The field automorphisms associated to $\psi_{P}, \psi_{\alpha}, \psi_{Q}, \psi_{\pi}$ are respectively denoted by $\sigma, \rho^{\prime}, \rho, \sigma^{\prime}$. By a previous argument, $\sigma=\rho^{\prime}=\rho=\sigma^{\prime}$; hence $\sigma=\sigma^{\prime}$.

Now let $P$ and $P^{\prime}$ be distinct points of $\operatorname{PG}(n, q)$. By considering a hyperplane through $P$ and $P^{\prime}$, it is seen that the field automorphisms associated to $\psi_{P}$ and $\psi_{P^{\prime}}$ coincide. Similarly, with $\pi$ a hyperplane of $\operatorname{PG}(n, q)$, the field automorphism associated to $\psi_{\pi}$ is independent of the choice of $\pi$. This common field automorphism, associated to each $P$ and each $\pi$, is denoted by $\sigma$.

The following notation is required. For $i=0,1, \ldots, n$, let $\psi_{i}=\psi_{\mathbf{U}_{i}}$ and let $\psi^{i}=\psi_{\mathbf{u}_{i}}$. Recall that $\mathbf{U}_{i} \in \mathbf{u}_{j}$ for $i \neq j$. For the corresponding semi-linear transformations, write $\bar{\psi}_{i}$ and $\bar{\psi}^{i}$. Consider now homomorphisms $\psi_{i}$ and $\psi^{j}$ with $i \neq j$. Let $W_{i}^{j}$ be the image under $\mathfrak{G}$ of the set of all $r$-spaces of $\mathbf{u}_{j}$ containing $\mathbf{U}_{i}$. On $W_{i}^{j}$ the homomorphisms $\psi_{i}$ and $\psi^{j}$ coincide with $\xi$. First, let $W_{i}^{j}$ be the Grassmann
variety $\mathcal{G}_{r-1, n-2}$ and let $\mathrm{PG}\left(N^{*}, q\right)$ be the projective space generated by $\mathcal{G}_{r-1, n-2}$. Let $\bar{\Phi}_{i}$ be the restriction of $\bar{\psi}_{i}$ and $\bar{\Phi}^{j}$ the restriction of $\bar{\psi}^{j}$ to $V\left(N^{*}+1, q\right)$. By induction, the semi-linear transformations $\bar{\Phi}_{i}$ and $\bar{\psi}^{j}$ differ only by a scalar multiple. If $W_{\underline{i}}^{j}$ is a projective space $\Pi_{m}$, then again let $\bar{\Phi}_{i}$ and $\bar{\Phi}^{j}$ be the restrictions of $\bar{\psi}_{i}$ and $\bar{\psi}^{j}$ to $V(m+1, q)$; again, they differ only by a scalar multiple. In both cases, it is possible to choose $\bar{\psi}_{i}$ and $\bar{\psi}^{j}$ in such a way that $\bar{\Phi}_{i}$ and $\bar{\Phi}^{j}$ coincide. This process is called normalisation.

Fix $\bar{\psi}^{n}$ and normalise each of $\bar{\psi}_{0}, \bar{\psi}_{1}, \ldots, \bar{\psi}_{n-1}$ with respect to it. Next normalise $\bar{\psi}^{0}$ with respect to $\bar{\psi}_{1}$, and $\bar{\psi}_{n}$ with respect to $\bar{\psi}^{0}$. Then normalise $\bar{\psi}^{1}, \bar{\psi}^{2}, \ldots, \bar{\psi}^{n-1}$ with respect to $\bar{\psi}_{n}$. Now consider $\bar{\psi}_{i}$ and $\bar{\psi}_{j}, i \neq j$ and $i, j \in\{0,1, \ldots, n-1\}$. The image under $\mathfrak{G}$ of the set of all $r$-spaces through $\mathbf{U}_{i}$ and $\mathbf{U}_{j}$ is denoted by $\mathcal{W}_{i, j}$; the image under $\mathfrak{G}$ of the set of all $r$-spaces of $\mathbf{u}_{n}$ through $\mathbf{U}_{i}$ and $\mathbf{U}_{j}$ is denoted by $\mathcal{W}_{i, j}^{n}$. Let $\operatorname{PG}(M, q)$ be the projective space generated by $\mathcal{W}_{i, j}$ and let $\overline{\mathcal{W}}_{i, j}^{n}$ be the set of all vectors representing the points of $\mathcal{W}_{i, j}^{n}$. By previous arguments, the restrictions of $\bar{\psi}_{i}$ and $\bar{\psi}_{j}$ to $V(M+1, q)$ differ only by a scalar multiple. Since $\bar{\psi}_{i}$ and $\bar{\psi}_{j}$ coincide on $\overline{\mathcal{W}}_{i, j}^{n} \subset V(M+1, q)$ and $\overline{\mathcal{W}}_{i, j}^{n}$ contains a non-zero vector, it follows that the restrictions of $\bar{\psi}_{i}$ and $\bar{\psi}_{j}$ to $V(M+1, q)$ coincide. Repeating this argument shows that any two elements of $\bar{\psi}_{1}, \bar{\psi}_{2}, \ldots, \bar{\psi}_{n}, \bar{\psi}^{1}, \bar{\psi}^{2}, \ldots, \bar{\psi}^{n}$ coincide on the intersection of their common domain and $\overline{\mathcal{G}}_{r, n}$, the set of all vectors representing the points of $\mathcal{G}_{r, n}$.

Let $V(N+1, q)$ be the vector space generated by $\overline{\mathcal{G}}_{r, n}$. If $E_{i}$ is the vector of $V(N+1, q)$ with one in the $(i+1)$-th place and zeros elsewhere, then the vectors $E_{0}, E_{1}, \ldots, E_{N}$ are contained in $\overline{\mathcal{G}}_{r, n}$. Consider the vector $E_{i}$. It is in the common domain of $r+1$ semi-linear transformations $\bar{\psi}_{i_{0}}, \bar{\psi}_{i_{1}}, \ldots, \bar{\psi}_{i_{r}}$. Then $\bar{\psi}_{i_{0}} E_{i}=\bar{\psi}_{i_{1}} E_{i}=\cdots=\bar{\psi}_{i_{r}} E_{i}$. Now define as follows a semi-linear transformation $\bar{\psi}$ from $V(N+1, q)$ into $V(s+1, q)$ with associated field automorphism $\sigma$ :

$$
\bar{\psi} E_{i}=\bar{\psi}_{i_{j}} E_{i} \text {, with } i=0,1, \ldots, N, j=0,1, \ldots, r \text {. }
$$

Consider now the basis $\left\{E_{i_{0}}, E_{i_{1}}, \ldots\right\}$ of the domain $\bar{\psi}_{i}$; then $\bar{\psi} E_{i_{j}}=\bar{\psi}_{i} E_{i_{j}}$. Hence $\bar{\psi}$ agrees with $\bar{\psi}_{0}, \bar{\psi}_{1}, \ldots, \bar{\psi}_{n}$. Next consider the basis $\left\{E_{j_{0}}, E_{j_{1}}, \ldots\right\}$ of the domain of $\bar{\psi}^{j}$. Then, since $\bar{\psi}^{j}$ agrees with any $\bar{\psi}_{i}$, it follows that $\bar{\psi} E_{j_{i}}=\bar{\psi}^{j} E_{j_{i}}$. Hence $\bar{\psi}$ agrees with $\bar{\psi}^{0}, \bar{\psi}^{1}, \ldots, \bar{\psi}^{n}$. Thus the homomorphism $\psi$ from $\operatorname{PG}(N, q)$ into $\operatorname{PG}(s, q)$, which corresponds with $\bar{\psi}$, agrees with $\psi_{0}, \psi_{1}, \ldots, \psi_{n}, \psi^{0}, \psi^{1}, \ldots, \psi^{n}$.

For a point $P$ of $\operatorname{PG}(n, q)$, let its weight $w(P)$ be the number of non-zero coordinates, and let the weight of a set of linearly independent points be the sum of its members' weights. The weight of an $r$-space of $\mathrm{PG}(n, q)$ is the minimum of all the weights of its linearly independent sets of size $r+1$; then the smallest possible weight of an $r$-space is $r+1$. The weight of a point $Q$ of $\mathcal{G}_{r, n}$ is the weight of the $r$-space $Q \mathfrak{G}^{-1}$ of $\operatorname{PG}(n, q)$. Let $\Pi_{r}$ be an $r$-space of weight at most $2 r+1$. Such a space must have a point of weight one in one of its independent sets of size $r+1$ of minimal weight. Hence this space contains one of the points $\mathbf{U}_{i}$, and so $\xi$ and $\psi$ agree on the corresponding point of $\mathcal{G}_{r, n}$.

It is now shown by induction on the weight that $\xi$ and $\psi$ agree on all the points of $\mathcal{G}_{r, n}$. First, assume that $\xi$ and $\psi$ agree on all points of $\mathcal{G}_{r, n}$ of weight $r+1$,
$r+2, \ldots, h-1$ and let $h \geq 2 r+2$. Let $P$ be a point of $\mathcal{G}_{r, n}$ of weight $h$. Suppose that $P_{0}, P_{1}, \ldots, P_{r}$ define the $r$-space $\Pi_{r}=P \mathfrak{G}^{-1}$ of $\operatorname{PG}(n, q)$. Now it may be assumed that $h=\sum_{i=0}^{r} w\left(P_{i}\right)$. There exist indices $i$ and $j$, with $i \neq j$, for which $w\left(P_{i}\right) \geq 2, w\left(P_{j}\right) \geq 2$; so take $P_{0}, P_{1}$ with $w\left(P_{0}\right) \geq 2, w\left(P_{1}\right) \geq 2$ and also let $P_{i}=\mathbf{P}\left(X_{i}\right), i=0,1$. Now choose points $Q_{i}=\mathbf{P}\left(Y_{i}\right), i=0,1,2,3$, with $X_{0}=Y_{0}+Y_{1}, X_{1}=Y_{2}+Y_{3}$, and

$$
w\left(Q_{0}\right)<w\left(P_{0}\right), w\left(Q_{1}\right)<w\left(P_{0}\right), w\left(Q_{2}\right)<w\left(P_{1}\right), w\left(Q_{3}\right)<w\left(P_{1}\right)
$$

Then $P_{0}, Q_{0}, Q_{1}$ are distinct as are $P_{1}, Q_{2}, Q_{3}$. Suppose that $Q_{0} \in \Pi_{r}$; then also $Q_{1} \in \Pi_{r}$. At most one of the points $Q_{0}, Q_{1}$ belongs to $\Pi_{r-1}=P_{1} P_{2} \cdots P_{r}$; so assume that $Q_{1} \notin \Pi_{r-1}$. Then the points $Q_{1}, P_{1}, P_{2}, \ldots, P_{r}$ define $\Pi_{r}$, and

$$
w\left(Q_{1}\right)+\sum_{i=1}^{r} w\left(P_{i}\right)<\sum_{i=0}^{r} w\left(P_{i}\right)=h,
$$

a contradiction. Hence $Q_{0} \notin \Pi_{r}$; similarly $Q_{1}, Q_{2}, Q_{3} \notin \Pi_{r}$.
Let

$$
\begin{aligned}
& \Pi_{r}^{1}=Q_{0} P_{1} P_{2} \cdots P_{r}, \quad \Pi_{r}^{2}=Q_{1} P_{1} P_{2} \cdots P_{r} \\
& \Pi_{r}^{3}=Q_{2} P_{0} P_{2} \cdots P_{r}, \quad \Pi_{r}^{4}=Q_{3} P_{0} P_{2} \cdots P_{r} .
\end{aligned}
$$

The $r$-spaces $\Pi_{r}^{1}$ and $\Pi_{r}^{2}$ are distinct, as are $\Pi_{r}^{3}$ and $\Pi_{r}^{4}$. For $i=1,2,3,4$, write $\Pi_{r}^{i} \mathfrak{G}=A_{i}$. Since $w\left(A_{i}\right)<h$, so, by induction, $\psi$ and $\xi$ agree on the four $A_{i}$. As the $r$-spaces $\Pi_{r}^{1}$ and $\Pi_{r}^{2}$ have an $(r-1)$-space in common, so, by Theorem 3.16, $A_{1} A_{2}$ is a line of $\mathcal{G}_{r, n}$; similarly, so is $A_{3} A_{4}$. Since $\Pi_{r}^{1} \cap \Pi_{r}^{2} \neq \Pi_{r}^{3} \cap \Pi_{r}^{4}$, so $A_{1} A_{2} \neq A_{3} A_{4}$. As $\Pi_{r}$ belongs to the pencils defined by both the pairs $\left\{\Pi_{r}^{1}, \Pi_{r}^{2}\right\}$ and $\left\{\Pi_{r}^{3}, \Pi_{r}^{4}\right\}$, so $A_{1} A_{2} \cap A_{3} A_{4}=P$. Hence

$$
\begin{aligned}
P \psi & =\left(A_{1} A_{2}\right) \psi \cap\left(A_{3} A_{4}\right) \psi=\left(A_{1}\right) \psi\left(A_{2}\right) \psi \cap\left(A_{3}\right) \psi\left(A_{4}\right) \psi \\
& =\left(A_{1}\right) \xi\left(A_{2}\right) \xi \cap\left(A_{3}\right) \xi\left(A_{4}\right) \xi=\left(A_{1} A_{2}\right) \xi \cap\left(A_{3} A_{4}\right) \xi \\
& =P \xi
\end{aligned}
$$

Therefore $\xi$ and $\psi$ agree on $P$. This shows that $\xi$ and $\psi$ agree on all points of $\mathcal{G}_{r, n}$.
Finally, it is shown that $\psi$ is uniquely defined by $\xi$. To do this, let $\psi^{\prime}$ be a homomorphism from $\operatorname{PG}(N, q)$ to $\operatorname{PG}(s, q)$ which agrees with $\xi$ on $\mathcal{G}_{r, n}$. A corresponding semi-linear transformation is denoted by $\bar{\psi}^{\prime}$. Then, for the restrictions

$$
\begin{equation*}
\bar{\psi}_{0}^{\prime}, \bar{\psi}_{1}^{\prime}, \ldots, \bar{\psi}_{n}^{\prime}, \bar{\psi}^{\prime 0}, \bar{\psi}^{\prime 1}, \ldots, \bar{\psi}^{\prime n} \tag{3.22}
\end{equation*}
$$

of $\bar{\psi}^{\prime}$, the map $\bar{\psi}^{\prime i}$ is normalised with respect to $\bar{\psi}^{\prime j}$ for all $i \neq j$. From the uniqueness of the homomorphisms $\psi_{0}, \psi_{1}, \ldots, \psi_{n}, \psi^{0}, \psi^{1}, \ldots, \psi^{n}$, it follows that the transformations (3.22) are the transformations

$$
\bar{\psi}_{0}, \bar{\psi}_{1}, \ldots, \bar{\psi}_{n}, \bar{\psi}^{0}, \bar{\psi}^{1}, \ldots, \bar{\psi}^{n}
$$

up to a common factor of proportion. Hence $\bar{\psi}$ and $\bar{\psi}^{\prime}$ are equal up to a factor of proportion. Therefore $\psi=\psi^{\prime}$.

### 3.5 Notes and references

## Section 3.1

This is taken from Segre [277].

## Section 3.2

For more details on Grassmann varieties, see for example Burau [60], and Hodge and Pedoe [183], where Theorem 3.13 is proved.

## Section 3.3

This is taken from Tallini [307], Bichara and Tallini [25, 26]. The final section on the independence of the axioms is due to Bichara and Mazzocca [22].

Let $\Gamma=(\mathcal{P}, \mathcal{L}, \mathcal{B})$ be a finite Buekenhout incidence structure of points, lines and blocks admitting the diagram

and satisfying the following:
(Sp) blocks are subspaces of $(\mathcal{P}, \mathcal{L})$;
$\left(\mathrm{Sp}^{*}\right)$ each line is the intersection of any two blocks containing it.
These structures were determined by Sprague [295, 296]. Essentially, this is an alternative proof of the characterisation theorem in Section 3.3. An infinite version of Sprague's theorem is proved in Shult [286]. Shult [288] points out that, in several papers and books, including Section 24.5 of GGG1, these two axioms are overlooked. In Sprague's original paper [296], these axioms are unstated, but are used in the proof. If the axioms are not satisfied, there are counterexamples; see Shult [288].

Characterisations of the Grassmann varieties $\mathcal{G}_{1, n}$ and $\mathcal{G}_{2, n}$, in terms of points and lines only, are given by Lo Re and Olanda [209] and Biondi [29]. In these papers the authors prove that their axioms are equivalent to the axioms A1, A2, A3, and then apply Theorem 3.65.

The Grassmann varieties associated to an affine space are characterised by Bichara and Mazzocca [23, 24]. Other characterisations of Grassmann varieties are discussed in Section 5.10.

## Section 3.4

This is taken from Wells [397]. However, Theorem 3.71 was first obtained by Havlicek [158, 159].

## 4

## Veronese and Segre varieties

### 4.1 Veronese varieties

The Veronese variety of all quadrics of $\operatorname{PG}(n, K), n \geq 1$, is the variety

$$
\begin{array}{r}
\mathcal{V}=\left\{\mathbf{P}\left(x_{0}^{2}, x_{1}^{2}, \ldots, x_{n}^{2}, x_{0} x_{1}, \ldots, x_{0} x_{n}, x_{1} x_{2}, \ldots, x_{1} x_{n}, \ldots, x_{n-1} x_{n}\right) \mid\right. \\
\mathbf{P}(X) \text { is a point of } \operatorname{PG}(n, K)\}
\end{array}
$$

of $\operatorname{PG}(N, K)$ with $N=n(n+3) / 2$, where $X=\left(x_{0}, x_{1}, \ldots, x_{n}\right)$; then $\mathcal{V}$ is a variety of dimension $n$. It is also called the Veronesean of quadrics of $\operatorname{PG}(n, K)$, or simply the quadric Veronesean of $\operatorname{PG}(n, K)$. It can be shown that the quadric Veronesean is absolutely irreducible and non-singular.

Let $\mathrm{PG}(N, K)$ consist of all points $\mathbf{P}(Y)$ with

$$
Y=\left(y_{00}, y_{11}, \ldots, y_{n n}, y_{01}, y_{02}, \ldots, y_{0 n}, y_{12}, \ldots, y_{1 n}, \ldots, y_{n-1, n}\right)
$$

For $y_{i j}$ also write $y_{j i}$. Then $\mathcal{V}$ belongs to the intersection of the quadrics $\mathbf{V}\left(F_{i j}\right)$ and $\mathbf{V}\left(F_{a b c}\right)$ with $i, j \in\{0,1, \ldots, n\}, i \neq j$ and $a, b, c \in\{0,1, \ldots, n\}$, with $a, b, c$ distinct, where

$$
F_{i j}=Y_{i j}^{2}-Y_{i i} Y_{j j}, \quad F_{a b c}=Y_{a a} Y_{b c}-Y_{a b} Y_{a c}
$$

It is now shown that the variety $\mathcal{V}$ is the intersection of these $(n+1) n^{2} / 2$ quadrics.
Lemma 4.1. The quadric Veronesean $\mathcal{V}$ of $\operatorname{PG}(n, K)$ is the intersection of all quadrics $\mathbf{V}\left(F_{i j}\right)$ and $\mathbf{V}\left(F_{a b c}\right)$.

Proof. Let $P=\mathbf{P}(Y)$, with

$$
Y=\left(y_{00}, y_{11}, \ldots, y_{n-1, n}\right),
$$

be a point of the intersection of the quadrics $\mathbf{V}\left(F_{i j}\right)$ and $\mathbf{V}\left(F_{a b c}\right)$. Then

$$
\left(y_{00}, y_{11}, \ldots, y_{n n}\right) \neq(0,0, \ldots, 0),
$$

since $y_{00}=y_{11}=\cdots=y_{n n}=0$ and $y_{i j}^{2}-y_{i i} y_{j j}=0$ imply that $y_{i j}=0$ for all $i, j$. Suppose, for example, that $y_{00} \neq 0$. Put

$$
y_{00}=1=x_{0}, y_{01}=x_{1}, y_{02}=x_{2}, \ldots, y_{0 n}=x_{n}
$$

Let $i, j \in\{1,2, \ldots, n\}$ with $i \neq j$. Then, since $y_{00} y_{i j}-y_{0 i} y_{0 j}=0$, so $y_{i j}=x_{i} x_{j}$. Since $y_{0 j}^{2}-y_{00} y_{j j}=0$ for $j \neq 0$, so $y_{j j}=x_{j}^{2}$. Hence $y_{i j}=x_{i} x_{j}$ for all $i, j$ in $\{0,1,2, \ldots, n\}$; that is, $P$ belongs to the quadric Veronesean $\mathcal{V}$.

Theorem 4.2. The quadric Veronesean $\mathcal{V}$ of $\mathrm{PG}(n, K)$ consists of all points $\mathbf{P}(Y)$, with $Y=\left(y_{00}, y_{11}, \ldots, y_{n-1, n}\right)$, of $\mathrm{PG}(N, K)$ for which $\operatorname{rank}\left[y_{i j}\right]=1$.

Proof. Let $\mathbf{P}(Y)$ be a point for which rank $\left[y_{i j}\right]=1$. Then $\mathbf{P}(Y)$ belongs to the intersection of the quadrics $\mathbf{V}\left(F_{i j}\right)$ and $\mathbf{V}\left(F_{a b c}\right)$. By Lemma 4.1, $\mathbf{P}(Y)$ belongs to the quadric Veronesean $\mathcal{V}$.

Conversely, let $\mathbf{P}(Y)$ be a point of the Veronesean $\mathcal{V}$. Then

$$
y_{i j} y_{a b}-y_{i b} y_{a j}=x_{i} x_{j} x_{a} x_{b}-x_{i} x_{b} x_{a} x_{j}=0,
$$

for all $i, j, a, b \in\{0,1, \ldots, n\}$. Hence $\operatorname{rank}\left[y_{i j}\right]=1$.
Let $\zeta: \mathrm{PG}(n, K) \rightarrow \mathrm{PG}(N, K)$, with $N=n(n+3) / 2$ and $n \geq 1$, be defined by

$$
\mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{n}\right) \mapsto \mathbf{P}\left(y_{00}, y_{11}, \ldots, y_{n-1, n}\right)
$$

with $y_{i j}=x_{i} x_{j}$. Then $\zeta$ is a bijection of $\operatorname{PG}(n, K)$ onto $\mathcal{V}$. It then follows that the variety $\mathcal{V}$ is rational.

Theorem 4.3. The quadrics of $\mathrm{PG}(n, K)$ are mapped by $\zeta$ onto all hyperplane sections of $\mathcal{V}$.

Proof. Let $\mathbf{V}(F)$, with $F=\sum a_{i j} X_{i} X_{j}$, be a quadric $\mathcal{Q}$ of $\operatorname{PG}(n, K)$. Then $\mathcal{Q} \zeta$ consists of all points $\mathbf{P}(Y)$ of $\mathcal{V}$ for which $\sum a_{i j} y_{i j}=0$; that is, $\mathcal{Q} \zeta$ is a hyperplane section of $\mathcal{V}$.

Conversely, let $\mathcal{H}$ be the intersection of $\mathcal{V}$ and the hyperplane $\mathbf{V}\left(\sum a_{i j} Y_{i j}\right)$ of $\mathrm{PG}(N, K)$. Then $\mathcal{H} \zeta^{-1}$ consists of all points $\mathbf{P}(X)$ of $\mathrm{PG}(n, K)$ satisfying $\sum a_{i j} x_{i} x_{j}=0$; that is, $\mathcal{H} \zeta^{-1}$ is a quadric of $\operatorname{PG}(n, K)$.

Theorem 4.3 explains why $\mathcal{V}$ is called the Veronesean of quadrics of $\operatorname{PG}(n, K)$.
Corollary 4.4. No hyperplane of $\mathrm{PG}(N, K)$ contains the quadric Veronesean $\mathcal{V}$.
Theorem 4.5. The Veronese variety $\mathcal{V}$ of all quadrics of $\mathrm{PG}(n, K), n \geq 1$, has order $2^{n}$.

Proof. Let $\bar{K}$ be the algebraic closure of $K$, and let $\overline{\mathcal{V}}$ be the corresponding extension of $\mathcal{V}$. In $\operatorname{PG}(N, \bar{K})$ take the intersection $\Pi_{N-n} \cap \overline{\mathcal{V}}$. Let $\Pi_{N-1}^{1}, \Pi_{N-1}^{2}, \ldots, \Pi_{N-1}^{n}$ be $n$ linearly independent hyperplanes of $\operatorname{PG}(N, \bar{K})$ through $\Pi_{N-n}$. Then, writing $\mathcal{H}_{i}=\overline{\mathcal{V}} \cap \Pi_{N-1}^{i}$, it follows that

$$
\left|\overline{\mathcal{V}} \cap \Pi_{N-n}\right|=\left|\mathcal{H}_{1} \zeta^{-1} \cap \mathcal{H}_{2} \zeta^{-1} \cap \cdots \cap \mathcal{H}_{n} \zeta^{-1}\right| .
$$

Since $\mathcal{H}_{1} \zeta^{-1}, \mathcal{H}_{2} \zeta^{-1}, \ldots, \mathcal{H}_{n} \zeta^{-1}$ are $n$ linearly independent quadrics of $\mathrm{PG}(n, \bar{K})$, so $\left|\overline{\mathcal{V}} \cap \Pi_{N-n}\right|=2^{n}$ for a general $\Pi_{N-n}$ in $\operatorname{PG}(N, \bar{K})$. This means that the quadric Veronesean of $\mathrm{PG}(n, K)$ has order $2^{n}$.

Notation 4.6. Henceforth, the quadric Veronesean of $\operatorname{PG}(n, K), n \geq 1$, is denoted by $\mathcal{V}_{n}^{2^{n}}$ or simply $\mathcal{V}_{n}$. For $n=1$, the Veronesean $\mathcal{V}_{1}^{2}$ is a conic of $\mathrm{PG}(2, K)$; referring to the classification of plane quadrics in Section 7.2 of PGOFF2, a conic is a nonsingular plane quadric. For $n=2$, the Veronesean is a surface $\mathcal{V}_{2}^{4}$ of order 4 in $\operatorname{PG}(5, K)$. For $n=3$, the Veronesean is a variety $\mathcal{V}_{3}^{8}$ of dimension 3 and order 8 of PG $(9, K)$.

Remark 4.7. For $n=1$ and any four points $P_{1}, P_{2}, P_{3}, P_{4}$ on $\mathrm{PG}(1, K)$, the crossratio $\left\{P_{1}, P_{2} ; P_{3}, P_{4}\right\}=\left\{P_{1} \zeta, P_{2} \zeta ; P_{3} \zeta, P_{4} \zeta\right\}$.

From now on it is assumed that $K$ is the finite field $\mathbf{F}_{q}$, although many of the results also hold in the case of a general field.

Theorem 4.8. The number of points on $\mathcal{V}_{n}$ is $\left|\mathcal{V}_{n}\right|=\theta(n)$.
Proof. The variety $\mathcal{V}_{n}$ is bijectively mapped by $\zeta^{-1}$ onto $\operatorname{PG}(n, q)$. Hence $\mathcal{V}_{n}$ has $\theta(n)$ points.

Let $\xi$ be a projectivity of $\operatorname{PG}(n, q)$. Then $\xi$ defines a permutation $\xi^{\prime}$ of the quadric Veronesean $\mathcal{V}_{n}$.

Lemma 4.9. The permutation $\xi^{\prime}$ of $\mathcal{V}_{n}$ is induced by a projectivity $\widetilde{\xi}$ of $\operatorname{PG}(N, q)$.
Proof. Let $\overline{\mathbf{F}}_{q}$ be the algebraic closure of $\mathbf{F}_{q}$, and let $\zeta^{\prime}$ be the bijection which maps the quadric $\mathcal{Q}=\mathbf{V}(F)$, with $F=\sum a_{i j} X_{i} X_{j}$, of $\operatorname{PG}\left(n, \overline{\mathbf{F}}_{q}\right)$ onto the hyperplane $\mathbf{V}\left(\sum a_{i j} Y_{i j}\right)$ of $\operatorname{PG}\left(N, \overline{\mathbf{F}}_{q}\right)$. For any hyperplane $\Pi_{N-1}$ of $\operatorname{PG}\left(N, \overline{\mathbf{F}}_{q}\right)$, let $\Pi_{N-1} \bar{\eta}$ be the hyperplane $\Pi_{N-1} \zeta^{\prime-1} \bar{\xi} \zeta^{\prime}$, with $\bar{\xi}$ the extension of $\xi$ to $\operatorname{PG}\left(n, \overline{\mathbf{F}}_{q}\right)$. Then $\bar{\eta}$ is a permutation of the set of all hyperplanes of $\operatorname{PG}\left(N, \overline{\mathbf{F}}_{q}\right)$. Since $\bar{\xi}$ maps a pencil of quadrics onto a pencil of quadrics, the permutation $\bar{\eta}$ maps a pencil of hyperplanes onto a pencil of hyperplanes. Also, $\bar{\xi}$ leaves invariant the cross-ratio of any four elements of any pencil of quadrics of $\mathrm{PG}\left(N, \overline{\mathbf{F}}_{q}\right)$. It follows that $\bar{\eta}$ is a projectivity of the dual space of $\operatorname{PG}\left(N, \overline{\mathbf{F}}_{q}\right)$. Let $\overline{\widetilde{\xi}}$ be the corresponding projectivity of $\operatorname{PG}\left(N, \overline{\mathbf{F}}_{q}\right)$, with $\widetilde{\xi}$ the projectivity induced by $\overline{\widetilde{\xi}}$ on $\operatorname{PG}(N, q)$. Now it follows that $\widetilde{\xi}$ leaves $\mathcal{V}_{n}$ invariant and induces $\xi^{\prime}$ on $\mathcal{V}_{n}$. This proves that $\xi^{\prime}$ is induced by at least one element $\widetilde{\xi}$ of $\operatorname{PGL}(N+1, q)$.

Theorem 4.10. If $\Pi_{s}$ is any s-dimensional subspace of $\mathrm{PG}(n, q)$, then $\Pi_{s} \zeta$ is a quadric Veronesean $\mathcal{V}_{s}$, which is the complete intersection of $\mathcal{V}_{n}$ and the space $\mathrm{PG}(s(s+3) / 2, q)$ containing $\mathcal{V}_{s}$.

Proof. By Lemma 4.9, let $\Pi_{s}$ contain the points $\mathbf{P}\left(E_{0}\right), \mathbf{P}\left(E_{1}\right), \ldots, \mathbf{P}\left(E_{s}\right)$, where $E_{i}$ is the vector with 1 in the $(i+1)$-th place and zeros elsewhere. So $\Pi_{s} \zeta$ consists of the points $\mathbf{P}(Y)$, where, up to permutation, the coordinates of the vector $Y$ are

$$
x_{0}^{2}, x_{1}^{2}, \ldots, x_{s}^{2}, x_{0} x_{1}, x_{0} x_{2}, \ldots, x_{0} x_{s}, \ldots, x_{1} x_{s}, \ldots, x_{s-1} x_{s}, 0,0, \ldots, 0
$$

where $x_{i} \in \mathbf{F}_{q}$ and $\left(x_{0}, x_{1}, \ldots, x_{s}\right) \neq(0,0, \ldots, 0)$. Hence $\Pi_{s} \zeta$ is a quadric Veronesean $\Pi_{s}$.

The subspace $\pi$ of $\mathrm{PG}(N, q)$ which contains $\mathcal{V}_{s}$ is the intersection of the hyperplanes $\mathbf{V}\left(Y_{i j}\right)$, with $i$ and $j$ not both belonging to $\{0,1, \ldots, s\}$. Then the intersection of $\pi$ and $\mathcal{V}_{n}$ corresponds to the set of all points $\mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ of $\operatorname{PG}(n, q)$ with $x_{s+1}=x_{s+2}=\cdots=x_{n}=0$; that is, $\pi \cap \mathcal{V}_{n}=\mathcal{V}_{s}$.

As a particular case, the lines of $\operatorname{PG}(n, q)$ are mapped onto conics of $\mathcal{V}_{n}$.
Theorem 4.11. The quadric Veronesean $\mathcal{V}_{n}$ is a $\theta(n)$-cap of $\operatorname{PG}(N, q)$, where the dimension $N=n(n+3) / 2$.

Proof. Suppose that $P_{1}, P_{2}, P_{3}$ are distinct collinear points of $\mathcal{V}_{n}$. Let $\pi$ be a plane of $\mathrm{PG}(n, q)$ containing the points $P_{1} \zeta^{-1}, P_{2} \zeta^{-1}, P_{3} \zeta^{-1}$. By Theorem 4.10, $\pi \zeta$ is a quadric Veronesean $\mathcal{V}_{2}^{4}$ which is contained in a subspace $\Pi_{5}$ of $\operatorname{PG}(N, q)$. The mapping $\zeta$ defines a bijection of the set of all plane quadrics of $\pi$ containing $P_{1} \zeta^{-1}, P_{2} \zeta^{-1}, P_{3} \zeta^{-1}$ onto the set of all hyperplanes of $\Pi_{5}$ containing $P_{1}, P_{2}, P_{3}$. There are $q^{2}+q+1$ plane quadrics of $\pi$ through $P_{1} \zeta^{-1}, P_{2} \zeta^{-1}, P_{3} \zeta^{-1}$, and there are $q^{3}+q^{2}+q+1$ hyperplanes of $\Pi_{5}$ through $P_{1}, P_{2}, P_{3}$. This yields a contradiction; so $\mathcal{V}_{n}$ is a $\theta(n)$-cap of $\operatorname{PG}(n, q)$.

Now a converse of Theorem 4.10 is established.
Theorem 4.12. For $(q, s) \neq(2,1)$, any quadric Veronesean $\mathcal{V}_{s}$ contained in $\mathcal{V}_{n}$, with $n>1$, is of the form $\Pi_{s} \zeta$, with $\Pi_{s}$ some s-dimensional subspace of $\operatorname{PG}(n, q)$.

Proof. First, the theorem is proved for $s=1$ with $q \geq 3$. So let $\mathcal{C}$ be a conic which is contained in $\mathcal{V}_{n}$. Let $P_{1}, P_{2}, P_{3}$ be three distinct points of $\mathcal{C}$, and let $\pi$ be a plane of $\mathrm{PG}(n, q)$ containing $P_{1} \zeta^{-1}, P_{2} \zeta^{-1}, P_{3} \zeta^{-1}$. By Theorem $4.10, \pi \zeta$ is a quadric Veronesean $\mathcal{V}_{2}^{4}$ in a subspace $\Pi_{5}$ of $\operatorname{PG}(N, q)$. Take the $q^{2}+q+1$ hyperplanes of $\Pi_{5}$ containing $\mathcal{C}$. If $\pi^{\prime}$ is any of these hyperplanes, then $\left(\pi^{\prime} \cap \mathcal{V}_{2}^{4}\right) \zeta^{-1}=\mathcal{C}^{\prime}$ is a plane quadric of $\pi$ which contains the set $\mathcal{C} \zeta^{-1}$ of order $q+1$. In this way the $q^{2}+q+1$ distinct plane quadrics of $\pi$ containing $\mathcal{C} \zeta^{-1}$ are obtained. Hence $\mathcal{C} \zeta^{-1}$ is necessarily a line of the plane $\pi$. It has therefore been shown that, for any conic $\mathcal{C}$ on $\mathcal{V}_{n}$, the set $\mathcal{C} \zeta^{-1}$ is a line of $\operatorname{PG}(n, q)$.

Next, the theorem is established for $s=q=2$. So let $\mathcal{V}_{2}^{4}$ be a quadric Veronesean which is contained in $\mathcal{V}_{n}$. Let $P_{1}, P_{2}, P_{3}, P_{4}$ be four distinct points of $\mathcal{V}_{2}^{4}$, and let $\Pi_{3}$ be a solid containing $P_{1} \zeta^{-1}, P_{2} \zeta^{-1}, P_{3} \zeta^{-1}, P_{4} \zeta^{-1}$. By Theorem $4.10, \Pi_{3} \zeta$ is a quadric Veronesean $\mathcal{V}_{3}^{8}$ in a subspace $\Pi_{9}$ of $\operatorname{PG}(N, 2)$. Consider the 15 hyperplanes of $\Pi_{9}$ containing $\mathcal{V}_{2}^{4}$. If $\pi^{\prime}$ is any of these hyperplanes, then $\left(\pi^{\prime} \cap \mathcal{V}_{3}^{8}\right) \zeta^{-1}=\mathcal{Q}$ is a quadric of $\Pi_{3}$ which contains the set $\mathcal{V}_{2}^{4} \zeta^{-1}$ of size 7 . In this way, 15 distinct
quadrics of $\Pi_{3}$ are obtained, all containing $\mathcal{V}_{2}^{4} \zeta^{-1}$. Hence $\mathcal{V}_{2}^{4} \zeta^{-1}$ is necessarily a plane of the solid $\Pi_{3}$. It has therefore been shown that, for any Veronesean $\mathcal{V}_{2}^{4}$ on $\mathcal{V}_{n}$, the set $\mathcal{V}_{2}^{4} \zeta^{-1}$ is a plane of $\Pi_{n}$.

Consider any quadric Veronesean $\mathcal{V}_{s}$ contained in $\mathcal{V}_{n}$, with $q \geq 3$. Let $Q_{1}, Q_{2}$ be distinct points on $\mathcal{V}_{s} \zeta^{-1}=\mathcal{R}$. The points $Q_{1} \zeta$ and $Q_{2} \zeta$ are contained in a conic $\mathcal{C}$ of $\mathcal{V}_{s}$. By the first part of the proof, $\mathcal{C} \zeta^{-1}$ is the line $Q_{1} Q_{2}$. As $\mathcal{C} \zeta^{-1} \subset \mathcal{V}_{s} \zeta^{-1}$, the line $Q_{1} Q_{2}$ belongs to $\mathcal{R}$. Hence $\mathcal{R}$ is a subspace of $\operatorname{PG}(n, q)$. Since both $|\mathcal{R}|$ and $\left|\mathcal{V}_{s}\right|$ equal $\theta(s)$, so $\mathcal{R}$ is an $s$-dimensional subspace of $\operatorname{PG}(n, q)$. Thus any quadric Veronesean $\mathcal{V}_{s}$ contained in $\mathcal{V}_{n}$ is of the form $\Pi_{s} \zeta$, with $\Pi_{s}$ some $s$-dimensional subspace of $\mathrm{PG}(n, q)$.

Finally, consider any quadric Veronesean $\mathcal{V}_{s}$ contained in $\mathcal{V}_{n}$, with $q=2$ and $s>2$. Let $Q_{1}, Q_{2}$ be distinct points on $\mathcal{V}_{s} \zeta^{-1}=\mathcal{R}$. Further, let $\mathcal{V}_{2}^{4}$ be a quadric Veronesean on $\mathcal{V}_{s}$ containing $Q_{1} \zeta$ and $Q_{2} \zeta$. By the second part of the proof the set $\mathcal{V}_{2}^{4} \zeta^{-1}$ is a plane of $\operatorname{PG}(n, 2)$. As $\mathcal{V}_{2}^{4} \zeta^{-1} \subset \mathcal{V}_{s} \zeta^{-1}$ the plane $\mathcal{V}_{2}^{4} \zeta^{-1}$ belongs to $\mathcal{R}$. Consider a second quadric Veronesean $\mathcal{V}_{2}^{4^{\prime}}$ on $\mathcal{V}_{s}$ containing $Q_{1} \zeta$ and $Q_{2} \zeta$. This yields a second plane $\mathcal{V}_{2}^{4^{\prime}} \zeta^{-1}$ belonging to $\mathcal{R}$. So the line $\mathcal{V}_{2}^{4} \zeta^{-1} \cap \mathcal{V}_{2}^{4^{\prime}} \zeta^{-1}=Q_{1} Q_{2}$ belongs to $\mathcal{R}$. Hence $\mathcal{R}$ is a subspace of $\operatorname{PG}(n, 2)$. Since $|\mathcal{R}|=\left|\mathcal{V}_{s}\right|=\theta(s)$, so $\mathcal{R}$ is an $s$-dimensional subspace of $\operatorname{PG}(n, 2)$. Thus any quadric Veronesean $\mathcal{V}_{s}$ contained in $\mathcal{V}_{n}$ is of the form $\Pi_{s} \zeta$, with $\Pi_{s}$ some $s$-dimensional subspace of $\operatorname{PG}(n, 2)$.

Let $q=2$. Then any triple of points on $\mathcal{V}_{n}$ is a conic. As for $n>1$ there are more triples of points on $\mathcal{V}_{n}$ than lines in $\operatorname{PG}(n, 2)$, so Theorem 4.12 does not hold for $(q, s)=(2,1)$ with $n>1$.

Corollary 4.13. For $q \neq 2$, any two points of $\mathcal{V}_{n}$ are contained in a unique conic of $\mathcal{V}_{n}$.

Proof. Let $P_{1}, P_{2}$ be distinct points of $\mathcal{V}_{n}$. Then $P_{1} \zeta^{-1}$ and $P_{2} \zeta^{-1}$ are contained in a unique line of $\operatorname{PG}(n, q)$; that is, $P_{1}$ and $P_{2}$ are contained in a unique $\mathcal{V}_{1}^{2}$, which is a conic.

Corollary 4.14. For $(q, s) \neq(2,1)$, the quadric $\mathcal{V}_{n}$ contains $\phi(s ; n, q)$ quadric Veroneseans $\mathcal{V}_{s}$.

Proof. The number of Veroneseans $\mathcal{V}_{s}$ on $\mathcal{V}_{n}$ is the number of $s$-dimensional subspaces of $\mathrm{PG}(n, q)$.

Let $\xi$ be a projectivity of $\operatorname{PG}(n, q)$. Then $\xi$ defines a permutation $\xi^{\prime}$ of $\mathcal{V}_{n}$ which, by Lemma 4.9 , is induced by a projectivity $\widetilde{\xi}$ of $\operatorname{PG}(N, q)$. However, $\xi_{1} \neq \xi_{2}$ implies that $\widetilde{\xi}_{1} \neq \widetilde{\xi}_{2}$. Let $G\left(\mathcal{V}_{n}\right)$ be the subgroup of $\operatorname{PGL}(N+1, q)$ leaving $\mathcal{V}_{n}$ fixed.

Theorem 4.15. Let $n \geq 2$ with $(q, n) \neq(2,2)$. Then, for any projectivity $\xi$ of $\operatorname{PG}(n, q)$,
(i) the corresponding permutation $\xi^{\prime}$ of $\mathcal{V}_{n}$ is induced by a unique element $\widetilde{\xi}$ of $G\left(\mathcal{V}_{n}\right)$;
(ii) the mapping $\theta: \operatorname{PGL}(n+1, q) \rightarrow G\left(\mathcal{V}_{n}\right)$, given by $\xi \mapsto \widetilde{\xi}$, is an isomorphism.

Proof. Let $\widetilde{\xi}$ be any element of $G\left(\mathcal{V}_{n}\right)$. The corresponding permutation of $\mathcal{V}_{n}$ is denoted by $\xi^{\prime}$. It is now shown that $\xi^{\prime}$ corresponds to a projectivity of $\operatorname{PG}(n, q)$.

Let $\xi$ be the permutation of the points of $\mathrm{PG}(n, q)$ which corresponds to $\xi^{\prime}$. First, let $q \geq 3$. Since, on $\mathcal{V}_{n}$, the map $\xi^{\prime}$ transforms conics to conics, so, on $\operatorname{PG}(n, q)$, the permutation $\xi$ maps lines to lines. By Remark 4.7, $\xi$ leaves the cross-ratio of any four collinear points invariant. By the fundamental theorem of projective geometry, the permutation $\xi$ is a projectivity of $\mathrm{PG}(n, q)$. Next, let $q=2, n>2$. Since, on $\mathcal{V}_{n}$, the map $\xi^{\prime}$ transforms a $\mathcal{V}_{2}^{4}$ to another one $\mathcal{V}_{2}^{4}$, so, on $\operatorname{PG}(n, 2)$, the permutation $\xi$ maps planes to planes. Hence $\xi$ is a projectivity of $\operatorname{PG}(n, 2)$. Consequently, for $(q, n) \neq(2,2)$, the map $\xi^{\prime}$ corresponds to a projectivity of $\mathrm{PG}(n, q)$.

Next, consider any projectivity $\xi$ of $\mathrm{PG}(n, q)$ and also the corresponding permutation $\xi^{\prime}$ of $\mathcal{V}_{n}$. Assume that $\xi^{\prime}$ is induced by the projectivities $\widetilde{\xi}$ and $\widetilde{\xi}^{\prime}$ of $\operatorname{PG}(N, q)$. It must be shown that $\widetilde{\xi}=\widetilde{\xi}^{\prime}$.

If $\widetilde{\eta}=\widetilde{\xi}^{\prime} \widetilde{\xi}^{-1}$, then $\widetilde{\eta}$ induces the identity mapping of $\mathcal{V}_{n}$. Consider distinct points $P_{1}, P_{2}$ on $\mathcal{V}_{n}$. If $q=2$, then $\widetilde{\eta}$ fixes all points of the line $P_{1} P_{2}$.

Now let $q>2$. The points $P_{1}, P_{2}$ are contained in exactly one conic $\mathcal{C}$ on $\mathcal{V}_{n}$. Let $\pi$ be the plane of $\mathcal{C}$; then the projectivity $\widetilde{\eta}$ fixes all points of $\mathcal{C}$, and so fixes each point of $\pi$. In particular, $\tilde{\eta}$ fixes all points of the line $P_{1} P_{2}$. By Corollary 4.4, the Veronesean $\mathcal{V}_{n}$ generates $\mathrm{PG}(N, q)$. Let $P_{1}, P_{2}, \ldots, P_{N+1}$ be linearly independent points on $\mathcal{V}_{n}$. The projectivity $\widetilde{\eta}$ fixes each point of the line $P_{i} P_{j}$, for $i, j=1,2, \ldots, N+1$ and $i \neq j$. It follows that $\widetilde{\eta}$ is the identity mapping of $\operatorname{PG}(N, q)$; so $\widetilde{\xi}=\widetilde{\xi}^{\prime}$.

Since $\xi \neq \eta$ implies that $\widetilde{\xi} \neq \widetilde{\eta}$, it has been shown that $\theta: \xi \mapsto \widetilde{\xi}$ is an isomorphism of $\operatorname{PGL}(n+1, q)$ onto $G\left(\mathcal{V}_{n}\right)$.

Let $q=n=2$. Then, for any projectivity $\xi$ of $\mathrm{PG}(2,2)$, the corresponding permutation $\xi^{\prime}$ of $\mathcal{V}_{2}$ is induced by a unique element $\widetilde{\xi}$ of $G\left(\mathcal{V}_{2}\right)$; but the group order $|\mathrm{PGL}(3,2)|<\left|G\left(\mathcal{V}_{2}\right)\right|=7$ !. For $n=1$, Theorem 4.15 also holds.

Corollary 4.16. $\left|G\left(\mathcal{V}_{n}\right)\right|=|\operatorname{PGL}(n+1, q)|$ for $(q, n) \neq(2,2)$.
In the rest of this chapter, to avoid exceptions, when $q=2$ a conic of the quadric Veronesean $\mathcal{V}_{n}$ is by definition any triple of points of $\mathcal{V}_{n}$ which is the image of a line of $\mathrm{PG}(n, 2)$.

Apart from the conic, the quadric Veronesean which is most studied and characterised is the surface $\mathcal{V}_{2}^{4}$ of $\operatorname{PG}(5, q)$. In the second part of this section, some interesting properties of this surface are established, several of which can be generalised to all Veroneseans.

So consider the quadric Veronesean $\mathcal{V}_{2}^{4}$. By Corollary 4.14 , the variety $\mathcal{V}_{2}^{4}$ contains $q^{2}+q+1$ conics and, by Corollary 4.13 , any two points of $\mathcal{V}_{2}^{4}$ are contained in a unique one of these conics. Since the conics of $\mathcal{V}_{2}^{4}$ correspond to the lines of $\mathrm{PG}(2, q)$, any two of these conics have a unique point in common.

To the quadrics of $\operatorname{PG}(2, q)$ there correspond all hyperplane sections of $\mathcal{V}_{2}^{4}$. The hyperplane is uniquely determined by the plane quadric if and only if the latter is not a single point. If the quadric $\mathcal{C}$ of $\mathrm{PG}(2, q)$ is a repeated line, then the corresponding hyperplane $\Pi_{4}$ of $\operatorname{PG}(5, q)$ meets $\mathcal{V}_{2}^{4}$ in a conic; if $\mathcal{C}$ is two distinct lines, then $\Pi_{4}$
meets $\mathcal{V}_{2}^{4}$ in two conics with exactly one point in common; if $\mathcal{C}$ is a conic, then $\Pi_{4}$ meets $\mathcal{V}_{2}^{4}$ in a rational quartic curve.

The planes of $\operatorname{PG}(5, q)$ which meet $\mathcal{V}_{2}^{4}$ in a conic are called the conic planes of $\mathcal{V}_{2}^{4}$.

Theorem 4.17. Any two conic planes $\pi$ and $\pi^{\prime}$ of $\mathcal{V}_{2}^{4}$ have exactly one point in common, and this common point belongs to $\mathcal{V}_{2}^{4}$.

Proof. Let $\pi \cap \mathcal{V}_{2}^{4}=\mathcal{C}$ and $\pi^{\prime} \cap \mathcal{V}_{2}^{4}=\mathcal{C}^{\prime}$ As $\left|\mathcal{C} \cap \mathcal{C}^{\prime}\right|=1$, suppose that $\pi \cap \pi^{\prime}$ is a line and let $\pi \cup \pi^{\prime}$ be contained in two distinct hyperplanes of $\operatorname{PG}(5, q)$. To these hyperplanes there correspond two distinct quadrics of $\operatorname{PG}(2, q)$, which both contain the distinct lines $\mathcal{C} \zeta^{-1}$ and $\mathcal{C}^{\prime} \zeta^{-1}$. This contradiction proves the theorem.

Theorem 4.18. The union of the conic planes of $\mathcal{V}_{2}^{4}$ is the hypersurface $\mathbf{V}(F)=\mathcal{M}_{4}^{3}$ of order three, where

$$
F=\left|\begin{array}{lll}
Y_{00} & Y_{01} & Y_{02}  \tag{4.1}\\
Y_{01} & Y_{11} & Y_{12} \\
Y_{02} & Y_{12} & Y_{22}
\end{array}\right|
$$

Proof. Let $l=\mathbf{V}\left(u_{0} X_{0}+u_{1} X_{1}+u_{2} X_{2}\right)$ be any line of $\mathrm{PG}(2, q)$. Then, by multiplying this form in turn by $X_{0}, X_{1}, X_{2}$, it follows that the conic $\mathcal{C}=l \zeta$ is the section of $\mathcal{V}_{2}^{4}$ by the plane

$$
\begin{equation*}
\mathbf{V}\left(u_{0} Y_{00}+u_{1} Y_{01}+u_{2} Y_{02}, u_{0} Y_{01}+u_{1} Y_{11}+u_{2} Y_{12}, u_{0} Y_{02}+u_{1} Y_{12}+u_{2} Y_{22}\right) \tag{4.2}
\end{equation*}
$$

A point $\mathbf{P}\left(y_{00}, y_{11}, y_{22}, y_{01}, y_{02}, y_{12}\right)$ belongs to a conic plane, that is, a plane of the form (4.2), if and only if $F\left(y_{00}, y_{11}, y_{22}, y_{01}, y_{02}, y_{12}\right)=0$.

Theorem 4.19. The hypersurface $\mathcal{M}_{4}^{3}$ has $\left(q^{2}+q+1\right)\left(q^{2}+1\right)$ points.
Proof. The hypersurface $\mathcal{M}_{4}^{3}$ is the union of the $q^{2}+q+1$ conic planes of $\mathcal{V}_{2}^{4}$. By Theorem 4.17, any two conic planes have exactly one point in common which belongs to $\mathcal{V}_{2}^{4}$. Also, each point of $\mathcal{V}_{2}^{4}$ belongs to at least one conic plane. Hence

$$
\left|\mathcal{M}_{4}^{3}\right|=\left(q^{2}+q+1\right) q^{2}+\left(q^{2}+q+1\right)=\left(q^{2}+q+1\right)\left(q^{2}+1\right) .
$$

If the characteristic of $\mathbf{F}_{q}$ is two, then $\mathcal{M}_{4}^{3}=\mathbf{V}(F)$, where

$$
\begin{equation*}
F=Y_{00} Y_{11} Y_{22}+Y_{00} Y_{12}^{2}+Y_{11} Y_{02}^{2}+Y_{22} Y_{01}^{2} \tag{4.3}
\end{equation*}
$$

In this case, $\mathcal{M}_{4}^{3}$ contains the plane $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$. It may be noted that this plane has no point on $\mathcal{V}_{2}^{4}$.

Lemma 4.20. If the characteristic of $\mathbf{F}_{q}$ is 2, then the Veronesean $\mathcal{V}_{2}^{4}$ is the intersection of the quadrics $\mathbf{V}\left(F_{01}\right), \mathbf{V}\left(F_{02}\right), \mathbf{V}\left(F_{12}\right)$, where

$$
\begin{equation*}
F_{01}=Y_{01}^{2}+Y_{00} Y_{11}, \quad F_{02}=Y_{02}^{2}+Y_{00} Y_{22}, \quad F_{12}=Y_{12}^{2}+Y_{11} Y_{22} \tag{4.4}
\end{equation*}
$$

Proof. With $Y=\left(y_{00}, y_{11}, y_{22}, y_{01}, y_{02}, y_{12}\right)$, let

$$
\mathbf{P}(Y) \in \mathbf{V}\left(F_{01}\right) \cap \mathbf{V}\left(F_{02}\right) \cap \mathbf{V}\left(F_{12}\right)
$$

Then

$$
y_{01}^{2}=y_{00} y_{11}, \quad y_{02}^{2}=y_{00} y_{22}
$$

so $y_{01}^{2} y_{02}^{2}=y_{00}^{2} y_{11} y_{22}$. Since $y_{12}^{2}=y_{11} y_{22}$, it follows that $y_{01}^{2} y_{02}^{2}=y_{00}^{2} y_{12}^{2}$. Hence $y_{01} y_{02}=y_{00} y_{12}$; so $\mathbf{P}(Y)$ belongs to $\mathbf{V}\left(F_{012}\right)$ in the notation of Lemma 4.1. Analogously, $\mathbf{P}(Y)$ belongs to $\mathbf{V}\left(F_{120}\right)$ and $\mathbf{V}\left(F_{201}\right)$. By Lemma 4.1,

$$
\mathcal{V}_{2}^{4}=\mathbf{V}\left(F_{01}\right) \cap \mathbf{V}\left(F_{02}\right) \cap \mathbf{V}\left(F_{12}\right) .
$$

Theorem 4.21. The hypersurface $\mathcal{M}_{4}^{3}$ has the Veronesean $\mathcal{V}_{2}^{4}$ as double surface.
Proof. First $\mathcal{M}_{4}^{3}=\mathbf{V}(F)$, where

$$
\begin{equation*}
F=Y_{00} Y_{11} Y_{22}+2 Y_{01} Y_{02} Y_{12}-Y_{00} Y_{12}^{2}-Y_{11} Y_{02}^{2}-Y_{22} Y_{01}^{2} \tag{4.5}
\end{equation*}
$$

The partial derivatives of $F$ are

$$
\begin{aligned}
\frac{\partial F}{\partial Y_{00}} & =Y_{11} Y_{22}-Y_{12}^{2}=-F_{12} \\
\frac{\partial F}{\partial Y_{11}} & =Y_{00} Y_{22}-Y_{02}^{2}=-F_{02} \\
\frac{\partial F}{\partial Y_{22}} & =Y_{00} Y_{11}-Y_{01}^{2}=-F_{01} \\
\frac{\partial F}{\partial Y_{01}} & =2\left(Y_{02} Y_{12}-Y_{22} Y_{01}\right)=-2 F_{201} \\
\frac{\partial F}{\partial Y_{02}} & =2\left(Y_{01} Y_{12}-Y_{11} Y_{02}\right)=-2 F_{120} \\
\frac{\partial F}{\partial Y_{12}} & =2\left(Y_{01} Y_{02}-Y_{00} Y_{12}\right)=-2 F_{012}
\end{aligned}
$$

If the characteristic of $\mathbf{F}_{q}$ is not two, then the singular points of $\mathcal{M}_{4}^{3}$ are the elements of
$\mathcal{M}_{4}^{3} \cap \mathbf{V}\left(F_{12}\right) \cap \mathbf{V}\left(F_{02}\right) \cap \mathbf{V}\left(F_{01}\right) \cap \mathbf{V}\left(F_{012}\right) \cap \mathbf{V}\left(F_{120}\right) \cap \mathbf{V}\left(F_{201}\right)=\mathcal{M}_{4}^{3} \cap \mathcal{V}_{2}^{4}=\mathcal{V}_{2}^{4}$.
If the characteristic of $\mathbf{F}_{q}$ is two, then the singular points of $\mathcal{M}_{4}^{3}$ are the elements of $\mathcal{M}_{4}^{3} \cap \mathbf{V}\left(F_{12}\right) \cap \mathbf{V}\left(F_{02}\right) \cap \mathbf{V}\left(F_{01}\right)$. By Lemma 4.20, this set is again $\mathcal{V}_{2}^{4}$.

Finally, it is straightforward to check that all singular points of $\mathcal{M}_{4}^{3}$ are double points.

The tangent lines of the conics of $\mathcal{V}_{2}^{4}$ are the tangents or tangent lines of $\mathcal{V}_{2}^{4}$. Since no point of the surface $\mathcal{V}_{2}^{4}$ is singular, all tangent lines of $\mathcal{V}_{2}^{4}$ at the point $P$ of $\mathcal{V}_{2}^{4}$ are contained in a plane $\pi(P)$. This plane $\pi(P)$ is the tangent plane of $\mathcal{V}_{2}^{4}$ at $P$.

Since $P$ is contained in exactly $q+1$ conics of $\mathcal{V}_{2}^{4}$ and since no two conic planes through $P$ have a line in common, the tangent plane $\pi(P)$ is the union of the $q+1$ tangent lines of $\mathcal{V}_{2}^{4}$ through $P$. Also $\pi(P) \cap \mathcal{V}_{2}^{4}=\{P\}$.

All the tangent lines and tangent planes of the surface $\mathcal{V}_{2}^{4}$ belong to the hypersurface $\mathcal{M}_{4}^{3}$. Since $\mathcal{M}_{4}^{3}$ is the union of the conic planes of $\mathcal{V}_{2}^{4}$, any point of $\mathcal{M}_{4}^{3}$ is on at least one tangent or bisecant of $\mathcal{V}_{2}^{4}$. As any two points of $\mathcal{V}_{2}^{4}$ are contained in a conic of $\mathcal{V}_{2}^{4}$, each bisecant of $\mathcal{V}_{2}^{4}$ is a line of $\mathcal{M}_{4}^{3}$. Hence $\mathcal{M}_{4}^{3}$ can also be described as the union of all tangents and bisecants of $\mathcal{V}_{2}^{4}$.

Theorem 4.22. For any two distinct points $P_{1}$ and $P_{2}$ of $\mathcal{V}_{2}^{4}$, the tangent planes $\pi\left(P_{1}\right)$ and $\pi\left(P_{2}\right)$ have exactly one point in common.

Proof. Let $P_{1}$ and $P_{2}$ be distinct points of $\mathcal{V}_{2}^{4}$, and let $\mathcal{C}$ be the conic of $\mathcal{V}_{2}^{4}$ through $P_{1}$ and $P_{2}$. The tangent $l_{i}$ of $\mathcal{C}$ at $P_{i}$ is contained in $\pi\left(P_{i}\right), i=1,2$, and so $\pi\left(P_{1}\right)$ and $\pi\left(P_{2}\right)$ have the point $l_{1} \cap l_{2}=Q$ in common.

Suppose that $Q^{\prime} \in \pi\left(P_{1}\right) \cap \pi\left(P_{2}\right)$ with $Q^{\prime} \neq Q$. Then $P_{i} Q^{\prime}$ is tangent to a conic $\mathcal{C}_{i}$ of $\mathcal{V}_{2}^{4}, i=1,2$. If $\mathcal{C}_{1}=\mathcal{C}_{2}$, then $\mathcal{C}_{1}=\mathcal{C}_{2}=\mathcal{C}$ and so $Q=Q^{\prime}$, a contradiction; so $\mathcal{C}_{1} \neq \mathcal{C}_{2}$. If $\mathcal{C}_{1} \cap \mathcal{C}_{2}=\{P\}$, then the conic planes containing $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have the distinct points $P$ and $Q^{\prime}$ in common, contradicting Theorem 4.17. Hence it has been shown that $\pi\left(P_{1}\right) \cap \pi\left(P_{2}\right)=\{Q\}$.

Theorem 4.23. Suppose that the characteristic of $\mathbf{F}_{q}$ is two. Then each tangent plane of $\mathcal{V}_{2}^{4}$ meets the plane $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$ in a line, each conic plane meets $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$ in a point, and $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$ consists of the nuclei of all conics on $\mathcal{V}_{2}^{4}$.

Proof. It was observed above that, in the case of characteristic two, the plane $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$ belongs to the hypersurface $\mathcal{M}_{4}^{3}$. If $P$ is any point of $\mathcal{V}_{2}^{4}$ and $Q$ is any point of the plane $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$, then, by Lemma 4.20, the line $P Q$ has only the point $P$ in common with $\mathcal{V}_{2}^{4}$.

Let $\pi$ be any conic plane of $\mathcal{V}_{2}^{4}$, and let $\pi$ be represented by (4.2). Then

$$
\pi \cap \mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}=\mathbf{V}\left(u_{1} Y_{01}+u_{2} Y_{02}, u_{0} Y_{01}+u_{2} Y_{12}, u_{0} Y_{02}+u_{1} Y_{12}\right)
$$

Since the rank of the matrix

$$
\left[\begin{array}{ccc}
u_{1} & u_{2} & 0 \\
u_{0} & 0 & u_{2} \\
0 & u_{0} & u_{1}
\end{array}\right]
$$

is 2 , so $\left|\pi \cap \mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}\right|=1$. Let $\pi \cap \mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}=Q$ and $\pi \cap \mathcal{V}_{2}^{4}=\mathcal{C}$. Since $|P Q \cap \mathcal{C}|=1$ for any point $P$ of $\mathcal{C}$, the point $Q$ is the nucleus of $\mathcal{C}$. Also, by Theorem 4.17, the nuclei of distinct conics of $\mathcal{V}_{2}^{4}$ are distinct. So any conic plane of $\mathcal{V}_{2}^{4}$ has exactly one point in common with $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$, which is therefore the set of the nuclei of all conics on $\mathcal{V}_{2}^{4}$.

Finally, let $\pi(P)$ be the tangent plane of $\mathcal{V}_{2}^{4}$ at $P$. Since each line of $\pi(P)$ through $P$ is tangent to some conic of $\mathcal{V}_{2}^{4}$, it contains the nucleus of this conic and hence contains a point of $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$. Hence $\pi(P)$ and $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$ have a line in common.

Definition 4.24. In the case of characteristic two, the plane $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$ is the nucleus of the Veronesean $\mathcal{V}_{2}^{4}$.

Let $l=\mathbf{V}(F)$, where $F=u_{0} X_{0}+u_{1} X_{1}+u_{2} X_{2}$ be any line of $\mathrm{PG}(2, q)$. If $\mathcal{C}$ is the plane quadric whose point set coincides with $l$, then to $\mathcal{C}$ there corresponds the hyperplane $\Pi_{4}=\mathbf{V}\left(F^{\prime}\right)$ of $\operatorname{PG}(5, q)$, where

$$
\begin{equation*}
F^{\prime}=u_{0}^{2} Y_{00}+u_{1}^{2} Y_{11}+u_{2}^{2} Y_{22}+2 u_{0} u_{1} Y_{01}+2 u_{0} u_{2} Y_{02}+2 u_{1} u_{2} Y_{12} \tag{4.6}
\end{equation*}
$$

Such a hyperplane $\Pi_{4}$ is a contact hyperplane of $\mathcal{V}_{2}^{4}$. The contact hyperplanes of $\mathcal{V}_{2}^{4}$ are those which have exactly one conic on $\mathcal{V}_{2}^{4}$.

First, let the characteristic of $\mathbf{F}_{q}$ be 2. Then the contact hyperplane $\Pi_{4}$ always contains the nucleus $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$.

Let $\Pi_{2}$ be the conic plane containing $l \zeta=\Pi_{4} \cap \mathcal{V}_{2}^{4}$. By Theorem 4.23, the contact hyperplane $\Pi_{4}$ is generated by the conic plane $\Pi_{2}$ and the nucleus $\mathbf{U}_{3} \mathbf{U}_{4} \mathbf{U}_{5}$. By the same theorem, the contact hyperplane $\Pi_{4}$ contains the $q+1$ planes tangent to $\mathcal{V}_{2}^{4}$ at the points of the conic $l \zeta$.

Next, let the characteristic of $\mathbf{F}_{q}$ be odd. Consider a point $P$ of $\mathrm{PG}(2, q)$, and also distinct lines $l, l_{1}, l_{2}$ through $P$. Then, for $i=1,2$, there is a hyperplane $\Pi_{4}^{i}$ of $\operatorname{PG}(5, q)$ corresponding to the plane quadric $\mathcal{C}_{i}=l \cup l_{i}$. Here $\Pi_{4}^{i}$ contains the tangent lines at $P \zeta$ of the conics $l \zeta, l_{1} \zeta, l_{2} \zeta$. Hence $\Pi_{4}^{i}$ contains the tangent plane $\pi(P \zeta)$ of $\mathcal{V}_{2}^{4}$ at $P \zeta$, for $i=1,2$. The plane quadric that is the repeated line $l$ belongs to the pencil defined by $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$; so the contact hyperplane $\Pi_{4}$ corresponding to $\mathcal{C}$ belongs to the pencil defined by $\Pi_{4}^{1}$ and $\Pi_{4}^{2}$. Hence $\Pi_{4}$ also contains $\pi(P \zeta)$. Thus, also in this case, the contact hyperplane $\Pi_{4}$ defined by the line $l$ contains the $q+1$ planes tangent to $\mathcal{V}_{2}^{4}$ at the points of the conic $l \zeta$.

From (4.6) it also follows that, if the characteristic of $\mathbf{F}_{q}$ is not two, the set of all contact hyperplanes of $\mathcal{V}_{2}^{4}$ is simply the dual of $\mathcal{V}_{2}^{4}$.

Theorem 4.25. When the characteristic of $\mathbf{F}_{q}$ is not two, $\mathrm{PG}(5, q)$ admits a polarity that maps the set of all conic planes of $\mathcal{V}_{2}^{4}$ onto the set all tangent planes of $\mathcal{V}_{2}^{4}$.

Proof. Let $l=\mathbf{V}\left(u_{0} X_{0}+u_{1} X_{1}+u_{2} X_{2}\right)$ be a line of $\mathrm{PG}(2, q)$. By (4.2), the conic plane defined by the line $l$ is

$$
\mathbf{V}\left(u_{0} Y_{00}+u_{1} Y_{01}+u_{2} Y_{02}, u_{0} Y_{01}+u_{1} Y_{11}+u_{2} Y_{12}, u_{0} Y_{02}+u_{1} Y_{12}+u_{2} Y_{22}\right)
$$

Next, let $\mathbf{P}(A)=Q$, where $A=\left(a_{0}, a_{1}, a_{2}\right)$, be a point of $\operatorname{PG}(2, q)$. For any line $m$ of $\mathrm{PG}(2, q)$ through $Q$, the corresponding contact hyperplane of $\mathcal{V}_{2}^{4}$ contains the tangent plane of $\mathcal{V}_{2}^{4}$ at $Q \zeta$. Hence the tangent plane $\pi(Q \zeta)$ belongs to every hyperplane

$$
\mathbf{V}\left(u_{0}^{2} Y_{00}+u_{1}^{2} Y_{11}+u_{2}^{2} Y_{22}+2 u_{0} u_{1} Y_{01}+2 u_{0} u_{2} Y_{02}+2 u_{1} u_{2} Y_{12}\right)
$$

where $u_{0}, u_{1}, u_{2}$ satisfy

$$
u_{0} a_{0}+u_{1} a_{1}+u_{2} a_{2}=0
$$

Hence the following points are elements of $\pi(Q \zeta)$ :

$$
\mathbf{P}\left(2 a_{0}, 0,0, a_{1}, a_{2}, 0\right), \mathbf{P}\left(0,2 a_{1}, 0, a_{0}, 0, a_{2}\right), \mathbf{P}\left(0,0,2 a_{2}, 0, a_{0}, a_{1}\right)
$$

Let $\eta$ be the polarity of $\mathrm{PG}(5, q)$ represented by

$$
\begin{array}{lll}
\rho v_{00}=\frac{1}{2} y_{00}, & \rho v_{11}=\frac{1}{2} y_{11}, & \rho v_{22}=\frac{1}{2} y_{22} \\
\rho v_{01}=y_{01}, & \rho v_{02}=y_{02}, & \rho v_{12}=y_{12}
\end{array}
$$

where

$$
\mathbf{V}\left(v_{00} Y_{00}+v_{11} Y_{11}+v_{22} Y_{22}+v_{01} Y_{01}+v_{02} Y_{02}+v_{12} Y_{12}\right)
$$

is a variable hyperplane of $\mathrm{PG}(5, q)$. Then $\pi(Q \zeta) \eta$ is the conic plane defined by the line $l$ of $\operatorname{PG}(2, q)$, where

$$
l=\mathbf{V}\left(a_{0} X_{0}+a_{1} X_{1}+a_{2} X_{2}\right)
$$

Hence the polarity $\eta$ maps the set of all conic planes of $\mathcal{V}_{2}^{4}$ onto the set of all tangent planes of $\mathcal{V}_{2}^{4}$.

Corollary 4.26. Let the characteristic of $\mathbf{F}_{q}$ be odd. Then, for any three distinct points $P_{1}, P_{2}, P_{3}$ of $\mathcal{V}_{2}^{4}$, the intersection $\pi\left(P_{1}\right) \cap \pi\left(P_{2}\right) \cap \pi\left(P_{3}\right)$ is empty.

Proof. Suppose that $\pi\left(P_{1}\right) \cap \pi\left(P_{2}\right) \cap \pi\left(P_{3}\right) \neq \emptyset$. By Theorem 4.22,

$$
\pi\left(P_{1}\right) \cap \pi\left(P_{2}\right) \cap \pi\left(P_{3}\right)=\{Q\}
$$

So the hyperplane $Q \eta$ contains the three distinct conic planes $\pi\left(P_{i}\right) \eta, i=1,2,3$. Hence the quadric of $\operatorname{PG}(2, q)$ which corresponds to $Q \eta$ has at least three distinct linear components, a contradiction.

### 4.2 Characterisations

### 4.2.1 Characterisations of $\mathcal{V}_{n}^{2^{n}}$ of the first kind

First, two properties are proved which hold for the quadric Veronesean $\mathcal{V}_{n}$. The planes of $\operatorname{PG}(N, q), N=n(n+3) / 2$, meeting $\mathcal{V}_{n}$ in a conic are called the conic planes of $\mathcal{V}_{n}$.

Lemma 4.27. Two distinct conic planes of $\mathcal{V}_{n}$ with non-empty intersection meet in exactly one point, and this point lies in $\mathcal{V}_{n}$.

Proof. Let $\Pi_{2}^{\prime}$ and $\Pi_{2}^{\prime \prime}$ be distinct conic planes of $\mathcal{V}_{n}$ and let $P \in \Pi_{2}^{\prime} \cap \Pi_{2}^{\prime \prime}$. Assume that $P \in \mathcal{V}_{n}$.

First, let $q$ be odd. The point $P$ belongs to at least one bisecant $l$ of $\Pi_{2}^{\prime} \cap \mathcal{V}_{n}=\mathcal{C}^{\prime}$. By Corollary 4.13, the line $l$ is not contained in the plane $\Pi_{2}^{\prime \prime}$. Let $\mathcal{C}^{\prime} \cap l=\left\{P_{1}, P_{2}\right\}$ and $\Pi_{2}^{\prime \prime} \cap \mathcal{V}_{n}=\mathcal{C}^{\prime \prime}$. The plane of $\operatorname{PG}(n, q)$ containing the line $\mathcal{C}^{\prime \prime} \zeta^{-1}$ and the point $P_{1} \zeta^{-1}$ is denoted by $\Pi_{2}$, with $\zeta$ as in Section 4.1. Then $\Pi_{2} \zeta$ is a Veronesean $\mathcal{V}_{2}^{4}$ containing $\mathcal{C}^{\prime \prime}$ and $P_{1}$. The point $P_{2}$ belongs to the space $\operatorname{PG}(5, q)$ containing $\mathcal{V}_{2}^{4}$.

By Theorem 4.10, $\mathcal{V}_{2}^{4}$ is the complete intersection of $\operatorname{PG}(5, q)$ and $\mathcal{V}_{n}$, and so $P_{2}$ belongs to $\mathcal{V}_{2}^{4}$. The points $P_{1}$ and $P_{2}$ are contained in a unique conic of $\mathcal{V}_{2}^{4}$ and a unique conic of $\mathcal{V}_{n}$. Consequently $\mathcal{C}^{\prime}$ is a conic of $\mathcal{V}_{2}^{4}$. Now, by Theorem 4.17, $P \in \mathcal{V}_{2}^{4}$, contradicting that $P \notin \mathcal{V}_{n}$; hence $P \in \mathcal{V}_{n}$. Since $\mathcal{V}_{n}$ is a cap it follows that $P$ is the unique common point of $\Pi_{2}^{\prime}$ and $\Pi_{2}^{\prime \prime}$.

Next, let $q$ be even. If $P$ is not the nucleus of $\mathcal{C}^{\prime}=\Pi_{2}^{\prime} \cap \mathcal{V}_{n}$ or $\mathcal{C}^{\prime \prime}=\Pi_{2}^{\prime \prime} \cap \mathcal{V}_{n}$, then the argument of the preceding paragraph shows again that $P \in \mathcal{V}_{n}$. So assume that $P$ is the nucleus of both $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$. Let $P^{\prime} \in \mathcal{C}^{\prime} \backslash \mathcal{C}^{\prime \prime}$. Then the line $P P^{\prime}$ is a tangent to the conic $\mathcal{C}^{\prime}$ and hence is a tangent of the algebraic variety $\mathcal{V}_{n}$. The plane of $\mathrm{PG}(n, q)$ containing the line $\mathcal{C}^{\prime \prime} \zeta^{-1}$ and the point $P^{\prime} \zeta^{-1}$ is denoted by $\Pi_{2}$. Then $\Pi_{2} \zeta$ is a Veronesean $\mathcal{V}_{2}^{4}$ containing $\mathcal{C}^{\prime \prime}$ and $P^{\prime}$. The line $l$ belongs to the space $\mathrm{PG}(5, q)$ containing $\mathcal{V}_{2}^{4}$; hence $l$ is a tangent of $\mathcal{V}_{2}^{4}$. By Section 4.1, the Veronesean $\mathcal{V}_{2}^{4}$ contains a unique conic $\mathcal{C}$ which is tangent to $l$ at $P^{\prime}$. Since $P$ is the nucleus of $\mathcal{C}^{\prime \prime}$, by Theorem 4.23 it belongs to the nucleus of $\mathcal{V}_{2}^{4}$. Then, again by Theorem 4.23, the point $P$ is the nucleus of the conic $\mathcal{C}$. Hence the conics $\mathcal{C}$ and $\mathcal{C}^{\prime \prime}$ have a common nucleus. This contradicts Theorem 4.23. This proves that again $P \in \mathcal{V}_{n}$. Since $\mathcal{V}_{n}$ is a cap, it now follows that $P$ is the unique common point of $\Pi_{2}^{\prime}$ and $\Pi_{2}^{\prime \prime}$.

Lemma 4.28. Let $\mathcal{C}$ be a conic of $\mathcal{V}_{n}$ and let $P$ be a point of $\mathcal{V}_{n} \backslash \mathcal{C}$. Then the union of the tangents at $P$ of the conics of $\mathcal{V}_{n}$ which pass through $P$ and a point of $\mathcal{C}$ is a plane.

Proof. Let $\Pi_{2}$ be the plane of $\operatorname{PG}(n, q)$ which contains the line $\mathcal{C} \zeta^{-1}$ and the point $P \zeta^{-1}$. Then $\Pi_{2} \zeta$ is a Veronesean $\mathcal{V}_{2}^{4}$ which contains $\mathcal{C}$ and $P$. By Corollary 4.13, the $q+1$ conics of $\mathcal{V}_{n}$ which contain $P$ and a point of $\mathcal{C}$ are precisely the $q+1$ conics of $\mathcal{V}_{n}$ through $P$. From the remarks preceding Theorem 4.22, the union of the tangents at $P$ to the $q+1$ conics of $\mathcal{V}_{2}^{4}$ through $P$ is the tangent plane of $\mathcal{V}_{2}^{4}$ at $P$.

Let $\Omega$ be a subspace of $\operatorname{PG}(N, q)$, with $\Omega \cap \mathcal{V}_{n}=\emptyset$, and let $\Pi$ be a subspace of $\mathrm{PG}(N, q)$, with $\Omega \cap \Pi=\emptyset$ and where $\Pi$ and $\Omega$ generate $\mathrm{PG}(N, q)$. Assume that the projection of $\mathcal{V}_{n}$ from $\Omega$ onto $\Pi$ is bijective between $\mathcal{V}_{n}$ and its image $\Phi$ in $\Pi$. Then Lemmas 4.27 and 4.28 also hold for the set $\Phi$.

In this section it is shown that a weak version of Corollary 4.13, together with Lemmas 4.27 and 4.28 , characterise the (bijective) projections of the Veronesean $\mathcal{V}_{n}$.

From now on, let $\mathcal{K}$ be a set of $k$ points of some projective space $\operatorname{PG}(N, q)$, with $N>2$, where $\mathcal{K}$ generates $\operatorname{PG}(N, q)$. Further, let $\Gamma$ be a set of $(q+1)$-arcs, where each element of $\Gamma$ is the complete intersection of $\mathcal{K}$ and some plane. The elements of $\Gamma$ are called $\Gamma$-arcs, and the planes of the $\Gamma$-arcs are $\Gamma$-planes. The tangents of the $\Gamma$-arcs are $\Gamma$-tangents. The $\Gamma$-tangent which is tangent to $\mathcal{C} \in \Gamma$ at $P \in \mathcal{C}$ is denoted by $t(P, \mathcal{C})$.

Suppose that $\mathcal{K}$ satisfies the following:
(a) any two distinct points of $\mathcal{K}$ belong to a $\Gamma$-plane;
(b) any two distinct intersecting $\Gamma$-planes meet on $\mathcal{K}$;
(c) if $\mathcal{C}$ is a $\Gamma$-arc and $P$ belongs to $\mathcal{K} \backslash \mathcal{C}$, then the tangents at $P$ of the $\Gamma$-arcs passing through $P$ and a point of $\mathcal{C}$ are coplanar.

Note that, for $q>2$, the set $\Gamma$ is uniquely determined by $\mathcal{K}$. Indeed, since $q>2$, any $(q+1)$-arc $\mathcal{C}$ on $\mathcal{K}$ contains at least four different points $P_{1}, P_{2}, P_{3}, P_{4}$. Let $P=P_{1} P_{2} \cap P_{3} P_{4}$, let $\Pi_{2}$ be a $\Gamma$-plane containing $P_{1}, P_{2}$, and let $\Pi_{2}^{\prime}$ be a $\Gamma$-plane containing $P_{3}, P_{4}$. Then $P \notin \mathcal{K}$ and $P \in \Pi_{2} \cap \Pi_{2}^{\prime}$. By (b), $\Pi_{2}=\Pi_{2}^{\prime}$ and so $\mathcal{C}$ is a $\Gamma$-arc.

If $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{k}$ are point sets of $\operatorname{PG}(N, q)$, then $\left\langle\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{k}\right\rangle$ denotes the subspace of $\operatorname{PG}(N, q)$ generated by $\mathcal{B}_{1} \cup \mathcal{B}_{2} \cup \cdots \cup \mathcal{B}_{k}$.

Lemma 4.29. (i) The set $\mathcal{K}$ is a $k$-cap.
(ii) Any two distinct points of $\mathcal{K}$ are contained in a unique $\Gamma$-arc.
(iii) $A \Gamma$-tangent $t(P, \mathcal{C})$ is tangent to a unique $\Gamma$-arc through $P$.

Proof. Let $P, P^{\prime} \in \mathcal{K}$ and let $\Pi_{2}$ be a $\Gamma$-plane containing $P$ and $P^{\prime}$. Since $\Pi_{2} \cap \mathcal{K}$ is an arc, so $\mathcal{K} \cap P P^{\prime}=\left\{P, P^{\prime}\right\}$. Hence $\mathcal{K}$ is a $k$-cap. Let $\Pi_{2}^{\prime}$ be another $\Gamma$-plane containing the line $P P^{\prime}$. By (b), the line $\Pi_{2} \cap \Pi_{2}^{\prime}$ is a line of $\mathcal{K}$, contradicting the first part of the proof. Finally, consider a $\Gamma$-tangent $t(P, \mathcal{C})$, and let $t(P, \mathcal{C})=t\left(P, \mathcal{C}^{\prime}\right)$, with $\mathcal{C} \neq \mathcal{C}^{\prime}$. By (b), the $\Gamma$-planes containing $\mathcal{C}$ and $\mathcal{C}^{\prime}$ meet on $\mathcal{K}$. Since $t(P, \mathcal{C})$ is the intersection of these $\Gamma$-planes, the set $\mathcal{K}$ contains a line, a contradiction.

As $\mathcal{K}$ is a cap, it is called a Veronesean cap. The unique $\Gamma$-arc containing the points $P, P^{\prime}$, with $P \neq P^{\prime}$, of $\mathcal{K}$ is denoted by $\left[P, P^{\prime}\right]$. For $P \in \mathcal{K}$ and $\mathcal{C}$ a $\Gamma$-arc not passing through $P$, the plane containing the tangents at $P$ of the $\Gamma$-arcs passing through $P$ and a point of $\mathcal{C}$ is denoted by $\pi(P, \mathcal{C})$. By Lemma 4.29, the number of $\Gamma$-arcs containing $P$ and a point of $\mathcal{C}$ is exactly $q+1$, and $\pi(P, \mathcal{C})$ is the union of the corresponding $\Gamma$-tangents.

Lemma 4.30. The incidence structure $\mathcal{S}$ formed by the points of $\mathcal{K}$ and the $(q+1)$ arcs of $\Gamma$ is the incidence structure of points and lines of a projective space of order $q$ and some dimension $n \geq 2$.

Proof. By Lemma 4.29, the incidence structure $\mathcal{S}$ is a linear space in which all lines have size $q+1$. It suffices to check the Veblen-Young (or Pasch) axiom. So let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be two elements of $\Gamma$ meeting in a point $P \in \mathcal{K}$, and let $\mathcal{C}_{3}, \mathcal{C}_{4} \in \Gamma$, with $P \notin \mathcal{C}_{3} \cup \mathcal{C}_{4}$, be such that they both meet $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ in distinct points $\left\{P_{i j}\right\}=\mathcal{C}_{i} \cap \mathcal{C}_{j}, i \in\{1,2\}$ and $j \in\{3,4\}$. It must be shown that $\mathcal{C}_{3}$ and $\mathcal{C}_{4}$ are not disjoint. Both planes $\pi\left(P_{13}, \mathcal{C}_{2}\right)$ and $\pi\left(P_{13}, \mathcal{C}_{4}\right)$ contain the distinct lines $t\left(P_{13}, \mathcal{C}_{1}\right)$ and $t\left(P_{13},\left[P_{13}, P_{24}\right]\right)$; hence they coincide. Consequently, there is some point $P^{\prime} \in \mathcal{C}_{4}$ such that $t\left(P_{13},\left[P_{13}, P^{\prime}\right]\right)=t\left(P_{13}, \mathcal{C}_{3}\right)$. But then Lemma 4.29 implies that $\mathcal{C}_{3}=\left[P_{13}, P^{\prime}\right]$. Hence $P^{\prime} \in \mathcal{C}_{3} \cap \mathcal{C}_{4}$.

The natural number $n$ is called the dimension of $\mathcal{K}$. Then $\mathcal{K}$ has $\theta(n)$ points.
Corollary 4.31. Let $\mathcal{S}^{\prime}$ be a subspace of $\mathcal{S}$ of dimension $r, 2 \leq r<n$, with $\mathcal{K}^{\prime}$ the set of points of $\mathcal{S}^{\prime}$ and $\Gamma^{\prime}$ the set of $\Gamma$-arcs in $\mathcal{S}^{\prime}$. Then $\mathcal{K}^{\prime}$ satisfies $(a),(b),(c)$ and hence is a Veronesean sub-cap of $\mathcal{K}$ of dimension $r$ with $\Gamma^{\prime}$ as the prescribed set of $(q+1)$-arcs.

For any point $P$ in $\mathcal{K}$, let $T(P)=\bigcup t(P, \mathcal{C})$, with the union taken over all $\Gamma$-arcs containing $P$.

Lemma 4.32. For any point $P$, the set $T(P)$ is an n-dimensional projective subspace of $\operatorname{PG}(N, q)$.

Proof. Let $R, R^{\prime}$ be distinct points of $T(P)$, where $R, R^{\prime}, P$ are not collinear. Let $P R=t(P, \mathcal{C})$ and $P R^{\prime}=t\left(P, \mathcal{C}^{\prime}\right)$. For $A \in \mathcal{C} \backslash\{P\}$ and $B \in \mathcal{C}^{\prime} \backslash\{P\}$, the plane $\pi(P,[A, B])$ coincides with the plane $P R R^{\prime}$. Since $\pi(P,[A, B]) \subset T(P)$ and $\pi(P,[A, B])=P R R^{\prime}$, the line $R R^{\prime}$ belongs to $T(P)$. Hence it follows that $T(P)$ is a projective subspace of $\mathrm{PG}(N, q)$.

Since the projective space $\mathcal{K}$ has dimension $n$, the number of $\Gamma$-arcs through $P$ is equal to $\theta(n-1)$. Hence the number of tangents $t(P, \mathcal{C})$ in $T(P)$ is equal to $\theta(n-1)$. Thus the projective space $T(P)$ is $n$-dimensional.

For any point $P$ of $\mathcal{K}$ the space $T(P)$ is called the tangent space of $\mathcal{K}$ at $P$.
In the next theorem a bound on $N$ is obtained.
Theorem 4.33. The dimension $N \leq n(n+3) / 2$.
Proof. Proceed by induction on $n$, first assuming $n>2$. Let $\mathcal{S}^{\prime}$ be a hyperplane of $\mathcal{S}$ and $P$ a point of $\mathcal{S}$ not in $\mathcal{S}^{\prime}$. Then, by induction, the point set $\mathcal{K}^{\prime}$ of $\mathcal{S}^{\prime}$ generates a subspace $\operatorname{PG}\left(N^{\prime}, q\right)$ of $\mathrm{PG}(N, q)$ with $N^{\prime} \leq(n-1)(n+2) / 2$. Let $P^{\prime} \in \mathcal{K} \backslash\{P\}$. Then $\left[P, P^{\prime}\right] \cap \mathcal{K}^{\prime}=\left\{P^{\prime \prime}\right\}$ and $P^{\prime} \in P^{\prime \prime} t\left(P,\left[P, P^{\prime}\right]\right) \subset T(P) \mathrm{PG}\left(N^{\prime}, q\right)$. Hence $\mathrm{PG}(N, q)=T(P) \mathrm{PG}\left(N^{\prime}, q\right)$, implying $N \leq 1+n+(n-1)(n+2) / 2=n(n+3) / 2$. If $n=2$, then the same argument can be made but replacing $\mathcal{K}^{\prime}$ by an element of $\Gamma$.

Theorem 4.34. When $n=2$, then
(i) $N=5$;
(ii) the plane $\mathcal{S}$ is isomorphic to $\operatorname{PG}(2, q)$;
(iii) all $\Gamma$-arcs are conics;
(iv) $\mathcal{K}$ is the Veronesean $\mathcal{V}_{2}^{4}$ whose conic planes are the $\Gamma$-planes of $\mathcal{K}$.

Proof. Let $\Pi_{2}$ be a fixed $\Gamma$-plane and put $\mathcal{C}=\mathcal{K} \cap \Pi_{2}$. First it will be shown that $M=5$. Let $P \in \mathcal{K} \backslash \mathcal{C}$. From the proof of Theorem 4.33, $\mathrm{PG}(N, q)=T(P) \Pi_{2}$. Suppose by way of contradiction that there exists $P^{\prime} \in T(P) \cap \Pi_{2}$. The line $P P^{\prime}$ is tangent to a certain $\Gamma$-arc $\left[P, P^{\prime \prime}\right]$, for some $P^{\prime \prime} \in \mathcal{C}$. But now $P^{\prime} \notin \mathcal{K}$ and yet $P^{\prime}$ belongs to $\Pi_{2}$ and the $\Gamma$-plane containing $\left[P, P^{\prime \prime}\right]$, contradicting (b). It now follows that $N=5$.

Now consider a plane $\Pi_{2}^{\prime}$ skew to $\Pi_{2}$ and denote by $\rho$ the projection from $\Pi_{2}$ onto $\Pi_{2}^{\prime}$. It will be shown that $\rho$ is injective on $\mathcal{K} \backslash \mathcal{C}$. Indeed, if $P \rho=R \rho$, for $P, R \in \mathcal{K} \backslash \mathcal{C}$ and $P \neq R$, then $P \Pi_{2}=R \Pi_{2}$ and contains $[P, R]$. Hence $\Pi_{2}$ and the $\Gamma$-plane containing $[P, R]$ have a line in common, which by (b) belongs to $\mathcal{K}$, a contradiction. So $\rho$ is injective on $\mathcal{K} \backslash \mathcal{C}$. The points of $\mathcal{K} \backslash \mathcal{C}$ on a $\Gamma$-arc $\mathcal{C}^{\prime}$ of $\mathcal{K}$ different from $\mathcal{C}$ are mapped onto $q$ points of a line of $\Pi_{2}^{\prime}$; the missing point is the projection of the
tangent line, minus its point on $\mathcal{C}$, of $\mathcal{C}^{\prime}$ at the point $\mathcal{C} \cap \mathcal{C}^{\prime}$. So a set $\mathcal{A}$ of $q^{2}$ points of $\Pi_{2}^{\prime}$ and $q^{2}+q$ lines of $\Pi_{2}^{\prime}$ is obtained, all containing exactly $q$ points of $\mathcal{A}$. Let $l_{\infty}$ be the remaining line of $\Pi_{2}^{\prime}$. Assume by way of contradiction that $l_{\infty}$ contains a point $V \in \mathcal{A}$. Then consider two distinct lines $l_{1}, l_{2}$ through $V$, distinct from $l_{\infty}$. The unique points $X_{1}$ of $l_{1}$ and $X_{2}$ of $l_{2}$ not in $\mathcal{A}$ are distinct and not contained in $l_{\infty}$. But now the line $X_{1} X_{2}$ contains at most $q-1$ points of $\mathcal{A}$, a contradiction. Hence $l_{\infty}$ contains no point of $\mathcal{A}$, and so it contains the projections of all tangent lines minus their points on $\mathcal{C}$, as mentioned above. It now also follows that the projective plane $\mathcal{S}$ is isomorphic to $\Pi_{2}^{\prime}$, and so to $\operatorname{PG}(2, q)$. Consequently, the plane $\mathcal{S}$ can be denoted by $\operatorname{PG}(2, q)$.

Consider the inverse image in $\mathcal{K}$ of the intersection of $\mathcal{A}$ and the line containing $U^{\prime} \rho$ and $(T(U) \backslash \mathcal{C}) \rho$. Therefore, given a point $U \in \mathcal{C}$ and a point $U^{\prime} \in \mathcal{K} \backslash \mathcal{C}$, the space $T(U) U^{\prime}$ meets $\mathcal{K}$ in $\left[U, U^{\prime}\right]$. Let $(*)$ denote this property.

Next it is shown that the $\Gamma$-arcs are conics. Consider two points $P_{1}, P_{2} \in \mathcal{C}$. Project $\mathcal{K} \backslash \mathcal{C}$ from the line $P_{1} P_{2}$ onto some solid $\Pi_{3}$ of $\operatorname{PG}(5, q)$ skew to $P_{1} P_{2}$. Let $\rho^{\prime}$ be this projection map. Then the image of the $q$ points not on $\mathcal{C}$ of a $\Gamma-\operatorname{arc} \mathcal{C}^{\prime} \neq \mathcal{C}$ containing $P_{1}$, together with the image of its tangent line (minus its point on $\mathcal{C}$ ) at $\mathcal{C} \cap \mathcal{C}^{\prime}$ is a line of $\Pi_{3}$; similarly for $\Gamma$-arcs on $\mathcal{K}$ through $P_{2}$. Also, the set of images of tangent lines at $P_{1}$ to $\Gamma$-arcs different from $\mathcal{C}$ through $P_{1}$, together with the image of $\Pi_{2} \backslash P_{1} P_{2}$, is also a line of $\Pi_{3}$ and similarly for $P_{2}$. So a set of $(q+1)^{2}$ points of $\Pi_{3}$ containing two sets of $q+1$ mutually skew lines is obtained, and lines of different sets intersect in exactly one point; hence these $(q+1)^{2}$ points are the points of a hyperbolic quadric $\mathcal{H}$. It follows that the image $\mathcal{D}^{\prime}$ under $\rho^{\prime}$ of any $\Gamma$-arc $\mathcal{D}$ not containing $P_{1}$ nor $P_{2}$ is a conic section of $\mathcal{H}$. Hence $\mathcal{D}$ is, as the intersection of a plane and a quadratic cone $P_{1} P_{2} \mathcal{D}^{\prime}$, itself a conic.

Now consider three points $P_{0}, P_{1}, P_{2}$ of $\mathcal{K}$ which form a triangle in $\operatorname{PG}(2, q)$. Let $\mathcal{V}_{2}^{4}$ be the quadric Veronesean in $\operatorname{PG}(5, q)$ associated with $\operatorname{PG}(2, q)$, and denote for each point or subset $\mathcal{E}$ of $\operatorname{PG}(2, q)$ the corresponding point or subset on $\mathcal{V}_{2}^{4}$ by $\mathcal{E}^{*}$. The set of conics of $\mathcal{V}_{2}^{4}$ will be denoted by $\Gamma^{*}$. Since $\mathcal{V}_{2}^{4}$ satisfies in particular (a), (b), (c), $\mathcal{V}_{2}^{4}$ may be treated as a Veronesean cap and thus appropriate notation may be used. The $\Gamma$-arcs $\left[P_{0}, P_{1}\right],\left[P_{1}, P_{2}\right],\left[P_{2}, P_{0}\right]$ generate $\operatorname{PG}(5, q)$, because the space they generate contains both $T\left(P_{0}\right)$ and $\left[P_{1}, P_{2}\right]$, and by the first section of the proof this space is 5-dimensional.

Now project $\mathcal{K} \backslash\left[P_{0}, P_{1}\right]$ and $\mathcal{V}_{2}^{4} \backslash\left[P_{0}^{*}, P_{1}^{*}\right]$ from the planes containing $\left[P_{0}, P_{1}\right]$ and $\left[P_{0}^{*}, P_{1}^{*}\right]$ onto the planes $\Pi_{2}$ and $\Pi_{2}^{*}$; then $\Pi_{2}$ and the $\Gamma$-plane of $\left[P_{0}, P_{1}\right]$ are skew, and $\Pi_{2}^{*}$ and the $\Gamma^{*}$-plane of $\left[P_{0}^{*}, P_{1}^{*}\right]$ are skew. There is a collineation $\sigma$ from $\Pi_{2}$ to $\Pi_{2}^{*}$ which maps the projection of a point $P \in \mathcal{K} \backslash\left[P_{0}, P_{1}\right]$ onto the projection of $P^{*}$. Let $\theta$ be the field automorphism associated to $\sigma$. Then there is a collineation (of conics, that is, a bijection preserving the cross-ratio, up to a field automorphism) between $\left[P_{0}, P_{2}\right]$ and $\left[P_{0}^{*}, P_{2}^{*}\right]$, and between $\left[P_{1}, P_{2}\right]$ and $\left[P_{1}^{*}, P_{2}^{*}\right]$, with associated field automorphism $\theta$, and mapping $P$ onto $P^{*}$. By extending these collineations to the $\Gamma$-planes $\left\langle\left[P_{0}, P_{2}\right]\right\rangle$ and $\left\langle\left[P_{1}, P_{2}\right]\right\rangle$ of $\left[P_{0}, P_{2}\right]$ and $\left[P_{1}, P_{2}\right]$, and permuting the indices, it follows that there are collineations $\alpha_{i}:\left\langle\left[P_{j}, P_{k}\right]\right\rangle \rightarrow\left\langle\left[P_{j}^{*}, P_{k}^{*}\right]\right\rangle$, for all $i, j, k$, with $\{i, j, k\}=\{0,1,2\}$, with associated field automorphism $\theta$, mapping $P$ to $P^{*}$, for all $P \in\left[P_{0}, P_{1}\right] \cup\left[P_{1}, P_{2}\right] \cup\left[P_{2}, P_{0}\right]$.

Now $\alpha_{0}$ and $\alpha_{1}$ extend to a common collineation $\alpha^{\prime}$ between $\left\langle\left[P_{1}, P_{2}\right],\left[P_{0}, P_{2}\right]\right\rangle$ and $\left\langle\left[P_{1}^{*}, P_{2}^{*}\right],\left[P_{0}^{*}, P_{2}^{*}\right]\right\rangle$. Consider any $\Gamma$ - $\operatorname{arc} \mathcal{C}$, with $P_{0}, P_{1}, P_{2} \notin \mathcal{C}$. Let $R$ be the intersection of the line $P_{0} P_{1}$ and the tangent line $l_{2}$ of $\left[P_{0}, P_{1}\right]$ at $\mathcal{C} \cap\left[P_{0}, P_{1}\right]$. Consider the tangent lines $l_{0}$ and $l_{1}$ of $\left[P_{1}, P_{2}\right]$ and $\left[P_{0}, P_{2}\right]$ at $\mathcal{C} \cap\left[P_{1}, P_{2}\right]$ and $\mathcal{C} \cap\left[P_{0}, P_{2}\right]$. Letting $\langle\mathcal{C}\rangle$ play the role of $\Pi_{2}$ in the first part of the proof, it follows that the subspace $\left\langle l_{0}, l_{1}, l_{2}\right\rangle$ is 4 -dimensional and meets $\mathcal{K}$ in $\mathcal{C}$. Choose the plane $\Pi_{2}^{\prime}$ in the second section of the proof so that it contains $P_{0} P_{1}$. As $\left\langle l_{0}, l_{1}\right\rangle$ is a solid in the hyperplane $\left\langle\left[P_{1}, P_{2}\right],\left[P_{2}, P_{0}\right]\right\rangle$, it follows that $\left\langle l_{0}, l_{1}\right\rangle$ intersects the line $P_{0} P_{1}$ in $R$. Hence the restriction of $\alpha^{\prime}$ to $P_{0} P_{1}$ coincides with the restriction of $\alpha_{2}$ to $P_{0} P_{1}$. So there exists a collineation $\alpha: \mathrm{PG}(5, q) \rightarrow \mathrm{PG}(5, q)$ such that $\alpha$ induces $\alpha_{i}$ on $\left\langle\left[P_{j}, P_{k}\right]\right\rangle$, for all $i, j, k$, with $\{i, j, k\}=\{0,1,2\}$.

Now let $P \in \mathcal{K}$ be arbitrary, but not belonging to the $\Gamma$-planes containing $\left[P_{0}, P_{1}\right],\left[P_{1}, P_{2}\right],\left[P_{2}, P_{0}\right]$. Put $P_{i}^{\prime}=\left[P, P_{i}\right] \cap\left[P_{j}, P_{k}\right]$, for $\{i, j, k\}=\{1,2,3\}$. Then, by $(*)$, the point $P$ is the intersection of $\mathcal{K}$ with $\Phi$, where

$$
\Phi=T\left(P_{0}\right) P_{0}^{\prime} \cap T\left(P_{1}\right) P_{1}^{\prime} \cap T\left(P_{2}\right) P_{2}^{\prime}
$$

Hence $P^{*}$ is the intersection of $\mathcal{V}_{2}^{4}$ with $\Phi^{*}$, where

$$
\Phi^{*}=T\left(P_{0}^{*}\right) P_{0}^{\prime *} \cap T\left(P_{1}^{*}\right) P_{1}^{\prime *} \cap T\left(P_{2}^{*}\right) P_{2}^{\prime *} .
$$

It is now shown that $\Phi=\{P\}$. First, $\left[P_{1}, P_{2}\right] \subset T\left(P_{1}\right) P_{0}^{\prime}$; hence

$$
\operatorname{PG}(5, q)=T\left(P_{0}\right)\left\langle\left[P_{1}, P_{2}\right]\right\rangle=T\left(P_{0}\right) T\left(P_{1}\right) P_{0}^{\prime} P_{1}^{\prime}
$$

Consequently, $T\left(P_{0}\right) P_{0}^{\prime} \cap T\left(P_{1}\right) P_{1}^{\prime}$ is a line of $\operatorname{PG}(5, q)$, which contains $P$ and $P^{\prime}=t\left(P_{0},\left[P_{0}, P_{1}\right]\right) \cap t\left(P_{1},\left[P_{0}, P_{1}\right]\right)$. As $P^{\prime} \neq P_{2}^{\prime}$ and as $T\left(P_{2}\right) \cap\left\langle\left[P_{0}, P_{1}\right]\right\rangle$ is empty, the assumption $P^{\prime} \in T\left(P_{2}\right) P_{2}^{\prime}$ would imply that $T\left(P_{2}\right) P_{2}^{\prime}$ is a hyperplane, a contradiction. Hence $\{P\}=\Phi$. However, in a similar way, $\left\{P^{*}\right\}=\Phi^{*}$. It follows that $P \alpha=P^{*}$, and the theorem is proved.

The projection map $\rho$ in the second section of the proof shows the following.
Lemma 4.35. If $n=2$ and $\mathcal{C} \in \Gamma$, then the planes $T(P)$, with $P \in \mathcal{C}$, generate $a$ hyperplane of $\mathrm{PG}(5, q)$ which meets $\mathcal{K}$ precisely in $\mathcal{C}$.

Consider now the general case.
Theorem 4.36. If $n \geq 2$ and $N \geq n(n+3) / 2$, then $N=n(n+3) / 2$ and $\mathcal{K}$ is the quadric Veronesean $\mathcal{V}_{n}$ of dimension $n$.

Proof. The proof proceeds by induction on $n$, the case $n=2$ being proved in Theorem 4.34. So suppose now that $n>2$. By Theorem 4.33, $N=n(n+3) / 2$. Select two distinct hyperplanes $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ of $\mathcal{S}$. These correspond to two Veronesean sub-caps $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ of $\mathcal{K}$ of dimension $n-1$. It will be shown that $\left\langle\mathcal{K}_{1}\right\rangle$ and $\left\langle\mathcal{K}_{2}\right\rangle$ have dimension $(n-1)(n+2) / 2$. By Theorem 4.33, the dimension $n_{i}$ of $\left\langle\mathcal{K}_{i}\right\rangle$ is at most $(n-1)(n+2) / 2$, with $i=1,2$. From the proof of Theorem 4.33, $\operatorname{PG}(N, q)=T(P)\left\langle\mathcal{K}_{i}\right\rangle$ for any $P \in \mathcal{K} \backslash \mathcal{K}_{i}$, and hence, by Lemma 4.32,
$n(n+3) / 2 \leq 1+n+n_{i} \leq n(n+3) / 2$, implying that $n_{i}=(n-1)(n+2) / 2$, for $i=1,2$. So $\left\langle\mathcal{K}_{1}\right\rangle$ and $\left\langle\mathcal{K}_{2}\right\rangle$ have dimension $(n-1)(n+2) / 2$. Put $\left\langle\mathcal{K}_{i}\right\rangle=\Omega_{i}$, with $i=1,2$. The caps $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ meet in a Veronesean cap $\mathcal{K}_{3}$ of dimension $n-2$.

Let $\left\langle\mathcal{K}_{3}\right\rangle=\Omega$. Considering $\mathcal{K}_{3}$ as a Veronesean sub-cap of $\mathcal{K}_{1}$, the dimension of $\Omega$ is $(n-2)(n+1) / 2$. Now consider a $\Gamma$-arc $\mathcal{C}$ not meeting $\mathcal{K}_{1} \cap \mathcal{K}_{2}$. For $q>2$, it is immediate that $\operatorname{PG}(N, q)$ is generated by $\mathcal{K}_{1}, \mathcal{K}_{2}$ and $\mathcal{C}$.

Now let $q=2$. Let $P=\mathcal{C} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2}\right)$. If $P^{\prime} \in \mathcal{K} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2} \cup \mathcal{C}\right)$, then consider a Veronesean sub-cap $\mathcal{K}^{\prime}$ of $\mathcal{K}$ of dimension two containing $P$ and $P^{\prime}$. The space $\left\langle\mathcal{K}^{\prime}\right\rangle$ of dimension five is generated by $\mathcal{K}_{1} \cap \mathcal{K}^{\prime}, \mathcal{K}_{2} \cap \mathcal{K}^{\prime}$ and $P$. Hence $P^{\prime} \in\left\langle\mathcal{K}_{1}, \mathcal{K}_{2}, P\right\rangle$. So, also for $q=2, \operatorname{PG}(N, q)$ is generated by $\mathcal{K}_{1}, \mathcal{K}_{2}$ and $\mathcal{C}$. As $N=n(n+3) / 2$ it follows that $\Omega_{1} \cap \Omega_{2}=\Omega$ and that $\Omega_{1} \Omega_{2} \cap\langle\mathcal{C}\rangle$ is a line. Also, by induction, the caps $\mathcal{K}_{i}$, for $i=1,2,3$, are projectively equivalent to quadric Veroneseans and can be identified as such.

Now proceed very similarly as in the proof of Theorem 4.34. Let $\mathcal{V}_{n}$ be the quadric Veronesean in $\operatorname{PG}(N, q)$ associated with $\mathcal{S}=\mathrm{PG}(n, q)$ and denote for any point or point set $\mathcal{B}$ of $\mathcal{S}$ the corresponding point or point set on $\mathcal{V}_{n}$ by $\mathcal{B}^{*}$. It is now shown that $\mathcal{K}$ and $\mathcal{V}_{n}$ are projectively equivalent and that a collineation of $\operatorname{PG}(N, q)$ can be chosen which maps any point $P \in \mathcal{K}$ to the point $P^{*} \in \mathcal{V}_{n}$. These assertions may be included in the induction hypothesis as they are valid for the case $n=2$, by Theorem 4.34 . Hence there is a collineation $\alpha_{0}:\langle\mathcal{C}\rangle \rightarrow\left\langle\mathcal{C}^{*}\right\rangle$ with associated field automorphism $\theta_{0}$, and collineations $\alpha_{i}: \Omega_{i} \rightarrow\left\langle\mathcal{K}_{i}^{*}\right\rangle$, with associated field automorphisms $\theta_{i}, i=1,2$, mapping $P$ to $P^{*}$, for every $P$ in $\mathcal{C}$ and $\mathcal{K}_{i}, i=1,2$; here $\alpha_{0}$ is obtained by restriction to $\mathcal{C}$, after considering a Veronesean sub-cap of dimension two of $\mathcal{K}$ containing $\mathcal{C}$.

Let $\mathcal{K}^{\prime}$ be a Veronesean sub-cap of dimension two of $\mathcal{K}$ containing $\mathcal{C}$, and let $\mathcal{V}_{2}$ be the corresponding Veronese variety on $\mathcal{V}_{n}$. Considering the restriction of $\alpha_{i}$ to $\mathcal{K}^{\prime} \cup \mathcal{K}_{i}$, with $i=1,2$, it follows from Theorem 4.34 that $\theta_{0}=\theta_{1}=\theta_{2}$, that there exists a collineation $\alpha^{\prime}$ from $\Omega_{1} \Omega_{2}$ onto $\left\langle\mathcal{K}_{1}^{*}, \mathcal{K}_{2}^{*}\right\rangle$ having as restriction to $\Omega_{1}$ and $\Omega_{2}$ the collineations $\alpha_{1}$ and $\alpha_{2}$, and that $\alpha_{0}$ and $\alpha^{\prime}$ coincide on $\langle\mathcal{C}\rangle \cap \Omega_{1} \Omega_{2}$. Hence there exists a collineation $\alpha: \operatorname{PG}(N, q) \rightarrow \mathrm{PG}(N, q)$ such that $P \alpha=P^{*}$, for all $P \in \mathcal{C} \cup \mathcal{K}_{1} \cup \mathcal{K}_{2}$. Now let $P$ be any other point of $\mathcal{K}$. Then there is a unique Veronesean cap of dimension two on $\mathcal{K}$ containing $\mathcal{C}$ and $P$, namely, the plane in $\mathcal{S}$ defined by the line $\mathcal{C}$ of $\mathcal{S}$ and the point $P$. It has a unique $\Gamma$-arc in common with both $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$, and hence, as in the proof of Theorem 4.34, it follows that $P \alpha=P^{*}$. The theorem is thus established.

Now the main result of this section is proved, keeping all the previous notation.
Theorem 4.37. If $n=3$, then either $N=8$ or 9 . In the latter case, $\mathcal{K}$ is the quadric Veronesean of dimension three.

Proof. Consider a quadric sub-Veronesean $\mathcal{K}_{1}$ of dimension two on $\mathcal{K}$. It will be shown that the 5 -dimensional space $\left\langle\mathcal{K}_{1}\right\rangle$ contains at most one point of $\mathcal{K} \backslash \mathcal{K}_{1}$. Let $P, P^{\prime} \in\left(\mathcal{K} \backslash \mathcal{K}_{1}\right) \cap\left\langle\mathcal{K}_{1}\right\rangle, P \neq P^{\prime}$. The set of all $\Gamma$-arcs contained in $\mathcal{K}_{1}$ is denoted by $\Gamma_{1}$. The unique $\Gamma$-arc $\mathcal{C}$ containing $P, P^{\prime}$ has some point $P_{1}$ in common with $\mathcal{K}_{1}$ and therefore is entirely contained in $\left\langle\mathcal{K}_{1}\right\rangle$. It follows that $T\left(P_{1}\right)$ is completely contained
in $\left\langle\mathcal{K}_{1}\right\rangle$. Let $\Pi_{2}$ be a plane containing an element of $\Gamma_{1}$, but not containing $P_{1}$. Then, by comparing dimensions, it follows that there exists a point $U$ of $\operatorname{PG}(N, q)$ in $T\left(P_{1}\right) \cap \Pi_{2}$. By Lemma 4.32, there is a $\Gamma-\operatorname{arc} \mathcal{C}^{\prime}$ through $P_{1}$ with tangent line $P_{1} U$ at $P_{1}$. Hence the plane $\left\langle\mathcal{C}^{\prime}\right\rangle$ meets $\Pi_{2}$ in a point not belonging to $\mathcal{K}$, contradicting (b). So it has been shown that $\left\langle\mathcal{K}_{1}\right\rangle$ contains at most one point of $\mathcal{K} \backslash \mathcal{K}_{1}$. Note that the last part of the argument shows that no space $T\left(P_{1}\right), P_{1} \in \mathcal{K}_{1}$, is contained in $\left\langle\mathcal{K}_{1}\right\rangle$.

Assume that the point $P \in \mathcal{K} \backslash \mathcal{K}_{1}$ is contained in $\left\langle\mathcal{K}_{1}\right\rangle$. Choose a second quadric sub-Veronesean $\mathcal{K}_{2} \neq \mathcal{K}_{1}$ of dimension two on $\mathcal{K}$ with $P \notin \mathcal{K}_{2}$. The intersection $\mathcal{C}^{\prime \prime}=\mathcal{K}_{1} \cap \mathcal{K}_{2}$ belongs to $\Gamma$. It will be shown that $\left\langle\mathcal{K}_{1}\right\rangle \cap\left\langle\mathcal{K}_{2}\right\rangle=\left\langle\mathcal{C}^{\prime \prime}\right\rangle$. Assume, by way of contradiction, that $\left\langle\mathcal{K}_{1}\right\rangle \cap\left\langle\mathcal{K}_{2}\right\rangle$ contains a solid $\Pi_{3}$ containing $\left\langle\mathcal{C}^{\prime \prime}\right\rangle$. Let $P^{\prime \prime} \in \mathcal{K}_{2} \backslash \mathcal{K}_{1}$ be arbitrary. By comparing dimensions and as $P^{\prime \prime} \neq P$, the tangent plane at $P^{\prime \prime}$ of $\mathcal{K}_{2}$ has at least one point $R \neq P^{\prime \prime}$ in common with $\Pi_{3}$. Hence there is a point $R^{\prime} \in \mathcal{C}^{\prime \prime}$ such that $R P^{\prime \prime}$ is tangent to $\left[R^{\prime}, P^{\prime \prime}\right]$. So the line $R^{\prime} R$ is contained in $\left\langle\left[P^{\prime \prime}, R^{\prime}\right]\right\rangle$, implying that it must be a tangent line to $\left[P^{\prime \prime}, R^{\prime}\right]$ because otherwise $\left\langle\mathcal{K}_{1}\right\rangle$ contains a point of $\left[P^{\prime \prime}, R^{\prime}\right] \backslash\left\{R^{\prime}\right\}$, contradicting that $\{P\}=\left(\mathcal{K} \backslash \mathcal{K}_{1}\right) \cap\left\langle\mathcal{K}_{1}\right\rangle$. Consequently, $T\left(R^{\prime}\right)$ is generated by the tangent plane of $\mathcal{K}_{1}$ at $R^{\prime}$ and the line $R^{\prime} R$. Hence $T\left(R^{\prime}\right)$ is contained in $\left\langle\mathcal{K}_{1}\right\rangle$, contradicting the last remark in the previous paragraph. So it has been shown that $\left\langle\mathcal{K}_{1}\right\rangle \cap\left\langle\mathcal{K}_{2}\right\rangle=\left\langle\mathcal{C}^{\prime \prime}\right\rangle$. Hence $N \geq 8$.

The assertion for $N=9$ follows from Theorem 4.36.
Theorem 4.38. (i) When $n=3$ and $N=8$, then there exists a projective space $\Pi_{9}=\mathrm{PG}(9, q)$ containing $\mathrm{PG}(8, q)$, a point $R$ of $\Pi_{9}$, and a quadric Veronesean $\overline{\mathcal{K}}$ of dimension three in $\Pi_{9}$, with $R \notin \overline{\mathcal{K}}$, such that $\mathcal{K}$ is the projection of $\overline{\mathcal{K}}$ from $R$ onto $\operatorname{PG}(8, q)$.
(ii) The Veronesean $\overline{\mathcal{K}}$ can be chosen in such a way that $\mathcal{K} \cap \overline{\mathcal{K}}$ is the union of two quadric sub-Veroneseans of dimension two of both $\mathcal{K}$ and $\overline{\mathcal{K}}$, and $\overline{\mathcal{K}}$ is uniquely determined by this intersection, by the point $R$ and by one point $P^{\prime} \in \overline{\mathcal{K}}$ with $P^{\prime}$ not belonging to $\mathcal{K} \cap \overline{\mathcal{K}}$ with $R P^{\prime} \cap \mathcal{K}$ non-empty.

Proof. The proof of Theorem 4.37 yields the existence of two quadric sub-Veroneseans $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ of $\mathcal{K}$ such that $\left\langle\mathcal{K}_{1}, \mathcal{K}_{2}\right\rangle=\operatorname{PG}(8, q)$ and $\left\langle\mathcal{K}_{1}\right\rangle \cap\left\langle\mathcal{K}_{2}\right\rangle$ is a $\Gamma$ plane. Now embed $\operatorname{PG}(8, q)$ as a hyperplane in some 9 -dimensional space $\operatorname{PG}(9, q)$ and let $R$ be any point of $\operatorname{PG}(9, q) \backslash \mathrm{PG}(8, q)$. Let $P \in \mathcal{K} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2}\right)$ and choose $P^{\prime} \in P R, P \neq P^{\prime} \neq R$, arbitrarily. Let $Q \in \mathcal{K} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2}\right)$ be arbitrary, $Q \neq P$. The conic $[P, Q]$ either has different points $P_{1}, P_{2}$ in common with $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ or has a point $Z$ in common with $\mathcal{K}_{1} \cap \mathcal{K}_{2}$. In the first case, define the point $Q \theta$ as the intersection of the plane $P_{1} P_{2} P^{\prime}$ with the line $R Q$; this is well defined since both objects are contained in the solid $P_{1} P_{2} P R$. In the second case, define $Q \theta$ as the intersection of the plane $t(Z,[P, Z]) P^{\prime}$ with the line $R Q$. If $U \in \mathcal{K}_{1} \cup \mathcal{K}_{2}$, then put $U \theta=U$. Also, $P \theta=P^{\prime}$. Define $\overline{\mathcal{K}}$ as the set of points $Q \theta$ such that $Q \in \mathcal{K}$. Then $\theta$ is a well-defined map from $\mathcal{K}$ to $\overline{\mathcal{K}}$. It follows that $\theta$ is bijective and that its inverse is the restriction to $\overline{\mathcal{K}}$ of a projection mapping with centre $R$ and image $\operatorname{PG}(8, q)$. Note that $\langle\overline{\mathcal{K}}\rangle=\mathrm{PG}(9, q)$. It is now shown that for every conic $\mathcal{C} \in \Gamma$, the set $\mathcal{C} \theta$ is a conic on $\overline{\mathcal{K}}$.

If $\mathcal{C} \subset \mathcal{K}_{1} \cup \mathcal{K}_{2}$, then this is immediate. Also, if $\mathcal{C}$ contains $P$, then it follows from the construction. Now suppose that $P \notin \mathcal{C}$ and that $\mathcal{C}$ is not contained in $\mathcal{K}_{1} \cup \mathcal{K}_{2}$. Then $P$ and $\mathcal{C}$ are contained in the 5 -dimensional space $\operatorname{PG}(5, q)$ containing the unique quadric sub-Veronesean $\mathcal{V}_{2}$ of dimension two which contains both $P$ and $\mathcal{C}$. Now, $\mathcal{V}_{2}$ either has distinct conics $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ in common with $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ or $\mathcal{V}_{2}$ contains the conic $\mathcal{K}_{1} \cap \mathcal{K}_{2}$.

Consider the first case and let $U \in \mathcal{C}$ be arbitrary. If $[U, P]$ contains distinct points of $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$, then $U \theta$ is contained in the 5 -dimensional space $\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}, P^{\prime}\right\rangle$. If $[U, P]$ contains the unique common point $W$ of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, then the tangents at $W$ of $[U, P], \mathcal{C}_{1}, \mathcal{C}_{2}$ are coplanar by (c), and so again $U \theta$ is contained in $\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}, P^{\prime}\right\rangle$. If $R \in\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}, P^{\prime}\right\rangle$, then $P \in\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}\right\rangle$, so $P \in \mathcal{C}_{1} \cup \mathcal{C}_{2}$, a contradiction. Hence, in this first case, $\mathcal{C} \theta$ is the intersection of the cone $R \mathcal{C}$ with $\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}, P^{\prime}\right\rangle$, implying that $\mathcal{C} \theta$ is a conic on $\overline{\mathcal{K}}$.

Now consider the second case. If $U \in \mathcal{C}$, then $U \theta$ is contained in the 5 dimensional space $\Pi_{5}$ generated by $P^{\prime}$ and all tangent planes of $\mathcal{V}_{2}$ at points of $\mathcal{K}_{1} \cap \mathcal{K}_{2}$; see also Lemma 4.35. If $R$ were contained in $\Pi_{5}$, then $P$ would be in $\Pi_{5}$, so $P \in \Pi_{5} \cap \mathcal{K}$; hence $P \in \mathcal{K}_{1} \cap \mathcal{K}_{2}$ by Lemma 4.35, a contradiction. Hence, in this second case, $\mathcal{C} \theta$ is the intersection of the cone $R \mathcal{C}$ with $\Pi_{5}$, implying as before that $\mathcal{C} \theta$ is a conic on $\overline{\mathcal{K}}$.

Therefore it follows that every two points of $\overline{\mathcal{K}}$ are contained in a unique conic which is the image under $\theta$ of some element of $\Gamma$. Let $\bar{\Gamma}$ be the set of all these conics on $\overline{\mathcal{K}}$. Then it has been shown that $\overline{\mathcal{K}}$ satisfies (a) for $\bar{\Gamma}$. Let $\Pi_{2}$ and $\Pi_{2}^{\prime}$ be two planes of $\operatorname{PG}(9, q)$ containing the images under $\theta$ of distinct $\Gamma$-arcs $\mathcal{C}$ and $\mathcal{C}^{\prime}$. Suppose $\Pi_{2} \cap \Pi_{2}^{\prime} \neq \emptyset$. As $\left\langle\mathcal{C}, \mathcal{C}^{\prime}\right\rangle$ is at least 4-dimensional, the point $R$ does not belong to $\Pi_{2} \Pi_{2}^{\prime}$ and $\left|\Pi_{2} \cap \Pi_{2}^{\prime}\right|=1$. So $\langle\mathcal{C}\rangle \cap\left\langle\mathcal{C}^{\prime}\right\rangle \neq \emptyset$, and consequently $\mathcal{C} \cap \mathcal{C}^{\prime}$ is a point by (b). It follows that $\Pi_{2} \cap \Pi_{2}^{\prime}$ is a point of $\overline{\mathcal{K}}$. This shows that $\overline{\mathcal{K}}$ satisfies (b).

Finally, it is shown that (c) is satisfied for $\overline{\mathcal{K}}$. Therefore, let $V \in \overline{\mathcal{K}}$ and let $\overline{\mathcal{C}}$ be a conic of $\overline{\mathcal{K}}$ which is the image under $\theta$ of an element of $\Gamma$; assume also that $V \notin \overline{\mathcal{C}}$. By (c) applied to $\mathcal{K}$, the tangents at $V$ of the elements of $\bar{\Gamma}$ which contain $V$ and a point of $\overline{\mathcal{C}}$, are contained in a solid $\Pi_{3}$ containing $R$.

First let $q>2$. By considering $\theta^{-1}$ it follows that all elements of $\bar{\Gamma}$ which contain $V$ and a point of $\overline{\mathcal{C}}$ belong to the 5 -dimensional space $\Pi_{5}^{\prime}$ generated by $\overline{\mathcal{C}}$ and two elements $\overline{\mathcal{C}}_{1}$ and $\overline{\mathcal{C}}_{2}$ of $\bar{\Gamma}$, defined by $V$ and distinct points $\bar{U}_{1}$ and $\bar{U}_{2}$ of $\overline{\mathcal{C}}$. This space $\Pi_{5}^{\prime}$ does not contain $R$, as otherwise, by applying $\theta^{-1}$, there arises a Veronesean subcap of dimension 2 on $\mathcal{K}$ contained in a 4 -dimensional space. It now follows that the tangents at $V$ of the elements of $\bar{\Gamma}$ which contain $V$ and a point of $\overline{\mathcal{C}}$ are contained in the plane $\Pi_{3} \cap \Pi_{5}^{\prime}$. By Theorem 4.36, $\overline{\mathcal{K}}$ is a quadric Veronesean of dimension 3.

Now let $q=2$. If it is shown that the image under $\theta$ of the point set of any Veronesean cap of dimension 2 on $\mathcal{K}$ is contained in a 5 -dimensional space, then the argument of the previous paragraph applies and the theorem is proved. This is true for $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$. Now consider the set $\mathcal{K}_{3}=\left(\mathcal{K} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2}\right)\right) \cup\left(\mathcal{K}_{1} \cap \mathcal{K}_{2}\right)$. In the present situation, $[P, Q]$ contains a point $U_{Q}$ of $\mathcal{K}_{1} \cap \mathcal{K}_{2}$, for all $Q \in \mathcal{K} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2}\right)$, with $P \neq Q$. All lines $t\left(U_{Q},\left[P, U_{Q}\right]\right)$ belong to a common 4-dimensional space $\Pi_{4}$ which intersects the Veronesean cap of dimension 2 defined by $P$ and $\mathcal{K}_{1} \cap \mathcal{K}_{2}$ in $\mathcal{K}_{1} \cap \mathcal{K}_{2}$. Hence all planes $t\left(U_{Q},\left[P, U_{Q}\right]\right) P^{\prime}$ belong to a common 5 -dimensional space $\Pi_{5}^{\prime \prime}$.

This space $\Pi_{5}^{\prime \prime}$ does not contain $R$ as otherwise $\Pi_{4}$ contains $P$, a contradiction. By construction, all corresponding points $Q \theta$ are contained in $\Pi_{5}^{\prime \prime}$, for all $Q$ in the set $\mathcal{K} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2}\right)$, with $P \neq Q$. These points $Q \theta$ together with $P^{\prime}$ and $\mathcal{K}_{1} \cap \mathcal{K}_{2}$ form the point set that is the image under $\theta$ of the Veronesean sub-cap $\mathcal{K}_{3}$ of dimension 2.

Last, consider a Veronesean cap $\mathcal{K}_{4}$ of dimension 2 on $\mathcal{K}$ other than $\mathcal{K}_{1}, \mathcal{K}_{2}, \mathcal{K}_{3}$, and hence not containing $\mathcal{K}_{1} \cap \mathcal{K}_{2}$. Put $\{Z\}=\mathcal{K}_{1} \cap \mathcal{K}_{2} \cap \mathcal{K}_{4}$ and let $Q_{1}, Q_{2}$ be the other points of $\mathcal{K}_{3} \cap \mathcal{K}_{4}$. Put $\mathcal{C}_{i}=\mathcal{K}_{4} \cap \mathcal{K}_{i}$, with $i=1,2,3$. By (c), the tangent $l$ to $\mathcal{C}_{3}$ at $Z$ is contained in $\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}\right\rangle$. The conic $\mathcal{C}_{3} \theta$ is $\left\{Z, Q_{1} \theta, Q_{2} \theta\right\}$, and, from the construction of $\theta$, it follows that $l$ is tangent to $\mathcal{C}_{3} \theta$ at $Z$. Hence $\left\langle\mathcal{K}_{4} \theta\right\rangle=\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3} \theta\right\rangle$ is 5 -dimensional and does not contain $R$, as otherwise $\mathcal{K}_{4}$ is in a 4 -dimensional space.

The theorem is thus established.
Lemma 4.39. If $N<n(n+3) / 2$, then there exist two distinct Veronesean sub-caps $\mathcal{K}_{1}, \mathcal{K}_{2}$ of dimension $n-1$ such that $\left\langle\mathcal{K}_{1}, \mathcal{K}_{2}\right\rangle=\operatorname{PG}(N, q)$.

Proof. Suppose $M<n(n+3) / 2$. Coordinatise the projective space $\operatorname{PG}(n, q)$ with respect to a basis $E_{0}, E_{1}, \ldots, E_{n}$ of the underlying vector space and consider the points $P_{i}^{*}=\mathbf{P}\left(E_{i}\right)$ and the points $P_{i j}^{*}=\mathbf{P}\left(E_{i}-E_{j}\right)$, with $i, j \in\{0,1, \ldots, n\}$ and $i \neq j$. Note that $P_{i j}^{*}=P_{j i}^{*}$; so it may be assumed that $i<j$. Denote the corresponding points on $\mathcal{K}$ by $P_{i}$ and $P_{i j}$. Let $P^{*} \in \mathrm{PG}(n, q)$ and let $l\left(P^{*}\right)$ be the minimal number of points of $\left\{P_{0}^{*}, P_{1}^{*}, \ldots, P_{n}^{*}\right\}$ needed to generate a subspace containing $P^{*}$. Put $\mathcal{S}=\left\{P_{k}, P_{i j} \mid 0 \leq k \leq n\right.$ and $\left.0 \leq i<j \leq n\right\}$. For any $P \in \mathcal{K}$, let $P^{*}$ be the corresponding point of $\mathrm{PG}(n, q)$. If $l\left(P^{*}\right)=1$, then $P \in\langle\mathcal{S}\rangle$. If $l\left(P^{*}\right)=2$, then $P$ belongs to some plane $P_{i} P_{j} P_{i j}$, with $i<j$, and so belongs again to $\langle\mathcal{S}\rangle$.

Now, assume that $l\left(P^{*}\right)>2$ and, first, take $q>2$. Let $P^{*}=\mathbf{P}\left(\sum r_{i} E_{i}\right)$, with $r_{i} \in \mathbf{F}_{q}$, and $r_{i} \neq 0$ for $i \in\left\{0,1, \ldots, l\left(P^{*}\right)-1\right\}$, but with $r_{i}=0$ otherwise. Then take a line $m^{*}$ of $\mathrm{PG}(n, q)$ through $P^{*}$ and the point $Q^{*}=\mathbf{P}(D)$, where the vector $D$ is defined as follows. If not all $r_{i}$ are equal, say $r_{0} \neq r_{1}$, let $D=E_{0}+E_{1}$; if all $r_{i}$ are equal, let $D=E_{0}+t E_{1}$, with $t \neq 0,1$. Then $m^{*}$ contains three distinct points $Q_{1}^{*}, Q_{2}^{*}, Q_{3}^{*}$ such that $l\left(Q_{i}^{*}\right) \leq l\left(P^{*}\right)-1$, for $i=1,2,3$. By induction on $l\left(P^{*}\right)$, it follows that $Q_{1}, Q_{2}, Q_{3} \in\langle\mathcal{S}\rangle$, and hence $P \in Q_{1} Q_{2} Q_{3} \subset\langle\mathcal{S}\rangle$. If $q=2$, then, without loss of generality, let $P^{*}=\mathbf{P}\left(D=\sum E_{i}\right)$, with $0 \leq i \leq l\left(P^{*}\right)-1$. Hence $P$ is contained in the 5 -dimensional space $\Pi_{5}$ generated by the Veronesean sub-cap of dimension 2 determined by

$$
\mathbf{P}\left(E_{0}\right), \mathbf{P}\left(E_{1}\right), \mathbf{P}\left(E_{0}+E_{1}+D\right), \mathbf{P}\left(E_{0}+E_{1}\right), \mathbf{P}\left(E_{0}+D\right), \mathbf{P}\left(E_{1}+D\right)
$$

note that these six points correspond to six points of $\mathrm{PG}(N, 2)$ which generate $\Pi_{5}$. By induction it now follows that $P \in\langle\mathcal{S}\rangle$. Hence $\langle\mathcal{S}\rangle=\operatorname{PG}(N, q)$.

Since $N<|\mathcal{S}|-1=n(n+3) / 2$, some element $P$ of $\mathcal{S}$ satisfies $P \in\langle\mathcal{S} \backslash\{P\}\rangle$. Without loss of generality, let $P=P_{0}$ or $P=P_{01}$. In the first case choose the two Veronesean sub-caps $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ of dimension $n-1$ as being determined by the hyperplanes $\mathbf{V}\left(X_{0}\right)$ and $\mathbf{V}\left(X_{0}+X_{1}+\cdots+X_{n}\right)$ of $\operatorname{PG}(n, q)$, while in the second case choose them as being determined by the hyperplanes $\mathbf{V}\left(X_{0}\right)$ and $\mathbf{V}\left(X_{1}\right)$ of $\operatorname{PG}(n, q)$.

Finally, the main result is shown.
Theorem 4.40. There exists a projective space $\mathrm{PG}(n(n+3) / 2, q)$ containing the space $\mathrm{PG}(N, q)$, a subspace $\Pi$ of $\mathrm{PG}(n(n+3) / 2, q)$ skew to $\mathrm{PG}(N, q)$, and a quadric Veronesean $\mathcal{V}_{n}$ of dimension $n$ in $\operatorname{PG}(n(n+3) / 2, q)$, with $\Pi \cap \mathcal{V}_{n}=\emptyset$, such that $\mathcal{K}$ is the bijective projection of $\mathcal{V}_{n}$ from $\Pi$ onto $\operatorname{PG}(N, q)$. The subspace $\Pi$ can be empty, in which case $\mathcal{K}$ is the quadric Veronesean $\mathcal{V}_{n}$.

Proof. By Theorems 4.34, 4.36, 4.37, 4.38, the theorem is already established for $n=2,3$ and $N=n(n+3) / 2$.

Suppose $N<n(n+3) / 2$. Let $\mathcal{K}_{1}, \mathcal{K}_{2}$ be as in Lemma 4.39. Embed $\operatorname{PG}(N, q)$ as a hyperplane in a projective space $\mathrm{PG}(N+1, q)$ and let $R$ be any point of the difference $\mathrm{PG}(N+1, q) \backslash \mathrm{PG}(N, q)$. Further, let $P$ be any point of $\mathcal{K} \backslash\left(\mathcal{K}_{1} \cup \mathcal{K}_{2}\right)$, and choose arbitrarily a point $P^{\prime}=P \theta$ other than $P$ and $R$ on the line $R P$. Also, choose an element $\mathcal{C}$ of $\Gamma$ through $P$ which has different points $P_{1}$ and $P_{2}$ in common with $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$. As in the proof of Theorem 4.38, define $Q \theta$ for $Q \in \mathcal{C}$. For $Q \in \mathcal{K}_{1} \cup \mathcal{K}_{2}$, let $Q \theta=Q$. Now, let $Q \in \mathcal{K}$ be arbitrary, but not in $\mathcal{K}_{1} \cup \mathcal{K}_{2} \cup \mathcal{C}$. Then there is a Veronesean sub-cap $\mathcal{V}_{2}$ of dimension two of $\mathcal{K}$ containing $\mathcal{C}$ and $Q$; also $\mathcal{V}_{2}$ has different conics $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ in common with $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$. Define $Q \theta$ as the intersection of the spaces $\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}, P \theta\right\rangle$ and $R Q$. The set of all points $Q \theta$, with $Q \in \mathcal{K}$, is denoted by $\overline{\mathcal{K}}$.

Let $\mathcal{D}$ be any element in $\Gamma$. It is shown that $\mathcal{D} \theta$ is a conic. If $\mathcal{C} \cap \mathcal{D} \neq \emptyset$, then this follows immediately from the construction. Assume now that $\mathcal{C} \cap \mathcal{D}=\emptyset$. Consider the unique Veronesean sub-cap $\mathcal{K}_{3}$ of dimension three containing $\mathcal{C}$ and $\mathcal{D}$. Then $\mathcal{K}_{3}$ meets $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ in different sub-Veroneseans $\mathcal{V}_{2}^{\prime}$ and $\mathcal{V}_{2}^{\prime \prime}$ of dimension two, meeting in a conic $\mathcal{D}^{\prime}$ of $\Gamma$. If $P \notin\left\langle\mathcal{V}_{2}^{\prime}, \mathcal{V}_{2}^{\prime \prime}\right\rangle$, then $\mathcal{D} \theta$ is the intersection of the space $\left\langle\mathcal{V}_{2}^{\prime}, \mathcal{V}_{2}^{\prime \prime}, P \theta\right\rangle$ with the cone $R \mathcal{D}$; hence it is a conic itself. If $P \in\left\langle\mathcal{V}_{2}^{\prime}, \mathcal{V}_{2}^{\prime \prime}\right\rangle$, then this follows from Theorem 4.38 and its proof. Let $\bar{\Gamma}$ be the set of all conics $\mathcal{D} \theta$ on $\overline{\mathcal{K}}$.

As in the proof of Theorem 4.38, it is shown that (a) and (b) are satisfied for $\overline{\mathcal{K}}$ and $\bar{\Gamma}$, and also (c) for $q>2$. So let $q=2$. With this notation, the Veronesean sub-cap $\mathcal{V}_{2}$ contains the points $P, Q, P_{1}, P_{2}, U \in \mathcal{C}_{1} \cap \mathcal{C}_{2}$, the third point $Q_{1}$ of $\mathcal{C}_{1}$ and the third point of $\mathcal{C}_{2}$. Hence $U \in[P, Q]$. So $t(U,[P, U])$ is in the plane $t\left(U, \mathcal{C}_{1}\right) t\left(U, \mathcal{C}_{2}\right)$. It follows that $t(U,[P, U]) P^{\prime} \cap R Q=\left\langle\mathcal{C}_{1}, \mathcal{C}_{2}, P^{\prime}\right\rangle \cap R Q$. Now consider any Veronesean sub-cap $\widetilde{\mathcal{V}}_{2}$ of dimension two on $\mathcal{K}$ and let $\widetilde{\mathcal{K}}_{3}$ be a Veronesean sub-cap of dimension three on $\mathcal{K}$ containing $\widetilde{\mathcal{V}}_{2}$ and $P$. Relying on the foregoing and the case $q=2$ of the proof of Theorem 4.38, it follows that the set $\widetilde{\mathcal{V}}_{2} \theta$ belongs to a 5 -dimensional space which does not contain $R$. Hence (c) holds.

Induction on $N$ now completes the proof of the main theorem.

### 4.2.2 Characterisations of $\mathcal{V}_{n}^{2^{n}}$ of the second kind

By Theorem 4.22, for any two distinct points $P_{1}$ and $P_{2}$ of the Veronesean $\mathcal{V}_{2}^{4}$, the tangent planes $\pi\left(P_{1}\right)$ and $\pi\left(P_{2}\right)$ have exactly one point in common. By a classical theorem, the Veronesean $\mathcal{V}_{2}^{4}$ over $\mathbf{C}$ is the only surface generating $\operatorname{PG}(n, \mathbf{C}), n \geq 5$, which is not a cone (with non-trivial vertex) and which satisfies the property just
mentioned. In this section, the aim is to prove similar characterisation theorems in the case of a Galois field $\mathbf{F}_{q}$ and the Veronesean $\mathcal{V}_{n}^{2^{n}}$.

Consider the quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ and the corresponding Veronesean map from $\mathrm{PG}(n, q)$ into $\mathrm{PG}\left(N_{n}, q\right)$, with $N_{n}=n(n+3) / 2$. Then, by Theorem 4.10 , the image of an arbitrary hyperplane of $\mathrm{PG}(n, q)$ under the Veronesean map is a quadric Veronesean $\mathcal{V}_{n-1}^{2^{n-1}}$ and the subspace of $\operatorname{PG}\left(N_{n}, q\right)$ generated by it has dimension $N_{n-1}=(n-1)(n+2) / 2$. Such a subspace is called a $\mathcal{V}_{n-1}^{2^{n-1}}$-subspace, or, for short, a $\mathcal{V}_{n-1}$-subspace, of $\mathcal{V}_{n}^{2^{n}}$ or of $\mathrm{PG}\left(N_{n}, q\right)$ : this is an abuse of language, since the subspace does not lie in $\mathcal{V}_{n}^{2^{n}}$. The image of a line of $\mathrm{PG}(n, q)$ is a conic. If $q$ is even, then the intersection of all tangent lines of a conic is the nucleus of the conic. In the next theorem it is shown that for $n>2$ the set of all these nuclei is a Grassmann variety. For $n=2$, by Theorem 4.23 the set of all these nuclei is a plane, called the nucleus of $\mathcal{V}_{2}^{4}$.

Theorem 4.41. If $q$ is even, then the set of all nuclei of the conics on $\mathcal{V}_{n}^{2^{n}}$, with $n>2$, is the Grassmann variety $\mathcal{G}_{1, n}$ of the lines of $\mathrm{PG}(n, q)$ and hence generates a subspace of dimension $N_{n-1}$.

Proof. Let $q$ be even and $n>2$. If $l$ is the line of $\mathrm{PG}(n, q)$ determined by the points $\mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ and $\mathbf{P}\left(y_{0}, y_{1}, \ldots, y_{n}\right)$, then the image of $l$ under the Veronesean map is the set of points

$$
\begin{aligned}
& \mathbf{P}\left(x_{0}^{2} s^{2}+y_{0}^{2} t^{2}, \ldots, x_{n}^{2} s^{2}+y_{n}^{2} t^{2}, x_{0} x_{1} s^{2}+y_{0} y_{1} t^{2}\right. \\
& \quad+\left(x_{0} y_{1}+x_{1} y_{0}\right) s t, \ldots, x_{0} x_{n} s^{2}+y_{0} y_{n} t^{2}+\left(x_{0} y_{n}+x_{n} y_{0}\right) s t, \ldots, \\
& \left.\quad x_{n-1} x_{n} s^{2}+y_{n-1} y_{n} t^{2}+\left(x_{n-1} y_{n}+x_{n} y_{n-1}\right) s t\right)
\end{aligned}
$$

with $s, t \in \mathbf{F}_{q}$ and $(s, t) \neq(0,0)$. This is a conic $\mathcal{C}$ in the plane generated by the three points

$$
\begin{aligned}
& \mathbf{P}\left(x_{0}^{2}, \ldots, x_{n}^{2}, x_{0} x_{1}, \ldots, x_{0} x_{n}, \ldots, x_{n-1} x_{n}\right) \\
& \mathbf{P}\left(y_{0}^{2}, \ldots, y_{n}^{2}, y_{0} y_{1}, \ldots, y_{0} y_{n}, \ldots, y_{n-1} y_{n}\right) \\
& \mathbf{P}\left(0, \ldots, 0, x_{0} y_{1}+x_{1} y_{0}, \ldots, x_{0} y_{n}+x_{n} y_{0}, \ldots, x_{n-1} y_{n}+x_{n} y_{n-1}\right) .
\end{aligned}
$$

It can be checked that the last point is the nucleus of $\mathcal{C}$ and the result follows.
The subspace of dimension $N_{n-1}$ generated by the Grassmann variety $\mathcal{G}_{1, n}$ is called the nucleus of the Veronesean $\mathcal{V}_{n}^{2^{n}}$.

In Section 4.1 it was mentioned that, for $q$ even, all contact hyperplanes of $\mathcal{V}_{2}^{4}$ contain the nucleus of $\mathcal{V}_{2}^{4}$. For later reference, call this the nucleus property of $\mathcal{V}_{2}^{4}$. In the next theorem, this is generalised to all $n \geq 2$, but first the definition of contact hyperplane in the general case is given.

Let $\mathrm{PG}(n-1, q)=\mathbf{V}(F)$, where $F=u_{0} X_{0}+u_{1} X_{1}+\cdots+u_{n} X_{n}$, be any hyperplane of $\operatorname{PG}(n, q)$, with $n \geq 2$. If $\mathcal{Q}$ is the quadric whose point set coincides with $\operatorname{PG}(n-1, q)$, then to $\mathcal{Q}$ there corresponds the hyperplane $\mathbf{V}\left(F^{\prime}\right)$ of the space $\mathrm{PG}(n(n+3) / 2, q)$, where

$$
\begin{aligned}
F^{\prime}= & u_{0}^{2} Y_{00}+u_{1}^{2} Y_{11}+\cdots+u_{n}^{2} Y_{n n} \\
& +2 u_{0} u_{1} Y_{01}+\cdots+2 u_{0} u_{n} Y_{0 n}+\cdots+2 u_{n-1} u_{n} Y_{n-1, n}
\end{aligned}
$$

Such a hyperplane is called a contact hyperplane of $\mathcal{V}_{n}^{2^{n}}$. The contact hyperplanes of $\mathcal{V}_{n}^{2^{n}}$ are the hyperplanes which contain exactly one $\mathcal{V}_{n-1}$-subspace of $\mathcal{V}_{n}^{2^{n}}$.

Theorem 4.42. If $q$ is even, then the nucleus of $\mathcal{V}_{n}^{2^{n}}$ is the intersection of all contact hyperplanes of $\mathcal{V}_{n}^{2^{n}}$.

Proof. From the proof of Theorem 4.41, the subspace $\mathbf{V}\left(Y_{00}, Y_{11}, \ldots, Y_{n n}\right)$ of $\mathrm{PG}(n(n+3) / 2, q)$ is the nucleus of $\mathcal{V}_{n}^{2^{n}}$. As $\mathbf{V}\left(u_{0}^{2} Y_{00}+u_{1}^{2} Y_{11}+\cdots+u_{n}^{2} Y_{n n}\right)$, with $\left(u_{0}, u_{1}, \ldots, u_{n}\right) \neq(0,0, \ldots, 0)$, are the contact hyperplanes of $\mathcal{V}_{n}^{2^{n}}$, so the nucleus is the intersection of the contact hyperplanes.

For later reference, call this the nucleus property of $\mathcal{V}_{n}^{2^{n}}$.
In Theorem 4.25 it was shown that $\mathrm{PG}(5, q)$, with $q$ odd, admits a polarity which maps the set of all conic planes of $\mathcal{V}_{2}^{4}$ onto the set of all tangent planes of $\mathcal{V}_{2}^{4}$. Similarly it may be shown that $\operatorname{PG}\left(N_{n}, q\right)$, with $q$ odd, admits a polarity $\theta$ which maps the set of all $\mathcal{V}_{n-1}$-subspaces of $\mathcal{V}_{n}^{2^{n}}$ onto the set of all tangent spaces of $\mathcal{V}_{n}^{2^{n}}$. This polarity is represented by the equations

$$
\begin{aligned}
& \rho v_{00}=y_{00} / 2, \rho v_{11}=y_{11} / 2, \ldots, \rho v_{n n}=y_{n n} / 2 \\
& \rho v_{01}=y_{01}, \rho v_{02}=y_{02}, \ldots, \rho v_{n-1, n}=y_{n-1, n}
\end{aligned}
$$

where

$$
\mathbf{V}\left(v_{00} Y_{00}+v_{11} Y_{11}+\cdots+v_{n-1, n} Y_{n-1, n}\right)
$$

is a variable hyperplane of $\operatorname{PG}\left(N_{n}, q\right)$. The images of the points of $\mathcal{V}_{n}^{2^{n}}$ are the contact hyperplanes of $\mathcal{V}_{n}^{2^{n}}$.

Now let $\mathcal{S}_{n}$ be the set of all $\mathcal{V}_{n-1}$-subspaces of the quadric Veronesean $\mathcal{V}_{n}$ in $\operatorname{PG}\left(N_{n}, q\right)$, with $N_{n}=n(n+3) / 2$. The set $\mathcal{S}_{n}$ has the following properties, which can be verified using coordinates:
(a) every two members of $\mathcal{S}_{n}$ generate a hyperplane of $\mathrm{PG}\left(N_{n}, q\right)$;
(b) every three members of $\mathcal{S}_{n}$ generate $\mathrm{PG}\left(N_{n}, q\right)$;
(c) no point is contained in every member of $\mathcal{S}_{n}$;
(d) the intersection of any non-empty collection of members of $\mathcal{S}_{n}$ is a subspace of dimension $N_{i}=i(i+3) / 2$ for some $i \in\{-1,0,1, \ldots, n-1\}$;
(e) if $q$ is even, then there exist three members $\pi, \pi^{\prime}, \pi^{\prime \prime}$ of $\mathcal{S}_{n}$ with

$$
\pi \cap \pi^{\prime}=\pi^{\prime} \cap \pi^{\prime \prime}=\pi^{\prime \prime} \cap \pi
$$

For $n=2$ and arbitrary $q$, property (d) follows immediately from (a), (b), (c).
From now on, let $\mathcal{S}$ be a collection of $\theta(n)=q^{n}+q^{n-1}+\cdots+q+1$ subspaces of dimension $N_{n-1}=(n-1)(n+2) / 2$ of $\operatorname{PG}\left(N_{n}, q\right)$, with $N_{n}=n(n+3) / 2$, such that the following conditions are satisfied:
(I) every two members of $\mathcal{S}$ generate a hyperplane of $\mathrm{PG}\left(N_{n}, q\right)$;
(II) every three members of $\mathcal{S}$ generate $\operatorname{PG}\left(N_{n}, q\right)$;
(III) no point is contained in every member of $\mathcal{S}$.

Definition 4.43. (1) The set $\mathcal{S}$ is called a Veronesean set of subspaces.
(2) In the particular case where no three members of $\mathcal{S}$ meet in the same subspace, necessarily of dimension $N_{n-2}$, the set $\mathcal{S}$ is called an ovoidal Veronesean set of subspaces.
(3) A set of subspaces in (1) which is not ovoidal is called proper.
(4) If a collection $\mathcal{S}$ of subspaces of dimension $N_{n-1}$ satisfies (I), (II) and (III), but no three members of $\mathcal{S}$ meet in the same subspace, and if $\mathcal{S}$ contains $\theta(n)+1$ elements, then $\mathcal{S}$ is called a hyperovoidal Veronesean set of subspaces.

One of the purposes of this section is to classify the proper Veronesean sets of subspaces, and to show that every ovoidal Veronesean set of subspaces is contained in a unique hyperovoidal Veronesean set of subspaces.

Further it is shown that, for $q \geq n$, every Veronesean set of subspaces satisfies the following:
(IV) the intersection of any non-empty collection of members of $\mathcal{S}$ is a subspace of dimension $i(i+3) / 2$ for some $i \in\{-1,0,1, \ldots, n-1\}$.

A further condition may be formulated:
(V) if $q$ is even, then there exist $\pi, \pi^{\prime}, \pi^{\prime \prime} \in \mathcal{S}$ with

$$
\pi \cap \pi^{\prime}=\pi^{\prime} \cap \pi^{\prime \prime}=\pi^{\prime \prime} \cap \pi
$$

If $\mathcal{S}$ is a proper Veronesean set of subspaces satisfying also (IV), then it will be shown that either it must be the collection of $\mathcal{V}_{n-1}$-subspaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\operatorname{PG}\left(N_{n}, q\right)$, or that $q$ is even and there is a unique subspace $\operatorname{PG}\left(N_{n-1}, q\right)$ such that $\mathcal{S} \cup\left\{\operatorname{PG}\left(N_{n-1}, q\right)\right\}$ is the set of $\mathcal{V}_{n-1}$-subspaces together with the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\operatorname{PG}\left(N_{n}, q\right)$. Also, it will follow that, if $\mathcal{S}^{*}$ is a set of $\theta(n)+1$ subspaces of dimension $N_{n-1}=(n-1)(n+2) / 2$ of $\mathrm{PG}\left(N_{n}, q\right)$ such that (I), (II), (III) hold for $\mathcal{S}^{*}$ and either also (IV) holds, or $q \geq n$, then $q$ is even and either $\mathcal{S}^{*}$ is the set of all $\mathcal{V}_{n-1}$-subspaces together with the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\operatorname{PG}\left(N_{n}, q\right)$, or it is a hyperovoidal Veronesean set of subspaces.

The proof proceeds by induction on $n$, but the smallest case $n=2$ is handled in the course of proving the general case.

It is convenient in many situations to consider the dual projective space. The dual of an object $\mathcal{B}$ of $\operatorname{PG}\left(N_{n}, q\right)$ is denoted by $\overline{\mathcal{B}}$. In particular, denote the dual of $\mathrm{PG}\left(N_{n}, q\right)$ by $\overline{\mathrm{PG}}\left(N_{n}, q\right)$. So consider a set $\overline{\mathcal{S}}$ of $\theta(n) n$-dimensional subspaces of $\overline{\mathrm{PG}}\left(N_{n}, q\right)$, satisfying the following properties:
(I') every two members of $\overline{\mathcal{S}}$ meet in a point of $\overline{\mathrm{PG}}\left(N_{n}, q\right)$;
( $\mathrm{II}^{\prime}$ ) no three members of $\overline{\mathcal{S}}$ have a point in common;
(III') no hyperplane of $\overline{\mathrm{PG}}\left(N_{n}, q\right)$ contains all members of $\overline{\mathcal{S}}$.
The rough idea of the strategy is to fix one member $\pi$ of $\mathcal{S}$ and to consider all intersections of $\pi$ with the other elements of $\mathcal{S}$. This allows the use of induction. However, these intersections do not always satisfy (I), (II), (III); if they do not, then
another member of $\mathcal{S}$ is considered. To start, the properties of the set $\mathcal{S}_{\pi}$ of subspaces of $\pi$ of dimension $N_{n-2}=(n-2)(n+1) / 2$ obtained by intersecting $\pi$ with all elements of $\mathcal{S} \backslash\{\pi\}$ are collected.

Note that, for any element $\bar{\pi}$ of $\overline{\mathcal{S}}$, every point of $\bar{\pi}$ is incident with a unique element of $\overline{\mathcal{S}} \backslash\{\bar{\pi}\}$, by ( $\mathrm{I}^{\prime}$ ) and ( $\mathrm{II}^{\prime}$ ), except for a unique point, called the nucleus of $\bar{\pi}$.

For sake of completeness $\left(\mathrm{IV}^{\prime}\right)$ and $\left(\mathrm{V}^{\prime}\right)$ are also formulated:
( $\mathrm{IV}^{\prime}$ ) any non-empty collection of members of $\overline{\mathcal{S}}$ generates a subspace of dimension $N_{n}-N_{i}-1$ for some $i \in\{-1,0,1, \ldots, n-1\}$;
$\left(\mathrm{V}^{\prime}\right)$ when $q$ is even, then there exists a $2 n$-dimensional space containing at least three elements of $\overline{\mathcal{S}}$.

Lemma 4.44. If $q \geq n$ or if $\mathcal{S}$ satisfies (IV), then any two elements of $\mathcal{S}_{\pi}$, with $\pi \in \mathcal{S}$, generate a hyperplane of $\pi$.

Proof. The lemma is immediate if $\mathcal{S}$ satisfies (IV). So assume that $q \geq n$.
Let $\pi^{1}, \pi^{2} \in \mathcal{S} \backslash\{\pi\}$, with $\pi \cap \pi^{1} \neq \pi \cap \pi^{2}$. Then

$$
\left\langle\pi \cap \pi^{1}, \pi \cap \pi^{2}\right\rangle \subset \pi \cap\left\langle\pi^{1}, \pi^{2}\right\rangle
$$

and the last is a hyperplane of $\pi$ by (II). Hence, it remains to show that $\left\langle\pi \cap \pi^{1}, \pi \cap \pi^{2}\right\rangle$ has dimension at least $N_{n-1}-1$. This is equivalent to showing that the dimension of $\pi \cap \pi^{1} \cap \pi^{2}$ is at most $2 N_{n-2}-N_{n-1}+1=n(n-3) / 2=N_{n-3}$. Suppose by way of contradiction that the dimension of $\pi \cap \pi^{1} \cap \pi^{2}$ is larger than $N_{n-3}$. Then the dimension of $\left\langle\bar{\pi}, \bar{\pi}^{1}, \bar{\pi}^{2}\right\rangle$ is at most $3 n-2$. Put

$$
\bar{\gamma}^{1}=\left\langle\bar{\pi}, \bar{\pi}^{1}\right\rangle, \quad \bar{\gamma}^{2}=\left\langle\bar{\gamma}^{1}, \bar{\pi}^{2}\right\rangle
$$

Since $\bar{\pi}$ and $\bar{\pi}^{1}$ meet in a point, the subspace $\bar{\gamma}^{1}$ has dimension $2 n$. If $\bar{\gamma}^{1}=\bar{\gamma}^{2}$, then $\pi \cap \pi^{1}=\pi \cap \pi^{2}$, contrary to the assumption.

Now it is shown that there is a sequence $\left(\bar{\pi}^{3}, \bar{\pi}^{4}, \ldots, \bar{\pi}^{n+1}\right)$ of elements of $\overline{\mathcal{S}}$ such that, for all $i \in\{2,3, \ldots, n\}$,
(i) the subspace $\bar{\gamma}^{i}$ defined inductively by $\bar{\gamma}^{i}=\left\langle\bar{\gamma}^{i-1}, \bar{\pi}^{i}\right\rangle$ has at least an $i$ dimensional subspace in common with $\bar{\pi}^{i+1}$,
(ii) $\bar{\gamma}^{i}$ does not contain $\bar{\pi}^{i+1}$.

Putting $i=n$ in (i) and (ii), these two conditions give a contradiction, in view of the fact that $\bar{\pi}^{n+1}$ has dimension $n$.

The sequence is now constructed by an inductive argument, adding $\bar{\pi}^{2}$ to the sequence, putting $\bar{\pi}=\bar{\gamma}^{0}$, and noting that $\bar{\pi}^{2}$ has at least one plane in common with $\bar{\gamma}^{1}$. For this first step, the intersection with $\bar{\pi}^{i+1}$ is larger than asked for in (i). Suppose now that there is already a sequence $\left(\bar{\pi}^{2}, \bar{\pi}^{3}, \ldots, \bar{\pi}^{k}\right)$, for some integer $k$ in $\{2,3, \ldots, n\}$, satisfying (i) and (ii) for all $i \in\{1,2, \ldots, k-1\}$. First, note that the dimension of $\bar{\gamma}^{k}$ is bounded by

$$
\begin{aligned}
& \operatorname{dim} \bar{\gamma}^{2}+(n-2)+(n-3)+\cdots+(n-(k-1)) \\
& \leq 3 n-2+(n-2)(n-1) / 2=(n(n+3) / 2)-1
\end{aligned}
$$

hence $\bar{\gamma}^{k}$ is contained in a hyperplane of $\overline{\mathrm{PG}}\left(N_{n}, q\right)$. Condition (III') therefore guarantees the existence of a subspace $\left(\bar{\pi}^{k+1}\right)^{\prime}$ not contained in $\bar{\gamma}^{k}$.

Now, there are at least $q^{n}-1$ elements of $\overline{\mathcal{S}}$ meeting $\left(\bar{\pi}^{k+1}\right)^{\prime}$ in a point outside $\bar{\gamma}^{k}$, and it is shown that, for all $i \in\{2,3, \ldots, k\}$, there are at most $\left(q^{n}-1\right) /(q-1)-i$ of these meeting $\bar{\pi}^{i}$ in a point of $\bar{\gamma}^{i-1}$. Indeed, the $i$ subspaces $\bar{\pi}, \bar{\pi}^{1}, \ldots, \bar{\pi}^{i-1}$ meet $\bar{\pi}^{i}$ in a point of $\bar{\gamma}^{i-1}$ and have no points outside $\bar{\gamma}^{k}$; therefore there still remain $\left(q^{n}-1\right) /(q-1)-i$ points of $\bar{\pi}^{i} \cap \bar{\gamma}^{i-1}$ that possibly could be contained in a (necessarily unique) element of $\overline{\mathcal{S}}$ meeting $\left(\bar{\pi}^{k+1}\right)^{\prime}$ in a point outside $\bar{\gamma}^{k}$. The result follows.

A counting argument, using the fact that $k \leq n \leq q$, now shows that at least one element $\bar{\pi}^{k+1}$ of $\overline{\mathcal{S}}$ meets $\left(\bar{\pi}^{k+1}\right)^{\prime}$ in a point outside $\bar{\gamma}^{k}$ and meets $\bar{\pi}^{i}$ in a point outside $\bar{\gamma}^{i-1}$, for all $i \in\{2,3, \ldots, k\}$. Putting $k=n$, a subspace $\bar{\pi}^{n+1}$ is obtained having an $n$-dimensional subspace in common with $\bar{\gamma}^{n}$, but not contained in $\bar{\gamma}^{n}$, a contradiction. The lemma is thus established.

Now assume either that $\mathcal{S}$ also satisfies (IV) or that $q \geq n$.
Some more notation and terminology are required. For $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$, define $\left[\pi, \pi^{\prime}\right]$ to be the set of elements of $\mathcal{S}$ containing $\pi \cap \pi^{\prime}$. The dual of $\left[\pi, \pi^{\prime}\right]$ is denoted by $\left[\bar{\pi}, \bar{\pi}^{\prime}\right]$. The $\pi$-number of $\pi^{\prime}$ is the size of $\left[\pi, \pi^{\prime}\right]$. The spectrum $\operatorname{Spec}(\pi)$ of $\pi$ is the set of all $\pi$-numbers of elements of $\mathcal{S} \backslash\{\pi\}$. It is shown that for the $\pi$-number there are a limited number of possibilities.

Lemma 4.45. (i) For $q$ even, $\operatorname{Spec}(\pi) \subset\{2, q, q+1\}$.
(ii) For $q$ odd, $\operatorname{Spec}(\pi) \subset\{q, q+1\}$.

Proof. First it is shown that if, for some $\pi^{\prime} \in \mathcal{S}$, there is a $\pi$-number at least three, then it is either $q$ or $q+1$. So, suppose that $\pi^{\prime}, \pi^{\prime \prime} \in \mathcal{S} \backslash\{\pi\}$, with $\pi^{\prime} \neq \pi^{\prime \prime}$, meet $\pi$ in the same subspace $\gamma$. Dualise the situation. By (III'), there is an element $\bar{\tau} \in \overline{\mathcal{S}}$ not contained in $\bar{\gamma}$. By Lemma 4.44, $\bar{\tau}$ meets $\bar{\gamma}$ in a line $\bar{\zeta}$, which has the distinct points $\bar{\sigma}, \bar{\sigma}^{\prime}, \bar{\sigma}^{\prime \prime}$ in common with $\bar{\pi}, \bar{\pi}^{\prime}, \bar{\pi}^{\prime \prime}$. Since every element of $\overline{\mathcal{S}}$ contained in $\bar{\gamma}$ must meet $\bar{\tau}$, by ( $\mathrm{I}^{\prime}$ ), necessarily in a point of $\bar{\zeta}$, and since these points must all be distinct, it follows already that the $\pi$-number of $\pi^{\prime}$ is not larger than $q+1$.

Suppose now, by way of contradiction, that the $\pi$-number of $\pi^{\prime}$ is strictly less than $q$. Then there are at least two points on $\bar{\zeta}$ that are not contained in an element of $\overline{\mathcal{S}}$ that is entirely contained in $\bar{\gamma}$. One of these points cannot be the nucleus of $\bar{\tau}$; so there is at least one point $\bar{\delta}$ of $\bar{\zeta}$ that is contained in an element $\bar{\tau}^{\prime}$ of $\overline{\mathcal{S}} \backslash\{\bar{\tau}\}$ that does not belong to $\bar{\gamma}$. The subspace $\bar{\tau}^{\prime}$ meets $\bar{\gamma}$ in a line $\bar{\zeta}^{\prime}$ intersecting $\bar{\pi}, \bar{\pi}^{\prime}, \bar{\pi}^{\prime \prime}$ in $\bar{\theta}, \bar{\theta}^{\prime}, \bar{\theta}^{\prime \prime}$. Let $\{\bar{\eta}\}=\bar{\pi} \cap \bar{\pi}^{\prime}$, and let $\bar{\alpha}$ be the plane spanned by $\bar{\eta}$ and $\bar{\zeta}$. Then, $\bar{\alpha}=\langle\bar{\pi}, \bar{\zeta}\rangle \cap\left\langle\bar{\pi}^{\prime}, \bar{\zeta}\right\rangle$. But since $\langle\bar{\pi}, \bar{\zeta}\rangle=\langle\bar{\pi}, \bar{\delta}\rangle=\left\langle\bar{\pi}, \bar{\zeta}^{\prime}\right\rangle$, and similarly $\left\langle\bar{\pi}^{\prime}, \bar{\zeta}\right\rangle=\left\langle\bar{\pi}^{\prime}, \bar{\zeta}^{\prime}\right\rangle$, it follows that $\bar{\zeta}^{\prime}$ is contained in $\bar{\alpha}$. Hence $\bar{\pi}^{\prime \prime}$ has the two distinct points $\bar{\sigma}^{\prime \prime}$ and $\bar{\theta}^{\prime \prime}$ in common with $\bar{\alpha}$, implying that $\bar{\pi}^{\prime \prime}$ meets both $\bar{\pi}$ and $\bar{\pi}^{\prime}$ in points of $\bar{\alpha}$; these intersections are on the lines $\langle\bar{\eta}, \bar{\sigma}, \bar{\theta}\rangle$ and $\left\langle\bar{\eta}, \bar{\sigma}^{\prime}, \bar{\theta}^{\prime}\right\rangle$. So all elements of $\overline{\mathcal{S}}$ that are contained in $\bar{\gamma}$ meet $\bar{\pi}$ in points of $\bar{\alpha}$.

Now select a point $\bar{\delta}^{\prime}$ of $\bar{\pi}$, distinct from the nucleus of $\bar{\pi}$, and not lying in $\bar{\alpha}$. There is a unique element $\bar{\tau}^{\prime \prime} \in \overline{\mathcal{S}} \backslash\{\bar{\pi}\}$ containing $\bar{\delta}^{\prime}$, and by the foregoing $\bar{\tau}^{\prime \prime}$ is not
contained in $\bar{\gamma}$. Interchanging the roles of $\tau^{\prime \prime}$ and $\tau$, it follows that $\bar{\pi} \cap \bar{\pi}^{\prime \prime}$ is a point of the line $\left\langle\bar{\eta}, \bar{\delta}^{\prime}\right\rangle$, a contradiction. Hence $\operatorname{Spec}(\pi) \subset\{2, q, q+1\}$.

Suppose now that $q$ is odd. It is shown that the $\pi$-number of $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$ cannot be two. Assume, by way of contradiction, that the $\pi$-number of such a $\pi^{\prime}$ is two. Consider an arbitrary $\tau \in \mathcal{S} \backslash\left\{\pi, \pi^{\prime}\right\}$. Then, again putting $\bar{\gamma}=\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle$, the space $\bar{\tau}$ meets $\bar{\gamma}$ in a line $\bar{\zeta}$. Let $\{\bar{\eta}\}=\bar{\pi} \cap \bar{\pi}^{\prime}$. As in the previous section, the intersection of $\bar{\gamma}$ and any element $\bar{\tau}^{\prime} \in \overline{\mathcal{S}} \backslash\left\{\bar{\pi}, \bar{\pi}^{\prime}, \bar{\tau}\right\}$ containing some point of $\bar{\zeta}$, is a line $\bar{\zeta}^{\prime}$ contained in the plane $\langle\bar{\eta}, \bar{\zeta}\rangle$. If the nucleus of $\bar{\tau}$ were not on $\bar{\zeta}$, then there would be $q-1$ choices for $\bar{\tau}^{\prime}$, and since no three of the corresponding lines $\bar{\zeta}^{\prime}$, together with $\bar{\zeta}, \bar{\zeta}_{\pi}=\bar{\alpha} \cap \bar{\pi}, \bar{\zeta}_{\pi^{\prime}}=\bar{\alpha} \cap \bar{\pi}^{\prime}$ meet in a common point, there arises a $(q+2)$-arc, a contradiction. Hence there is a unique point $\bar{\theta}$ on the line $\bar{\zeta}_{\pi}$ not contained in an element of $\overline{\mathcal{S}} \backslash\{\bar{\pi}\}$ that contains a line of $\bar{\alpha}$.

By way of contradiction, suppose that $\bar{\theta}$ is not the nucleus of $\bar{\pi}$. Then there is an element $\bar{\tau}^{\prime \prime} \in \overline{\mathcal{S}} \backslash\{\bar{\pi}\}$ containing $\bar{\theta}$. If $\bar{\zeta}^{\prime \prime}$ is the intersection of $\bar{\tau}^{\prime \prime}$ with $\bar{\gamma}$, then a previous argument shows that there are $q-2>0$ elements of $\overline{\mathcal{S}}$ different from $\bar{\tau}^{\prime \prime}, \bar{\pi}, \bar{\pi}^{\prime}$ meeting $\bar{\gamma}$ in a line of the plane $\left\langle\bar{\eta}, \bar{\zeta}^{\prime \prime}\right\rangle$. These $q-2$ elements also contain points of the line $\bar{\zeta}_{\pi}$ different from $\bar{\eta}$ and $\bar{\theta}$, and so their intersections with $\bar{\gamma}$ are contained in $\bar{\alpha}$. It follows that $\bar{\alpha}=\left\langle\bar{\eta}, \bar{\zeta}^{\prime \prime}\right\rangle$, and so $\bar{\tau}^{\prime \prime}$ contains a line of $\bar{\alpha}$, a contradiction. Hence $\bar{\theta}$ is the nucleus of $\bar{\pi}$. But $\bar{\tau}$ was arbitrary in $\overline{\mathcal{S}} \backslash\left\{\bar{\pi}, \bar{\pi}^{\prime}\right\}$ and this contradicts the uniqueness of the nucleus of $\bar{\pi}$. The lemma is thus proved.

Now the case $q \neq 2$ with each spectrum a subset of $\{q, q+1\}$ is considered, and also the case $q=2$ for which each spectrum is $\{3\}$.

An extra axiom is required.
$\left(\mathrm{A}_{n}\right)$ Assume that $\mathcal{S}$ satisfies (I) to (V). Then either $\mathcal{S}$ is the set of $\mathcal{V}_{n-1^{-}}$ subspaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\operatorname{PG}\left(N_{n}, q\right)$, or $q$ is even, there are two elements $\pi, \pi^{\prime} \in \mathcal{S}$ with the property that no other element of $\mathcal{S}$ contains $\pi \cap \pi^{\prime}$, and there is a unique subspace $\eta$ of dimension $(n-1)(n+2) / 2$ such that $\mathcal{S} \cup\{\eta\}$ is the set of $\mathcal{V}_{n-1}$-subspaces together with the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\operatorname{PG}(n(n+3) / 2, q)$.

Lemma 4.46. (i) Let $q>2$ and suppose that $\operatorname{Spec}(\pi) \subset\{q, q+1\}$. Then $\operatorname{Spec}(\pi)=\{q+1\}$. If this holds for every element of $\mathcal{S}$ and if for $n>2$ the axiom $\left(\mathrm{A}_{n-1}\right)$ is satisfied, then $\mathcal{S}$ is the set of $\mathcal{V}_{n-1}$-subspaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$.
(ii) If $q=2$, if $\operatorname{Spec}(\pi)=\{3\}$ for every element of $\mathcal{S}$ and if for $n>2$ the axiom $\left(\mathrm{A}_{n-1}\right)$ is satisfied, then the same conclusion holds.

Proof. Assume that $q>2$ and that $\operatorname{Spec}(\pi) \subset\{q, q+1\}$. Suppose that the $\pi$-number of some $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$ is $q$. Let $\tau \in \mathcal{S}$ be such that it does not contain $\pi \cap \pi^{\prime}$, and let $\tau^{\prime} \in[\pi, \tau]$, with $\pi \neq \tau^{\prime} \neq \tau$. This means that $\langle\bar{\pi}, \bar{\tau}\rangle=\left\langle\bar{\pi}, \bar{\tau}^{\prime}\right\rangle$, which implies that the lines $\langle\bar{\pi}, \bar{\tau}\rangle \cap \bar{\pi}^{\prime}$ and $\left\langle\bar{\pi}, \bar{\tau}^{\prime}\right\rangle \cap \bar{\pi}^{\prime}$ coincide. Denoting this line by $\bar{\zeta}_{\tau}=\bar{\zeta}_{\tau^{\prime}}$, it follows that there are two possibilities:
(a) all points on $\bar{\zeta}_{\tau}$ are contained in an element of $[\bar{\pi}, \bar{\tau}]$ when the $\pi$-number of $\tau$ is $q+1 ;$
(b) all but exactly one point of $\bar{\zeta}_{\tau}$ are contained in an element of $[\bar{\pi}, \bar{\tau}]$ when the $\pi$-number of $\tau$ is $q$.
Also, there are exactly $q$ points on the line $\bar{\zeta}=\bar{\tau} \cap \bar{\gamma}$, with $\bar{\gamma}=\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle$, contained in elements of $\left[\bar{\pi}, \bar{\pi}^{\prime}\right]$. So there remains a unique point $\bar{\theta}$ on $\bar{\zeta}$ which is not contained in any element of $\left[\bar{\pi}, \bar{\pi}^{\prime}\right]$. It is now shown that $\bar{\theta}$ is the nucleus of $\bar{\tau}$.

Assume, by way of contradiction, that $\bar{\theta}$ is not the nucleus of $\bar{\tau}$. Then, let $\bar{\beta}$ be the unique element of $\overline{\mathcal{S}} \backslash\{\bar{\tau}\}$ containing $\bar{\theta}$. As in the proof of the previous lemma, this implies that the intersection of $\bar{\beta}$ with $\bar{\gamma}$ is a line $\bar{\zeta}^{\prime}$ contained in the plane $\bar{\alpha}$ spanned by $\bar{\zeta}$ and the point $\bar{\eta}$, with $\underline{\{ } \bar{\eta}\}=\bar{\pi} \cap \bar{\pi}^{\prime}$. Also, every element of $\left[\bar{\pi}, \bar{\pi}^{\prime}\right]$ meets $\bar{\zeta}^{\prime}$ in a point not belonging to $\bar{\zeta}$, and hence has a line in common with $\bar{\alpha}$; this implies that every element of $\left[\bar{\pi}, \bar{\pi}^{\prime}\right]$ has a point in common with $\bar{\zeta}_{\tau}$, which is contained in $\bar{\alpha}$. This contradicts the observation made in the previous paragraph on the points of $\bar{\zeta}_{\tau}$. Consequently, $\bar{\theta}$ is the nucleus of $\bar{\tau}$.

Hence, as $\bar{\tau}$ was essentially arbitrary, all nuclei are contained in $\bar{\gamma}$. If the $\pi$ number of $\tau$ were also equal to $q$, then similarly all nuclei would be contained in $\langle\bar{\pi}, \bar{\tau}\rangle$. Assume, by way of contradiction, that this is the case. Let $\bar{\beta}^{\prime}$ be an element of $\overline{\mathcal{S}}$ containing no point of $\langle\bar{\pi}, \bar{\tau}\rangle \cap \bar{\pi}^{\prime}$ and no point of $\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle \cap \bar{\tau}$. Then the nucleus of $\bar{\beta}^{\prime}$ is on the line $\langle\bar{\pi}, \bar{\tau}\rangle \cap \bar{\beta}^{\prime}$ and on the line $\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle \cap \bar{\beta}^{\prime}$. Hence these lines coincide and so $\bar{\beta}^{\prime}$ intersects $\langle\bar{\pi}, \bar{\tau}\rangle \cap \bar{\pi}^{\prime}$ and $\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle \cap \bar{\tau}$, a contradiction.

It follows that the $\pi$-number of all elements of $\mathcal{S} \backslash\left[\pi, \pi^{\prime}\right]$ is equal to $q+1$. Counting the number of sets $\left[\pi, \pi^{\prime \prime}\right]$, with $\pi^{\prime \prime} \in \mathcal{S} \backslash\left[\pi, \pi^{\prime}\right]$, gives $\left(q^{n}+q^{n-1}+\cdots+q^{2}+1\right) / q$, which is not an integer. This is a contradiction, and so the spectrum of $\pi$ is the singleton $\{q+1\}$.

Suppose now that $\operatorname{Spec}(\pi)=\{q+1\}$ for all $\pi \in \mathcal{S}$, and let $q \geq 2$. First assume that $n=2$. Let $\mathcal{V}$ be the set of points of $\operatorname{PG}(5, q)$ that are contained in precisely $q+1$ elements of $\mathcal{S}$. Note that

$$
|\mathcal{V}|=\frac{\left(q^{2}+q+1\right)\left(q^{2}+q\right) / 2}{(q+1) q / 2}=q^{2}+q+1
$$

by counting the ordered triples $\left(\pi^{\prime}, \pi^{\prime \prime}, P\right)$ with $\pi^{\prime}, \pi^{\prime \prime} \in \mathcal{S}, \pi^{\prime} \neq \pi^{\prime \prime}$, and $P$ a point of $\pi^{\prime} \cap \pi^{\prime \prime}$, in two ways. Also, there are precisely $q+1$ points of $\mathcal{V}$ in each member of $\mathcal{S}$. It is shown that $\mathcal{V}$ is a cap. First it is established that, whenever a point $P \in \mathcal{V}$ is contained in a line of $\operatorname{PG}(5, q)$ intersecting $\mathcal{V}$ in at least three points, then the set of $q+1$ points in any element of $\mathcal{S}$ containing $P$ is a line of $\operatorname{PG}(5, q)$, leading to a contradiction.

Let $P, P^{\prime}, P^{\prime \prime}$ be three distinct points of $\mathcal{V}$ on a common line $m$. Let $\pi_{P} \in \mathcal{S}$ contain $P$. First suppose that $m$ is not contained in an element of $\mathcal{S}$. Let $\pi_{P^{\prime}}$ and $\pi_{P^{\prime \prime}}$ be two elements of $\mathcal{S}$ containing $P^{\prime}$ and $P^{\prime \prime}$, and such that the intersections with $\pi_{P}$, say $R^{\prime}$ and $R^{\prime \prime}$, are distinct; these elements exist because there are $q+1$ elements of $\mathcal{S}$ through each point of $\mathcal{V}$. If $P, R^{\prime}, R^{\prime \prime}$ were not collinear, then the plane $\pi_{P}$ would be generated by these three points; but then the planes $\pi_{P^{\prime}}$ and $\pi_{P^{\prime \prime}}$ would generate a 4-dimensional space containing $R^{\prime}, R^{\prime \prime}, P^{\prime}, P^{\prime \prime}$, hence also containing $P$ and thus containing $\pi_{P}$, contradicting (II). Fixing $\pi_{P}$ and $\pi_{P^{\prime}}$, but not $\pi_{P^{\prime \prime}}$, there
arise at least $q$ distinct points on $P R^{\prime} \backslash\left\{P, R^{\prime}\right\}$, a contradiction. So $m$ is contained in an element $\pi$ of $\mathcal{S}$.

Assume that $\pi_{P}$ does not contain $m$. From a previous argument it follows that the points of $\mathcal{V}$ in $\pi_{P}$ are contained in a line. Similarly, interchanging the roles of $P^{\prime}, P^{\prime \prime}$ and two arbitrary points of $\pi_{P} \cap \mathcal{V}$ different from $P$, it follows that also $\pi \cap \mathcal{V}$ is a line. But now every member of $\mathcal{S}$ has that property, since every member of $\mathcal{S}$ contains a point of $\pi_{P}$. Hence $\mathcal{V}$ consists of the union of $q^{2}+q+1$ lines and consequently is a projective plane $\Pi_{2}$ of $\operatorname{PG}(5, q)$. Every element of $\mathcal{S}$ meets $\Pi_{2}$ in a line, which implies that the $\left(q^{2}+q+1\right)\left(q^{2}+q\right) / 2$ distinct hyperplanes containing two elements of $\mathcal{S}$ all contain $\Pi_{2}$. But there are only $q^{2}+q+1$ hyperplanes in $\operatorname{PG}(5, q)$ through $\Pi_{2}$, a contradiction. Consequently, $\mathcal{V}$ is a cap.

It now follows that, for every $\pi \in \mathcal{S}$, the set $\pi \cap \mathcal{V}$ is a $(q+1)$-arc. Hence, on $\mathcal{V}$, there is a set $\mathcal{O}$ of size $q^{2}+q+1$ of $(q+1)$-arcs, meeting in pairs in a point, and such that every point is contained in $q+1$ of these $(q+1)$-arcs. It follows that every two distinct points of $\mathcal{V}$ are contained in a unique $(q+1)$-arc. In order to apply Theorem 4.34 to conclude that $\mathcal{V}$ is the quadric Veronesean $\mathcal{V}_{2}^{4}$, it must be shown that the tangent lines at any fixed point $P \in \mathcal{V}$ to the $(q+1)$-arcs $O \in \mathcal{O}$ containing $P$ are coplanar. To that end, consider an arbitrary plane $\pi \in \mathcal{S}$ containing $P$ and project $\mathcal{V} \backslash \pi$ from $\pi$ onto a plane $\Pi_{2}$ of $\operatorname{PG}(5, q)$ skew to $\pi$; denote by $\theta$ the projection map.

First it is shown that $\theta$ is injective on $\mathcal{V} \backslash \pi$. Let $P^{\prime}, P^{\prime \prime} \in \mathcal{V} \backslash \pi$ and suppose that $P^{\prime} \theta=P^{\prime \prime} \theta$. Let $\pi^{\prime} \in \mathcal{S}$ contain $P^{\prime}$ and $P^{\prime \prime}$. Then $\left\langle\pi, P^{\prime}, P^{\prime \prime}\right\rangle=\left\langle\pi, \pi^{\prime}\right\rangle$ is 3-dimensional, a contradiction. Now let $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$ be arbitrary. Since $\left\langle\pi, \pi^{\prime}\right\rangle$ is 4dimensional, the projection of $\left(\pi^{\prime} \backslash \pi\right) \cap \mathcal{V}$ consists of $q$ points on a line $m^{\prime}$ of $\Pi_{2}$. Let $R^{\prime}$ be the unique point on $m^{\prime}$ that is not an image under $\theta$ of any point of $\left(\pi^{\prime} \cap \mathcal{V}\right) \backslash \pi$. By way of contradiction, let $R^{\prime}$ be the image of a point $R \in \mathcal{V} \backslash \pi$; necessarily $R \notin \pi^{\prime}$. The $q+1$ planes of $\mathcal{S}$ through $R$, minus their intersection points with $\pi$, are mapped under $\theta$ into $q+1$ different lines of $\Pi_{2}$ through $R^{\prime}$, since every three distinct elements of $\mathcal{S}$ generate $\mathrm{PG}(5, q)$. Hence there is an element $\pi^{\prime \prime} \in \mathcal{S}$ through $R$ which yields $m^{\prime}$. So $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are contained in the hyperplane $\left\langle\pi, m^{\prime}\right\rangle$ of $\mathrm{PG}(5, q)$, contradicting (II). It now follows that the set of planes of $\mathcal{S} \backslash\{\pi\}$ through $P$ corresponds under $\theta$ with the set of $q+1$ lines of $\Pi_{2}$ containing a fixed point $P^{*}$ of $\Pi_{2}$, and that the 3-dimensional subspace $\Pi_{3}=\left\langle\pi, P^{*}\right\rangle$ meets every element $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$ containing $P$ in a line $m_{\pi^{\prime}}$ through $P$ disjoint from $\mathcal{V} \backslash \pi$. So $m_{\pi^{\prime}}$ is tangent to the $(q+1)$-arc $\pi^{\prime} \cap \mathcal{V}$ at $P$. Now fix $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$ with $P \in \pi^{\prime}$. Then, similarly, there is a solid $\Pi_{3}^{\prime}$ containing $\pi^{\prime}$ and the tangent lines at $P$ to the elements of $\mathcal{O}$ containing $P$. As $\Pi_{3} \neq \Pi_{3}^{\prime}$, so all these tangent lines are contained in the plane $\Pi_{3} \cap \Pi_{3}^{\prime}$. This shows the lemma for $n=2$.

Next, suppose that $n>2$. Consider the set $\mathcal{S}_{\pi}=\left\{\pi \cap \pi^{\prime} \mid \pi^{\prime} \in \mathcal{S} \backslash \pi\right\}$, and calculate $\left|\mathcal{S}_{\pi}\right|=\theta(n-1)$. In $\pi=\mathrm{PG}\left(N_{n-1}, q\right)$ the set $\mathcal{S}_{\pi}$ satisfies (I) and (III) for the parameter $n-1$ instead of $n$. It is now shown that it also satisfies (II). Let $\left[\pi, \pi^{\prime}\right] \neq[\pi, \tau]$, with $\tau \in \mathcal{S} \backslash\{\pi\}$, and let $\bar{\zeta}_{\tau}$ be as above. Then, all points of $\bar{\zeta}_{\tau}$ are contained in elements of $[\bar{\pi}, \bar{\tau}]$. Hence any $\bar{\tau}^{\prime} \in \overline{\mathcal{S}} \backslash\left(\left[\bar{\pi}, \bar{\pi}^{\prime}\right] \cup[\bar{\pi}, \bar{\tau}]\right)$ meets $\bar{\pi}^{\prime}$ outside $\langle\bar{\pi}, \bar{\tau}\rangle$. This means that

$$
\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle \cap\langle\bar{\pi}, \bar{\tau}\rangle \cap\left\langle\bar{\pi}, \bar{\tau}^{\prime}\right\rangle=\bar{\pi},
$$

and the dual of this is exactly (II). Also, if $\mathcal{S}$ satisfies (IV), then $\mathcal{S}_{\pi}$ satisfies (IV); if $q \geq n$, then $q \geq n-1$. Hence, by $\left(\mathrm{A}_{n-1}\right)$, the set $\mathcal{S}_{\pi}$ is either the set of all $\mathcal{V}_{n-2^{-}}$ subspaces of a quadric Veronesean $\mathcal{V}_{n-1}^{2^{n-1}}$, or $q$ is even and $\mathcal{S}_{\pi}$ is the nucleus together with all $\mathcal{V}_{n-2}$-subspaces but exactly one of a quadric Veronesean $\mathcal{V}_{n-1}^{2^{n-1}}$, or it is an ovoidal Veronesean set of subspaces.

It is now shown that the last two cases cannot occur. In both these cases, there is an element of $\mathcal{S}_{\pi}$, which can be taken to be $\pi \cap \pi^{\prime}$, with the property that it contains $\theta(n-1)-1$ subspaces of dimension $N_{n-2}$ arising as intersections of $\pi \cap \pi^{\prime}$ with other elements of $\mathcal{S}_{\pi}$; if $\mathcal{S}_{\pi}$ is not ovoidal, then take for $\pi^{\prime}$ the nucleus of $\mathcal{V}_{n-1}^{2^{n-1}}$. Let $\delta$ be such a subspace of dimension $N_{n-2}$ and let $\tau \in \mathcal{S} \backslash\left[\pi, \pi^{\prime}\right]$ contain $\delta$. Then all $q+1$ elements of $[\pi, \tau]$ contain $\delta$, but they define $q+1$ distinct members of $\mathcal{S}_{\pi^{\prime}}$, each of which is defined by $q$ different elements of $\mathcal{S}$. As there are $\theta(n-1)-1$ choices for $\delta$, there are at least

$$
\begin{equation*}
q^{n+1}+q^{n}+\cdots+q^{3}+(q+1) \tag{4.7}
\end{equation*}
$$

elements in $\mathcal{S}$, a contradiction; the last ' $q+1$ ' in (4.7) comes from the $q+1$ elements of $\left[\pi, \pi^{\prime}\right]$. It follows that $\mathcal{S}_{\pi}$ is the set of all $\mathcal{V}_{n-2}$-subspaces of a $\mathcal{V}_{n-1}^{2^{n-1}}$.

Consider now the set $\mathcal{V}$ of all points of $\operatorname{PG}\left(N_{n}, q\right)$ that are contained in precisely $\theta(n-1)$ elements of $\mathcal{S}$. From the previous section, it immediately follows that, for each element $\pi$ of $\mathcal{S}$, the intersection $\pi \cap \mathcal{V}$ is a quadric Veronesean $\mathcal{V}_{n-1}^{2^{n-1}}$. Denote by $\Gamma$ the set of all conics contained in these intersections $\pi \cap \mathcal{V}$. Now let $P^{\prime}, P^{\prime \prime} \in \mathcal{V}$, $P^{\prime} \neq P^{\prime \prime}$. Then there are elements $\pi^{\prime}, \pi^{\prime \prime} \in \mathcal{S}$ with $P^{\prime} \in \pi^{\prime}$ and $P^{\prime \prime} \in \pi^{\prime \prime}$. Suppose $\pi^{\prime} \neq \pi^{\prime \prime}$. The $\theta(n-1)$ elements of $\mathcal{S}$ containing $P^{\prime}$ meet $\pi^{\prime \prime}$ in distinct subspaces, by (I) and the fact that their intersection contains $P^{\prime}$; hence $P^{\prime \prime}$ is contained in at least one of them. Consequently $P^{\prime}$ and $P^{\prime \prime}$ are contained in a common member of $\mathcal{S}$, and hence $P^{\prime}$ and $P^{\prime \prime}$ are contained in a conic of $\Gamma$. Assume, by way of contradiction, that $P^{\prime}, P^{\prime \prime} \in \mathcal{V}$ with $P^{\prime} \neq P^{\prime \prime}$ are contained in distinct conics $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$ of $\Gamma$. Let $R \in \mathcal{C}^{\prime \prime} \backslash \mathcal{C}^{\prime}$. As before, it follows that, if $n>2$, then $\mathcal{C}^{\prime}$ is contained in at least one of the $\theta(n-1)$ elements of $\mathcal{S}$ containing $R$. So $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$ are distinct conics of a quadric Veronesean $\mathcal{V}_{n-1}^{2^{n-1}}$ sharing two distinct points, a contradiction. So any two distinct points of $\mathcal{V}$ are contained in exactly one conic of $\Gamma$.

Now let $\mathcal{C}$ be any member of $\Gamma$ and assume that $P \in \mathcal{V} \backslash \mathcal{C}$. As before, if $n \geq 3$, then $\mathcal{C}$ is contained in at least one of the $\theta(n-1)$ elements of $\mathcal{S}$ containing $P$. So $P$ and $\mathcal{C}$ are contained in a common member $\pi$ of $\mathcal{S}$ and, since $\pi \cap \mathcal{V}$ is a Veronesean, the tangents at $P$ of the conics through $P$ which have a point in common with $\mathcal{C}$ all lie in a fixed plane. By a similar argument, it follows that two distinct elements of $\Gamma$ containing $P$ always generate a 4 -dimensional space. Now assume that $\mathcal{C}^{\prime}, \mathcal{C}^{\prime \prime} \in \Gamma$, with $\mathcal{C}^{\prime} \neq \mathcal{C}^{\prime \prime}$, and that $P \in\left\langle\mathcal{C}^{\prime}\right\rangle \cap\left\langle\mathcal{C}^{\prime \prime}\right\rangle$. It will be shown that $P \in \mathcal{C}^{\prime} \cap \mathcal{C}^{\prime \prime}$.

If $P \notin \mathcal{C}^{\prime} \cap \mathcal{C}^{\prime \prime}$ and $P$ is not the nucleus of at least one of $\mathcal{C}^{\prime}, \mathcal{C}^{\prime \prime}$, say $P$ is not the nucleus of $\mathcal{C}^{\prime}$, then there is an element $\pi$ of $\mathcal{S}$ containing $\mathcal{C}^{\prime \prime}$ and two distinct points $P^{\prime}$ and $P^{\prime \prime}$ of $\mathcal{C}^{\prime}$. If $\pi$ also contains $\mathcal{C}^{\prime}$, then, as $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$ are conics of some $\mathcal{V}_{n-1}^{2^{n-1}}$, it follows that $P \in \mathcal{C}^{\prime} \cap \mathcal{C}^{\prime \prime}$, a contradiction. If $\pi$ does not contain $\mathcal{C}^{\prime}$, then $P^{\prime}$ and $P^{\prime \prime}$ are contained in common distinct elements of $\Gamma$, again a contradiction. Now assume that $P$ is the common nucleus of $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$. Let $R \in \mathcal{C}^{\prime \prime}$. Then $R$ and $\mathcal{C}^{\prime}$ are
contained in a common element $\pi$ of $\mathcal{S}$. As $P$ is the common nucleus of $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$ the space $\pi$ cannot contain $\mathcal{C}^{\prime \prime}$. So $\pi \cap\left\langle\mathcal{C}^{\prime \prime}\right\rangle=P R$. Let $R^{\prime} \in \mathcal{C}^{\prime \prime} \backslash\{R\}$. If $n>3$, then by similar arguments $R, R^{\prime}$ and $\mathcal{C}^{\prime}$ are contained in a common element $\pi^{\prime}$ of $\mathcal{S}$. As $\pi^{\prime} \cap \mathcal{V}$ is a quadric Veronesean $\mathcal{V}_{n-1}^{2^{n-1}}$, the conics $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$ of $\pi^{\prime} \cap \mathcal{V}$ cannot have a common nucleus. So $n=3$.

If $R, R^{\prime}, R^{\prime \prime}$ are distinct points of $\mathcal{C}^{\prime \prime}$, then $\left\langle R, \mathcal{C}^{\prime}\right\rangle,\left\langle R^{\prime}, \mathcal{C}^{\prime}\right\rangle,\left\langle R^{\prime \prime}, \mathcal{C}^{\prime}\right\rangle$ are contained in respective elements $\pi, \pi^{\prime}, \pi^{\prime \prime}$ of $\mathcal{S}$. The 5 -dimensional spaces $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are distinct and share the plane $\left\langle\mathcal{C}^{\prime}\right\rangle$. Let $U \in \mathcal{C}^{\prime}$. Then $U$ and $\mathcal{C}^{\prime \prime}$ belong to a Veronesean $\mathcal{V}_{2}^{4}$, so the tangents of $\mathcal{V}_{2}^{4}$ at $U$ are coplanar. Let $\mathcal{D}, \mathcal{D}^{\prime}, \mathcal{D}^{\prime \prime}$ be the conics containing $\{U, R\},\left\{U, R^{\prime}\right\},\left\{U, R^{\prime \prime}\right\}$. Since the tangents at $U$ of $\mathcal{D}, \mathcal{D}^{\prime}, \mathcal{D}^{\prime \prime}$ are coplanar, $\mathcal{D}^{\prime \prime}$ belongs to $\left\langle\pi, \pi^{\prime}\right\rangle$. Consequently, $\pi^{\prime \prime} \subset\left\langle\pi, \pi^{\prime}\right\rangle$. So $\pi, \pi^{\prime}, \pi^{\prime \prime}$ are in the same hyperplane, a contradiction. Therefore $P \in \mathcal{C}^{\prime} \cap \mathcal{C}^{\prime \prime}$.

By Theorem 4.36, it now follows that $\Gamma$ is the set of all conics on a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$. Finally, by Theorem $4.15, \mathcal{S}$ is the set of all $\mathcal{V}_{n-1}$-subspaces of $\mathcal{V}_{n}^{2^{n}}$.

From now on assume that there exists some member of $\mathcal{S}$ whose spectrum contains 2. Then $q$ is even by Lemma 4.45. First consider the case where the spectrum contains 2 and has size at least two.

Lemma 4.47. Let $\pi \in \mathcal{S}$ be such that $2 \in \operatorname{Spec}(\pi)$ and $|\operatorname{Spec}(\pi)| \geq 2$. Then the following hold.
(i) $\operatorname{Spec}(\pi)=\{2, q, q+1\}$.
(ii) If $q>2$, then there exists a unique element $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$ such that $\left|\left[\pi, \pi^{\prime}\right]\right|=2$ and there are precisely $q-1$ elements $\pi^{\prime \prime} \in \mathcal{S} \backslash\{\pi\}$ such that $\left|\left[\pi, \pi^{\prime \prime}\right]\right|=q$. Also, $\operatorname{Spec}\left(\pi^{\prime}\right)=\{2\}$ and the spectrum of any other element of $\mathcal{S}$ is $\{2, q, q+1\}$.
(iii) If $q=2$, then there are precisely two elements of $\mathcal{S} \backslash\{\pi\}$ with $\pi$-number 2 , one of which has spectrum $\{2\}$, while any other element of $\mathcal{S}$ has spectrum $\{2,3\}$.

Proof. Let $\pi, \pi^{\prime} \in \mathcal{S}$ be such that $\left|\left[\pi, \pi^{\prime}\right]\right|=2$ and let $\tau \in \mathcal{S} \backslash\{\pi\}$ be such that $l=|[\pi, \tau]|>2$. As before, let $\bar{\gamma}=\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle$ and let $\bar{\zeta}$ be the intersection of $\bar{\gamma}$ with $\bar{\tau}$. The elements of $[\bar{\pi}, \bar{\tau}]$ must meet $\bar{\pi}^{\prime}$ in the line joining $\bar{\pi} \cap \bar{\pi}^{\prime}$ and $\bar{\tau} \cap \bar{\pi}^{\prime}$; on the other hand, the elements of $\overline{\mathcal{S}} \backslash\left\{\bar{\pi}, \bar{\pi}^{\prime}, \bar{\tau}\right\}$ containing a point of $\bar{\zeta}$ intersect $\bar{\gamma}$ in lines which are contained in the plane $\langle\bar{\eta}, \bar{\zeta}\rangle$, with $\{\bar{\eta}\}=\bar{\pi} \cap \bar{\pi}^{\prime}$. It follows that there are at least $q-1$ points on the line $\bar{\zeta}^{\prime}$ joining $\bar{\eta}$ to $\bar{\pi} \cap \bar{\tau}$ contained in elements of $[\bar{\pi}, \bar{\tau}] \backslash\{\bar{\pi}\}$, if $l=q+1$, and at least $q-2$ such points if $l=q$. A similar statement holds for the line $\bar{\zeta}^{\prime \prime}$ joining $\bar{\eta}$ with $\bar{\pi} \cap \bar{\tau}^{\prime}$, for every $\bar{\tau}^{\prime} \in[\bar{\pi}, \bar{\tau}] \backslash\{\bar{\pi}\}$. It readily follows that, if $q>2$, then every such line $\bar{\zeta}^{\prime \prime}$ coincides with $\bar{\zeta}^{\prime}$. Suppose now that $q>2$. Then there are precisely $q$ points on the line $\bar{\zeta}^{\prime}$ contained in elements of $[\bar{\pi}, \bar{\tau}] \backslash\{\bar{\pi}\}$, if $l=q+1$, and precisely $q-1$ such points if $l=q$. Since the line $\bar{\zeta}^{\prime}$ is uniquely determined by $[\bar{\pi}, \bar{\tau}]$, every element $\bar{\pi}^{\prime \prime}$ of $\overline{\mathcal{S}} \backslash\{\bar{\pi}\}$ with $\pi$-number 2 must intersect $\bar{\pi}$ on the line $\bar{\zeta}^{\prime}$. It follows that $\bar{\pi}^{\prime}=\bar{\pi}^{\prime \prime}$ if $l=q+1$, and there is at most one choice for $\bar{\pi}^{\prime \prime} \neq \bar{\pi}^{\prime}$ if $l=q$.

So suppose that such a space $\bar{\pi}^{\prime \prime} \neq \bar{\pi}^{\prime}$ exists. Put $\left\{\bar{\eta}^{\prime}\right\}=\bar{\pi} \cap \bar{\pi}^{\prime \prime}$. Then every element $\bar{\tau}^{\prime} \in \overline{\mathcal{S}} \backslash[\bar{\pi}, \bar{\tau}]$, with $\bar{\pi}^{\prime} \neq \bar{\tau}^{\prime} \neq \bar{\pi}^{\prime \prime}$, has $\pi$-number $q$, and so, by the previous arguments, all elements of $\left[\bar{\pi}, \bar{\tau}^{\prime}\right] \backslash\{\bar{\pi}\}$ have a point in common with $\bar{\eta} \bar{\eta}^{\prime}$, a contradiction. Hence, for $q>2$, there is just one $\pi^{\prime} \in \mathcal{S} \backslash\{\pi\}$ with $\left|\left[\pi, \pi^{\prime}\right]\right|=2$.

Suppose now that $q=2$ and put $[\bar{\pi}, \bar{\tau}]=\left\{\bar{\pi}, \bar{\tau}, \bar{\tau}^{\prime}\right\}$. The only possible reason for the line $\bar{\zeta}^{\prime}$ not to contain $\bar{\pi} \cap \bar{\tau}^{\prime}$ is that there is no element of $\overline{\mathcal{S}} \backslash\left\{\bar{\pi}, \bar{\pi}^{\prime}, \bar{\tau}\right\}$ containing a point of $\bar{\zeta}$; in other words, the nucleus of $\bar{\tau}$ is contained in $\bar{\gamma}$. Assume, by way of contradiction, that there are at least three elements of $\overline{\mathcal{S}} \backslash\{\bar{\pi}\}$ with $\pi$-number 2. Then for at least two of them, say $\bar{\pi}^{\prime}$ and $\bar{\pi}^{\prime \prime}$, the points $\bar{\pi} \cap \bar{\tau}, \bar{\pi}^{\prime} \cap \bar{\tau}, \bar{\pi}^{\prime \prime} \cap \bar{\tau}$ and the nucleus $\bar{\theta}$ of $\bar{\tau}$ are distinct collinear points, a contradiction. So in the case $q=2$, there are at most two elements in $\zeta$ with $\pi$-number 2 , say $\bar{\pi}^{\prime}$ and $\bar{\pi}^{\prime \prime}$, and a counting argument shows that there are exactly two elements in $\overline{\mathcal{S}}$ with $\pi$-number 2. Putting $\bar{\pi} \cap \bar{\pi}^{\prime}=\{\bar{\eta}\}$ and $\bar{\pi} \cap \bar{\pi}^{\prime \prime}=\left\{\bar{\eta}^{\prime}\right\}$, the same argument also shows that, if $\bar{\pi} \cap \bar{\tau}=\{\bar{\alpha}\}$ and $\bar{\pi} \cap \bar{\tau}^{\prime}=\left\{\bar{\alpha}^{\prime}\right\}$, then the line $\bar{\alpha} \bar{\alpha}^{\prime}$ contains either $\bar{\eta}$ or $\bar{\eta}^{\prime}$, and if it contains, say, $\bar{\eta}^{\prime}$, then the nuclei of $\bar{\tau}$ and $\bar{\tau}^{\prime}$ are contained in $\bar{\gamma}$.

With this notation, it is shown that the spectrum of $\bar{\pi}^{\prime \prime}$ is equal to $\{2\}$. For, if $\left[\bar{\pi}^{\prime \prime}, \bar{\tau}\right]$ contains an element $\bar{\tau}^{\prime \prime} \notin\left\{\bar{\pi}^{\prime \prime}, \bar{\tau}\right\}$, then $\bar{\tau}^{\prime \prime}$ meets $\bar{\pi}$ in the point $\bar{\alpha}^{\prime}$, a contradiction. Similarly, $\left|\left[\bar{\pi}^{\prime \prime}, \bar{\tau}^{\prime}\right]\right|=2$ and so there are at least three elements of $\mathcal{S} \backslash\left\{\pi^{\prime \prime}\right\}$ with $\pi^{\prime \prime}$-number 2, namely $\pi, \tau$ and $\tau^{\prime}$. So, by previous arguments, there cannot be an element with $\pi^{\prime \prime}$-number $q+1=3$. Hence $\operatorname{Spec}\left(\pi^{\prime \prime}\right)=\{2\}$.

Next, it is shown that $\operatorname{Spec}\left(\pi^{\prime}\right)=\{2,3\}$. Suppose, by way of contradiction, that $\operatorname{Spec}\left(\pi^{\prime}\right)=\{2\}$. First note that the argument in the previous paragraph implies that the nucleus of $\bar{\pi}$ is on the line $\bar{\eta} \bar{\alpha}$, as otherwise $\bar{\tau}^{\prime}$ contains the third point of $\bar{\eta} \bar{\alpha}$ as well as $\bar{\alpha}^{\prime}$. Analogously, the nucleus of $\bar{\pi}$ is on the line $\bar{\eta} \bar{\alpha}^{\prime}$. This yields a contradiction. It also follows that $\left|\left[\bar{\pi}^{\prime}, \bar{\tau}\right]\right|=\left|\left[\bar{\pi}^{\prime}, \bar{\tau}^{\prime}\right]\right|=3$, and so the nucleus of $\bar{\pi}$ is on $\bar{\eta} \bar{\eta}^{\prime}$. Taking into account all previous arguments, it follows that $\pi^{\prime \prime}$ is the unique element of $\mathcal{S}$ with spectrum $\{2\}$, and the other elements are divided in pairs $\left\{\varphi, \varphi^{\prime}\right\}$ with respect to the relation " $\varphi$ ' has $\varphi$-number 2 ". Also, the nucleus of $\bar{\varphi}$ and the points $\bar{\varphi} \cap \bar{\varphi}^{\prime}, \bar{\varphi} \cap \bar{\pi}^{\prime \prime}$ are collinear, and the two intersection points of the elements of $[\bar{\varphi}, \bar{\beta}] \backslash\{\bar{\varphi}\}$, where $\beta \notin\left\{\varphi, \varphi^{\prime}, \pi^{\prime \prime}\right\}$, with $\bar{\varphi}$ are collinear with $\bar{\varphi} \cap \bar{\pi}^{\prime \prime}$.

Further, it is shown that the nucleus of any $\bar{\rho} \in \overline{\mathcal{S}}$ is contained in the space $\left\langle\bar{\pi}, \bar{\pi}^{\prime}\right\rangle=\bar{\gamma}$. This is immediate if $\rho \in\left\{\pi, \pi^{\prime}\right\}$. Suppose now that $\rho \notin\left\{\pi, \pi^{\prime}\right\}$, and also assume that $\rho \neq \pi^{\prime \prime}$. If the nucleus of $\bar{\rho}$ were not contained in $\bar{\gamma}$, then the unique element $\bar{\rho}^{\prime}$ of $[\bar{\pi}, \bar{\rho}] \backslash\{\bar{\pi}, \bar{\rho}\}$ would meet $\bar{\gamma}$ in a line of the plane spanned by $\bar{\eta}$ and $\bar{\rho} \cap \bar{\gamma}$, implying that the intersection points $\bar{\pi} \cap \bar{\rho}$ and $\bar{\pi} \cap \bar{\rho}^{\prime}$ would be collinear with $\bar{\eta}$, contradicting an earlier observation. Now it has still to be proved that the nucleus of $\bar{\pi}^{\prime \prime}$ is contained in $\bar{\gamma}$. Suppose this is not the case. Then the third point of the line joining $\bar{\eta}^{\prime}$ and $\bar{\pi}^{\prime} \cap \bar{\pi}^{\prime \prime}$ is on an element $\bar{\beta}$ of $\overline{\mathcal{S}}$ intersecting $\bar{\pi}, \bar{\pi}^{\prime}, \bar{\pi}^{\prime \prime}$ in distinct points of the line $\bar{\beta} \cap \bar{\gamma}$. But the nucleus of $\bar{\beta}$ is also on that line, a contradiction.

A similar result on the nuclei of the elements of $\overline{\mathcal{S}}$ is now shown for $q>2$. A counting argument shows the existence of at least one element $\tau \in \mathcal{S} \backslash\{\pi\}$ with $\pi$-number $q$. It is now shown that the nuclei of all elements of $\overline{\mathcal{S}}$ are contained in $\bar{\gamma}^{*}=\langle\bar{\pi}, \bar{\tau}\rangle$. Note that, similarly to the first part of the proof of Lemma 4.46, this implies that the only elements of $\mathcal{S} \backslash\{\pi\}$ with $\pi$-number $q$ are those of $[\pi, \tau]$.

Now the assertion on the nuclei is shown. Put $\{\bar{\xi}\}=\bar{\pi} \cap \bar{\tau}$. Let $\varphi$ be any element of $\mathcal{S} \backslash[\pi, \tau]$. There is a unique point $\bar{\xi}^{\prime}$ on the line $\bar{\zeta}_{\varphi}=\bar{\gamma}^{*} \cap \bar{\varphi}$ not contained in an element of $[\bar{\pi}, \bar{\tau}]$. If this point would not be the nucleus of $\bar{\varphi}$, then it would be contained in an element $\bar{\varphi}^{\prime} \neq \bar{\varphi}$ of $\overline{\mathcal{S}}$. By previous arguments, it follows that the elements of $[\bar{\pi}, \bar{\tau}] \backslash\{\bar{\tau}\}$ would meet $\bar{\tau}$ in points of the line $\bar{\tau} \cap\left\langle\bar{\xi}, \bar{\zeta}_{\varphi}\right\rangle$. But this line contains the points of intersection of $\bar{\tau}$ with any element of $[\bar{\pi}, \bar{\varphi}] \cup\left[\bar{\pi}, \bar{\varphi}^{\prime}\right]$. It follows that the $\pi$-number of both $\varphi$ and $\varphi^{\prime}$ is 2 , a contradiction. This proves the assertion.

It is now shown that all elements of $\mathcal{S} \backslash\left\{\pi^{\prime}\right\}$ have $\pi^{\prime}$-number equal to 2 . If not, then, by the first section of this proof, each element of $\mathcal{S} \backslash\left\{\pi^{\prime}, \pi\right\}$ has $\pi^{\prime}$-number $q$ or $q+1$, and, from above, $q-1$ elements of $\mathcal{S} \backslash\left\{\pi^{\prime}\right\}$ have $\pi^{\prime}$-number $q$. Hence one can find $\varphi \in \mathcal{S} \backslash\left\{\pi, \pi^{\prime}\right\}$ such that $\varphi$ has $\pi$-number $q+1$ and $\pi^{\prime}$-number $q+1$. It follows from previous arguments that at least $q-2$ elements of $[\bar{\pi}, \bar{\varphi}] \backslash\{\bar{\pi}, \bar{\varphi}\}$ meet $\bar{\gamma}$ in lines belonging to the plane generated by $\bar{\eta}$, with $\{\bar{\eta}\}=\bar{\pi} \cap \bar{\pi}^{\prime}$, and $\bar{\gamma} \cap \bar{\varphi}$. By symmetry, this also holds for at least $q-2$ elements of $\left[\bar{\pi}^{\prime}, \bar{\varphi}\right] \backslash\left\{\bar{\pi}^{\prime}, \bar{\varphi}\right\}$, a contradiction.

Finally, it is shown that the spectrum of any element of $\mathcal{S} \backslash\left\{\bar{\pi}^{\prime}\right\}$ is $\{2, q, q+1\}$. Assume, by way of contradiction, that the spectrum of $\varphi \in \mathcal{S} \backslash\left\{\pi^{\prime}\right\}$ contains at most two elements. As $\operatorname{Spec}\left(\pi^{\prime}\right)=\{2\}$, the spectrum of $\varphi$ contains 2 . In the case that $|\operatorname{Spec}(\varphi)|=2$, then, with $\pi$ and $\varphi$ interchanged, $\operatorname{Spec}(\varphi)=\{2, q, q+1\}$, a contradiction. Hence $\operatorname{Spec}(\varphi)=\{2\}$, again a contradiction, as there is exactly one element of $\mathcal{S} \backslash\{\pi\}$ with $\pi$-number 2 . Hence $\operatorname{Spec}(\varphi)=\{2, q, q+1\}$ for any element $\varphi \in \mathcal{S} \backslash\left\{\pi^{\prime}\right\}$.

Lemma 4.48. If $\mathcal{S}$ is a proper Veronesean set of subspaces with the property that 2 is contained in the spectrum of at least one element of $\mathcal{S}$ and if, for $n>2$, axiom $\left(\mathrm{A}_{n-1}\right)$ is satisfied, then $\mathcal{S}$ is the set of all $\mathcal{V}_{n-1}$-subspaces but one, together with the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$.

Proof. As $\mathcal{S}$ is proper, there is an element of $\mathcal{S}$ whose spectrum contains 2 and at least one of $q, q+1$; if $q=2$, then there is an element of $\mathcal{S}$ whose spectrum is $\{2,3\}$. Lemma 4.47 implies that there is a unique element $\pi^{\prime}$ of $\mathcal{S}$ with spectrum $\{2\}$, and all other elements of $\mathcal{S}$ have spectrum $\{2, q, q+1\}$ for $q>2$, and $\{2,3\}$ for $q=2$. Also, for $\pi \in \mathcal{S} \backslash\left\{\pi^{\prime}\right\}$, there is a unique set $[\pi, \tau]$ of size $q$, with $\tau \in \mathcal{S} \backslash\left\{\pi, \pi^{\prime}\right\}$, and all elements of $\mathcal{S} \backslash\left([\pi, \tau] \cup\left\{\pi^{\prime}\right\}\right)$ have $\pi$-number $q+1$. It also follows from the proof of Lemma 4.47 that, for each element $\varphi$ with $\pi$-number $q+1$, the set of points $\bar{\pi} \cap \bar{\varphi}^{\prime}$, with $\varphi^{\prime} \in[\pi, \varphi] \backslash\{\pi\}$, is contained in a line $\bar{\zeta}_{\varphi}$, which contains the common point $\bar{\eta}$ of $\bar{\pi}$ and $\bar{\pi}^{\prime}$. The unique line $\bar{\zeta}_{\tau}$ of $\bar{\pi}$ through $\bar{\eta}$ that cannot be obtained in this way, contains the $q-1$ points of intersection of $\bar{\pi}$ with the elements of $[\bar{\pi}, \bar{\tau}] \backslash\{\bar{\pi}\}$ and also the nucleus of $\bar{\pi}$.

It is now shown that the set of all nuclei is an $n$-dimensional subspace $\operatorname{PG}(n, q)$ of $\overline{\mathrm{PG}}\left(N_{n}, q\right)$. From the fact that there are exactly $\theta(n)$ nuclei, it suffices to show that all points of the line joining any two distinct nuclei are again nuclei. In other words, it is sufficient to show the following:
(1) the nuclei of all elements of $[\bar{\pi}, \bar{\varphi}]$ are collinear;
(2) the nuclei of all elements of $[\bar{\pi}, \bar{\tau}] \cup\left\{\bar{\pi}^{\prime}\right\}$ are collinear.

Put $\bar{\gamma}^{*}=\langle\bar{\pi}, \bar{\tau}\rangle$, and for each element $\varphi^{\prime}$ of $[\pi, \varphi] \backslash\{\pi\}$, put $\bar{\gamma}^{*} \cap \bar{\varphi}^{\prime}=\bar{\rho}_{\varphi^{\prime}}$. Note that the unique point of such a line $\bar{\rho}_{\varphi^{\prime}}$ which is not contained in any element of $[\bar{\pi}, \bar{\tau}]$ is the nucleus $\bar{\xi}^{\prime}$ of $\bar{\varphi}^{\prime}$, since, by the proof of Lemma 4.47, all nuclei are contained in $\langle\bar{\pi}, \bar{\tau}\rangle$. Previous arguments imply that, for each $\tau^{\prime} \in[\pi, \tau] \backslash\{\pi\}$, the points $\bar{\pi} \cap \bar{\tau}^{\prime}$ and $\bar{\varphi}^{\prime} \cap \bar{\tau}^{\prime}$, with $\varphi^{\prime} \in[\pi, \varphi] \backslash\{\pi\}$, constitute a line $\bar{\delta}_{\tau^{\prime}}=\langle\bar{\pi}, \bar{\varphi}\rangle \cap \bar{\tau}^{\prime}$. It follows that the $q$ disjoint lines $\bar{\xi}_{\varphi}, \bar{\delta}_{\tau^{\prime}}$, with $\tau^{\prime}$ varying in $[\pi, \tau] \backslash\{\pi\}$, all meet each of the $q+1$ disjoint lines $\bar{\zeta}_{\tau}, \bar{\rho}_{\varphi^{\prime}}$, with $\varphi^{\prime}$ varying in $[\pi, \varphi] \backslash\{\pi\}$. Hence the nuclei of all elements of $[\bar{\pi}, \bar{\varphi}]$ are contained in the unique 'missing' line of the hyperbolic quadric containing the $2 q+1$ mentioned lines. This shows (1).

Let $\bar{\zeta}_{\pi^{\prime}}$ be the intersection of $\bar{\gamma}^{*}$ with $\bar{\pi}^{\prime}$. This line contains the point $\bar{\eta}$, hence $\left\langle\bar{\zeta}_{\pi^{\prime}}, \bar{\zeta}_{\tau}\right\rangle$ is a plane $\bar{\alpha}$. Since, for every $\tau^{\prime} \in[\pi, \tau]$, the $\tau^{\prime}$-number of $\pi^{\prime}$ is 2 , the plane $\bar{\alpha}$ contains, for every such $\tau^{\prime}$, the line $\bar{\zeta}_{\tau^{\prime}}^{*}$ consisting of all points $\bar{\tau}^{\prime} \cap \bar{\tau}^{\prime \prime}$, with $\tau^{\prime \prime} \in[\pi, \tau] \backslash\left\{\tau^{\prime}\right\}$, the point $\bar{\pi}^{\prime} \cap \bar{\tau}^{\prime}$, and the nucleus of $\bar{\tau}^{\prime}$. Note that $\bar{\zeta}_{\pi}^{*}=\bar{\zeta}_{\tau}$. So the set of lines $\overline{\mathcal{O}}=\left\{\bar{\zeta}_{\tau^{\prime}}^{*} \mid \tau^{\prime} \in[\pi, \tau]\right\} \cup\left\{\bar{\zeta}_{\pi^{\prime}}\right\}$ is a dual $(q+1)$-arc in $\bar{\alpha}$. As all nuclei are contained in $\bar{\gamma}^{*}$, the nucleus of $\bar{\pi}^{\prime}$ belongs to $\bar{\zeta}_{\pi^{\prime}}$. Hence, noting that $q$ is even by Lemma 4.45 , the $q+1$ nuclei of the elements of $[\bar{\pi}, \bar{\tau}] \cup\left\{\bar{\pi}^{\prime}\right\}$ form the nucleus line of the dual $(q+1)$-arc $\overline{\mathcal{O}}$, proving (2). Consequently, the set of all nuclei is an $n$-dimensional subspace $\mathrm{PG}(n, q)$ of $\overline{\mathrm{PG}}\left(N_{n}, q\right)$.

Now it is shown that also the set $\widetilde{\mathcal{S}}=\left(\mathcal{S} \cup\left\{\operatorname{PG}\left(N_{n-1}, q\right)\right\}\right) \backslash\left\{\pi^{\prime}\right\}$, where $\operatorname{PG}\left(N_{n-1}, q\right)$ is the dual of $\operatorname{PG}(n, q)$, is a Veronesean set of subspaces. Condition (I) follows from the fact that $\operatorname{PG}(n, q)$ meets every element of $\overline{\mathcal{S}}$ in a unique point. Condition (II) follows from the fact that no point of $\operatorname{PG}(n, q)$ is contained in two distinct elements of $\overline{\mathcal{S}}$. Condition (III) is also satisfied.

Assume, by way of contradiction, that the $\operatorname{PG}\left(N_{n-1}, q\right)$-number of $\varphi \in \mathcal{S} \backslash\left\{\pi^{\prime}\right\}$ equals 2. Then a subspace $\varphi^{\prime} \in \mathcal{S} \backslash\left\{\pi^{\prime}\right\}, \varphi^{\prime} \neq \varphi$ exists, for which $\left|\left[\varphi, \varphi^{\prime}\right]\right|=q$. By the foregoing, $\mathrm{PG}(n, q)$ is a subspace of $\left\langle\bar{\varphi}, \bar{\varphi}^{\prime}\right\rangle$, and so $\varphi^{\prime} \in\left[\mathrm{PG}\left(N_{n-1}, q\right), \varphi\right]$, a contradiction. Now, no spectrum contains 2 . Next, it is shown that, if $\mathcal{S}$ satisfies condition (IV), then so does the set $\widetilde{\mathcal{S}}$. This follows immediately from the fact that, for any two distinct $\varphi, \varphi^{\prime} \in \mathcal{S} \backslash\left\{\pi^{\prime}\right\}$, with $\left|\left[\varphi, \varphi^{\prime}\right]\right|=q$, the equation

$$
\left\langle\bar{\varphi}, \bar{\varphi}^{\prime}\right\rangle=\langle\bar{\varphi}, \mathrm{PG}(n, q)\rangle=\left\langle\bar{\varphi}^{\prime}, \mathrm{PG}(n, q)\right\rangle
$$

holds.
As for $n>2$ axiom $\left(\mathrm{A}_{n-1}\right)$ is also satisfied, it follows that $\mathcal{S}^{*}$ is the set of all $\mathcal{V}_{n-1}$-subspaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$. Finally, by the nucleus property of $\mathcal{V}_{n}^{2^{n}}$, the subspace $\pi^{\prime}$ is the nucleus of $\mathcal{V}_{n}^{2^{n}}$.

Now the main results can be stated and proved.
Theorem 4.49. Let $\mathcal{S}$ be a collection of $\theta(n)$ subspaces of dimension $(n-1)(n+2) / 2$ of the projective space $\mathrm{PG}(n(n+3) / 2, q)$, with $n \geq 2$, satisfying (I)-(V). Then one of the following holds:
(a) $\mathcal{S}$ is the set of $\mathcal{V}_{n-1}$-subspaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in the space $\mathrm{PG}(n(n+3) / 2, q)$;
(b) $q$ is even, there are two elements $\pi, \pi^{\prime} \in \mathcal{S}$ with the property that no other element of $\mathcal{S}$ contains $\pi \cap \pi^{\prime}$, and there is a unique subspace $\operatorname{PG}\left(N_{n-1}, q\right)$ such that $\mathcal{S} \cup\left\{\mathrm{PG}\left(N_{n-1}, q\right)\right\}$ is the set of $\mathcal{V}_{n-1}$-subspaces together with the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\operatorname{PG}(n(n+3) / 2, q)$.

When $n=2$, the statement holds under the weaker hypothesis of $\mathcal{S}$ satisfying (I), (II), (III), (V). In both cases, but with $(q, n) \neq(2,2)$ in the latter case, $\mathcal{V}_{n}^{2^{n}}$ is the set of points of $\mathrm{PG}(n(n+3) / 2, q)$ contained in at least $\theta(n-1)-1$ elements of $\mathcal{S}$; in the exceptional case there are 13 points contained in at least 2 elements of $\mathcal{S}$, where 6 are coplanar while the others form $\mathcal{V}_{2}^{4}$.

Proof. The first part of the statement follows from Lemmas 4.46 and 4.48. For $n=2$, condition (IV) is trivially satisfied. Now, any point of $\mathcal{V}_{n}^{2^{n}}$ is contained in exactly $\theta(n-1) \mathcal{V}_{n-1}$-subspaces. Conversely, let $P$ be a point of $\operatorname{PG}(n(n+3) / 2, q)$ contained in $\theta(n-1) \mathcal{V}_{n-1}$-subspaces of $\mathcal{V}_{n}^{2^{n}}$. The Veronesean $\mathcal{V}_{n}^{2^{n}}$ is the image of some $\Pi_{n}$ and the $\mathcal{V}_{n-1}$-subspaces correspond to $\theta(n-1)$ hyperplanes of $\Pi_{n}$. In $\Pi_{n}$, there are distinct intersecting lines $l$ and $m$ such that $l$ is the intersection of some of these hyperplanes, and such that $m$ is the intersection of some of these hyperplanes. To $l$ and $m$, there correspond conics $\mathcal{C}_{l}$ and $\mathcal{C}_{m}$ on $\mathcal{V}_{n}^{2^{n}}$ such that the point $P \in\left\langle\mathcal{C}_{l}\right\rangle \cap\left\langle\mathcal{C}_{m}\right\rangle$; it follows that $P \in \mathcal{V}_{n}^{2^{n}}$. Now it follows that, for $(q, n) \neq(2,2)$, the Veronesean $\mathcal{V}_{n}^{2^{n}}$ is the set of points of $\operatorname{PG}(n(n+3) / 2, q)$ contained in at least $\theta(n-1)-1$ elements of $\mathcal{S}$. If $(q, n)=(2,2)$ and $\mathcal{S}$ is not the set of $\mathcal{V}_{1}$-subspaces of a $\mathcal{V}_{2}^{4}$, then there are 13 points contained in at least 2 elements of $\mathcal{S}$, where 6 are coplanar while the others form $\mathcal{V}_{2}^{4}$; here, the 6 coplanar points are contained in the nucleus of $\mathcal{V}_{2}^{4}$.

For $q$ large enough, this set of axioms can be reduced.
Theorem 4.50. Let $\mathcal{S}$ be a set of $\theta(n)$ subspaces of dimension $(n-1)(n+2) / 2$ of the projective space $\mathrm{PG}(n(n+3) / 2, q)$, with $n \geq 2$, satisfying (I), (II), (III). If $q \geq n$, then $\mathcal{S}$ also satisfies (IV).

Proof. For $n=2$, condition (IV) is trivially satisfied. So let $n>2$. Consider the set $\mathcal{S}_{\pi}=\left\{\pi \cap \pi^{\prime} \mid \pi^{\prime} \in \mathcal{S} \backslash\{\pi\}\right\}$. Relying on Lemma 4.44, it was shown in the proof of Lemma 4.46 that $\mathcal{S}_{\pi}$ satisfies (I), (II) and (III). By induction it follows that (IV) is satisfied.

For $q$ odd, this is a most satisfying characterisation, since conditions (I)-(IV) really characterise the set of $\mathcal{V}_{n-1}$-subspaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$, and for $q \geq n$ conditions (I), (II), (III) do this.

There are two corollaries.
Corollary 4.51. If $\mathcal{S}^{*}$ is a set of $\theta(n)+1$ subspaces of dimension $(n-1)(n+2) / 2$ of $\mathrm{PG}(n(n+3) / 2, q)$ such that (I), (II), (III), (V) hold for $\mathcal{S}^{*}$ and either (IV) also holds or $q \geq n$, then $q$ is even and $\mathcal{S}^{*}$ is the set of all $\mathcal{V}_{n-1-\text { subspaces together with }}$ the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\mathrm{PG}\left(N_{n}, q\right)$. Also, $\mathcal{V}_{n}^{2^{n}}$ is the set of points of $\mathrm{PG}(n(n+3) / 2, q)$ contained in $\theta(n-1)$ elements of $\mathcal{S}^{*}$.

Proof. There is an element $\pi$ in $\mathcal{S}^{*}$ such that $\mathcal{S}^{*} \backslash\{\pi\}$ also satisfies (I)-(V). If $q$ were odd, then by Theorem 4.49 all contact hyperplanes of some $\mathcal{V}_{n}^{2^{n}}$ would contain $\pi$, a contradiction. Hence $q$ is even. Now, again by Theorem 4.49, $\mathcal{S}^{*}$ is the set of all $\mathcal{V}_{n-1}$-subspaces together with the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\mathrm{PG}\left(N_{n}, q\right)$. Finally, from the proof of Theorem 4.49, $\mathcal{V}_{n}^{2^{n}}$ is the set of points of $\mathrm{PG}(n(n+3) / 2, q)$ contained in $\theta(n-1)$ elements of $\mathcal{S}^{*}$.

Corollary 4.52. Let $\mathcal{S}$ be a set of $k \geq \theta(n)$ subspaces of dimension $m-n-1$ of $\mathrm{PG}(m, q)$, with $m \geq n(n+3) / 2$ and such that $q \geq n$. Suppose that
(a) every pair of elements of $\mathcal{S}$ is contained in some hyperplane of $\mathrm{PG}(m, q)$;
(b) no three elements of $\mathcal{S}$ are contained in a hyperplane of $\mathrm{PG}(m, q)$;
(c) no point is contained in all elements of $\mathcal{S}$;
(d) for $q$ even there exist three distinct elements $\pi, \pi^{\prime}, \pi^{\prime \prime}$ of $\mathcal{S}$ with

$$
\pi \cap \pi^{\prime}=\pi^{\prime} \cap \pi^{\prime \prime}=\pi^{\prime \prime} \cap \pi
$$

Then
(i) $m=n(n+3) / 2$;
(ii) either $k=\theta(n)$ and $\mathcal{S}$ is the set of $\mathcal{V}_{n-1}$-subspaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ or $q$ is even, $k \in\{\theta(n), \theta(n)+1\}$ and $\mathcal{S}$ consists of $k$ elements of the set of $\mathcal{V}_{n-1}$-subspaces together with the nucleus of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$.

In both cases, for $q$ even but with $(q, n) \neq(2,2)$, if $\mathcal{S}$ contains the nucleus of $\mathcal{V}_{n}^{2^{n}}$, then $\mathcal{V}_{n}^{2^{n}}$ is the set of points of $\operatorname{PG}(m, q)$ contained in at least $\theta(n-1)-1$ elements of $\mathcal{S}$; in the exceptional case there are 13 points contained in at least 2 elements of $\mathcal{S}$, where 6 are coplanar while the other 7 form $\mathcal{V}_{2}^{4}$.

Proof. If elements $\pi, \pi^{\prime}$ of $\mathcal{S}$, with $\pi \neq \pi^{\prime}$, did not generate a hyperplane, then the number of hyperplanes containing $\pi$ and one element of $\mathcal{S} \backslash\{\pi\}$ is at least $(\theta(n)-2)+(q+1)$, a contradiction as $\pi$ is contained in exactly $\theta(n)$ hyperplanes of $\mathrm{PG}(m, q)$.

Assume, by way of contradiction, that $m>n(n+3) / 2$. As in the proof of Lemma 4.44, and with that notation, there is a sequence ( $\bar{\pi}^{3}, \bar{\pi}^{4}, \ldots, \bar{\pi}^{n+1}$ ) of elements of $\overline{\mathcal{S}}$ in the dual space $\overline{\mathrm{PG}}(m, q)$ of $\mathrm{PG}(m, q)$ satisfying (i) and (ii) of that proof, for all $i \in\{2,3, \ldots, n\}$. Again, as in the proof of Lemma 4.44, this gives a contradiction. Hence $m=n(n+3) / 2$. Now Corollary 4.52 follows from Theorems 4.49, 4.50 and Corollary 4.51.

For $q$ odd, relying on the polarity $\theta$ which interchanges the $\mathcal{V}_{n-1}$-subspaces and tangent spaces of $\mathcal{V}_{n}^{2^{n}}$, the following results are obtained.

Theorem 4.53. Let $\overline{\mathcal{S}}$ be a collection of $\theta(n)$ subspaces of dimension $n$ of the projective space $\mathrm{PG}(n(n+3) / 2, q)$, with $q$ odd and $n \geq 2$, satisfying $\left(\mathrm{I}^{\prime}\right)-\left(\mathrm{IV}^{\prime}\right)$. Then $\overline{\mathcal{S}}$ is the set of all tangent spaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ in $\mathrm{PG}(n(n+3) / 2, q)$. In particular, if $n=2$, then the statement holds under the weaker hypotheses of $\overline{\mathcal{S}}$ satisfying $\left(\mathrm{I}^{\prime}\right)-\left(\mathrm{III}^{\prime}\right)$. Also, $\mathcal{V}_{n}^{2^{n}}$ is the set of all points contained in exactly one element of $\overline{\mathcal{S}}$.

Theorem 4.54. Let $\overline{\mathcal{S}}$ be a set of $\theta(n)$ subspaces of dimension $n$ of the projective space $\mathrm{PG}(n(n+3) / 2, q)$, with $q$ odd and $n \geq 2$, satisfying ( $\left.\mathrm{I}^{\prime}\right)-\left(\mathrm{III}^{\prime}\right)$. If $q \geq 2$, then $\overline{\mathcal{S}}$ also satisfies $\left(\mathrm{IV}^{\prime}\right)$.

Corollary 4.55. Let $\overline{\mathcal{S}}$ be a set of $k \geq \theta(n)$ subspaces of dimension $n$ of $\operatorname{PG}(m, q)$, with $q$ odd, $m \geq n(n+3) / 2$ and such that $q \geq n$. Suppose that
(a) every two elements of $\overline{\mathcal{S}}$ have a non-empty intersection,
(b) every three distinct elements of $\overline{\mathcal{S}}$ have an empty intersection,
(c) no hyperplane contains all elements of $\overline{\mathcal{S}}$.

Then
(i) $m=n(n+3) / 2, k=\theta(n)$;
(ii) $\overline{\mathcal{S}}$ is the set of all tangent spaces of a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$;
(iii) $\mathcal{V}_{n}^{2^{n}}$ is the set of all points contained in exactly one element of $\overline{\mathcal{S}}$.

Something more can be said in the case that $\mathcal{S}$ does not satisfy (V).
Theorem 4.56. Let $\mathcal{S}$ be an ovoidal Veronesean set of subspaces of the projective space $\operatorname{PG}(n(n+3) / 2, q)$, with $n \geq 2$. Then $q$ is even and $\mathcal{S}$ can be extended to a hyperovoidal Veronesean set of subspaces of $\operatorname{PG}(n(n+3) / 2, q)$. Also, if $n=2$, then $q \in\{2,4\}$ and $\mathcal{S}$ is uniquely determined in both cases, up to a projectivity.

Proof. It is shown that the set of all nuclei of members of $\overline{\mathcal{S}}$ is an $n$-dimensional subspace of $\operatorname{PG}\left(N_{n}, q\right)$. Therefore it suffices to prove that all points of the line joining two arbitrary distinct nuclei are nuclei. So let $\pi^{\prime}, \pi^{\prime \prime} \in \mathcal{S}$, with $\pi^{\prime} \neq \pi^{\prime \prime}$, and let $\bar{\xi}^{\prime}$ be the nucleus of $\bar{\pi}^{\prime}$ and $\bar{\xi}^{\prime \prime}$ the nucleus of $\bar{\pi}^{\prime \prime}$. Let $\bar{\pi}^{\prime} \cap \bar{\pi}^{\prime \prime}=\{\eta\}$. Further, let $\bar{\delta}^{\prime}$ be an arbitrary point on the line $\bar{\eta} \bar{\xi}^{\prime}$ different from $\bar{\eta}$ and $\bar{\xi}^{\prime}$. Let $\bar{\tau} \in \overline{\mathcal{S}} \backslash\left\{\bar{\pi}^{\prime}\right\}$ contain $\bar{\delta}^{\prime}$, and let $\bar{\zeta}$ be the intersection of $\bar{\tau}$ with $\left\langle\bar{\pi}^{\prime}, \bar{\pi}^{\prime \prime}\right\rangle$. As before, any element of $\overline{\mathcal{S}}$ meeting $\bar{\zeta}$ has a line in common with the plane $\langle\bar{\eta}, \bar{\zeta}\rangle$, and the set of all these lines is a dual $(q+1)$-arc if the nucleus of $\bar{\tau}$ is on $\bar{\zeta}$, or a dual $(q+2)$-arc if the nucleus of $\bar{\tau}$ is not on $\bar{\zeta}$. In the latter case, the point $\bar{\xi}^{\prime}$ is contained in a unique line, different from the line $\bar{\eta} \bar{\xi}^{\prime}$, of that dual $(q+2)$-arc, contradicting the definition of a nucleus. Hence there is a dual $(q+1)$-arc and it now follows, interchanging the roles of $\pi^{\prime \prime}$ and $\tau$ if necessary, that the unique line of $\langle\bar{\eta}, \bar{\zeta}\rangle$ extending the dual $(q+1)$-arc to a dual $(q+2)$-arc contains $q+1$ nuclei amongst which are $\bar{\xi}^{\prime}$ and $\bar{\xi}^{\prime \prime}$. Hence the set of all nuclei of members of $\overline{\mathcal{S}}$ is an $n$-dimensional subspace $\operatorname{PG}(n, q)$ of $\operatorname{PG}\left(N_{n}, q\right)$. So $\mathcal{S} \cup\{\overline{\mathrm{PG}}(n, q)\}$ is a hyperovoidal Veronesean set of subspaces of $\mathrm{PG}(n(n+3) / 2, q)$.

Now take the case $n=2$. Consider the hyperovoidal Veronesean set of subspaces $\mathcal{S} \cup \overline{\mathrm{PG}}(2, q)=\mathcal{S}^{*}$. By the first part of this proof, every three distinct elements of $\overline{\mathcal{S}}^{*}$ define $q+2$ elements of $\overline{\mathcal{S}}^{*}$, which all intersect a common plane in a line. Let $\overline{\mathcal{B}}$ be the set with as elements these sets consisting of $q+2$ elements of $\overline{\mathcal{S}}^{*}$. Now count in different ways the number of ordered pairs $(\bar{\pi}, \bar{O})$, with $\bar{\pi} \in \overline{\mathcal{S}}^{*}, \bar{O} \in \overline{\mathcal{B}}$ and $\bar{\pi} \in \bar{O}$. Then

$$
|\overline{\mathcal{B}}|(q+2)=\left(q^{2}+q+2\right)\left(q^{2}+q+1\right)\left(q^{2}+q\right) /(q+1) q .
$$

Hence $q+2$ divides 12 , and so $q \in\{2,4\}$. Also, if $q=2$, then $\overline{\mathcal{S}}$ and $\overline{\mathcal{S}}^{*}$ are uniquely defined, up to a projectivity. For $q=4$, there is, up to a projectivity, just one example, which is related to the simple Mathieu group $M_{22}$; see Section 4.7.

Remark 4.57. The set $\overline{\mathcal{S}}^{*}$, provided with the elements of $\overline{\mathcal{B}}$, is an extension of a projective plane of order $q$. Hence $q \in\{2,4\}$. For $q=4$, this extension is the unique $3-(22,6,1)$ Witt design. This design admits $M_{22}$ as an automorphism group; this is not the full automorphism group.

The unique example for $q=2$ can be generalised as follows to any $n$, with $n \geq 2$. Let $\mathrm{AG}(n+1,2)$ be an affine space in $\mathrm{PG}(n+1,2)$. Consider, in the Grassmann variety of the lines of $\operatorname{PG}(n+1,2)$, all subspaces corresponding to the sets of all lines with a common point in $\mathrm{AG}(n+1,2)$. Then this gives a dual hyperovoidal set of subspaces in $\mathrm{PG}(n(n+3) / 2,2)$.

For $n \geq 3$ with $q>2$, a classification of ovoidal and hyperovoidal sets of subspaces remains open.

### 4.2.3 Characterisations of $\mathcal{V}_{n}^{2^{n}}$ of the third kind

Relying on Subsection 4.2.2, a simple and elegant characterisation of the finite quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ is obtained.

Theorem 4.58. Under the conditions that $m \geq n(n+3) / 2, n \geq 2$ and $q>2$, let $\theta: \mathrm{PG}(n, q) \rightarrow \mathrm{PG}(m, q)$ be an injective map, such that the image of any line of $\mathrm{PG}(n, q)$ under $\theta$ is a plane $(q+1)$-arc in $\mathrm{PG}(m, q)$, and such that the image of $\theta$ generates $\operatorname{PG}(m, q)$. Then $m=n(n+3) / 2$, the image of $\theta$ is the quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$, and the images of the lines of $\mathrm{PG}(n, q)$ are the conics on $\mathcal{V}_{n}^{2^{n}}$.

Proof. Let $\theta: \operatorname{PG}(n, q) \rightarrow \mathrm{PG}(m, q)$ be an injective map from $\operatorname{PG}(n, q)$ into $\operatorname{PG}(m, q)$, with $n \geq 1$ and $q>2$, such that the image of any line of $\operatorname{PG}(n, q)$ is a plane $(q+1)$-arc in $\mathrm{PG}(m, q)$, and such that the image of $\theta$ generates $\mathrm{PG}(m, q)$. Let $\pi$ be the subspace of $\mathrm{PG}(m, q)$ generated by the image under $\theta$ of any hyperplane $\Pi_{n-1}$ of $\operatorname{PG}(n, q)$. It is shown that the dimension of $\pi$ is at least $m-n-1$.

For $n=1$, this follows since in this case $m=2$ and the dimension of the image of a point is zero. Now let $n>1$. Let $\pi^{\prime}$ be the subspace of $\mathrm{PG}(m, q)$ generated by the image of a hyperplane $\Pi_{n-1}^{\prime}$ of $\mathrm{PG}(n, q)$, with $\Pi_{n-1} \neq \Pi_{n-1}^{\prime}$, and let $l$ be a line of $\mathrm{PG}(n, q)$ not contained in $\Pi_{n-1} \cup \Pi_{n-1}^{\prime}$ for which $l \cap \Pi_{n-1} \neq l \cap \Pi_{n-1}^{\prime}$. Let $\bar{\Pi}_{2}=\langle l \theta\rangle$. Since $q>2$, it follows that every point $P$ of $\operatorname{PG}(n, q)$ is contained in a line $l^{\prime}$ of $\mathrm{PG}(n, q)$ meeting $l \cup \Pi_{n-1} \cup \Pi_{n-1}^{\prime}$ in three distinct points. Since the images under $\theta$ of these points generate $\left\langle l^{\prime} \theta\right\rangle$, the point $P \theta$ is contained in $\left\langle\pi, \pi^{\prime}, \bar{\Pi}_{2}\right\rangle$. Hence $\mathrm{PG}(m, q)=\left\langle\pi, \pi^{\prime}, \bar{\Pi}_{2}\right\rangle$. If $w$ is the dimension of $\pi, w^{\prime}$ the dimension of $\pi^{\prime}$, and $u$ the dimension of $\pi \cap \pi^{\prime}$, then this implies that $m \leq w+w^{\prime}-u+1$. By the induction hypothesis $u \geq w^{\prime}-n$; hence $m-w \leq w^{\prime}-u+1 \leq n+1$ and the result follows.

Now it is shown that, for $n \geq 2$ and $m \geq N_{n}=n(n+3) / 2$, a direct consequence is the equality $m=N_{n}$. From a chain of subspaces $\Pi_{1} \subset \Pi_{2} \subset \cdots \subset \Pi_{n-1}$ in $\mathrm{PG}(n, q)$, it follows that $m \leq 2+3+\cdots+n+(n+1)=N_{n}$. Hence $m=N_{n}$.

Also, in this case, the dimension of the subspace of $\mathrm{PG}(m, q)$ generated by the image of a $k$-dimensional subspace $\Pi_{k}$ of $\operatorname{PG}(m, q)$ is equal to $N_{k}=k(k+3) / 2$, for $k \in\{0,1,2, \ldots, n\}$. It also follows that, with the notation of the previous paragraph, if $n \geq 2$ and $m \geq N_{n}$, then $\pi$ and $\pi^{\prime}$ meet in a subspace of dimension $N_{n-2}$, and $\left\langle\pi, \pi^{\prime}, \bar{\Pi}_{2}\right\rangle=\mathrm{PG}\left(N_{n}, q\right)$. Since every hyperplane $\Pi_{n-1}^{\prime \prime} \notin\left\{\Pi_{n-1}, \Pi_{n-1}^{\prime}\right\}$ of $\mathrm{PG}(n, q)$ either contains a line meeting $\Pi_{n-1} \cup \Pi_{n-1}^{\prime}$ in just two points, or else meets every such line in a unique point outside $\Pi_{n-1} \cup \Pi_{n-1}^{\prime}$, the images under $\theta$ of three distinct hyperplanes generate $\mathrm{PG}\left(N_{n}, q\right)$.

Hence the set

$$
\mathcal{S}=\left\{\left\langle\Pi_{n-1} \theta\right\rangle \mid \Pi_{n-1} \text { is a hyperplane of } \mathrm{PG}(n, q)\right\}
$$

satisfies (I), (II) and (IV) of Subsection 4.2.2. Assume, by way of contradiction, that there is a point $P$ contained in all elements of $\mathcal{S}$. Then $P$ is contained in all subspaces $\left\langle\Pi_{n-2} \theta\right\rangle$ with $\Pi_{n-2}$ a subspace of dimension $n-2$ in a given hyperplane $\Pi_{n-1}$ of $\mathrm{PG}(n, q)$. Similar arguments imply that $P$ is contained in all planes $\langle l \theta\rangle$ with $l$ any line of a given plane $\Pi_{2}$ of $\operatorname{PG}(n, q)$. As $\langle l \theta\rangle \cap\left\langle l^{\prime} \theta\right\rangle$ is $l \theta \cap l^{\prime} \theta$, a contradiction is obtained. Hence, (III) is also satisfied.

Next, it is shown that $(\mathrm{V})$ is satisfied. Since every subspace of dimension $n-2$ in $\operatorname{PG}(n, q)$ is contained in $q+1$ hyperplanes of $\operatorname{PG}(n, q)$, with the notation of Subsection 4.2.2, the size of $\left[\pi, \pi^{\prime}\right]$ is $q+1$ for any two distinct $\pi, \pi^{\prime} \in \mathcal{S}$. So, again with the same terminology, the spectrum of every element of $\mathcal{S}$ is $\{q+1\}$.

From Theorem 4.49, it now follows that the image of $\theta$, which is precisely the set of points of $\operatorname{PG}\left(N_{n}, q\right)$ contained in $\theta(n-1)$ elements of $\mathcal{S}$, is the quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$; the images of the lines of $\operatorname{PG}(n, q)$ are precisely the conics on $\mathcal{V}_{n}^{2^{n}}$.

Remark 4.59. 1. For $q=2$, every cap of size $2^{n+1}-1, n \geq 2$, in some projective space $\mathrm{PG}(m, 2)$, with $m \geq n(n+3) / 2$ and where the cap generates $\mathrm{PG}(m, 2)$, can be seen as the image of a mapping $\theta$ of $\operatorname{PG}(n, 2)$ into $\operatorname{PG}(m, 2)$ satisfying the conditions of Theorem 4.58. Hence the condition $q>2$ in the statement of Theorem 4.58 is necessary.
2. For $n=2$, the plane $\operatorname{PG}(2, q)$ in the statement of Theorem 4.58 can be replaced by any projective plane, which is not necessarily Desarguesian, with $q+1$ points on any line.

### 4.2.4 Characterisations of $\mathcal{V}_{n}^{2^{n}}$ of the fourth kind

First, the Veronese surface $\mathcal{V}_{2}^{4}$ is characterised by considering its common points with the planes and hyperplanes of $\operatorname{PG}(5, q)$. Then, without proof, recent characterisations of $\mathcal{V}_{n}^{2^{n}}$ are given, where again the common points of $\mathcal{V}_{n}^{2^{n}}$ with subspaces are considered. Since the hyperplane sections of $\mathcal{V}_{2}^{4}$ correspond to the quadrics of $\mathrm{PG}(2, q)$, any hyperplane $\Pi_{4}$ of $\mathrm{PG}(5, q)$ has $1, q+1$ or $2 q+1$ points in common with $\mathcal{V}_{2}^{4}$. Now consider the intersections of $\mathcal{V}_{2}^{4}$ with the planes of $\operatorname{PG}(5, q)$.

Lemma 4.60. Any plane $\pi$ of $\operatorname{PG}(5, q)$ meets $\mathcal{V}_{2}^{4}$ in $0,1,2,3$, or $q+1$ points.

Proof. Suppose that the plane $\pi$ contains at least four distinct points $Q_{1}, Q_{2}, Q_{3}, Q_{4}$ of $\mathcal{V}_{2}^{4}$. Then $q>2$. By Corollary 4.13, the points $Q_{i}$ and $Q_{j}, i \neq j$, are contained in a unique conic of $\mathcal{V}_{2}^{4}$. Let $\mathcal{C}^{\prime}$ be the conic defined by $Q_{1}$ and $Q_{2}$, and let $\mathcal{C}^{\prime \prime}$ be the conic defined by $Q_{2}$ and $Q_{3}$. Suppose that $\mathcal{C}^{\prime} \neq \mathcal{C}^{\prime \prime}$. By Theorem 4.17, the conic planes $\pi^{\prime}$ and $\pi^{\prime \prime}$ containing $\mathcal{C}^{\prime}$ and $\mathcal{C}^{\prime \prime}$ generate a hyperplane $\Pi_{4}$. With the notation of Section 4.1, the set $\left(\Pi_{4} \cap \mathcal{V}_{2}^{4}\right) \zeta^{-1}$ is a quadric of $\mathrm{PG}(2, q)$; hence $\left|\Pi_{4} \cap \mathcal{V}_{2}^{4}\right| \leq 2 q+1$. Since $\pi \subset \Pi_{4}$, so $Q_{4} \in \Pi_{4}$; since also $\mathcal{C}^{\prime} \cup \mathcal{C}^{\prime \prime} \subset \Pi_{4}$, it follows that

$$
\left|\Pi_{4} \cap \mathcal{V}_{2}^{4}\right| \geq\left|\mathcal{C}^{\prime} \cup \mathcal{C}^{\prime \prime} \cup\left\{Q_{4}\right\}\right|=2 q+2
$$

a contradiction. Thus $\mathcal{C}^{\prime}=\mathcal{C}^{\prime \prime}$, and so $\mathcal{C}^{\prime}=\pi \cap \mathcal{V}_{2}^{4}$. It follows that $\left|\pi \cap \mathcal{V}_{2}^{4}\right|=q+1$.
Now the intention is to characterise, for $q>2$, the Veronesean $\mathcal{V}_{2}^{4}$ by the number of its common points with the hyperplanes and planes of $\operatorname{PG}(5, q)$.

From now on, let $\mathcal{K}$ be a set of $k$ points of $\operatorname{PG}(m, q), m \geq 5$, with the following properties:
(A) $\left|\Pi_{4} \cap \mathcal{K}\right| \leq 2 q+1$ for any four-dimensional subspace $\Pi_{4}$ of $\operatorname{PG}(m, q)$ with equality for some $\Pi_{4}$;
(B) any plane of $\operatorname{PG}(m, q)$ meeting $\mathcal{K}$ in four points meets it in at least $q+1$ points.

Lemma 4.61. For any line $l$, either $l \subset \mathcal{K}$ or $|l \cap \mathcal{K}| \leq 3$.
Proof. The lemma is immediate for $q \leq 3$. So, for $q \geq 4$, let $l$ be a line of $\operatorname{PG}(m, q)$, where $l \not \subset \mathcal{K}$ and $|l \cap \mathcal{K}|=s$. Suppose that $4 \leq s \leq q$ and let $\Pi_{4}$ be a 4-dimensional space containing the line $l$. By (B), any plane $\pi$ of $\Pi_{4}$ containing $l$ has at least $q+1$ points in common with $\mathcal{K}$. Consequently,

$$
\left|\Pi_{4} \cap \mathcal{K}\right| \geq\left(q^{2}+q+1\right)(q+1-s)+s \geq q^{2}+q+1+s \geq q^{2}+q+5
$$

By (A), $\left|\Pi_{4} \cap \mathcal{K}\right| \leq 2 q+1$. So $q^{2}+q+5 \leq 2 q+1$, a contradiction.
Lemma 4.62. For the set $\mathcal{K}$ with $q \geq 5$, there is no pair $\left(l_{1}, l_{2}\right)$ of skew lines in the following cases:
(i) $l_{1}$ and $l_{2}$ are both lines of $\mathcal{K}$;
(ii) $l_{1}$ is a line of $\mathcal{K}$ and $l_{2}$ is a trisecant of $\mathcal{K}$;
(iii) $l_{1}$ and $l_{2}$ are both trisecants of $\mathcal{K}$.

Proof. (i) Let $l_{1}$ and $l_{2}$ be distinct skew lines of $\mathcal{K}$, and let $\Pi_{3}$ be the solid defined by them. So $\left|\Pi_{3} \cap \mathcal{K}\right| \geq 2 q+2$. Hence any four-dimensional space of $\operatorname{PG}(m, q)$ containing $\Pi_{3}$ has more than $2 q+1$ points in $\mathcal{K}$. This contradicts (A).
(ii), (iii) Here, $l_{2}$ is a trisecant and $l_{1}$ is a trisecant or line of $\mathcal{K}$. Then there exist distinct planes $\pi, \pi^{\prime}, \pi^{\prime \prime}$ containing $l_{2}$ and also a point of $l_{1} \cap \mathcal{K}$. By (B), each of $|\pi \cap \mathcal{K}|,\left|\pi^{\prime} \cap \mathcal{K}\right|,\left|\pi^{\prime \prime} \cap \mathcal{K}\right|$ is at least $q+1$. Hence the solid $\Pi_{3}=l_{1} l_{2}$ contains at least $3(q+1-3)+3=3 q-3$ points in $\mathcal{K}$. Consequently, any 4-dimensional subspace of $\operatorname{PG}(m, q)$ through $\Pi_{3}$ has at least $3 q-3$ points in $\mathcal{K}$. Since $q \geq 5$, so $3 q-3>2 q+1$, contradicting (A).

Lemma 4.63. If $\mathcal{K}$ contains distinct lines $l_{1}$ and $l_{2}$, then $l_{1} \cap l_{2} \neq \emptyset$ and $\mathcal{K}=l_{1} \cup l_{2}$.
Proof. From the first part of the proof of Lemma 4.62, $l_{1} \cap l_{2} \neq \emptyset$. Let $Q \in \mathcal{K}$, with $Q \notin l_{1} \cup l_{2}$. Then any four-dimensional subspace containing $l_{1}, l_{2}$ and $Q$ has at least $2 q+2$ points in $\mathcal{K}$, contradicting (A). Hence $\mathcal{K}=l_{1} \cup l_{2}$.

Lemma 4.64. If $\mathcal{K}$ lies in a plane $\pi$ of $\mathrm{PG}(m, q)$, then $|\mathcal{K}|=2 q+1$ and there are the following possibilities:
(a) $|l \cap \mathcal{K}| \leq 3$ for any line l in $\pi$, with equality for some line $l$;
(b) the set $\mathcal{K}$ consists of a line $l$ and a $q$-arc $\mathcal{K}^{\prime}$ of $\pi$, where $l \cap \mathcal{K}^{\prime}=\emptyset$;
(c) the set $\mathcal{K}$ consists of two distinct lines of $\pi$.

Proof. Any 4-dimensional subspace containing $\pi$ has at most $2 q+1$ points in $\mathcal{K}$. As $\mathcal{K} \subset \pi$, it follows that $|\mathcal{K}| \leq 2 q+1$. Since at least one 4 -dimensional subspace has exactly $2 q+1$ points in $\mathcal{K}$, so $|\mathcal{K}|=2 q+1$.

First, assume that $\mathcal{K}$ does not contain a line. By Lemma 4.61, any line of $\pi$ has at most three distinct points in $\mathcal{K}$. If there is no line of $\pi$ with exactly three points in $\mathcal{K}$, then $\mathcal{K}$ is a $(2 q+1)$-arc, contradicting Theorem 8.5 of PGOFF2. So $\pi$ contains at least one trisecant of $\mathcal{K}$.

Next, let $l$ be a line which lies in $\mathcal{K}$. If the $q$ points of $\mathcal{K} \backslash l$ lie on a line $l^{\prime}$, then $\mathcal{K}=l \cup l^{\prime}$ by Lemma 4.63. Now assume that there is no line containing $\mathcal{K} \backslash l$. Then, by Lemma 4.61 , the set $\mathcal{K} \backslash l$ is a $q-\operatorname{arc}$ of $\pi$.

Lemma 4.65. Let $q \geq 5$ and suppose that $\mathcal{K}$ generates a solid $\Pi_{3}$. Then $\mathcal{K}=l \cup \mathcal{K}^{*}$, with $\mathcal{K}^{*}$ a q-arc of some plane $\pi$, with l a line not contained in $\pi$, and $l \cap \mathcal{K}^{*}=\emptyset$.

Proof. Any 4-dimensional subspace containing $\Pi_{3}$ has at most $2 q+1$ points in $\mathcal{K}$. As $\mathcal{K} \subset \Pi_{3}$, so $|\mathcal{K}| \leq 2 q+1$. Since at least one 4-dimensional subspace has exactly $2 q+1$ points in $\mathcal{K}$, so $|\mathcal{K}|=2 q+1$.

Two cases are distinguished.
(1) $\mathcal{K}$ does not contain a line

By Lemma 4.61, any line has at most three points in $\mathcal{K}$.
First, suppose that $\mathcal{K}$ has at least one trisecant $l$. Let $Q \in \mathcal{K} \backslash l$. By condition (B), the plane $\pi=Q l$ has at least $q+1$ points in $\mathcal{K}$. Since $\mathcal{K}$ generates the solid $\Pi_{3}$, there is at least one point $Q^{\prime}$ in $\mathcal{K} \backslash \pi$. By (B), the plane $\pi^{\prime}=Q^{\prime} l$ has at least $q+1$ points in $\mathcal{K}$. If $Q^{\prime \prime} \in \mathcal{K} \backslash\left(\pi \cup \pi^{\prime}\right)$, then the plane $\pi^{\prime \prime}=Q^{\prime \prime} l$ has at least $q+1$ points in $\mathcal{K}$; so $|\mathcal{K}| \geq 3(q+1-3)+3=3 q-3$. Hence $2 q+1 \geq 3 q-3$, whence $q \leq 4$, a contradiction. Consequently, $\mathcal{K} \subset \pi \cup \pi^{\prime}$.

Suppose now that $\mathcal{K}$ has a trisecant $l^{\prime}$, with $l^{\prime} \neq l$. Then $l^{\prime}$ lies in $\pi$ or $\pi^{\prime}$; say, $l^{\prime} \subset \pi$. The plane $\pi^{*}=Q^{\prime} l^{\prime}$ has at least $q+1$ points in $\mathcal{K}$, at most three of which belong to $\pi^{\prime}$. Hence at least $q+1-6$ points of $\pi^{*} \cap \mathcal{K}$ do not belong to $\pi \cup \pi^{\prime}$. Since $\mathcal{K} \subset \pi \cup \pi^{\prime}$, so $q \leq 5$. As it was assumed that $q \geq 5$, hence $q=5$.

By the same argument, the line $l^{\prime \prime}=\pi^{*} \cap \pi^{\prime}$ is a trisecant of $\mathcal{K}$ and the point $l^{\prime} \cap l^{\prime \prime}$ of $l$ is not in $\mathcal{K}$. On the lines $l, l^{\prime}, l^{\prime \prime}$ there are nine points of $\mathcal{K}$. Since $|\mathcal{K}|=11$, there is a point $Q^{*} \in \mathcal{K} \backslash\left(l \cup l^{\prime} \cup l^{\prime \prime}\right)$, say $Q^{*} \in \pi$. Since $q=5$, at least one of the lines joining $Q^{*}$ to a point of $l^{\prime} \cap \mathcal{K}$ has a point in $l \cap \mathcal{K}$. Such a line $l^{*}$ is a trisecant
of $\mathcal{K}$. Then the plane $Q^{\prime} l^{*}$ contains at least one point of $\mathcal{K} \backslash\left(\pi \cup \pi^{\prime}\right)$, a contradiction. So it has been shown that $l$ is the only trisecant of $\mathcal{K}$.

Let $l \cap \mathcal{K}=\left\{Q_{1}, Q_{2}, Q_{3}\right\}$. Then $(\pi \cap \mathcal{K}) \backslash\left\{Q_{i}\right\}$ is a $k_{i}$-arc of the plane $\pi$ for $i=1,2,3$. Analogously, $\left(\pi^{\prime} \cap \mathcal{K}\right) \backslash\left\{Q_{i}\right\}$ is a $k_{i}^{\prime}$-arc of the plane $\pi^{\prime}$ for $i=1,2,3$. However, since $|\mathcal{K}|=2 q+1$ and $\mathcal{K} \subset \pi \cup \pi^{\prime}$, so

$$
\left(k_{i}-2\right)+\left(k_{i}^{\prime}-2\right)+3=2 q+1,
$$

for $i=1,2,3$. Hence $k_{i}+k_{i}^{\prime}=2 q+2$. Without loss of generality, let $k_{1} \geq q+1$. From Section 8.1 of PGOFF2, the $k_{1}-\operatorname{arc}(\pi \cap \mathcal{K}) \backslash\left\{Q_{1}\right\}$ has at least $(q-1) / 2$ bisecants passing through $Q_{1}$. It follows that the plane $\pi$ contains at least two trisecants of $\mathcal{K}$ through $Q_{1}$, a contradiction.

It has been shown that $\mathcal{K}$ has no trisecant; that is, $\mathcal{K}$ is a $(2 q+1)$-cap of the solid $\Pi_{3}$. Assume that no four points of $\mathcal{K}$ are coplanar; then $\mathcal{K}$ is a $(2 q+1)$-arc of $\Pi_{3}$. By Theorems 21.2.4 and 21.3.8 of FPSOTD, $|\mathcal{K}| \leq q+1$, contradicting that $|\mathcal{K}|=2 q+1$. Hence $\Pi_{3}$ contains a plane $\pi$ which has at least four points in $\mathcal{K}$. By condition (B), $|\pi \cap \mathcal{K}| \geq q+1$. Since $\pi \cap \mathcal{K}$ is a $k^{\prime}$-arc of $\pi$, so $|\pi \cap \mathcal{K}| \in\{q+1, q+2\}$. Hence $|\mathcal{K} \backslash \pi| \geq q-1$.

Let $l$ be a line containing at least two distinct points of $\mathcal{K} \backslash \pi$. Since $\mathcal{K}$ is a cap, the point $l \cap \pi$ is not in $\mathcal{K}$. If $\pi \cap \mathcal{K}$ is a $(q+1)$-arc of $\pi$ and $q$ is even, then, since $q-1>2$, it may be assumed that $l$ does not contain the nucleus of $\pi \cap \mathcal{K}$. Since $q \geq 5$, the point $l \cap \pi$ is on at least two bisecants $l_{1}$ and $l_{2}$ of $\pi \cap \mathcal{K}$. By (B), the planes $l l_{1}$ and $l l_{2}$ have at least $q+1$ points in $\mathcal{K}$. Hence

$$
|\mathcal{K}| \geq 2(q+1-2)+2+(q+1-4)=3 q-3
$$

So $2 q+1 \geq 3 q-3$, whence $q \leq 4$, a contradiction. Hence case (1) cannot occur.
(2) $\mathcal{K}$ contains a line $l$

Since $\mathcal{K}$ generates the solid $\Pi_{3}$, Lemma 4.63 shows that $l$ is the only line on $\mathcal{K}$. Suppose that $\mathcal{K} \backslash l$ contains distinct collinear points $Q_{1}, Q_{2}, Q_{3}$. By Lemma 4.61, the line $Q_{1} Q_{2}$ is a trisecant of $\mathcal{K}$; by Lemma 4.62 , the line $Q_{1} Q_{2}$ has a point on the line $l$. So $Q_{1} Q_{2}$ has at least four distinct points in $\mathcal{K}$, a contradiction.

Hence $\mathcal{K} \backslash l$ is a $q$-cap of $\Pi_{3}$. On $\mathcal{K} \backslash l$, the distinct points $P_{1}, P_{2}, P_{3}$ can be chosen so that the plane $\pi=P_{1} P_{2} P_{3}$ does not contain $l$. Since $P_{1}, P_{2}, P_{3}, \pi \cap l$ are four distinct points of $\mathcal{K}$, the plane $\pi$ contains at least $q+1$ points of $\mathcal{K}$. As $|\mathcal{K}|=2 q+1$, so $|\pi \cap \mathcal{K}|=q+1$ and $\mathcal{K}$ consists of $l$ and the $q$-arc $\mathcal{K}^{*}=(\pi \cap \mathcal{K}) \backslash l$.

Lemma 4.66. Let $q \geq 5$ and suppose that $\mathcal{K}$ generates an s-space $\Pi_{s}$ with $s \geq 4$. Then any line $l$ which is not contained in $\mathcal{K}$ has at most two points in $\mathcal{K}$.

Proof. Let $l$ be a line not contained in $\mathcal{K}$ and suppose that $|l \cap \mathcal{K}|>2$. By Lemma 4.61, $|l \cap \mathcal{K}|=3$. Since $\mathcal{K}$ generates $\Pi_{s}$ and $s \geq 4$, there are points $P_{1}, P_{2}, P_{3}$ in $\mathcal{K}$ such that $l, P_{1}, P_{2}, P_{3}$ generate a $\Pi_{4}$. For $1,2,3$, let $\Pi_{2}^{i}$ be the plane containing $l$ and $P_{i}$. Since $\left|\Pi_{2}^{i} \cap \mathcal{K}\right| \geq 4$, so $\left|\Pi_{2}^{i} \cap \mathcal{K}\right| \geq q+1$. Hence $\left|\Pi_{4} \cap \mathcal{K}\right| \geq 3 q-3$. By (A), it follows that $3 q-3 \leq 2 q+1$; so $q \leq 4$, a contradiction.

Corollary 4.67. Let $q \geq 5$ and suppose that $\mathcal{K}$ generates an $s$-space $\Pi_{s}$ with $s \geq 4$. Then $\mathcal{K}$ is a $k$-cap or $\mathcal{K}$ contains a unique line $l$ and any other line has at most two points in $\mathcal{K}$.

Proof. This follows from Lemmas 4.62, 4.63, 4.66.
Henceforth, let $\mathcal{K}$ be a set of $k$ points of $\mathrm{PG}(5, q)$ satisfying the following:
(A') $\left|\Pi_{4} \cap \mathcal{K}\right| \in\{1, q+1,2 q+1\}$ for any hyperplane $\Pi_{4}$ of $\mathrm{PG}(5, q)$ but also that $\left|\Pi_{4} \cap \mathcal{K}\right|=2 q+1$ for some hyperplane $\Pi_{4} ;$
(B) any plane of $\operatorname{PG}(5, q)$ with four points in $\mathcal{K}$ has at least $q+1$ points in $\mathcal{K}$.

Lemma 4.68. For $q \geq 5$, any set satisfying $\left(\mathrm{A}^{\prime}\right)$ and $(\mathrm{B})$ is a $\left(q^{2}+q+1\right)$-cap which generates $\mathrm{PG}(5, q)$.

Proof. By $\left(\mathrm{A}^{\prime}\right)$, the set $\mathcal{K}$ does not generate a line. Assume that $\mathcal{K}$ generates a plane $\Pi_{2}$. By Lemma 4.64 , there is a line $l$ of $\Pi_{2}$ with $|l \cap \mathcal{K}| \in\{2,3\}$. Let $\Pi_{4}$ be a hyperplane of $\operatorname{PG}(5, q)$ which contains $l$ but not $\Pi_{2}$. Then $\left|\Pi_{4} \cap \mathcal{K}\right| \in\{2,3\}$, contradicting $\left(\mathrm{A}^{\prime}\right)$. Next, suppose that $\mathcal{K}$ generates a solid $\Pi_{3}$. By Lemma $4.65, \mathcal{K}=l \cup \mathcal{K}^{*}$, with $\mathcal{K}^{*}$ a $q$-arc of some plane $\Pi_{2}$ and $l$ a line not contained in $\Pi_{2}$ skew to $\mathcal{K}^{*}$. Let $\Pi_{2}^{\prime}$ be a plane containing two points of $\mathcal{K}^{*}$ and one point of $l \backslash \Pi_{2}$; then $\left|\Pi_{2}^{\prime} \cap \mathcal{K}\right|=3$. Hence any hyperplane containing $\Pi_{2}^{\prime}$ but not $\Pi_{3}$ has exactly three points in $\mathcal{K}$, contradicting ( $\mathrm{A}^{\prime}$ ).

Finally, let $\mathcal{K}$ generate a hyperplane $\Pi_{4}$. By $\left(\mathrm{A}^{\prime}\right),|\mathcal{K}|=2 q+1$ and each solid $\Pi_{3}$ of $\Pi_{4}$ has 1 or $q+1$ points in $\mathcal{K}$. Let $l$ be a line with at least two points in $\mathcal{K}$ and let $\Pi_{2}$ be a plane of $\Pi_{4}$ containing $l$. Further, let $|l \cap \mathcal{K}|=a_{1}$ and $\left|\Pi_{2} \cap \mathcal{K}\right|=a_{2}$. Counting the points of $\mathcal{K}$ in the solids of $\Pi_{4}$ containing $\Pi_{2}$,

$$
\left(q+1-a_{2}\right)(q+1)+a_{2}=2 q+1
$$

Hence $a_{2}=q$. Counting the points of $\mathcal{K}$ in the planes of $\Pi_{4}$ containing $l$,

$$
\left(q-a_{1}\right)\left(q^{2}+q+1\right)+a_{1}=2 q+1
$$

Hence

$$
q^{3}+q^{2}-a_{1} q^{2}-a_{1} q-q=1
$$

Consequently $q$ divides 1 , a contradiction. So it has been shown that $\mathcal{K}$ generates $\operatorname{PG}(5, q)$.

Now, it must be shown that $\mathcal{K}$ is a $k$-cap. By Lemma 4.66, it is sufficient to prove that $\mathcal{K}$ does not contain a line. So assume that $\mathcal{K}$ contains some line $l$. By Corollary 4.67, any plane through $l$ has at most one point in $\mathcal{K} \backslash l$. Let $\Pi_{3}$ be a solid skew to $l$. By projecting $\mathcal{K} \backslash l$ from $l$ onto $\Pi_{3}$, a set $\mathcal{K}^{\prime}$ of size $k-(q+1)$ is obtained. By ( $\left.\mathrm{A}^{\prime}\right)$, any plane of $\Pi_{3}$ has 0 or $q$ points in $\mathcal{K}^{\prime}$. Let $\left\{\Pi_{2}^{i} \mid i=1, \ldots, q^{3}+q^{2}+q+1\right\}$ be the set of planes of $\Pi_{3}$ and let $t_{i}$ be the number of points of $\mathcal{K}^{\prime}$ in $\Pi_{2}^{i}$. Counting the set $\left\{\left(P, \Pi_{2}^{i}\right) \mid P \in \mathcal{K}^{\prime}, P \in \Pi_{2}^{i}\right\}$ in two ways gives

$$
\begin{equation*}
\sum t_{i}=(k-q-1)\left(q^{2}+q+1\right) \tag{4.8}
\end{equation*}
$$

Now, counting the set $\left\{\left(P, P^{\prime}, \Pi_{2}^{i}\right) \mid P, P^{\prime} \in \mathcal{K}^{\prime} ; P, P^{\prime} \in \Pi_{2}^{i} ; P^{\prime} \neq P\right\}$ in two ways gives

$$
\begin{equation*}
\sum t_{i}\left(t_{i}-1\right)=(k-q-1)(k-q-2)(q+1) \tag{4.9}
\end{equation*}
$$

Since $t_{i} \in\{0, q\}$ for all $i$, so $\sum t_{i}\left(t_{i}-q\right)=0$. Hence

$$
\begin{equation*}
\sum t_{i}\left(t_{i}-1\right)-(q-1) \sum t_{i}=0 \tag{4.10}
\end{equation*}
$$

By (4.8), (4.9), (4.10),

$$
(k-q-1)(k-q-2)(q+1)-(q-1)(k-q-1)\left(q^{2}+q+1\right)=0 .
$$

Since $k \neq q+1$, so

$$
(k-q-2)(q+1)-(q-1)\left(q^{2}+q+1\right)=0 .
$$

Thus

$$
k=\left(q^{3}+q^{2}+3 q+1\right) /(q+1) .
$$

Therefore $q+1$ divides $q^{3}+q^{2}+3 q+1$ and so $q+1$ divides 2 , a contradiction. Hence it has been shown that $\mathcal{K}$ is a $k$-cap.

Finally it must be shown that $k=q^{2}+q+1$. Let $\left\{\Pi_{4}^{i} \mid i=1, \ldots, \theta(5)\right\}$ be the set of hyperplanes of $\operatorname{PG}(5, q)$ and let $s_{i}$ be the number of points of $\mathcal{K}$ in $\Pi_{4}^{i}$. Counting the set $\left\{\left(P, \Pi_{4}^{i}\right) \mid P \in \mathcal{K}, P \in \Pi_{4}^{i}, i \in \theta(5)\right\}$ in two ways gives

$$
\begin{equation*}
\sum s_{i}=k\left(q^{4}+q^{3}+q^{2}+q+1\right) \tag{4.11}
\end{equation*}
$$

Now, counting the set $\left\{\left(P, P^{\prime}, \Pi_{4}^{i}\right) \mid P, P^{\prime} \in \mathcal{K} ; P, P^{\prime} \in \Pi_{4}^{i} ; P^{\prime} \neq P ; i \in \theta(5)\right\}$ in two ways gives

$$
\begin{equation*}
\sum s_{i}\left(s_{i}-1\right)=k(k-1)\left(q^{3}+q^{2}+q+1\right) \tag{4.12}
\end{equation*}
$$

As $\mathcal{K}$ is a $k$-cap, so counting the number of ordered 4-tuples $\left(P, P^{\prime}, P^{\prime \prime}, \Pi_{4}^{i}\right)$ for distinct points $P, P^{\prime}, P^{\prime \prime}$ in $\mathcal{K}$ and $\Pi_{4}^{i}$, with $i$ varying, in two ways gives

$$
\begin{equation*}
\sum s_{i}\left(s_{i}-1\right)\left(s_{i}-2\right)=k(k-1)(k-2)\left(q^{2}+q+1\right) . \tag{4.13}
\end{equation*}
$$

Since $s_{i} \in\{1, q+1,2 q+1\}$ for all $i$,

$$
\begin{equation*}
\sum\left(s_{i}-1\right)\left(s_{i}-q-1\right)\left(s_{i}-2 q-1\right)=0, \tag{4.14}
\end{equation*}
$$

which expands to

$$
\begin{align*}
& \sum s_{i}\left(s_{i}-1\right)\left(s_{i}-2\right)-3 q \sum s_{i}\left(s_{i}-1\right) \\
& +(q+1)(2 q+1) \sum s_{i}-(q+1)(2 q+1) \theta(5)=0 \tag{4.15}
\end{align*}
$$

From (4.11), (4.12), (4.13), (4.15),

$$
\begin{aligned}
& k(k-1)(k-2)\left(q^{2}+q+1\right)-3 q k(k-1)\left(q^{3}+q^{2}+q+1\right) \\
& \quad+(q+1)(2 q+1) k\left(q^{4}+q^{3}+q^{2}+q+1\right)-(q+1)(2 q+1) \theta(5)=0
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left(q^{2}+q+1\right) k^{3}-3\left(q^{4}+q^{3}+2 q^{2}+2 q+1\right) k^{2} \\
& \quad+\left(2 q^{6}+5 q^{5}+9 q^{4}+9 q^{3}+11 q^{2}+9 q+3\right) k \\
& \quad-\left(2 q^{7}+5 q^{6}+6 q^{5}+6 q^{4}+6 q^{3}+6 q^{2}+4 q+1\right)=0
\end{aligned}
$$

It follows that, if $k \neq q^{2}+q+1$, then

$$
\begin{align*}
& \left(q^{2}+q+1\right) k^{2}-\left(2 q^{4}+q^{3}+3 q^{2}+4 q+2\right) k \\
& \quad+\left(2 q^{5}+3 q^{4}+q^{3}+2 q^{2}+3 q+1\right)=0 \tag{4.16}
\end{align*}
$$

If $s_{i}=1$ for at least one hyperplane $\Pi_{4}^{i}$, then there exists at least one solid with exactly one point in $\mathcal{K}$. Now suppose that there is at least one hyperplane $\Pi_{4}^{j}$ with $s_{j}=q+1$. If $P \in \Pi_{4}^{j} \cap \mathcal{K}$, then there exists a line $\Pi_{1}$, a plane $\Pi_{2}$, and a solid $\Pi_{3}$ of $\Pi_{4}^{j}$, with $P \in \Pi_{1} \subset \Pi_{2} \subset \Pi_{3}$ and $\left|\Pi_{1} \cap \mathcal{K}\right|=\left|\Pi_{2} \cap \mathcal{K}\right|=\left|\Pi_{3} \cap \mathcal{K}\right|=1$. Thus, also in this case, there exists a solid with exactly one point in $\mathcal{K}$.

Next, assume that $s_{i}=2 q+1$ for all hyperplanes $\Pi_{4}^{i}$. Then, by (4.11),

$$
\theta(5)(2 q+1)=k \theta(4)
$$

Hence

$$
k=q(2 q+1)+(2 q+1) / \theta(4) .
$$

It follows that $\theta(4) \leq 2 q+1$, a contradiction. So there is always a solid $\Pi_{3}$ with exactly one point $P$ in $\mathcal{K}$. Now, counting the points of $\mathcal{K}$ in all hyperplanes containing $\Pi_{3}$ shows that

$$
\begin{equation*}
k \equiv 1 \quad(\bmod q) \tag{4.17}
\end{equation*}
$$

Suppose that $k \neq q^{2}+q+1$; that is, $k$ satisfies (4.16). Let

$$
\begin{aligned}
& F(x)=\left(q^{2}+q+1\right) x^{2}-\left(2 q^{4}+q^{3}+3 q^{2}+4 q+2\right) x \\
&+\left(2 q^{5}+3 q^{4}+q^{3}+2 q^{2}+3 q+1\right)
\end{aligned}
$$

Then

$$
F(q+1)=q^{4}-q^{2}>0, \quad F(q+2)=-q^{4}+q^{3}+q^{2}+q+1<0 .
$$

Consequently, $F(x)$ has a root $k^{\prime}=q+c$, with $1<c<2$. Since $k \geq 2 q+1$, so $k^{\prime} \neq k$. The sum of the roots of $F(x)$ is

$$
k+k^{\prime}=k+q+c=\left(2 q^{4}+q^{3}+3 q^{2}+4 q+2\right) /\left(q^{2}+q+1\right) .
$$

Hence

$$
\begin{equation*}
k=2 q^{2}-2 q+2-c+3 q /\left(q^{2}+q+1\right) . \tag{4.18}
\end{equation*}
$$

By (4.17), $q$ divides $2 q^{2}-2 q+1-c+3 q /\left(q^{2}+q+1\right)$. It follows that $q$ divides $1-c+3 q /\left(q^{2}+q+1\right)$. Since $1<c<2$,

$$
\left|1-c+3 q /\left(q^{2}+q+1\right)\right|<q
$$

whence

$$
\begin{equation*}
1-c+3 q /\left(q^{2}+q+1\right)=0 \tag{4.19}
\end{equation*}
$$

Now, by (4.18) and (4.19),

$$
k=2 q^{2}-2 q+1
$$

Hence

$$
F\left(2 q^{2}-2 q+1\right)=q^{2}(q-2)(q-4)=0
$$

a contradiction, since $q \geq 5$. Therefore $k=q^{2}+q+1$.
Lemma 4.69. In $\mathrm{PG}(5,3)$, any set $\mathcal{K}$ satisfying ( $\mathrm{A}^{\prime}$ ) is a 13 -cap which generates $\operatorname{PG}(5,3)$.

Proof. By $\left(\mathrm{A}^{\prime}\right)$, the set $\mathcal{K}$ does not generate a line. So, suppose that it generates a plane $\Pi_{2}$. By Lemma 4.64, there is a line $l$ of $\Pi_{2}$ with $|l \cap \mathcal{K}| \in\{2,3\}$. Let $\Pi_{4}$ be a hyperplane of $\operatorname{PG}(5,3)$ which contains $l$ but not $\Pi_{2}$. Then $\left|\Pi_{4} \cap \mathcal{K}\right| \in\{2,3\}$, contradicting ( $\mathrm{A}^{\prime}$ ).

Next, suppose that $\mathcal{K}$ generates a solid $\Pi_{3}$. Then $|\mathcal{K}|=7$ and each plane of $\Pi_{3}$ has one or four points in $\mathcal{K}$. Let $P$ and $P^{\prime}$ be distinct points of $\mathcal{K}$. If the line $P P^{\prime}=l$ has $b$ points in $\mathcal{K}$, then a count of the points of $\mathcal{K}$ in the planes of $\Pi_{3}$ through $l$ gives $4(4-b)+b=7$, whence $b=3$. Let $l \cap \mathcal{K}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ and $\Pi_{2} \cap \mathcal{K}=\left\{P, P^{\prime}, P^{\prime \prime}, P^{\prime \prime \prime}\right\}$ with $\Pi_{2}$ some plane of $\Pi_{3}$ through $l$. Then the line $P P^{\prime \prime \prime}$ has only two points in $\mathcal{K}$, a contradiction.

Finally, suppose that $\mathcal{K}$ generates a hyperplane $\Pi_{4}$. By $\left(\mathrm{A}^{\prime}\right),|\mathcal{K}|=7$ and each solid $\Pi_{3}$ of $\Pi_{4}$ has one or four points in $\mathcal{K}$. Let $l$ be a line with at least two points in $\mathcal{K}$, and let $\Pi_{2}$ be a plane of $\Pi_{4}$ containing $l$. Further, let $|l \cap \mathcal{K}|=a_{1}$ and $\left|\Pi_{2} \cap \mathcal{K}\right|=a_{2}$. Counting the points of $\mathcal{K}$ in the solids of $\Pi_{4}$ containing $\Pi_{2}$ gives $4\left(4-a_{2}\right)+a_{2}=7$; hence $a_{2}=3$. Counting the points of $\mathcal{K}$ in the planes of $\Pi_{4}$ containing $l$ gives $13\left(3-a_{1}\right)+a_{1}=7$; hence $a_{1}=8 / 3$, a contradiction. So it has been shown that $\mathcal{K}$ generates $\mathrm{PG}(5,3)$.

Now it is shown that $\mathcal{K}$ is a $k$-cap. First suppose that there is a line $l$ which contains exactly three points $P, P^{\prime}, P^{\prime \prime}$ of $\mathcal{K}$. Let $R_{1}, R_{2}, R_{3}$ be points of $\mathcal{K} \backslash l$ such that the planes $l R_{1}, l R_{2}, l R_{3}$ generate a hyperplane $\Pi_{4}$; then $\left|\Pi_{4} \cap \mathcal{K}\right|=7$. Also $\left|l R_{i} \cap \mathcal{K}\right| \in\{4,5\}$ for $i=1,2,3$. If the plane $l R_{1}$ contains five points of $\mathcal{K}$, then a count of the points of $\mathcal{K}$ in the hyperplanes through the solid $l R_{1} R_{2}$ shows that $|\mathcal{K}|=4(7-6)+6=10$. However, a count of the points of $\mathcal{K}$ in the hyperplanes through the solid $l R_{2} R_{3}$ gives $|\mathcal{K}|=4(7-5)+5=13$. This contradiction shows that the plane $l R_{1}$ contains exactly four points of $\mathcal{K}$. Analogously, the planes $l R_{2}$ and $l R_{3}$ contain exactly four points of $\mathcal{K}$.

Let $\left(\mathcal{K} \cap \Pi_{4}\right) \backslash l=\left\{R_{1}, R_{2}, R_{3}, R_{4}\right\}$. By a previous argument,

$$
\left|\mathcal{K} \cap l R_{1} R_{2}\right|=\left|\mathcal{K} \cap l R_{2} R_{3}\right|=\left|\mathcal{K} \cap l R_{1} R_{3}\right| .
$$

It follows that $R_{4}$ does not belong to any of the solids $l R_{1} R_{2}, l R_{2} R_{3}, l R_{1} R_{3}$. As above, counting the points of $\mathcal{K}$ in the hyperplanes through the solid $l R_{1} R_{2}$ gives $|\mathcal{K}|=13$. Let $\Pi_{3}$ be a solid skew to $l$ and let $\mathcal{K} \backslash l=\mathcal{K}^{\prime}$; then $l \mathcal{K}^{\prime} \cap \Pi_{3}=\mathcal{K}^{\prime \prime}$ is a set of 10 points of $\Pi_{3}$. No three points of $\mathcal{K}^{\prime \prime}$ are collinear, and any plane containing at least three points of $\mathcal{K}^{\prime \prime}$ contains exactly four points of $\mathcal{K}^{\prime \prime}$. So $\mathcal{K}^{\prime \prime}$ is an ovaloid of $\Pi_{3}$. Hence $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ is the only set consisting of three collinear points of $\mathcal{K}$.

For a hyperplane $\Pi_{4}^{i}$ of $\operatorname{PG}(5,3)$, let $s_{i}$ be the number of points of $\mathcal{K}$ in $\Pi_{4}^{i}$. Counting in two ways the number of ordered pairs $\left(R, \Pi_{4}^{i}\right)$, with $R \in \mathcal{K} \cap \Pi_{4}^{i}$ and $\Pi_{4}^{i}$ varying over all hyperplanes, gives

$$
\begin{equation*}
\sum s_{i}=13.121=1573 \tag{4.20}
\end{equation*}
$$

Counting the ordered triples $\left(R, R^{\prime}, \Pi_{4}^{i}\right)$ with distinct $R, R^{\prime}$ in $\mathcal{K} \cap \Pi_{4}^{i}$ gives

$$
\begin{equation*}
\sum s_{i}\left(s_{i}-1\right)=13.12 .40=6240 \tag{4.21}
\end{equation*}
$$

Now a count of ordered 4-tuples $\left(R, R^{\prime}, R^{\prime \prime}, \Pi_{4}^{i}\right)$ with distinct $R, R^{\prime}, R^{\prime \prime}$ in $\mathcal{K} \cap \Pi_{4}^{i}$ gives

$$
\begin{equation*}
\sum s_{i}\left(s_{i}-1\right)\left(s_{i}-2\right)=(13.12 .11-6) .13+6.40=22470 \tag{4.22}
\end{equation*}
$$

From (4.20), (4.21), (4.22),

$$
\begin{equation*}
\sum s_{i}=1573, \quad \sum s_{i}^{2}=7813, \quad \sum s_{i}^{3}=42763 \tag{4.23}
\end{equation*}
$$

These equations imply that

$$
\begin{equation*}
\sum\left(s_{i}-1\right)\left(s_{i}-4\right)\left(s_{i}-7\right)=162 . \tag{4.24}
\end{equation*}
$$

Since $\left(\mathrm{A}^{\prime}\right)$ is satisfied, so $s_{i} \in\{1,4,7\}$, whence

$$
\sum\left(s_{i}-1\right)\left(s_{i}-4\right)\left(s_{i}-7\right)=0
$$

contradicting (4.24). Hence there is no line containing exactly three points of $\mathcal{K}$.
Now suppose that there is a line $l$ which is contained in $\mathcal{K}$. Let $R_{1}, R_{2}, R_{3}$ be points of $\mathcal{K} \backslash l$ such that the planes $l R_{1}, l R_{2}, l R_{3}$ generate a hyperplane $\Pi_{4}$; then $\left|\Pi_{4} \cap \mathcal{K}\right|=7$. Hence the planes $l R_{1}, l R_{2}, l R_{3}$ each contain exactly five points of $\mathcal{K}$, and the solids $l R_{1} R_{2}, l R_{2} R_{3}, l R_{1} R_{3}$ each contain exactly six points of $\mathcal{K}$. Counting the points of $\mathcal{K}$ in the hyperplanes through $l R_{1} R_{2}$ makes $|\mathcal{K}|=4 .(7-6)+6=10$. Let $\Pi_{3}$ be a solid skew to $l$ and let $\mathcal{K} \backslash l=\mathcal{K}^{\prime}$. Then $l \mathcal{K}^{\prime} \cap \Pi_{3}=\mathcal{K}^{\prime \prime}$ is a set of six points of $\Pi_{3}$. As no four of these six points are coplanar, so $\mathcal{K}^{\prime \prime}$ is a $6-\operatorname{arc}$ of $\Pi_{3}$. By Theorem 21.2.1 of FPSOTD, an arc of $\operatorname{PG}(3,3)$ has at most five points, giving a contradiction. Thus it has been shown that $\mathcal{K}$ is a $k$-cap.

Finally, it must be shown that $k=13$. For distinct points $P, P^{\prime}, P^{\prime \prime}$ in $\mathcal{K}$ and $\Pi_{4}^{i}$, count in two ways, similarly to above, the ordered pairs $\left(P, \Pi_{4}^{i}\right)$, the ordered triples $\left(P, P^{\prime}, \Pi_{4}^{i}\right)$, and the ordered 4-tuples $\left(P, P^{\prime}, P^{\prime \prime}, \Pi_{4}^{i}\right)$ :

$$
\begin{align*}
\sum s_{i} & =121 k  \tag{4.25}\\
\sum s_{i}\left(s_{i}-1\right) & =40 k(k-1)  \tag{4.26}\\
\sum s_{i}\left(s_{i}-1\right)\left(s_{i}-2\right) & =13 k(k-1)(k-2) \tag{4.27}
\end{align*}
$$

As above, since $s_{i} \in\{1,4,7\}$ for all $i$, so

$$
\begin{equation*}
\sum\left(s_{i}-1\right)\left(s_{i}-4\right)\left(s_{i}-7\right)=0 \tag{4.28}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\sum s_{i}\left(s_{i}-1\right)\left(s_{i}-2\right)-9 \sum s_{i}\left(s_{i}-1\right)+28 \sum s_{i}-10192=0 \tag{4.29}
\end{equation*}
$$

Substituting from (4.25), (4.26), (4.27) into (4.29), gives

$$
13 k^{3}-399 k^{2}+3774 k-10192=(k-13)\left(13 k^{2}-230 k+784\right)=0
$$

As the quadratic does not have integer roots, so $k=13$, completing the proof.
Lemma 4.70. Any solid $\Pi_{3}$ of $\operatorname{PG}(5, q), q=3$ or $q \geq 5$, meets $\mathcal{K}$ in at most $q+2$ points.

Proof. Let $\left|\Pi_{3} \cap \mathcal{K}\right|=m$ and suppose that $m \geq q+2$. Counting the points of $\mathcal{K}$ in the hyperplanes through $\Pi_{3}$ gives

$$
k=(q+1)(2 q+1-m)+m
$$

By Lemmas 4.68 and $4.69, k=q^{2}+q+1$. Hence $m=q+2$.
Lemma 4.71. When $q=3$ or $q \geq 5$, suppose that the plane $\Pi_{2}$ meets $\mathcal{K}$ in more than three points. Then $\Pi_{2} \cap \mathcal{K}$ is a $(q+1)$-arc and so, for $q$ odd, is a conic.

Proof. Let $\left|\Pi_{2} \cap \mathcal{K}\right|=n$. From (B), $n \geq q+1$. Since $\mathcal{K}$ is a cap, $n \leq q+2$ by Theorem 8.5 of PGOFF2. If $n=q+2$, then any solid containing $\Pi_{2}$ and a point of $\mathcal{K} \backslash \Pi_{2}$ has at least $q+3$ points in common with $\mathcal{K}$, contradicting Lemma 4.70. Hence $n=q+1$, and $\Pi_{2} \cap \mathcal{K}$ is a $(q+1)$-arc of $\Pi_{2}$. By Theorem 8.14 of PGOFF2, $\Pi_{2} \cap \mathcal{K}$ is a conic when $q$ is odd.

Lemma 4.72. For $q=3$ or $q \geq 5$, any two points of $\mathcal{K}$ are contained in a unique plane meeting $\mathcal{K}$ in a $(q+1)$-arc.

Proof. Let $P$ and $P^{\prime}$ be distinct points of $\mathcal{K}$, and suppose that no plane through the line $P P^{\prime}$ meets $\mathcal{K}$ in a $(q+1)$-arc. Then, by Lemma 4.71, any plane through $P P^{\prime}$ has at most three points in $\mathcal{K}$. Now project the set $\mathcal{K} \backslash\left\{P, P^{\prime}\right\}$ from the line $P P^{\prime}$ onto a solid $\Pi_{3}$ skew to $P P^{\prime}$. This gives a set $\mathcal{K}^{\prime}$ of $q^{2}+q-1$ points in $\Pi_{3}$. Since any hyperplane of $\operatorname{PG}(5, q)$ through $P P^{\prime}$ meets $\mathcal{K}$ in $q+1$ or $2 q+1$ points, any plane of $\Pi_{3}$ meets $\mathcal{K}^{\prime}$ in $q-1$ or $2 q-1$ points. For a plane $\Pi_{2}^{i}$ of $\Pi_{3}$, let $s_{i}=\left|\mathcal{K}^{\prime} \cap \Pi_{2}^{i}\right|$.

Again count, for distinct points $R, R^{\prime}$ in $\mathcal{K}^{\prime}$ and $\Pi_{2}^{i}$, the ordered pairs $\left(R, \Pi_{2}^{i}\right)$ and the ordered triples $\left(R, R^{\prime}, \Pi_{2}^{i}\right)$ :

$$
\begin{align*}
\sum s_{i} & =\left(q^{2}+q-1\right)\left(q^{2}+q+1\right)  \tag{4.30}\\
\sum s_{i}\left(s_{i}-1\right) & =\left(q^{2}+q-1\right)\left(q^{2}+q-2\right)(q+1) \tag{4.31}
\end{align*}
$$

Since $s_{i} \in\{q-1,2 q-1\}$ for all $i$, so

$$
\begin{equation*}
\sum\left(s_{i}-q+1\right)\left(s_{i}-2 q+1\right)=0 \tag{4.32}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\sum s_{i}\left(s_{i}-1\right)+3(1-q) \sum s_{i}+(q-1)(2 q-1)\left(q^{3}+q^{2}+q+1\right)=0 \tag{4.33}
\end{equation*}
$$

Substituting from (4.30), (4.31) into (4.33) gives

$$
\begin{gathered}
\left(q^{2}+q-1\right)\left(q^{2}+q-2\right)(q+1)+3(1-q)\left(q^{2}+q-1\right)\left(q^{2}+q+1\right) \\
+(q-1)(2 q-1)\left(q^{3}+q^{2}+q+1\right)=0
\end{gathered}
$$

that is,

$$
q^{2}(q-1)(q-2)=0
$$

contradicting that $q>2$. Consequently, there exists a plane through $P P^{\prime}$ which meets $\mathcal{K}$ in a $(q+1)$-arc.

Now suppose that $P P^{\prime}$ is contained in distinct planes $\Pi_{2}$ and $\Pi_{2}^{\prime}$ meeting $\mathcal{K}$ in $(q+1)$-arcs. Then the solid defined by these planes meets $\mathcal{K}$ in at least $2 q$ points, contradicting Lemma 4.70. Hence the points $P, P^{\prime}$ are contained in a unique plane meeting $\mathcal{K}$ in a $(q+1)$-arc.

Lemma 4.73. Let $q=3$ or $q \geq 5$. The number of planes meeting $\mathcal{K}$ in $(q+1)$-arcs is $q^{2}+q+1$, and any two distinct planes meeting $\mathcal{K}$ in a $(q+1)$-arc have exactly one point in common.

Proof. Let $b$ be the number of planes meeting $\mathcal{K}$ in a $(q+1)$-arc. By Lemma 4.72, with $k=|\mathcal{K}|$,

$$
k(k-1) /\{(q+1) q\}=b .
$$

Since $k=q^{2}+q+1$, so also $b=q^{2}+q+1$. If $\Pi_{2}$ and $\Pi_{2}^{\prime}$ are distinct planes meeting $\mathcal{K}$ in $(q+1)$-arcs, and if they meet in a line, then the solid containing them meets $\mathcal{K}$ in at least $2 q$ points, contradicting Lemma 4.70.

Now suppose that $\Pi_{2} \cap \Pi_{2}^{\prime}=\emptyset$. For any point $P$ in $\Pi_{2} \cap \mathcal{K}$ and any point $P^{\prime}$ in $\Pi_{2}^{\prime} \cap \mathcal{K}$, there is exactly one plane containing $P P^{\prime}$ and meeting $\mathcal{K}$ in a $(q+1)$ arc. Hence there are at least $2+(q+1)^{2}$ planes meeting $\mathcal{K}$ in a $(q+1)$-arc. This contradicts the first part of the proof. Therefore $\Pi_{2}$ and $\Pi_{2}^{\prime}$ have exactly one point in common.

Theorem 4.74. If $\mathcal{K}$ is a set of $k$ points of $\mathrm{PG}(5, q), q \notin\{2,4\}$, which satisfies $\left(\mathrm{A}^{\prime}\right)$ and $(\mathrm{B})$, then $\mathcal{K}$ is a Veronesean $\mathcal{V}_{2}^{4}$.

Proof. Let $\mathcal{L}$ be the set of all planes intersecting $\mathcal{K}$ in a $(q+1)$-arc. By Lemma 4.73, $|\mathcal{L}|=q^{2}+q+1$ and any two elements of $\mathcal{L}$ meet in exactly one point. Hence condition (I) of Subsection 4.2.2 is satisfied.

Now it is shown that condition (III) of Section 4.2.2 is also satisfied. Let $\Pi_{2} \in \mathcal{L}$, let $P \in \Pi_{2}$, let $P^{\prime} \in \Pi_{2} \cap \mathcal{K}$ with $P \neq P^{\prime}$, and let $P^{\prime \prime} \in \mathcal{K} \backslash \Pi_{2}$. Then the element $\Pi_{2}^{\prime}$ of $\mathcal{L}$ containing $P^{\prime}$ and $P^{\prime \prime}$ has only the point $P^{\prime}$ in common with $\Pi_{2}$. Hence $P \notin \Pi_{2}^{\prime}$. Since $P$ was arbitrarily chosen in $\Pi_{2}$, this means that there is no point belonging to all elements of $\mathcal{L}$.

Let $\Pi_{2}, \Pi_{2}^{\prime}, \Pi_{2}^{\prime \prime}$ be three distinct elements of $\mathcal{L}$. If $\Pi_{2}, \Pi_{2}^{\prime}, \Pi_{2}^{\prime \prime}$ generate a hyperplane $\Pi_{4}$, then $\left|\Pi_{4} \cap \mathcal{K}\right| \geq 3 q$, contradicting that $\left|\Pi_{4} \cap \mathcal{K}\right| \in\{1, q+1,2 q+1\}$. Hence $\Pi_{2}, \Pi_{2}^{\prime}, \Pi_{2}^{\prime \prime}$ generate $\operatorname{PG}(5, q)$. This is condition (II).

Now, by Theorems 4.49 and 4.56 , the set $\mathcal{K}$ is a Veronesean $\mathcal{V}_{2}^{4}$.
Remark 4.75. For $q=3$, any set $\mathcal{K}$ satisfies condition (B). Hence any set $\mathcal{K}$ of $\mathrm{PG}(5,3)$ which satisfies $\left(\mathrm{A}^{\prime}\right)$ is a Veronesean $\mathcal{V}_{2}^{4}$.

In the next three lemmas, assume that $q=4$ and that $\mathcal{K}$ satisfies ( $\left.\mathrm{A}^{\prime}\right)$ and (B).
Lemma 4.76. The set $\mathcal{K}$ generates $\operatorname{PG}(5,4)$.
Proof. By ( $\mathrm{A}^{\prime}$ ), the set $\mathcal{K}$ does not generate a line. Assume that $\mathcal{K}$ generates a plane $\Pi_{2}$. By Lemma 4.64 there is a line $l$ of $\Pi_{2}$ with $|l \cap \mathcal{K}| \in\{2,3\}$. Let $\Pi_{4}$ be a hyperplane of $\operatorname{PG}(5,4)$ which contains $l$ but not $\Pi_{2}$. Then $\left|\Pi_{4} \cap \mathcal{K}\right| \in\{2,3\}$, contradicting $\left(\mathrm{A}^{\prime}\right)$. Next, assume that $\mathcal{K}$ generates a solid $\Pi_{3}$; then $|\mathcal{K}|=9$. By considering the hyperplanes of $\operatorname{PG}(5,4)$ which intersect $\Pi_{3}$ in a plane, each plane of $\Pi_{3}$ has either one or five points in $\mathcal{K}$. Let $P$ and $P^{\prime}$ be distinct points of $\mathcal{K}$. Suppose that the line $P P^{\prime}=l$ has $b \geq 2$ points in $\mathcal{K}$. Counting the points of $\mathcal{K}$ in the planes of $\Pi_{3}$ through the line $l$ gives $5(5-b)+b=9$, whence $b=4$. Let $l \cap \mathcal{K}=\left\{P, P^{\prime}, P^{\prime \prime}, P^{\prime \prime \prime}\right\}$ and let $\Pi_{2} \cap \mathcal{K}=\left\{P, P^{\prime}, P^{\prime \prime}, P^{\prime \prime \prime}, R\right\}$, with $\Pi_{2}$ some plane of $\Pi_{3}$ through $l$. Then the line $R P$ has only $2 \neq b$ points in $\mathcal{K}$, a contradiction. Finally, assume that $\mathcal{K}$ generates a hyperplane $\Pi_{4}$. By $\left(\mathrm{A}^{\prime}\right)$, again $|\mathcal{K}|=9$ and each solid $\Pi_{3}$ of $\Pi_{4}$ has either one or five points in $\mathcal{K}$. Let $l$ be a line with at least two points in $\mathcal{K}$, and let $\Pi_{2}$ be a plane of $\Pi_{4}$ containing $l$. Further, let $\left|\Pi_{2} \cap \mathcal{K}\right|=b$. Counting the points of $\mathcal{K}$ in the solids of $\Pi_{4}$ containing $\Pi_{2}$ gives $5(5-b)+b=9$, whence $b=4$. This contradicts $(B)$, and the lemma is proved.

Lemma 4.77. The set $\mathcal{K}$ is a cap.
Proof. Let $l$ be a line of $\operatorname{PG}(5,4)$. By Lemma 4.61, either $l \subset \mathcal{K}$ or $|l \cap \mathcal{K}| \leq 3$.
First assume that $l \cap \mathcal{K}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$. Then select three points $R_{1}, R_{2}, R_{3}$ in $\mathcal{K} \backslash\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ so that $\left\langle l, R_{1}, R_{2}, R_{3}\right\rangle$ is a hyperplane $\Pi_{4}$. Then $\left|\Pi_{4} \cap \mathcal{K}\right|=9$. By (B), $\left\langle l, R_{i}\right\rangle$ necessarily contains five points of $\mathcal{K}, i=1,2,3$. The solid $\left\langle l, R_{1}, R_{2}\right\rangle$ contains either seven or eight points of $\mathcal{K}$. If $\left\langle l, R_{1}, R_{2}\right\rangle$ contains eight points of $\mathcal{K}$, then it contains the three planes $\left\langle l, R_{i}\right\rangle, i=1,2,3$, which is a contradiction. Therefore $\left|\mathcal{K} \cap\left\langle l, R_{1}, R_{2}\right\rangle\right|=7$. Considering the hyperplanes of $\mathrm{PG}(5,4)$ containing $\left\langle l, R_{1}, R_{2}\right\rangle$, it follows that $|\mathcal{K}|=17$. Now project $\mathcal{K} \backslash l$ from $l$ onto a solid $\Pi_{3}$ of

PG $(5,4)$ skew to $l$. This produces a set $\mathcal{K}^{\prime}$ of size seven in $\Pi_{3}$ which intersects each plane of $\Pi_{3}$ in either one or three points. However, such a set $\mathcal{K}^{\prime}$ does not exist.

Next, assume that $\mathcal{K}$ contains a line $l$. Choose points $R_{1}, R_{2}, R_{3} \in \mathcal{K} \backslash l$ such that $\left\langle l, R_{1}, R_{2}, R_{3}\right\rangle$ is a hyperplane $\Pi_{4}$; then $\left|\Pi_{4} \cap \mathcal{K}\right|=9$. So $\left(\mathcal{K} \cap \Pi_{4}\right) \backslash l$ consists of four points $R_{1}, R_{2}, R_{3}, R_{4}$. By the previous paragraph, $R_{4} \notin\left\langle l, R_{i}\right\rangle, i=1,2,3$, as otherwise there is a line containing exactly three points of $\mathcal{K}$. Now project $\mathcal{K} \backslash l$ from $l$ onto a solid $\Pi_{3}$ of $\operatorname{PG}(5,4)$ skew to $l$. This gives a set $\mathcal{K}^{\prime}$ which intersects each plane of $\Pi_{3}$ in zero or four points. It follows that each line of $\Pi_{3}$ contains either zero or $c$ points, with $c$ a constant. If $\Pi_{2}$ is a plane of $\Pi_{3}$ with $\left|\Pi_{2} \cap \mathcal{K}^{\prime}\right|=4$, then each line of $\Pi_{2}$ contains either zero or $c$ points of this set of size four, a contradiction.

Lemma 4.78. The cap $\mathcal{K}$ contains exactly 21 points.
Proof. Put $|\mathcal{K}|=k$. Let $\left\{\Pi_{4}^{i} \mid i=1, \ldots, \theta(5)\right\}$ be the set of hyperplanes of $\mathrm{PG}(5,4)$, and let $s_{i}=\left|\mathcal{K} \cap \Pi_{4}^{i}\right|$. Counting in two ways the number of ordered pairs $\left(P, \Pi_{4}^{i}\right)$, with $P \in \mathcal{K} \cap \Pi_{4}^{i}$,

$$
\begin{equation*}
\sum_{i=1}^{1365} s_{i}=341 k \tag{4.34}
\end{equation*}
$$

Counting in two ways the number of ordered triples $\left(P, P^{\prime}, \Pi_{4}^{i}\right)$, with $P, P^{\prime} \in \mathcal{K} \cap \Pi_{4}^{i}$ and $P \neq P^{\prime}$,

$$
\begin{equation*}
\sum_{i=1}^{1365} s_{i}\left(s_{i}-1\right)=85 k(k-1) \tag{4.35}
\end{equation*}
$$

The set $\mathcal{K}$ is a cap; so counting in two ways the number of ordered 4-tuples $\left(P, P^{\prime}, P^{\prime \prime}, \Pi_{4}^{i}\right)$, with distinct $P, P^{\prime}, P^{\prime \prime} \in \mathcal{K} \cap \Pi_{4}^{i}$,

$$
\begin{equation*}
\sum_{i=1}^{1365} s_{i}\left(s_{i}-1\right)\left(s_{i}-2\right)=21 k(k-1)(k-2) . \tag{4.36}
\end{equation*}
$$

Since $s_{i} \in\{1,5,9\}$ for all $i$,

$$
\sum_{i=1}^{1365}\left(s_{i}-1\right)\left(s_{i}-5\right)\left(s_{i}-9\right)=0
$$

Hence

$$
\sum_{i=1}^{1365} s_{i}\left(s_{i}-1\right)\left(s_{i}-2\right)-12 \sum_{i=1}^{1365} s_{i}\left(s_{i}-1\right)+45 \sum_{i=1}^{1365} s_{i}-61425=0
$$

By (4.34), (4.35), (4.36),

$$
21 k(k-1)(k-2)-1020 k(k-1)+15345 k-61425=0 .
$$

Hence

$$
7 k^{3}-361 k^{2}+5469 k-20475=0
$$

It follows that $k=21$ or $k=25$.
Assume, by way of contradiction, that $k=25$. If $\Pi_{3}$ is a solid in $\operatorname{PG}(5,4)$ which contains $c \geq 6$ points of $\mathcal{K}$, then, considering the hyperplanes of $\mathrm{PG}(5,4)$ containing $\Pi_{3}$,

$$
|\mathcal{K}|=25=c+5(9-c) ;
$$

so $c=5$, a contradiction. If $\Pi_{2}$ is a plane of $\operatorname{PG}(5,4)$ which contains at least four points of $\mathcal{K}$, then, by (B), the plane $\Pi_{2}$ contains at least five points of $\mathcal{K}$; so there exists a solid which contains at least six points of $\mathcal{K}$, a contradiction. Hence any four points of $\mathcal{K}$ are linearly independent.

Let $P$ be a fixed point of $\mathcal{K}$ and let $t_{i}$ be the number of hyperplanes of $\operatorname{PG}(5,4)$ which contain $P$ and intersect $\mathcal{K}$ in $i$ points, with $i=1,5,9$. A count of pairs $\left\{P^{\prime}, \Pi_{4}\right\}$, with $P^{\prime} \in \mathcal{K}, P \neq P^{\prime}$, with $\Pi_{4}$ a hyperplane, and with $P, P^{\prime} \in \Pi_{4}$, gives $4 t_{5}+8 t_{9}=2040$. Similarly, a count of triples $\left\{P^{\prime}, P^{\prime \prime}, \Pi_{4}\right\}$, with $P^{\prime}, P^{\prime \prime}$ distinct points of $\mathcal{K}$, different from $P$, and with $P, P^{\prime}, P^{\prime \prime} \in \Pi_{4}$, gives $6 t_{5}+28 t_{9}=5796$. Finally, a count of 4-tuples $\left\{P^{\prime}, P^{\prime \prime}, P^{\prime \prime \prime}, \Pi_{4}\right\}$, with distinct $P^{\prime}, P^{\prime \prime}, P^{\prime \prime \prime} \in \mathcal{K}$ different from $P$ and with $P, P^{\prime}, P^{\prime \prime}, P^{\prime \prime \prime} \in \Pi_{4}$, gives $4 t_{5}+56 t_{9}=10120$; this contradicts the previous two equations. So $k=21$ and the lemma is proved.

Theorem 4.79. Let $\mathcal{K}$ be a set of points of $\mathrm{PG}(5, q)$, satisfying ( $\left.\mathrm{A}^{\prime}\right)$ and (B). Then
(i) for $q>2$, the set $\mathcal{K}$ is a Veronesean $\mathcal{V}_{2}^{4}$ in $\operatorname{PG}(5, q)$;
(ii) for $q=2$, it is either a quadric Veronesean $\mathcal{V}_{2}^{4}$ or an elliptic quadric in some subspace $\mathrm{PG}(3,2)$.

Proof. By Theorem 4.74 it may be assumed that $q \in\{2,4\}$.
First, let $q=4$. From the previous three lemmas, it follows that Lemmas 4.70 to 4.73 hold. Let $\mathcal{L}$ be the set of all planes of $\operatorname{PG}(5,4)$ intersecting $\mathcal{K}$ in a 5 -arc. As in the proof of Theorem 4.74, it is shown that $\mathcal{K}$ either is $\mathcal{V}_{2}^{4}$ or $\mathcal{L}$ is the unique ovoidal Veronesean set of planes of $\operatorname{PG}(5,4)$. Lemmas 4.72 and 4.73 imply that any point of $\mathcal{K}$ is contained in five planes of $\mathcal{L}$. Hence $\mathcal{L}$ is not an ovoidal Veronesean set of planes, and so $\mathcal{K}$ is a $\mathcal{V}_{2}^{4}$.

Finally, suppose that $q=2$. Let $\Pi_{4}$ be a hyperplane of $\mathrm{PG}(5,2)$ containing five points of $\mathcal{K}$. If these five points generate $\Pi_{4}$, then, considering the three hyperplanes containing a common solid of $\Pi_{4}$ which contains four points of $\mathcal{K}$, it follows that $|\mathcal{K}|=7$ and that any six points of $\mathcal{K}$ generate $\operatorname{PG}(5,2)$. In this case, $\mathcal{K}$ is a quadric Veronesean $\mathcal{V}_{2}^{4}$. So assume now that these five points of $\Pi_{4}$ do not generate $\Pi_{4}$. This implies that $|\mathcal{K}|=5$. Now it can be shown that $\mathcal{K}$ generates a solid $\Pi_{3}$. As every plane of that solid contains either one or three points of $\mathcal{K}$, it follows that $\mathcal{K}$ is an elliptic quadric of $\Pi_{3}$.

From now on, let $\mathcal{K}$ be a set of points of $\mathrm{PG}(m, q), m \geq 5$, with the following properties :
$\left(\mathrm{A}^{\prime \prime}\right)\left|\Pi_{4} \cap \mathcal{K}\right|=1, q+1$, or $2 q+1$ for any four-dimensional subspace $\Pi_{4}$ of $\mathrm{PG}(m, q)$ with equality for some $\Pi_{4}$;
$\left(\mathrm{B}^{\prime}\right)$ any plane of $\mathrm{PG}(m, q)$ meeting $\mathcal{K}$ in four points meets it in at least $q+1$ points.
Corollary 4.80. (i) When $q>2$, then $m=5$ and $\mathcal{K}$ is a Veronesean $\mathcal{V}_{2}^{4}$ in $\operatorname{PG}(5, q)$.
(ii) When $q=2$, then $m=5$ and $\mathcal{K}$ is either a quadric Veronesean $\mathcal{V}_{2}^{4}$ of $\operatorname{PG}(5,2)$ or an elliptic quadric in some solid $\Pi_{3}$.

Proof. First let $q>2$ and assume, by way of contradiction, that $m>5$. Consider a subspace $\Pi_{4}$ which intersects $\mathcal{K}$ in $2 q+1$ points, a subspace $\Pi_{5}$ of $\operatorname{PG}(m, q)$ which contains $\Pi_{4}$, and a subspace $\Pi_{6}$ of $\mathrm{PG}(m, q)$ which contains $\Pi_{5}$. By Theorem 4.79, the set $\Pi_{5} \cap \mathcal{K}=\mathcal{K}^{\prime}$ is a Veronesean $\mathcal{V}_{2}^{4}$ in $\Pi_{5}$. Let $\mathcal{K}^{\prime \prime}=\mathcal{K} \cap \Pi_{6}$. Considering the hyperplanes of $\Pi_{6}$ which contain $\Pi_{4}$,

$$
(q+1)\left(q^{2}-q\right)+2 q+1=\left|\mathcal{K}^{\prime \prime}\right|
$$

Hence $\left|\mathcal{K}^{\prime \prime}\right|=q^{3}+q+1$. From Theorem 4.79, it follows that any plane containing at least four points of $\mathcal{K}^{\prime \prime}$ intersects $\mathcal{K}^{\prime \prime}$ in a $(q+1)$-arc. Let $\Gamma$ be the set of these $(q+1)$-arcs; by Theorem 4.79 , any two points of $\mathcal{K}^{\prime \prime}$ belong to exactly one element of $\Gamma$. If $P \in \mathcal{K}^{\prime \prime}$, then there are exactly $q^{2}+1$ elements of $\Gamma$ containing $P$. Counting in two ways the number of pairs $\{P, K\}$, with $P \in \mathcal{K}^{\prime \prime}, K \in \Gamma, P \in K$,

$$
\left(q^{3}+q+1\right)\left(q^{2}+1\right)=|\Gamma|(q+1) .
$$

Hence $q+1$ divides $\left(q^{3}+q+1\right)\left(q^{2}+1\right)$, a contradiction. So $m=5$ and, by Theorem $4.79, \mathcal{K}$ is a Veronesean $\mathcal{V}_{2}^{4}$ in $\operatorname{PG}(5, q)$.

Next let $q=2$. Consider a subspace $\Pi_{4}$ which intersects $\mathcal{K}$ in five points. If these five points generate a solid, then, considering the 5 -dimensional subspaces of PG $(m, 2)$ containing $\Pi_{4}$, it follows that $\mathcal{K}$ consists of these five points. Now $m=5$ by ( $\mathrm{A}^{\prime \prime}$ ).

So from now on assume that any five points of $\mathcal{K}$ are linearly independent. Suppose, by way of contradiction, that $m>5$. Let $\Pi_{6}$ be a subspace of $\operatorname{PG}(m, 2)$ containing at least five points of $\mathcal{K}$. As in the case $q>2$, it follows that $\left|\mathcal{K}^{\prime \prime}\right|=11$ with $\left|\mathcal{K} \cap \Pi_{6}\right|=\mathcal{K}^{\prime \prime}$. Also, by Theorem 4.79 , any six points of $\mathcal{K}^{\prime \prime}$ are linearly independent. Any 5-dimensional subspace $\Pi_{5}$ of $\Pi_{6}$ containing at least six points of $\mathcal{K}^{\prime \prime}$ contains exactly seven points of $\mathcal{K}^{\prime \prime}$. Let $\Gamma^{\prime}$ be the set of all such sets $\Pi_{5} \cap \mathcal{K}^{\prime \prime}$ of size seven. Counting the number of elements of $\Gamma^{\prime}$ containing two given points of $\mathcal{K}^{\prime \prime}$ gives $\mathbf{c}(9,4) / \mathbf{c}(5,4)=126 / 5$, a contradiction. Hence $m=5$ and then, by Theorem $4.79, \mathcal{K}$ is a quadric Veronesean $\mathcal{V}_{2}^{4}$ in $\operatorname{PG}(5,2)$.

Some recent characterisations of $\mathcal{V}_{n}^{2^{n}}$ are now given, where again the numbers of common points of $\mathcal{V}_{n}^{2^{n}}$ with subspaces are considered. As the proofs are technical and quite long, they are omitted.

Theorem 4.81. With $N_{n}=n(n+3) / 2, q \geq 5$ and $n \geq 2$, a set $\mathcal{K}$ of $\theta(n)$ points generating $\operatorname{PG}\left(N_{n}, q\right)$ is a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ if and only if the following conditions are satisfied.
(a) If a plane of $\operatorname{PG}\left(N_{n}, q\right)$ intersects $\mathcal{K}$ in more than three points, then it contains exactly $q+1$ points of $\mathcal{K}$. Also, any two distinct points are contained in a plane containing $q+1$ points of $\mathcal{K}$.
(b) If a solid $\Pi_{3}$ of $\mathrm{PG}\left(N_{n}, q\right)$ intersects $\mathcal{K}$ in more than four points, then there are four points of $\Pi_{3} \cap \mathcal{K}$ contained in a plane of $\Pi_{3}$; in particular, by (a), this implies that if $\left|\Pi_{3} \cap \mathcal{K}\right|>4$, then $\left|\Pi_{3} \cap \mathcal{K}\right| \geq q+1$.
(c) If a 5-dimensional subspace $\Pi_{5}$ of $\mathrm{PG}\left(N_{n}, q\right)$ intersects $\mathcal{K}$ in more than $2 q+2$ points, then it intersects $\mathcal{K}$ in exactly $q^{2}+q+1$ points.

Remark 4.82. For $q<5$, any quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ satisfies conditions (a), (b), (c) of Theorem 4.81.

A counterexample to the previous theorem, for $n>2$ and $q=2$, is given by removing one point of $\mathcal{V}_{n}^{2^{n}}$ and replacing it by a point of $\operatorname{PG}\left(N_{n}, 2\right)$ for which the rank of the matrix in Theorem 4.2 is maximal.

A counterexample, for $q=3$ and $n=2$, is given by the point set consisting of the points of an elliptic quadric $\mathcal{E}_{3}$ of a solid $\Pi_{3}$ of $\operatorname{PG}(5,3)$ and three points on a line $l$ of $\operatorname{PG}(5,3)$ which does not intersect $\Pi_{3}$.
Theorem 4.83. With $N_{n}=n(n+3) / 2$, a set $\mathcal{K}$ of $\theta(n)$ points generating $\operatorname{PG}\left(N_{n}, q\right)$, $q \geq 5$ and $n>2$, is a quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ if and only if the following conditions are satisfied:
(a) for any plane $\pi$ of $\operatorname{PG}\left(N_{n}, q\right)$, the intersection $\pi \cap \mathcal{K}$ contains at most $q+1$ points of $\mathcal{K}$;
(b) if a solid $\Pi_{3}$ intersects $\mathcal{K}$ in more than four points, then $\left|\Pi_{3} \cap \mathcal{K}\right| \geq q+1$ and $\Pi_{3} \cap \mathcal{K}$ is not a $(q+1)$-arc;
(c) if a 5-dimensional subspace $\Pi_{5}$ of $\mathrm{PG}\left(N_{n}, q\right)$ intersects $\mathcal{K}$ in more than $2 q+2$ points, then it intersects $\mathcal{K}$ in exactly $q^{2}+q+1$ points; also, any two distinct points of $\mathcal{K}$ are contained in a 5 -dimensional subspace of $\mathrm{PG}\left(N_{n}, q\right)$ containing $q^{2}+q+1$ points of $\mathcal{K}$.
Remark 4.84. For $q<5$, any quadric Veronesean $\mathcal{V}_{n}^{2^{n}}$ also satisfies conditions (a), (b), (c) of Theorem 4.83.

For $n=2$, a counterexample to the previous theorem is obtained as follows. Consider in $\operatorname{PG}(5, q)$ a point $P$ on a $\left(q^{2}+1\right)$-cap $O$ in $\operatorname{PG}(3, q)$, where, for $q=2$, the cap $O$ is assumed to be an elliptic quadric. Let $l$ be a tangent line of $O$ at $P$. Next, consider a second solid $\Pi_{3}^{\prime}$ intersecting $\Pi_{3}$ precisely in $l$ and let $K$ be a plane $(q+1)$-arc for which $l \cap K=\{P\}$. Then $O \cup K$ satisfies (a), (b), (c) of Theorem 4.83 but is not a Veronesean $\mathcal{V}_{2}^{4}$.

### 4.3 Hermitian Veroneseans

In this section, Hermitian Veroneseans are introduced. Also, several properties and characterisations of these Hermitian Veroneseans are stated. There are many similarities with properties and characterisations of quadric Veroneseans. However, due to their length and technicality, the proofs are omitted.

Here $x^{q}$, with $x \in \mathbf{F}_{q^{2}}$, is also denoted by $\bar{x}$. An $(n+1) \times(n+1)$ matrix $M$ over $\mathbf{F}_{q^{2}}$ is Hermitian if $M^{*}=\bar{M}$, where $M^{*}$ is the transpose of $M$ and $\bar{M}$ is the result of applying $x \mapsto \bar{x}$ to each entry of $M$. The space of all $(n+1) \times(n+1)$ Hermitian matrices over $\mathbf{F}_{q^{2}}$, with $n \geq 1$, is denoted by $\mathcal{H}\left(n+1, q^{2}\right)$; this space is a vector space of dimension $(n+1)^{2}$ over $\mathbf{F}_{q}$; the group GL $\left(n+1, q^{2}\right)$ acts on $\mathcal{H}\left(n+1, q^{2}\right)$ with the action $\mathcal{I}$ given by $M \mathcal{I}=T M \bar{T}^{*}$.

For $1 \leq i \leq n+1$, let $\mathcal{H}_{i}\left(n+1, q^{2}\right)$ be the set of matrices in $\mathcal{H}\left(n+1, q^{2}\right)$ of rank $i$ and let $\mathbf{P} \mathcal{H}_{i}\left(n+1, q^{2}\right)$, or simply $\mathbf{P} \mathcal{H}_{i}$, be the set of spaces of dimension one spanned by the matrices in $\mathcal{H}_{i}\left(n+1, q^{2}\right)$. Then each $\mathbf{P} \mathcal{H}_{i}$ is an orbit of $\operatorname{GL}\left(n+1, q^{2}\right)$ under the induced action on the projective space $\operatorname{PG}\left(\mathcal{H}\left(n+1, q^{2}\right)\right)$ of dimension $n^{2}+2 n$ over $\mathbf{F}_{q}$. Note that $\mathbf{P} \mathcal{H}_{1}$ is canonically in one-to-one correspondence with the projective space $\operatorname{PG}\left(n, q^{2}\right)$.

This can be seen as follows. Let $V=K^{n+1}$ consist of all column vectors over $\mathbf{F}_{q^{2}}$ of length $n+1$. For $P=\mathbf{P}(x) \in \mathrm{PG}(V)$, put $P \delta=\mathbf{P}\left(x \bar{x}^{*}\right)$; here, $x \bar{x}^{*}$ is a matrix of rank one in $\mathcal{H}\left(n+1, q^{2}\right)$ and so $P \delta$ is in $\mathbf{P} \mathcal{H}_{1}$. The linear group $\mathrm{GL}\left(n+1, q^{2}\right)$ preserves this action:

$$
\mathbf{P}(T x) \delta=\mathbf{P}\left((T x)(\bar{T} \bar{x})^{*}\right)=\mathbf{P}\left(T\left(x \bar{x}^{*}\right) \bar{T}^{*}\right)=(\mathbf{P}(x) \delta) \mathcal{I} .
$$

Since $\mathrm{GL}\left(n+1, q^{2}\right)$ is transitive on $\mathbf{P} \mathcal{H}_{1}$, it follows that $\mathrm{PG}(V) \delta=\mathbf{P} \mathcal{H}_{1}$. In fact, $\delta$ is an injective map from $\mathrm{PG}(V)$ onto $\mathbf{P} \mathcal{H}_{1}$.

Next, note that $\mathbf{P} \mathcal{H}_{1}$ is a cap in $\mathbf{P} \mathcal{H}=\operatorname{PG}\left(\mathcal{H}\left(n+1, q^{2}\right)\right)$, that is, no three points are collinear. The set $\mathbf{P} \mathcal{H}_{1}$ is called the Hermitian Veronesean of $\operatorname{PG}\left(n, q^{2}\right)$.

Now, an alternative description of $\mathbf{P} \mathcal{H}_{1}$ in $\mathrm{PG}\left(n^{2}+2 n, q\right)$ is given. This amounts to choosing an explicit basis in the vector space $\mathcal{H}\left(n+1, q^{2}\right)$, and then applying the map $\delta$. Let $r \in \mathbf{F}_{q^{2}} \backslash \mathbf{F}_{q}$ be arbitrary. Then the map $\delta$ above can be given as

$$
\mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{n}\right) \delta=\mathbf{P}\left(\left(y_{i j}\right)\right)
$$

with $x_{i} \in \mathbf{F}_{q^{2}}, i=0,1, \ldots, n, y_{i i}=x_{i} \bar{x}_{i}, y_{i j}=x_{i} \bar{x}_{j}+\bar{x}_{i} x_{j}$ for $i<j$, and $y_{i j}=r x_{i} \bar{x}_{j}+\bar{r} \bar{x}_{i} x_{j}$, for $i>j$. This representation is called the $r$-representation.

From the $r$-representation it follows that the inverse image with respect to $\delta$ of the intersection of $\mathbf{P} \mathcal{H}_{1}$ with a hyperplane of $\mathrm{PG}\left(n^{2}+2 n, q\right)$ is a Hermitian variety, and conversely every Hermitian variety of $\mathrm{PG}(V)$ arises in this way. It follows that $\mathbf{P} \mathcal{H}_{1}$ is not contained in a hyperplane of $\mathrm{PG}\left(n^{2}+2 n, q\right)$. The lines of $\mathrm{PG}(V)$ have a natural interpretation in terms of the geometry of $\mathbf{P} \mathcal{H}$ : the span in $\mathbf{P} \mathcal{H}$ of the image $l \delta$, with $l$ a line of $\mathrm{PG}(V)$, is a solid denoted by $\xi(l)$. Since $l \delta$ is a cap of size $q^{2}+1$ in the solid $\xi(l)$, it is an ovoid for $q>2$; then $l \delta$ is always an elliptic quadric in $\xi(l)$ and $\xi(l) \cap \mathbf{P} \mathcal{H}_{1}=l \delta$. Thus the lines of $\mathrm{PG}(V)$ can be interpreted as certain solids of $\mathbf{P} \mathcal{H}$ in which the points of $\mathbf{P} \mathcal{H}_{1}$ form an elliptic quadric. Denote by $\Sigma$ the set of all these solids. Further, for a point $P \in \mathbf{P} \mathcal{H}_{1}$ and $\xi \in \Sigma$ with $P \in \xi$, let $T_{P}(\xi)$ be the tangent plane to $\xi \cap \mathbf{P} \mathcal{H}_{1}$ at $P$ in $\xi$.

Now some important properties of the Hermitian Veroneseans $\mathcal{H}_{n, n^{2}+2 n}=\mathbf{P} \mathcal{H}_{1}$ are listed.

Theorem 4.85. Let $\mathcal{H}_{n, n^{2}+2 n}$ be a Hermitian Veronesean in $\mathrm{PG}\left(n^{2}+2 n, q\right)$. Then
(i) each elliptic quadric in some $\mathrm{PG}(3, q) \subset \mathrm{PG}\left(n^{2}+2 n, q\right)$ contained in $\mathcal{H}_{n, n^{2}+2 n}$ corresponds to a line of $\mathrm{PG}(V)$;
(ii) every n-dimensional subspace over $\mathbf{F}_{q}$ of $\mathrm{PG}(V)$ corresponds to a quadric Veronesean $\mathcal{V}_{n}$ over $\mathbf{F}_{q}$ on $\mathcal{H}_{n, n^{2}+2 n}$, and $\left\langle\mathcal{V}_{n}\right\rangle \cap \mathcal{H}_{n, n^{2}+2 n}=\mathcal{V}_{n}$.

Definition 4.86. A solid generated by an elliptic quadric on $\mathcal{H}_{n, n^{2}+2 n}$ is an elliptic space of $\mathcal{H}_{n, n^{2}+2 n}$.

Every elliptic space corresponds to a line of $\mathrm{PG}(V)$ and vice versa.
Theorem 4.87. Let $\mathcal{H}_{n, n^{2}+2 n}$ be a Hermitian Veronesean in $\operatorname{PG}\left(n^{2}+2 n, q\right)$.
(i) Any two distinct points $P, P^{\prime}$ of $\mathcal{H}_{n, n^{2}+2 n}$ lie in a unique element of $\Sigma$, denoted by $\xi\left[P, P^{\prime}\right]$.
(ii) Two distinct solids of $\Sigma$ are either disjoint or meet in a unique point of $\mathcal{H}_{n, n^{2}+2 n}$.
(iii) Let $\xi \in \Sigma, P \in \mathcal{H}_{n, n^{2}+2 n}, P \notin \xi$ and put $O=\xi \cap \mathcal{H}_{n, n^{2}+2 n}$. Then

$$
\bigcup_{P^{\prime} \in O} T_{P}\left(\xi\left[P, P^{\prime}\right]\right)
$$

is a projective subspace of dimension four.

### 4.4 Characterisations of Hermitian Veroneseans

This section contains characterisations of Hermitian Veroneseans similar to the characterisations of the first, third and fourth kind of the quadric Veroneseans.

### 4.4.1 Characterisations of $\mathcal{H}_{n, n^{2}+2 n}$ of the first kind

Let $\mathcal{K}$ be a subset of the point set of $\mathrm{PG}(N, q), N>3$, which generates $\mathrm{PG}(N, q)$ and for which there exists a set $\Sigma$ of solids of $\operatorname{PG}(N, q)$, called the elliptic spaces of $\mathrm{PG}(N, q)$, such that for any $\xi \in \Sigma$, the set $\mathcal{K}(\xi)=\mathcal{K} \cap \xi$ is an ovoid in $\xi$. When $\xi \in \Sigma$ and $P \in \mathcal{K}(\xi)$, the tangent plane of $\mathcal{K}(\xi)$ at $P$ in $\xi$ is denoted by $T_{P}(\xi)$.

Suppose that $\mathcal{K}$ satisfies the following:
(a) any two distinct points $P, P^{\prime}$ of $\mathcal{K}$ lie in a unique element of $\Sigma$, denoted by $\left[P, P^{\prime}\right]$;
(b) if $\xi_{1}, \xi_{2} \in \Sigma$, with $\xi_{1} \neq \xi_{2}$ and $\xi_{1} \cap \xi_{2} \neq \emptyset$, then $\xi_{1} \cap \xi_{2} \subset \mathcal{K}$;
(c) if $P \in \mathcal{K}$ and $\xi \in \Sigma$, with $P \notin \xi$, then the planes $T_{P}\left(\left[P, P^{\prime}\right]\right)$, with $P^{\prime} \in \mathcal{K}(\xi)$, are contained in a common 4-dimensional subspace of $\operatorname{PG}(N, q)$, denoted by $T(P, \xi)$.

It can be shown that $\mathcal{K}$ is a cap, and subsequently $\mathcal{K}$ is called a Hermitian cap. By Theorem 4.87, any Hermitian Veronesean is a Hermitian cap.

Consider the Hermitian Veronesean $\mathcal{H}_{n, n^{2}+2 n}$ in $\mathrm{PG}\left(n^{2}+2 n, q\right)$, and let $\Pi_{m}$ be a subspace of $\mathrm{PG}\left(n^{2}+2 n, q\right)$ of dimension $m$, which does not intersect any elliptic
space, nor any $T(P, \xi)$, with $P \in \mathcal{H}_{n, n^{2}+2 n}$ and $\xi$ an elliptic space not containing $P$. If $\Pi_{n^{2}+2 n-m-1}$ is a subspace of dimension $n^{2}+2 n-m-1$ skew to $\Pi_{m}$, then the projection of $\mathcal{H}_{n, n^{2}+2 n}$ from $\Pi_{m}$ onto $\Pi_{n^{2}+2 n-m-1}$ is also a Hermitian cap. Such a Hermitian cap is a quotient of the Hermitian Veronesean $\mathcal{H}_{n, n^{2}+2 n}$.

Theorem 4.88. Let $\mathcal{K}$ be a Hermitian cap in the projective space $\operatorname{PG}(N, q), N>3$.
(i) If $\Sigma$ is the corresponding set of elliptic spaces, then $\mathcal{K}$ together with the set $\Xi=\{\mathcal{K}(\xi) \mid \xi \in \Sigma\}$ is the point-line incidence structure of a projective space $\operatorname{PG}\left(n, q^{2}\right)$, with $n>1$.
(ii) The cap $\mathcal{K}$ is projectively equivalent to a quotient of the Hermitian Veronesean $\mathcal{H}_{n, n^{2}+2 n}$.

In order to obtain this result, some particular cases and lemmas are proved, some of which are of independent interest. In particular, the following result is significant.

Theorem 4.89. Let
(a) $\mathcal{K}$ be a Hermitian cap in the projective space $\mathrm{PG}(N, q), N>3$;
(b) $\Sigma$ be the corresponding set of elliptic spaces;
(c) $\Xi=\{\mathcal{K}(\xi) \mid \xi \in \Sigma\}$.

Then the following hold:
(i) $\mathcal{K}$, together with the set $\Xi$, is the point-line structure of a projective space PG $\left(n, q^{2}\right), n>1$, and $N \leq n^{2}+2 n$;
(ii) if $N=n^{2}+2 n$, then $\mathcal{K}$ is projectively equivalent to $\mathcal{H}_{n, n^{2}+2 n}$;
(iii) if $n \in\{2,3\}$, then $\mathcal{K}$ is projectively equivalent to $\mathcal{H}_{n, n^{2}+2 n}$;
(iv) if $\mathcal{K} \cap\left\langle\Pi_{n-1}\right\rangle=\Pi_{n-1}$ for every hyperplane $\Pi_{n-1}$ of $\mathrm{PG}\left(n, q^{2}\right)$ and with $\left\langle\Pi_{n-1}\right\rangle$ the subspace of $\mathrm{PG}(N, q)$ generated by $\Pi_{n-1}$, then $\mathcal{K}$ is projectively equivalent to $\mathcal{H}_{n, n^{2}+2 n}$.

Theorem 4.88 is similar to Theorem 4.40 on Veronesean caps. Also, note that the set of elliptic spaces of a Hermitian cap $\mathcal{K}$ in $\operatorname{PG}(N, q)$ is uniquely determined if $q>2$. This follows immediately from (b) in the definition of Hermitian cap, by considering two coplanar bisecants with no common point on $\mathcal{K}$ of a hypothetical ovoid contained in $\mathcal{K}$ and not lying in an elliptic space of $\mathcal{K}$. If $q=2$, this is not clear.

### 4.4.2 Characterisation of $\mathcal{H}_{n, n^{2}+2 n}$ of the third kind

Relying on Subsection 4.4.1, a characterisation of $\mathcal{H}_{n, n^{2}+2 n}$, similar to the characterisation of the third kind of $\mathcal{V}_{n}^{2^{n}}$, is obtained.

As always, a finite projective space has order $q$ if $q+1$ is the number of points on any line.

Theorem 4.90. Let
(a) $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a finite projective plane of order $q^{2}>4$;
(b) $\mathcal{P}$ be a subset of the point set of $\mathrm{PG}(d, q)$, with $d \geq 8$, not contained in a hyperplane of $\mathrm{PG}(d, q)$;
(c) the points incident with any line l of $\mathcal{S}$ form an ovoid in some solid $\xi_{l}$ of $\mathrm{PG}(d, q)$.

Then
(i) $d=8$;
(ii) the plane $\mathcal{S}$ is Desarguesian;
(iii) $\mathcal{P}$ is projectively equivalent to the Hermitian Veronesean $\mathcal{H}_{2,8}$ of $\operatorname{PG}\left(2, q^{2}\right)$.

A representation of a point-line incidence structure $\mathcal{S}$ as in this theorem is an ovoidal embedding of $\mathcal{S}$. Hence, by Theorem 4.90, all ovoidal embeddings of all finite projective planes of order $q^{2}>4$ are classified.

## Theorem 4.91. Let

(a) $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be the point-line geometry of a finite projective space of order $q^{2}>4$ and dimension $n \geq 2$;
(b) $\mathcal{P}$ be a subset of the point set of $\mathrm{PG}(d, q)$, with $d \geq n^{2}+2 n$, not contained in a hyperplane of $\mathrm{PG}(d, q)$;
(c) the points incident with any line $l$ of $\mathcal{S}$ form an ovoid in some solid $\xi_{l}$ of $\mathrm{PG}(d, q)$.

Then $d=n^{2}+2 n$ and $\mathcal{P}$ is projectively equivalent to the Hermitian Veronesean $\mathcal{H}_{n, n^{2}+2 n}$ of $\mathrm{PG}\left(n, q^{2}\right)$.

Hence all ovoidal embeddings of all point-line geometries of the finite projective spaces of dimension $n \geq 2$ and order $q^{2}>4$ are classified. In fact, Theorem 4.90 is part of Theorem 4.91, but it is formulated separately to emphasise that, for $n=2$, it is not assumed that $\mathcal{S}$ is Desarguesian.

### 4.4.3 Characterisation of $\mathcal{H}_{2,8}$ of the fourth kind

In this subsection the Hermitian Veronesean $\mathcal{H}_{2,8}$ is characterised by considering its common points with solids and hyperplanes of $\mathrm{PG}(8, q)$.

Since hyperplanes of $\mathrm{PG}(8, q)$ meet $\mathcal{H}_{2,8}$ in point sets that correspond to singular and non-singular Hermitian curves in $\mathrm{PG}\left(2, q^{2}\right)$, the size of such an intersection is either $q^{2}+1, q^{3}+1$, or $q^{3}+q^{2}+1$. It is now shown that each solid of $\operatorname{PG}(8, q)$ which intersects $\mathcal{H}_{2,8}$ in at least $q+3$ points intersects it in $q^{2}+1$ points. So, let $\Pi_{3}$ be such a solid. Suppose first that $\Pi_{3} \cap \mathcal{H}_{2,8}$ generates $\Pi_{3}$ and let $P_{1}, P_{2}, P_{3}, P_{4}$ be four points of $\operatorname{PG}\left(2, q^{2}\right)$ which correspond to four points of $\Pi_{3} \cap \mathcal{H}_{2,8}$ generating $\Pi_{3}$.

First, assume that $P_{1}, P_{2}, P_{3}, P_{4}$ are four points on a line $l$ of $\mathrm{PG}\left(2, q^{2}\right)$. Then, to $l$ there corresponds an ovoid on $\mathcal{H}_{2,8}$ in some solid of $\operatorname{PG}(8, q)$, and this solid coincides with $\Pi_{3}$. So, in this case, $\Pi_{3} \cap \mathcal{H}_{2,8}$ is an ovoid of $\Pi_{3}$ and thus contains $q^{2}+1$ points.

Suppose next that $P_{1}, P_{2}, P_{3}$ lie on a line $l$ and that $P_{4}$ is not on $l$. Then each point of $\Pi_{3} \cap \mathcal{H}_{2,8}$ is also contained in every hyperplane of $\operatorname{PG}(8, q)$ containing the images of $P_{1}, P_{2}, P_{3}, P_{4}$. Hence every point of $\mathrm{PG}\left(2, q^{2}\right)$ corresponding to a point
of $\Pi_{3} \cap \mathcal{H}_{2,8}$ is contained in every Hermitian curve containing $P_{1}, P_{2}, P_{3}, P_{4}$. If $P$, with $P \neq P_{4}$, is a point of $\operatorname{PG}\left(2, q^{2}\right)$ not on the subline over $\mathbf{F}_{q}$ of $l$ defined by $P_{1}, P_{2}, P_{3}$, then either $P$ does not belong to the singular Hermitian curve defined by the three lines $P_{4} P_{1}, P_{4} P_{2}, P_{4} P_{3}$, if $P$ is on $l$, or there is a point $P^{\prime}$ on $l$ and a line $l^{\prime}$ through $P^{\prime}$ such that $P$ does not belong to the singular Hermitian curve defined by the three lines $l, l^{\prime}, P^{\prime} P_{4}$, if $P$ is not on $l$. Hence $\Pi_{3} \cap \mathcal{H}_{2,8}$ contains at most $q+2$ points, a contradiction.

Suppose now that $\left\{P_{1}, P_{2}, P_{3}, P_{4}\right\}$ is a 4 -arc in $\mathrm{PG}\left(2, q^{2}\right)$. By considering the three, unique singular Hermitian curves containing the lines $P_{1} P_{2}, P_{1} P_{3}, P_{1} P_{4}$, the lines $P_{2} P_{1}, P_{2} P_{3}, P_{2} P_{4}$, and the lines $P_{3} P_{1}, P_{3} P_{2}, P_{3} P_{4}$, it follows that every point $P$ of $\Pi_{3} \cap \mathcal{H}_{2,8}$ corresponds to a point of the subplane $\operatorname{PG}(2, q)$ of $\operatorname{PG}\left(2, q^{2}\right)$ which contains $P_{1}, P_{2}, P_{3}, P_{4}$. Hence $P$ is contained in the quadric Veronesean $\mathcal{V}_{2}^{4}$ on $\mathcal{H}_{2,8}$ which is the image of $\operatorname{PG}(2, q)$. Since $\mathcal{V}_{2}^{4}$ generates a 5-dimensional subspace $\Pi_{5}$ of $\mathrm{PG}(8, q)$, so $\Pi_{3}$ is the intersection of two hyperplanes of $\Pi_{5}$. Consequently, the size of $\Pi_{3} \cap \mathcal{H}_{2,8}$ is the size of the intersection of two distinct plane quadrics in $\operatorname{PG}(2, q)$. Since this is at most $q+2$, a contradiction is obtained.

Finally, suppose that $\Pi_{3} \cap \mathcal{H}_{2,8}$ does not generate $\Pi_{3}$. Then it generates a plane since $\mathcal{H}_{2,8}$ is a cap. Hence $\Pi_{3} \cap \mathcal{H}_{2,8}$ is a plane $k$-arc, and so $k \leq q+2$, again a contradiction.

Theorem 4.92. Let $\mathcal{K}$ be a set of points of $\mathrm{PG}(8, q), q \neq 2$, with $|\mathcal{K}|=q^{4}+q^{2}+1$. Then $\mathcal{K}$ is projectively equivalent to $\mathcal{H}_{2,8}$ if and only if the following conditions are satisfied:
(a) every hyperplane of $\mathrm{PG}(8, q)$ intersects $\mathcal{K}$ in either $q^{2}+1, q^{3}+1$ or $q^{3}+q^{2}+1$ points;
(b) if a solid of $\mathrm{PG}(8, q)$ intersects $\mathcal{K}$ in at least $q+3$ points, then it intersects $\mathcal{K}$ in precisely $q^{2}+1$ points.

### 4.5 Segre varieties

To begin with an example, let $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ be projective lines over the field $K$. If $\mathcal{L}_{1}=\left\{\mathbf{P}\left(s_{1}, t_{1}\right)\right\}$ and $\mathcal{L}_{2}=\left\{\mathbf{P}\left(s_{2}, t_{2}\right)\right\}$, then their Segre product or Segre variety is

$$
\mathcal{S}_{1 ; 1}=\left\{\mathbf{P}\left(s_{1} s_{2}, s_{1} t_{2}, t_{1} s_{2}, t_{1} t_{2}\right)\right\}
$$

in $\mathrm{PG}(3, K)$. Note that $\mathcal{S}_{1 ; 1}$ is the hyperbolic quadric $\mathcal{H}_{3}=\mathbf{V}\left(X_{0} X_{3}-X_{1} X_{2}\right)$.
In general, let $\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{k}$ be projective spaces with $\mathcal{P}_{i}=\mathrm{PG}\left(n_{i}, K\right)$, for $i=1,2, \ldots, k$, where each $n_{i} \geq 1$. Let

$$
\begin{aligned}
\mathcal{P}_{i} & =\left\{\mathbf{P}\left(X^{i}\right)\right\} \\
\text { with } \quad X^{i} & =\left(x_{0}^{(i)}, x_{1}^{(i)}, \ldots, x_{n_{i}}^{(i)}\right)
\end{aligned}
$$

Let $\overline{\mathbf{N}}_{r}=\{0,1, \ldots, r\}$ for any $r \geq 1$, and let

$$
\eta: \overline{\mathbf{N}}_{n_{1}} \times \overline{\mathbf{N}}_{n_{2}} \times \cdots \times \overline{\mathbf{N}}_{n_{k}} \longrightarrow \overline{\mathbf{N}}_{m}
$$

be a bijection, with $m+1=\left(n_{1}+1\right)\left(n_{2}+1\right) \cdots\left(n_{k}+1\right)$.
Definition 4.93. The Segre variety of the $k$ given projective spaces is

$$
\begin{array}{r}
\mathcal{S}=\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}=\left\{\mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{m}\right) \mid x_{j}=x_{\left(i_{1}, i_{2}, \ldots, i_{k}\right) \eta}=x_{i_{1}}^{(1)} x_{i_{2}}^{(2)} \cdots x_{i_{k}}^{(k)}\right. \\
\left.\mathbf{P}\left(X^{i}\right) \text { a point of } \mathcal{P}_{i}\right\}
\end{array}
$$

in PG( $m, K)$.
As $\left(x_{0}^{(i)}, x_{1}^{(i)}, \ldots, x_{n_{i}}^{(i)}\right) \neq(0,0, \ldots, 0)$ all $i$, so $\left(x_{0}, x_{1}, \ldots, x_{m}\right) \neq(0,0, \ldots, 0)$. The integers $n_{1}, n_{2}, \ldots, n_{k}$ are the indices of the variety $\mathcal{S}$, which has dimension $n_{1}+n_{2}+\cdots+n_{k}$. Also, $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$ is absolutely irreducible and non-singular. It has order

$$
\frac{\left(n_{1}+n_{2}+\cdots+n_{k}\right)!}{n_{1}!n_{2}!\cdots n_{k}!}
$$

Any point $\mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{m}\right)$ of the Segre variety satisfies the equations

$$
\begin{align*}
& x_{\left(i_{1}, i_{2}, \ldots, i_{k}\right) \eta} x_{\left(j_{1}, j_{2}, \ldots, j_{k}\right) \eta} \\
& \quad-x_{\left(i_{1}, \ldots, i_{s-1}, j_{s}, i_{s+1}, \ldots, i_{k}\right) \eta} x_{\left(j_{1}, j_{2}, \ldots, j_{s-1}, i_{s}, j_{s+1}, \ldots, j_{k}\right) \eta}=0 \tag{4.37}
\end{align*}
$$

Theorem 4.94. The Segre variety $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$ is the intersection of all quadrics of $\mathrm{PG}(m, K)$ defined by the equations (4.37). Also, any point of $\mathrm{PG}(m, K)$ satisfying the equations (4.37) corresponds to a unique element of $\mathcal{P}_{1} \times \mathcal{P}_{2} \times \cdots \times \mathcal{P}_{k}$.

Proof. Let $\mathbf{P}\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$ be a point satisfying the equations (4.37). Without loss of generality, let $x_{(0,0, \ldots, 0) \eta}^{\prime}=1$. If the points $P_{i}=\mathbf{P}\left(x_{0}^{(i)}, x_{1}^{(i)}, \ldots, x_{n_{i}}^{(i)}\right)$ of $\mathcal{P}_{i}$ define the given point of $\operatorname{PG}(m, K)$, then $x_{0}^{(1)} x_{0}^{(2)} \cdots x_{0}^{(k)} \neq 0$. Hence, take $x_{0}^{(1)}=x_{0}^{(2)}=\cdots=x_{0}^{(k)}=1$. Then

$$
x_{\left(i_{1}, 0, \ldots, 0\right) \eta}=x_{i_{1}}^{(1)}, \quad x_{\left(0, i_{2}, 0, \ldots, 0\right) \eta}=x_{i_{2}}^{(2)}, \quad \ldots, \quad x_{\left(0,0,0, \ldots, 0, i_{k}\right) \eta}=x_{i_{k}}^{(k)},
$$

with $i_{s}=0,1, \ldots, n_{s}$. Consequently, the given point of $\mathrm{PG}(m, K)$ corresponds to at most one element of $\mathcal{P}_{1} \times \mathcal{P}_{2} \times \cdots \times \mathcal{P}_{k}$.

Consider the $k$ points $P_{i}=\mathbf{P}\left(x_{0}^{(i)}, x_{1}^{(i)}, \ldots, x_{n_{i}}^{(i)}\right)$ with

$$
x_{\left(i_{1}, 0, \ldots, 0\right) \eta}^{\prime}=x_{i_{1}}^{(1)}, \quad x_{\left(0, i_{2}, 0, \ldots, 0\right) \eta}^{\prime}=x_{i_{2}}^{(2)}, \quad \ldots, \quad x_{\left(0,0,0, \ldots, 0, i_{k}\right) \eta}^{\prime}=x_{i_{k}}^{(k)} .
$$

For these points,

$$
\begin{aligned}
x_{\left(i_{1}, i_{2}, \ldots, i_{k}\right) \eta}^{\prime} & =x_{\left(i_{1}, i_{2}, \ldots, i_{k}\right) \eta}^{\prime} x_{(0,0, \ldots, 0) \eta}^{\prime} \\
& =x_{\left(i_{1}, i_{2}, \ldots, i_{k-1}, 0\right) \eta}^{\prime} x_{\left.\left(0,0, \ldots, 0, i_{k}\right)\right) \eta}^{\prime} \\
& =x_{\left(i_{1}, i_{2}, \ldots, i_{k-1}, 0\right) \eta}^{\prime} x_{i_{k}}^{(k)} \\
& =x_{\left(i_{1}, i_{2}, \ldots, i_{k-1}, 0\right) \eta}^{\prime} x_{(0,0, \ldots, 0) \eta}^{\prime} x_{i_{k}}^{(k)} \\
& =x_{\left(i_{1}, i_{2}, \ldots, i_{k-2}, 0,0\right) \eta}^{\prime} x_{\left(0,0, \ldots, i_{k-1}, 0\right) \eta}^{\prime} x_{i_{k}}^{(k)} \\
& =x_{\left(i_{1}, i_{2}, \ldots, i_{k-2}, 0,0\right) \eta}^{\prime} x_{i_{k-1}}^{(k-1)} x_{i_{k}}^{(k)} \\
& =\cdots=x_{i_{1}}^{(1)} x_{i_{2}}^{(2)} \cdots x_{i_{k}}^{(k)}=x_{\left(i_{1}, i_{2}, \ldots, i_{k}\right) \eta}
\end{aligned}
$$

Hence, to the element $\left(P_{1}, P_{2}, \ldots, P_{k}\right)$ in $\mathcal{P}_{1} \times \mathcal{P}_{2} \times \cdots \times \mathcal{P}_{k}$, there corresponds the given point of $\mathrm{PG}(m, K)$.

Let

$$
\begin{equation*}
\delta: \mathcal{P}_{1} \times \mathcal{P}_{2} \times \cdots \times \mathcal{P}_{k} \rightarrow \mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}} \tag{4.38}
\end{equation*}
$$

be defined by

$$
\left(\mathbf{P}\left(x_{0}^{(1)}, x_{1}^{(1)}, \ldots, x_{n_{1}}^{(1)}\right), \ldots, \mathbf{P}\left(x_{0}^{(k)}, x_{1}^{(k)}, \ldots, x_{n_{k}}^{(k)}\right)\right) \mapsto \mathbf{P}\left(x_{0}, x_{1}, \ldots, x_{m}\right)
$$

with

$$
x_{j}=x_{\left(i_{1}, i_{2}, \ldots, i_{k}\right) \eta}=x_{i_{1}}^{(1)} x_{i_{2}}^{(2)} \cdots x_{i_{k}}^{(k)} .
$$

By Theorem 4.94, the mapping $\delta$ is a bijection.
Theorem 4.95. Given points $P_{1}, P_{2}, \ldots, P_{i-1}, P_{i+1}, \ldots, P_{k}$ of the respective spaces $\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{i-1}, \mathcal{P}_{i+1}, \ldots, \mathcal{P}_{k}$, the set of all points $\left(P_{1}, P_{2}, \ldots, P_{k}\right) \delta$, with $P_{i}$ any point of $\mathcal{P}_{i}$, is an $n_{i}$-dimensional projective space.

Proof. Up to order, the coordinates of $\left(P_{1}, P_{2}, \ldots, P_{k}\right) \delta$ are of the form

$$
\begin{array}{r}
x_{0}^{(i)} r_{1}, x_{1}^{(i)} r_{1}, \ldots, x_{n_{i}}^{(i)} r_{1}, x_{0}^{(i)} r_{2}, x_{1}^{(i)} r_{2}, \ldots, x_{n_{i}}^{(i)} r_{2}, \ldots, \\
\\
x_{0}^{(i)} r_{(m+1) /\left(n_{i}+1\right)}, \ldots, x_{n_{i}}^{(i)} r_{(m+1) /\left(n_{i}+1\right)},
\end{array}
$$

with $r_{1}, r_{2}, \ldots, r_{(m+1) /\left(n_{i}+1\right)}$ constants, which are not all zero. However, since $\mathbf{P}\left(x_{0}^{(i)}, x_{1}^{(i)}, \ldots, x_{n_{i}}^{(i)}\right)$ is a variable point of $\mathcal{P}_{i}$, it follows that the set of all points $\left(P_{1}, P_{2}, \ldots, P_{k}\right) \delta$ is an $n_{i}$-dimensional projective space on $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$.

The variation of $\left(P_{1}, P_{2}, \ldots, P_{i-1}, P_{i+1}, \ldots, P_{k}\right)$ gives a system $\Sigma_{i}$ of $n_{i}$ dimensional projective spaces on $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$.

Theorem 4.96. (i) Any two distinct elements of $\Sigma_{i}$ are skew.
(ii) Each point of $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$ is contained in exactly one element of each $\Sigma_{i}$.
(iii) For $i \neq j$, an element of $\Sigma_{i}$ meets an element of $\Sigma_{j}$ in at most one point.

Proof. Let $\Pi_{n_{i}}$ and $\Pi_{n_{i}}^{\prime}$ in $\Sigma_{i}$ correspond to the distinct $(k-1)$-tuples

$$
\begin{aligned}
& \left(P_{1}, P_{2}, \ldots, P_{i-1}, P_{i+1}, \ldots, P_{k}\right), \\
& \left(P_{1}^{\prime}, P_{2}^{\prime}, \ldots, P_{i-1}^{\prime}, P_{i+1}^{\prime}, \ldots, P_{k}^{\prime}\right),
\end{aligned}
$$

where $P_{j}, P_{j}^{\prime} \in \mathcal{P}_{j}$. For any points $P_{i}, P_{i}^{\prime} \in \mathcal{P}_{i}$, the two $k$-tuples $\left(P_{1}, P_{2}, \ldots, P_{k}\right)$, $\left(P_{1}^{\prime}, P_{2}^{\prime}, \ldots, P_{k}^{\prime}\right)$ are distinct; so $\left(P_{1}, P_{2}, \ldots, P_{k}\right) \delta \neq\left(P_{1}^{\prime}, P_{2}^{\prime}, \ldots, P_{k}^{\prime}\right) \delta$. Therefore $\Pi_{n_{i}} \cap \Pi_{n_{i}}^{\prime}=\emptyset$.

Let $\left(P_{1}, P_{2}, \ldots, P_{k}\right) \delta$ be any point of $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$; this point lies in the space $\Pi_{n_{i}}$ of $\Sigma_{i}$ corresponding to the points $P_{1}, P_{2}, \ldots, P_{i-1}, P_{i+1}, \ldots, P_{k}$.

Finally, let the spaces $\Pi_{n_{i}}$ in $\Sigma_{i}$ and $\Pi_{n_{j}}$ in $\Sigma_{j}$ correspond to the ( $k-1$ )-tuples $\left(P_{1}, P_{2}, \ldots, P_{i-1}, P_{i+1}, \ldots, P_{k}\right)$ and $\left(P_{1}^{\prime}, P_{2}^{\prime}, \ldots, P_{j-1}^{\prime}, P_{j+1}^{\prime}, \ldots, P_{k}^{\prime}\right)$, with $i, j$ distinct. If $\Pi_{n_{i}} \cap \Pi_{n_{j}} \neq \emptyset$, then $P_{s}=P_{s}^{\prime}$ for all $s$ with $s \neq i, j$. If $P_{s}=P_{s}^{\prime}$ for all $s$ with $s \neq i, j$, then $\left(P_{1}, P_{2}, \ldots, P_{i-1}, P_{i}^{\prime}, P_{i+1}, \ldots, P_{k}\right) \delta$ is the unique common point of $\Pi_{n_{i}}$ and $\Pi_{n_{j}}$.

From now on, it is assumed that $K=\mathbf{F}_{q}$, although many of the results hold in a general field.

Theorem 4.97. The cardinalities of the Segre variety and its projective spaces $\Sigma_{i}$ are as follows:
(i) $\left|\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}\right|=\theta\left(n_{1}\right) \theta\left(n_{2}\right) \cdots \theta\left(n_{k}\right)$;
(ii) $\left|\Sigma_{i}\right|=\theta\left(n_{1}\right) \theta\left(n_{2}\right) \cdots \theta\left(n_{k}\right) / \theta\left(n_{i}\right)$.

Proof. Since the mapping $\delta$ of (4.38) is a bijection, so (i) follows. By Theorem 4.96, the elements of $\Sigma_{i}$ form a partition of $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$, which gives (ii).

Example 4.98. (1) For $n_{1}=n_{2}=\cdots=n_{k}=1$, the dimension $m=2^{k}-1$ and the order of $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$ is $k!$. Here, the elements of $\Sigma_{i}$ are lines, $\left|\mathcal{S}_{1 ; 1 ; \ldots ; 1}\right|=(q+1)^{k}$ and $\left|\Sigma_{i}\right|=(q+1)^{k-1}$. As at the start, $\mathcal{S}_{1 ; 1}$ is a hyperbolic quadric of $\operatorname{PG}(3, q)$. For $k=3$, the dimension $m=7$, the order of $\mathcal{S}_{1 ; 1 ; 1}$ is 6 , the size $\left|\mathcal{S}_{1 ; 1 ; 1}\right|=(q+1)^{3}$, and $\left|\Sigma_{i}\right|=(q+1)^{2}$.
(2) For $n_{1}=n_{2}=\cdots=n_{k}=n$, the dimension $m=(n+1)^{k}-1$ and the order of $\mathcal{S}_{n_{1} ; n_{2} ; \ldots ; n_{k}}$ is $(k n)!/(n!)^{k}$. Also, $\left|\mathcal{S}_{n ; n ; \ldots ; n}\right|=\theta(n)^{k}$ and $\left|\Sigma_{i}\right|=\theta(n)^{k-1}$. When $k=n=2$, then $m=8$, the order of $\mathcal{S}_{2 ; 2}$ is 6 , the size $\left|\mathcal{S}_{2 ; 2}\right|=\left(q^{2}+q+1\right)^{2}$, and $\left|\Sigma_{i}\right|=q^{2}+q+1$.
(3) When $k=2$, then $m=\left(n_{1}+1\right)\left(n_{2}+1\right)-1=n_{1} n_{2}+n_{1}+n_{2}$ and the order of $\mathcal{S}_{n_{1} ; n_{2}}$ is $\left(n_{1}+n_{2}\right)!/\left(n_{1}!n_{2}!\right)$. Also, $\left|\mathcal{S}_{n_{1} ; n_{2}}\right|=\theta\left(n_{1}\right) \theta\left(n_{2}\right)$, with $\left|\Sigma_{1}\right|=\theta\left(n_{2}\right)$ and $\left|\Sigma_{2}\right|=\theta\left(n_{1}\right)$.

For $n_{1}=n_{2}=n$, then $m=n(n+2)$, the order of $\mathcal{S}_{n ; n}$ is $(2 n)!/(n!)^{2}$, the size $\left|\mathcal{S}_{n ; n}\right|=\theta(n)^{2}$, and $\left|\Sigma_{i}\right|=\theta(n)$.

When $n_{1}=1$ and $n_{2}=n$, then $m=2 n+1$, the order of $\mathcal{S}_{1 ; n}$ is $n+1$, the size $\left|\mathcal{S}_{1 ; n}\right|=(q+1) \theta(n)$, with $\left|\Sigma_{1}\right|=\theta(n)$ and $\left|\Sigma_{2}\right|=q+1$. In the particular case that $n_{1}=1$ and $n_{2}=2$, then $m=5$, the order of $\mathcal{S}_{1 ; 2}$ is 3 , with the size $\left|\mathcal{S}_{1 ; 2}\right|=(q+1)\left(q^{2}+q+1\right) ;$ also, $\left|\Sigma_{1}\right|=q^{2}+q+1$ and $\left|\Sigma_{2}\right|=q+1$.

Now, the variety $\mathcal{S}_{n_{1} ; n_{2}}$ is considered in more detail. Several of its properties can be generalised to all Segre varieties.

Theorem 4.99. On the Segre variety $\mathcal{S}_{n_{1} ; n_{2}}$, each element of $\Sigma_{1}$ meets each element of $\Sigma_{2}$ in a single point.

Proof. If $\Pi_{n_{1}}$ corresponds to the point $P_{2}$ of $\mathcal{P}_{2}$ and $\Pi_{n_{2}}$ to the point $P_{1}$ of $\mathcal{P}_{1}$, then $\Pi_{n_{1}} \cap \Pi_{n_{2}}=\left\{\left(P_{1}, P_{2}\right) \delta\right\}$.

Theorem 4.100. No hyperplane of $\mathrm{PG}(m, q)$ contains the Segre variety $\mathcal{S}_{n_{1} ; n_{2}}$.
Proof. Suppose the hyperplane $\Pi_{m-1}=\mathbf{V}(F)$, with $F=\sum_{j} a_{j} X_{j}$, contains $\mathcal{S}_{n_{1} ; n_{2}}$. Then, with the notation $a_{j}=a_{\left(i_{1}, i_{2}\right) \eta}=b_{i_{1} i_{2}}$,

$$
\sum_{i_{1}=0}^{n_{1}} \sum_{i_{2}=0}^{n_{2}} b_{i_{1} i_{2}} x_{i_{1}}^{(1)} x_{i_{2}}^{(2)}=0
$$

for all $x_{0}^{(1)}, x_{1}^{(1)}, \ldots, x_{n_{1}}^{(1)}$ and all $x_{0}^{(2)}, x_{1}^{(2)}, \ldots, x_{n_{2}}^{(2)}$. Now, fix the first set of elements, namely $x_{0}^{(1)}, x_{1}^{(1)}, \ldots, x_{n_{1}}^{(1)}$. Since

$$
\sum_{i_{2}=0}^{n_{2}}\left(\sum_{i_{1}=0}^{n_{1}} b_{i_{1} i_{2}} x_{i_{1}}^{(1)}\right) x_{i_{2}}^{(2)}=0
$$

for all $x_{0}^{(2)}, x_{1}^{(2)}, \ldots, x_{n_{2}}^{(2)}$, it follows that, for any $i_{2} \in\left\{0,1, \ldots, n_{2}\right\}$,

$$
\sum_{i_{1}=0}^{n_{1}} b_{i_{1} i_{2}} x_{i_{1}}^{(1)}=0
$$

for all $x_{0}^{(1)}, x_{1}^{(1)}, \ldots, x_{n_{1}}^{(1)}$. Hence $b_{i_{1} i_{2}}=0$ for both all $i_{1} \in\left\{0,1, \ldots, n_{1}\right\}$ and all $i_{2} \in\left\{0,1, \ldots, n_{2}\right\}$. So $a_{0}=a_{1}=\cdots=a_{m}=0$, a contradiction.

Now introduce the following notation:

$$
\begin{aligned}
& x_{0}^{(1)}=y_{0}, x_{1}^{(1)}=y_{1}, \ldots, x_{n_{1}}^{(1)}=y_{n_{1}}, \\
& x_{0}^{(2)}=z_{0}, x_{1}^{(2)}=z_{1}, \ldots, x_{n_{2}}^{(2)}=z_{n_{2}}, \\
& x_{j}=x_{\left(i_{1}, i_{2}\right) \eta}=x_{i_{1} i_{2}} .
\end{aligned}
$$

Also, let $\left(i_{1}, i_{2}\right) \eta=i_{1}\left(n_{2}+1\right)+i_{2}$. The equations (4.37) become

$$
\begin{equation*}
x_{i_{1} i_{2}} x_{j_{1} j_{2}}-x_{j_{1} i_{2}} x_{i_{1} j_{2}}=0 \tag{4.39}
\end{equation*}
$$

Theorem 4.101. The Segre variety $\mathcal{S}_{n_{1} ; n_{2}}$ consists of all points $\mathbf{P}(X)$, with

$$
X=\left(x_{00}, x_{01}, \ldots, x_{0 n_{2}}, x_{10}, \ldots, x_{1 n_{2}}, \ldots, x_{n_{1} n_{2}}\right)
$$

of $\mathrm{PG}(m, q)$ for which $\operatorname{rank}\left[x_{i j}\right]=1$.

Proof. By Theorem 4.94, $\mathcal{S}_{n_{1} ; n_{2}}$ consists of all points $\mathbf{P}(X)$ satisfying (4.39). This implies the result.

Theorem 4.102. The intersection of $\mathcal{S}_{n ; n}$ and the subspace

$$
\Pi_{n(n+3) / 2}=\mathbf{V}\left(X_{01}-X_{10}, X_{02}-X_{20}, \ldots, X_{n-1, n}-X_{n, n-1}\right)
$$

is the quadric Veronesean $\mathcal{V}_{n}$ of all quadrics of $\mathrm{PG}(n, q)$.
Proof. This follows immediately from Theorems 4.2 and 4.101.
Let $\xi_{i}$ be a projectivity of $\mathcal{P}_{i}, i=1,2$, and let $\xi$ be defined by

$$
\left(P_{1}, P_{2}\right) \delta \xi=\left(P_{1} \xi_{1}, P_{2} \xi_{2}\right) \delta
$$

for all $P_{1}$ in $\mathcal{P}_{1}$ and $P_{2}$ in $\mathcal{P}_{2}$. Then $\xi$ is a permutation of the Segre variety $\mathcal{S}_{n_{1} ; n_{2}}$; also, $\xi$ fixes both $\Sigma_{1}$ and $\Sigma_{2}$.

When $n_{1}=n_{2}=n$, let $\psi_{1}: \mathcal{P}_{1} \rightarrow \mathcal{P}_{2}$ and $\psi_{2}: \mathcal{P}_{2} \rightarrow \mathcal{P}_{1}$ be projectivities. Define $\psi$ by $\left(P_{1}, P_{2}\right) \delta \psi=\left(P_{2} \psi_{2}, P_{1} \psi_{1}\right) \delta$ for all $P_{1}$ in $\mathcal{P}_{1}$ and $P_{2}$ in $\mathcal{P}_{2}$. Then $\psi$ is a permutation of $\mathcal{S}_{n ; n}$ that interchanges $\Sigma_{1}$ and $\Sigma_{2}$.

Let $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$ be the subgroup of $\operatorname{PGL}(m+1, q)$, with $m=n_{1} n_{2}+n_{1}+n_{2}$, that fixes $\mathcal{S}_{n_{1} ; n_{2}}$.

Theorem 4.103. (i) The permutation $\xi$ of $\mathcal{S}_{n_{1} ; n_{2}}$ is induced by a unique element $\tilde{\xi}$ of $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$.
(ii) When $n_{1}=n_{2}=n$, then the permutation $\psi$ of $\mathcal{S}_{n ; n}$ is induced by a unique element $\tilde{\psi}$ of $G\left(\mathcal{S}_{n ; n}\right)$.

Proof. Let $\xi_{i}$ be the projectivity of $\mathcal{P}_{i}, i=1,2$, with matrix $A_{i}=\left[a_{j k}^{(i)}\right]$. If

$$
\left(x_{00}, x_{01}, \ldots, x_{n_{1} n_{2}}\right) \xi=\left(x_{00}^{\prime}, x_{01}^{\prime}, \ldots, x_{n_{1} n_{2}}^{\prime}\right),
$$

then

$$
\begin{align*}
x_{i_{1} i_{2}}^{\prime} & =y_{i_{1}}^{\prime} z_{i_{2}}^{\prime}=\sum_{r=0}^{n_{1}} a_{r i_{1}}^{(1)} y_{r} \sum_{s=0}^{n_{2}} a_{s i_{2}}^{(2)} z_{s} \\
& =\sum_{r=0}^{n_{1}} \sum_{s=0}^{n_{2}} a_{r i_{1}}^{(1)} a_{s i_{2}}^{(2)} y_{r} z_{s}=\sum_{r=0}^{n_{1}} \sum_{s=0}^{n_{2}} a_{r i_{1}}^{(1)} a_{s i_{2}}^{(2)} x_{r s} . \tag{4.40}
\end{align*}
$$

Hence $\xi$ is induced by the element $\tilde{\xi}$ of $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$ with matrix

$$
A=\left[\begin{array}{cccc}
a_{00}^{(1)} A_{2} & a_{01}^{(1)} A_{2} & \cdots & a_{0 n_{1}}^{(1)} A_{2} \\
a_{10}^{(1)} A_{2} & a_{11}^{(1)} A_{2} & \cdots & a_{1 n_{1}}^{(1)} A_{2} \\
\vdots & \vdots & & \vdots \\
a_{n_{1} 0}^{(1)} A_{2} & a_{n_{1} 1}^{(1)} A_{2} & \cdots & a_{n_{1} n_{1}}^{(1)} A_{2}
\end{array}\right] .
$$

The matrix $A$ is the Kronecker product $A_{1} \otimes A_{2}$ of $A_{1}$ and $A_{2}$. A consequence is that $|A|=\left|A_{1} \otimes A_{2}\right|=\left|A_{1}\right|^{n_{2}+1}\left|A_{2}\right|^{n_{1}+1}$.

Suppose that $\xi$ is also induced by the element $\tilde{\xi}^{\prime}$ of $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$, where $\tilde{\xi}^{\prime}$ has matrix $A^{\prime}=\left[a_{j k}^{\prime}\right]$. Then the projectivity $\tilde{\xi}^{\prime} \tilde{\xi}^{-1}$ with matrix $A^{\prime} A^{-1}=B$ induces the identity mapping on $\mathcal{S}_{n_{1} ; n_{2}}$. Let $B=\left[b_{j k}\right]$ and put $b_{j k}=b_{\left(j_{1} j_{2}\right)\left(k_{1} k_{2}\right)}$, where $\left(j_{1}, j_{2}\right) \eta=j$ and $\left(k_{1}, k_{2}\right) \eta=k$. Then

$$
t y_{k_{1}} z_{k_{2}}=\sum_{j_{1}=0}^{n_{1}} \sum_{j_{2}=0}^{n_{2}} b_{\left(j_{1} j_{2}\right)\left(k_{1} k_{2}\right)} y_{j_{1}} z_{j_{2}}
$$

for some $t \in \mathbf{F}_{q}$, for all $\mathbf{P}(Y)$ of $\mathcal{P}_{1}$ with $Y=\left(y_{0}, y_{1}, \ldots, y_{n_{1}}\right)$ and all $\mathbf{P}(Z)$ of $\mathcal{P}_{2}$ with $Z=\left(z_{0}, z_{1}, \ldots, z_{n_{2}}\right)$. Letting $Y=(1,0, \ldots, 0)$ and $Z=(1,0, \ldots, 0)$ gives $b_{(00)\left(k_{1} k_{2}\right)}=0$ if $\left(k_{1}, k_{2}\right) \neq(0,0)$. More generally, $b_{\left(j_{1} j_{2}\right)\left(k_{1} k_{2}\right)}=0$ for $\left(k_{1}, k_{2}\right) \neq\left(j_{1}, j_{2}\right)$. So

$$
t y_{k_{1}} z_{k_{2}}=b_{\left(k_{1} k_{2}\right)\left(k_{1} k_{2}\right)} y_{k_{1}} z_{k_{2}},
$$

for all $\mathbf{P}(Y)$ of $\mathcal{P}_{1}$ and $\mathbf{P}(Z)$ of $\mathcal{P}_{2}$. Thus $b_{\left(k_{1} k_{2}\right)\left(k_{1} k_{2}\right)}$ is independent of $k_{1}$ and $k_{2}$. Therefore $B=t I$ and and so $\tilde{\xi}^{\prime}=\tilde{\xi}$. So it has been shown that the permutation $\xi$ of $\mathcal{S}_{n_{1} ; n_{2}}$ is induced by a unique element $\tilde{\xi}$ of $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$.

Now assume that $n_{1}=n_{2}=n$. Similarly to above, let $\psi_{1}: \mathcal{P}_{1} \rightarrow \mathcal{P}_{2}$ and $\psi_{2}: \mathcal{P}_{2} \rightarrow \mathcal{P}_{1}$ be projectivities defined by the matrices $D_{1}$ and $D_{2}$. Define $\psi$ by $\left(P_{1}, P_{2}\right) \delta \psi=\left(P_{2} \psi_{2}, P_{1} \psi_{1}\right) \delta$ for all $P_{1}$ in $\mathcal{P}_{1}$ and $P_{2}$ in $\mathcal{P}_{2}$. Put $D_{i}=\left[d_{j k}^{(i)}\right]$ for $i=1,2$, and

$$
\left(x_{00}, x_{01}, \ldots, x_{n n}\right) \psi=\left(x_{00}^{\prime}, x_{01}^{\prime}, \ldots, x_{n n}^{\prime}\right)
$$

Then

$$
\begin{align*}
x_{i_{1} i_{2}}^{\prime} & =y_{i_{1}}^{\prime} z_{i_{2}}^{\prime}=\sum_{r=0}^{n} d_{r i_{1}}^{(2)} z_{r} \sum_{s=0}^{n} d_{s i_{2}}^{(1)} y_{s} \\
& =\sum_{r=0}^{n} \sum_{s=0}^{n} d_{r i_{1}}^{(2)} d_{s i_{2}}^{(1)} z_{r} y_{s}=\sum_{r, s=0}^{n} d_{r i_{1}}^{(2)} d_{s i_{2}}^{(1)} x_{s r} . \tag{4.41}
\end{align*}
$$

Since (4.41) represents an element $\tilde{\sim}$ of $\operatorname{PGL}(m+1, q)$, the permutation $\psi$ is induced by the element $\tilde{\psi} \in G\left(\mathcal{S}_{n ; n}\right)$. Let $\tilde{\zeta} \in \operatorname{PGL}(m+1, q)$, with $m=n^{2}+2 n$, be defined by $x_{s r}^{\prime}=x_{r s}$ for all $r, s=0,1, \ldots, m$. For any point $P$ of $\mathcal{S}_{n ; n}$, the coordinates of $P \tilde{\zeta}$ satisfy (4.39); so, by Theorem 4.94, the point $P \tilde{\zeta}$ is in $\mathcal{S}_{n ; n}$. Hence $\tilde{\zeta} \in G\left(\mathcal{S}_{n ; n}\right)$ and $\tilde{\psi} \tilde{\zeta}$ has matrix $D_{1} \otimes D_{2}$. So, by the first part of the proof, the projectivity $\tilde{\psi} \tilde{\zeta}$ corresponds to $\left(\xi_{1}, \xi_{2}\right)$, with $\xi_{i}$ the projectivity of $\mathcal{P}_{i}$ with matrix $D_{i}, \underset{\sim}{i}=1,2$.

If $\psi$ is also induced by the element $\tilde{\psi}^{\prime}$ of $G\left(\mathcal{S}_{n ; n}\right)$, then $\tilde{\psi} \tilde{\zeta}$ and $\tilde{\psi}^{\prime} \tilde{\zeta}$ induce the same permutation of $\mathcal{S}_{n ; n}$. Now, by the preceding paragraph and the first part of the proof, it follows that $\tilde{\psi} \tilde{\zeta}=\tilde{\psi}^{\prime} \tilde{\zeta}$, whence $\tilde{\psi}=\tilde{\psi}^{\prime}$. The conclusion is that $\psi$ is induced by a unique element $\tilde{\psi}$ of $G\left(\mathcal{S}_{n ; n}\right)$.

Since $\mathcal{S}_{n_{1} ; n_{2}}$ is the intersection of the quadrics (4.39), any line $l$ of $\mathrm{PG}(m+1, q)$ meets $\mathcal{S}_{n_{1} ; n_{2}}$ in $0,1,2$ or $q+1$ points. In the next lemma it is shown that the lines of the elements of $\Sigma_{1}$ and $\Sigma_{2}$ are the only lines which are completely contained in $\mathcal{S}_{n_{1} ; n_{2}}$.

Lemma 4.104. Any line $l$ of $\mathcal{S}_{n_{1} ; n_{2}}$ is contained in an element of $\Sigma_{1}$ or $\Sigma_{2}$.
Proof. Let $l$ be a line of $\mathcal{S}_{n_{1} ; n_{2}}$ and let $P$ and $P^{\prime}$ be distinct points of $l$. Further, let $\left(P_{1}, P_{2}\right) \delta=P$ and $\left(P_{1}^{\prime}, P_{2}^{\prime}\right) \delta=P^{\prime}$. Assume that $P_{1} \neq P_{1}^{\prime}$ and $P_{2} \neq P_{2}^{\prime}$. With

$$
\begin{aligned}
& \mathbf{U}_{0}^{\prime}=\mathbf{P}(1,0, \ldots, 0) \quad \text { and } \quad \mathbf{U}_{0}^{\prime \prime}=\mathbf{P}(1,0, \ldots, 0), \\
& \mathbf{U}_{1}^{\prime}=\mathbf{P}(0,1,0, \ldots, 0) \quad \text { and } \quad \mathbf{U}_{1}^{\prime \prime}=\mathbf{P}(0,1,0, \ldots, 0),
\end{aligned}
$$

let $\xi_{1}$ be a projectivity of $\mathcal{P}_{1}=\operatorname{PG}\left(n_{1}, q\right)$, for which $P_{1} \xi_{1}=\mathbf{U}_{0}^{\prime}, P_{1}^{\prime} \xi_{1}=\mathbf{U}_{1}^{\prime}$, and $\xi_{2}$ be a projectivity of $\mathcal{P}_{2}=\operatorname{PG}\left(n_{2}, q\right)$, for which $P_{2} \xi_{2}=\mathbf{U}_{0}^{\prime \prime}, P_{2}^{\prime} \xi_{2}=\mathbf{U}_{1}^{\prime \prime}$. The element of $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$ which corresponds to $\left(\xi_{1}, \xi_{2}\right)$ is denoted by $\tilde{\xi}$. Then $l \tilde{\xi}$ is also a line of $\mathcal{S}_{n_{1} ; n_{2}}$.

The line $l \tilde{\xi}$ contains the points $\left(\mathbf{U}_{0}^{\prime}, \mathbf{U}_{0}^{\prime \prime}\right) \delta=\mathbf{U}_{0}$ and $\left(\mathbf{U}_{1}^{\prime}, \mathbf{U}_{1}^{\prime \prime}\right) \delta=\mathbf{U}_{n_{2}+2}$, where $\mathbf{U}_{i}=\mathbf{P}\left(E_{i}\right)_{\tilde{\xi}}$ with $E_{i}$ the vector with one in the $(i+1)$-th place and zeros elsewhere. Hence $l \tilde{\xi}$ also contains the point $\mathbf{P}\left(E_{0}+E_{n_{2}+2}\right)=R$. However, the coordinates of $R$ do not satisfy (4.39); thus $R \notin \mathcal{S}_{n_{1} ; n_{2}}$, giving a contradiction. Therefore, either $P_{1}=P_{1}^{\prime}$ or $P_{2}=P_{2}^{\prime}$; suppose the former.

Let $P^{\prime \prime}$ be any point of $l$ and let $\left(P_{1}^{\prime \prime}, P_{2}^{\prime \prime}\right) \delta=P^{\prime \prime}$. If $P_{1}^{\prime \prime} \neq P_{1}$, then, by the preceding paragraph, $P_{2}^{\prime \prime}=P_{2}$ and $P_{2}^{\prime \prime}=P_{2}^{\prime}$, a contradiction. So $P_{1}^{\prime \prime}=P_{1}$. This gives the conclusion that $l$ is a line of the element of $\Sigma_{2}$ that corresponds to the point $P_{1}$ of $\mathcal{P}_{1}$.

An $s$-space $\Pi_{s}$ which is contained in $\mathcal{S}_{n_{1} ; n_{2}}$ but in no $(s+1)$-space $\Pi_{s+1}$ of $\mathcal{S}_{n_{1} ; n_{2}}$ is a maximal space or maximal subspace of $\mathcal{S}_{n_{1} ; n_{2}}$. The next result describes what they are.

Theorem 4.105. The maximal spaces of the Segre variety $\mathcal{S}_{n_{1} ; n_{2}}$ are the elements of $\Sigma_{1}$ and $\Sigma_{2}$.

Proof. Let $\Pi_{s}$ be a maximal subspace of $\mathcal{S}_{n_{1} ; n_{2}}$ and suppose that $\Pi_{s}$ is not contained in an element of $\Sigma_{1} \cup \Sigma_{2}$. Choose a point $P$ in $\Pi_{s}$ and also a line $l$ of $\Pi_{s}$ through $P$. By Theorem 4.96 and Lemma 4.104, the line $l$ is contained in a unique element $\pi^{\prime}$ of $\Sigma_{1} \cup \Sigma_{2}$. Since $\Pi_{s}$ is not contained in $\pi^{\prime}$, there exists a line $l^{\prime}$ through $P$ which is contained in $\Pi_{s}$ but not in $\pi^{\prime}$. Let $\pi^{\prime \prime}$ be the unique element of $\Sigma_{1} \cup \Sigma_{2}$ which contains $l^{\prime}$; then $\pi^{\prime} \cap \pi^{\prime \prime}=\{P\}$. Since $\Pi_{s} \neq\left(\Pi_{s} \cap \pi^{\prime}\right) \cup\left(\Pi_{s} \cap \pi^{\prime \prime}\right)$, there exists a line $l^{\prime \prime}$ through $P$ not in $\pi^{\prime} \cup \pi^{\prime \prime}$. The line $l^{\prime \prime}$ is contained in a unique element $\pi^{\prime \prime \prime}$ of $\Sigma_{1} \cup \Sigma_{2}$. Thus $P$ is contained in at least three distinct elements of $\Sigma_{1} \cup \Sigma_{2}$, a contradiction.

Hence $\Pi_{s}$ is contained in an element of $\Sigma_{1} \cup \Sigma_{2}$. Since $\Pi_{s}$ is maximal, it is an element of $\Sigma_{1} \cup \Sigma_{2}$.

Corollary 4.106. Each $s$-space of $\mathcal{S}_{n_{1} ; n_{2}}, s>0$, is contained in a unique element of $\Sigma_{1} \cup \Sigma_{2}$.

Proof. Let $\Pi_{s}$ be an $s$-space of $\mathcal{S}_{n_{1} ; n_{2}}$, with $s>0$. This space is contained in a maximal subspace of $\mathcal{S}_{n_{1} ; n_{2}}$ and, by the theorem, in an element $\pi$ of $\Sigma_{1} \cup \Sigma_{2}$. By Theorem 4.96 , the space $\pi$ is uniquely determined by $\Pi_{s}$.

Notation 4.107. With $[r, s]_{-}=\prod_{i=r}^{i=s}\left(q^{i}-1\right)$ for $r \leq s$ and $[r, s]_{-}=1$ for $r>s$, as in PGOFF2,

$$
\phi(r ; n, q)=\left|\mathrm{PG}^{(r)}(n, q)\right|=[n-r+1, n+1]_{-} /[1, r+1]_{-} .
$$

Corollary 4.108. Let $n_{1} \leq n_{2}$. The number of $s$-spaces contained in $\mathcal{S}_{n_{1} ; n_{2}}$ is
(i) $\theta\left(n_{1}\right) \phi\left(s ; n_{2}, q\right)+\theta\left(n_{2}\right) \phi\left(s ; n_{1}, q\right)$, for $0<s \leq n_{1}$;
(ii) $\theta\left(n_{1}\right) \phi\left(s ; n_{2}, q\right)$, for $n_{1}<s \leq n_{2}$.

Proof. This follows from Corollary 4.106.
Theorem 4.109. Let $P_{i} \in \mathcal{P}_{i}$ and let $\operatorname{PG}\left(d_{i}, q\right)$ be a $d_{i}$-space of $\mathcal{P}_{i}, i=1,2$. Then
(i) $\left(\left\{P_{1}\right\} \times \operatorname{PG}\left(d_{2}, q\right)\right) \delta$ is a $d_{2}$-space and $\left(\operatorname{PG}\left(d_{1}, q\right) \times\left\{P_{2}\right\}\right) \delta$ is a $d_{1}$-space of $\mathcal{S}_{n_{1} ; n_{2}}$;
(ii) all subspaces of $\mathcal{S}_{n_{1} ; n_{2}}$ are obtained as in (i);
(iii) for $d_{i}>0, i=1,2$, the set $\left(\operatorname{PG}\left(d_{1}, q\right) \times \operatorname{PG}\left(d_{2}, q\right)\right) \delta$ is a Segre variety $\mathcal{S}_{d_{1} ; d_{2}}$ on $\mathcal{S}_{n_{1} ; n_{2}}$;
(iv) $\mathcal{S}_{d_{1} ; d_{2}}=\mathcal{S}_{n_{1} ; n_{2}} \cap \Pi_{m^{\prime}}$, where $m^{\prime}=d_{1} d_{2}+d_{1}+d_{2}$ and $\Pi_{m^{\prime}}$ is the $m^{\prime}$-space generated by $\mathcal{S}_{d_{1} ; d_{2}}$;
(v) all Segre varieties of $\mathcal{S}_{n_{1} ; n_{2}}$ are obtained as in (iii).

Proof. By Theorem 4.103, coordinates can be chosen so that $\operatorname{PG}\left(d_{1}, q\right)$ contains the points

$$
\mathbf{U}_{0}^{\prime}=\mathbf{P}\left(E_{0}^{\prime}\right), \mathbf{U}_{1}^{\prime}=\mathbf{P}\left(E_{1}^{\prime}\right), \ldots, \mathbf{U}_{d_{1}}^{\prime}=\mathbf{P}\left(E_{d_{1}}^{\prime}\right)
$$

and that $\mathrm{PG}\left(d_{2}, q\right)$ contains the points

$$
\mathbf{U}_{0}^{\prime \prime}=\mathbf{P}\left(E_{0}^{\prime \prime}\right), \mathbf{U}_{1}^{\prime \prime}=\mathbf{P}\left(E_{1}^{\prime \prime}\right), \ldots, \mathbf{U}_{d_{2}}^{\prime \prime}=\mathbf{P}\left(E_{d_{2}}^{\prime \prime}\right)
$$

where $E_{i}^{\prime}$ and $E_{i}^{\prime \prime}$ are vectors with 1 in the $(i+1)$-th place and zeros elsewhere. Then $\left(\operatorname{PG}\left(d_{1}, q\right) \times \operatorname{PG}\left(d_{2}, q\right)\right) \delta=\mathcal{V}$ is the set of all points

$$
\left(y_{0} z_{0}, y_{0} z_{1}, \ldots, y_{0} z_{n_{2}}, y_{1} z_{0}, y_{1} z_{1}, \ldots, y_{1} z_{n_{2}}, \ldots, y_{n_{1}} z_{n_{2}}\right)
$$

with

$$
z_{d_{2}+1}=z_{d_{2}+2}=\cdots=z_{n_{2}}=0 \text { and } y_{d_{1}+1}=y_{d_{1}+2}=\cdots=y_{n_{1}}=0
$$

When $d_{1}=0$, then $\mathcal{V}$ is a $d_{2}$-space of $\mathcal{S}_{n_{1} ; n_{2}}$; when $d_{2}=0$, then $\mathcal{V}$ is a $d_{1}$-space of $\mathcal{S}_{n_{1} ; n_{2}}$. When $d_{1}, d_{2}>0$, then $\mathcal{V}$ is a Segre variety $\mathcal{S}_{d_{1} ; d_{2}}$. The subspace $\Pi_{m^{\prime}}$, with $m^{\prime}=d_{1} d_{2}+d_{1}+d_{2}$, of $\operatorname{PG}(m, q)$ generated by $\mathcal{S}_{d_{1} ; d_{2}}$ is the intersection of the hyperplanes $\mathbf{V}\left(X_{i_{1} i_{2}}\right)$ where $i_{1}>d_{1}$ or $i_{2}>d_{2}$. For any point of $\mathcal{S}_{n_{1} ; n_{2}}$ in the intersection of these hyperplanes, $y_{i_{1}}=0$ for $i_{1}>d_{1}$ and $z_{i_{2}}=0$ for $i_{2}>d_{2}$. Hence $\mathcal{S}_{d_{1} ; d_{2}}=\mathcal{S}_{n_{1} ; n_{2}} \cap \Pi_{m^{\prime}}$.

When $d_{1}=0$, then $\delta$ defines a projectivity from $\operatorname{PG}\left(d_{2}, q\right)$ onto the $d_{2}$-space $\left(\operatorname{PG}\left(d_{1}, q\right) \times \operatorname{PG}\left(d_{2}, q\right)\right) \delta$; similarly, when $d_{2}=0$, then $\delta$ defines a projectivity from $\Pi_{d_{1}}$ onto the $d_{1}$-space $\left(\operatorname{PG}\left(d_{1}, q\right) \times \operatorname{PG}\left(d_{2}, q\right)\right) \delta$.

Conversely, let $\Pi_{d_{2}}$ be a $d_{2}$-space contained in $\mathcal{S}_{n_{1} ; n_{2}}$. By Corollary 4.106, the space $\Pi_{d_{2}}$ is contained in an element of $\Sigma_{1} \cup \Sigma_{2}$. Suppose, for example, that $\Pi_{d_{2}}$ is contained in an element $\Pi_{n_{2}}$ of $\Sigma_{1}$. Let $\Pi_{n_{2}} \delta^{-1}=\left\{P_{1}\right\} \times \operatorname{PG}\left(n_{2}, q\right)$. Since $\delta$ defines a projectivity from $\operatorname{PG}\left(n_{2}, q\right)$ onto $\Pi_{n_{2}}$, so $\Pi_{d_{2}} \delta^{-1}=\left\{P_{1}\right\} \times \operatorname{PG}\left(d_{2}, q\right)$, where $\operatorname{PG}\left(d_{2}, q\right)$ is a $d_{2}$-space of $\operatorname{PG}\left(n_{2}, q\right)$.

Next, let $\mathcal{S}_{d_{1} ; d_{2}}$ be a Segre subvariety of $\mathcal{S}_{n_{1} ; n_{2}}$. The systems of maximal subspaces of $\mathcal{S}_{d_{1} ; d_{2}}$ are denoted by $\Sigma_{1}^{\prime}$ and $\Sigma_{2}^{\prime}$, where the elements of $\Sigma_{i}^{\prime}$ are contained in elements of $\Sigma_{i}, i=1,2$. Let $P \in \mathcal{S}_{d_{1} ; d_{2}}$ and $P \delta^{-1}=\left(P_{1}, P_{2}\right)$. The elements of $\Sigma_{1}^{\prime}$ and $\Sigma_{2}^{\prime}$ containing $P$ are denoted by $\Pi_{d_{2}}$ and $\Pi_{d_{1}}$. Let $\Pi_{d_{2}} \delta^{-1}=\left\{P_{1}\right\} \times \operatorname{PG}\left(d_{2}, q\right)$, where $\operatorname{PG}\left(d_{2}, q\right)$ is a $d_{2}$-space of $\operatorname{PG}\left(n_{2}, q\right)$, and let $\Pi_{d_{1}} \delta^{-1}=\operatorname{PG}\left(d_{1}, q\right) \times\left\{P_{2}\right\}$, where $\operatorname{PG}\left(d_{1}, q\right)$ is a $d_{1}$-space of $\operatorname{PG}\left(n_{1}, q\right)$. The points of $\mathcal{S}_{d_{1} ; d_{2}}$ are the points $P^{\prime}$, where $\left\{P^{\prime}\right\}=\Pi_{d_{1}}^{\prime} \cap \Pi_{d_{2}}^{\prime}$, with $\Pi_{d_{1}}^{\prime} \in \Sigma_{2}^{\prime}$ and $\Pi_{d_{2}}^{\prime} \in \Sigma_{1}^{\prime}$. It follows that $\mathcal{S}_{d_{1} ; d_{2}}$ consists of the points $P^{\prime}$, where $\left\{P^{\prime}\right\}=\Pi_{n_{1}} \cap \Pi_{n_{2}}$ with $\Pi_{n_{1}}$ any space of $\Sigma_{2}$ containing a point of $\Pi_{d_{2}}$ and $\Pi_{n_{2}}$ any space of $\Sigma_{1}$ containing a point of $\Pi_{d_{1}}$. Hence $\mathcal{S}_{d_{1} ; d_{2}} \delta^{-1}$ consists of all ordered pairs $\left(P_{1}^{\prime}, P_{2}^{\prime}\right)$ with $P_{1}^{\prime} \in \operatorname{PG}\left(d_{1}, q\right)$ and $P_{2}^{\prime} \in \operatorname{PG}\left(d_{2}, q\right)$. Therefore $\mathcal{S}_{d_{1} ; d_{2}}=\left(\operatorname{PG}\left(d_{1}, q\right) \times \operatorname{PG}\left(d_{2}, q\right)\right) \delta$.

Corollary 4.110. Let $n_{1} \leq n_{2}$. For given $d_{1}, d_{2}$, with $0<d_{1} \leq n_{1}, 0<d_{2} \leq n_{2}$ and $d_{1} \leq d_{2}$, the number of Segre subvarieties $\mathcal{S}_{d_{1} ; d_{2}}$ of $\mathcal{S}_{n_{1} ; n_{2}}$ is
(i) $\phi\left(d_{1} ; n_{1}, q\right) \phi\left(d_{2} ; n_{2}, q\right)+\phi\left(d_{1} ; n_{2}, q\right) \phi\left(d_{2} ; n_{1}, q\right)$, for $d_{1}<d_{2} \leq n_{1}$;
(ii) $\phi\left(d_{1} ; n_{1}, q\right) \phi\left(d_{2} ; n_{2}, q\right)$ for $d_{1}=d_{2} \leq n_{1}$ and $d_{1} \leq n_{1}<d_{2}$.

Proof. This follows from Theorem 4.109.
Corollary 4.111. Let $\Pi_{s}$, with $s \geq 1$, be an $s$-space of $\mathcal{S}_{n_{1} ; n_{2}}$ contained in an element $\Pi_{n_{1}}$ of $\Sigma_{2}$. Then the elements of $\Sigma_{1}$ meeting $\Pi_{s}$ in a point are the elements of a system of maximal spaces of a Segre subvariety $\mathcal{S}_{s ; n_{2}}$ of $\mathcal{S}_{n_{1} ; n_{2}}$.

Proof. Let $\Pi_{s} \delta^{-1}=\mathrm{PG}(s, q) \times\left\{P_{2}\right\}$, with $P_{2}$ a point of $\operatorname{PG}\left(n_{2}, q\right)$ and $\operatorname{PG}(s, q)$ an $s$-space of $\operatorname{PG}\left(n_{1}, q\right)$. Then the elements of $\Sigma_{1}$ having a point in common with $\Pi_{s}$ are the elements of a system of maximal spaces of $\left(\mathrm{PG}(s, q) \times \operatorname{PG}\left(n_{2}, q\right)\right) \delta$, which is a Segre subvariety $\mathcal{S}_{s ; n_{2}}$ of $\mathcal{S}_{n_{1} ; n_{2}}$.

Let $\xi_{i}$ be a projectivity of $\operatorname{PG}\left(n_{i}, q\right), i=1,2$, and let $\tilde{\xi}$ be the corresponding element of $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$. By Theorem 4.103, the map $\theta:\left(\xi_{1}, \xi_{2}\right) \rightarrow \tilde{\xi}$ defines a monomorphism from $\operatorname{PGL}\left(n_{1}+1, q\right) \times \operatorname{PGL}\left(n_{2}+1, q\right)$ to $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$. Now let $n_{1}=n_{2}=n$, let $\zeta_{1}$ be the projectivity from $\operatorname{PG}\left(n_{1}, q\right)=\Pi_{n}^{1}$ onto $\operatorname{PG}\left(n_{2}, q\right)=\Pi_{n}^{2}$ with matrix $I$, and let $\zeta_{2}$ be the projectivity from $\Pi_{n}^{2}$ onto $\Pi_{n}^{1}$ with matrix $I$. By (4.41), the element of $G\left(\mathcal{S}_{n ; n}\right)$ which corresponds to $\left(\zeta_{1}, \zeta_{2}\right)$ is the element $\tilde{\zeta} \in \operatorname{PGL}(m+1, q), m=n^{2}+2 n$, defined by $x_{s r}^{\prime}=x_{r s}$ for all $r, s=0,1, \ldots, m$.

Theorem 4.112. (i) For $n_{1} \neq n_{2}$, the mapping $\theta:\left(\xi_{1}, \xi_{2}\right) \rightarrow \tilde{\xi}$ is an isomorphism from $\operatorname{PGL}\left(n_{1}+1, q\right) \times \operatorname{PGL}\left(n_{2}+1, q\right)$ to $G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$.
(ii) $\operatorname{For} n_{1}=n_{2}=n$,

$$
\begin{aligned}
& G\left(\mathcal{S}_{n ; n}\right)= \\
& \quad(\operatorname{PGL}(n+1, q) \times \operatorname{PGL}(n+1, q)) \theta \cup((\operatorname{PGL}(n+1, q) \times \operatorname{PGL}(n+1, q)) \theta) \tilde{\zeta} .
\end{aligned}
$$

Proof. Let $n_{1} \neq n_{2}$, and let $\tilde{\xi} \in G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$. By Theorem 4.105, $\Sigma_{1} \tilde{\xi}=\Sigma_{1}$ and $\Sigma_{2} \tilde{\xi}=\Sigma_{2}$. Hence $\tilde{\xi}$ defines permutations $\xi_{1}$ of $\operatorname{PG}\left(n_{1}, q\right)$ and $\xi_{2}$ of $\operatorname{PG}\left(n_{2}, q\right)$. To the points of a line $l$ of $\operatorname{PG}\left(n_{1}, q\right)$ there correspond the elements $\Pi_{n_{2}}^{0}, \Pi_{n_{2}}^{1}, \ldots, \Pi_{n_{2}}^{q}$ of a system of maximal $n_{2}$-spaces of the Segre subvariety $\mathcal{S}_{1 ; n_{2}}=\left(l \times \operatorname{PG}\left(n_{2}, q\right)\right) \delta$ of $\mathcal{S}_{n_{1} ; n_{2}}$. From the second paragraph of the proof of Theorem 4.109, $\delta$ defines a projectivity from $l$ onto any line $\left(l \times\left\{P_{2}\right\}\right) \delta=m$, with $P_{2} \in \operatorname{PG}\left(n_{2}, q\right)$. The $n_{2}$-spaces $\Pi_{n_{2}}^{0} \tilde{\xi}, \Pi_{n_{2}}^{1} \tilde{\xi}, \ldots, \Pi_{n_{2}}^{q} \tilde{\xi}$ are the elements of a system of maximal $n_{2}$-spaces of the Segre subvariety $\mathcal{S}_{1 ; n_{2}} \tilde{\xi}=\mathcal{S}_{1 ; n_{2}}^{\prime}$ of $\mathcal{S}_{n_{1} ; n_{2}}$. By Theorem 4.109, $\mathcal{S}_{1 ; n_{2}}^{\prime}=\left(l^{\prime} \times \operatorname{PG}\left(n_{2}, q\right)\right) \delta$, with $l^{\prime}$ some line of $\mathrm{PG}\left(n_{1}, q\right)$. Again from the proof of Theorem 4.109, $\delta$ defines a projectivity from $l^{\prime}$ onto the line $m \tilde{\xi}$. Hence $l \xi_{1}=l^{\prime}$, and $\xi_{1}$ induces a projectivity from $l$ to $l^{\prime}$. It follows that $\xi_{1}$ is a projectivity of $\operatorname{PG}\left(n_{1}, q\right)$. Analogously, $\xi_{2}$ is a projectivity of $\operatorname{PG}\left(n_{2}, q\right)$. Hence $\left(\xi_{1}, \xi_{2}\right) \theta$ is the given $\tilde{\xi}$. Therefore $\left.\operatorname{PGL}\left(n_{1}+1, q\right) \times \operatorname{PGL}\left(n_{2}+1, q\right)\right) \theta=G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)$, which proves the first part of the theorem.

Next, let $n_{1}=n_{2}=n$, let $\operatorname{PG}\left(n_{1}, q\right)=\Pi_{n}^{1}$ and let $\operatorname{PG}\left(n_{2}, q\right)=\Pi_{n}^{2}$. Consider any element $\tilde{\eta}$ in $G\left(\mathcal{S}_{n ; n}\right)$. Then either $\Sigma_{1} \tilde{\eta}=\Sigma_{1}$ and $\Sigma_{2} \tilde{\eta}=\Sigma_{2}$ or $\Sigma_{1} \tilde{\eta}=\Sigma_{2}$ and $\Sigma_{2} \tilde{\eta}=\Sigma_{1}$. In the former case, as in the first part of the proof, there exists projectivities $\xi_{1}$ of $\Pi_{n}^{1}$ and $\xi_{2}$ of $\Pi_{n}^{2}$ such that $\left(\xi_{1}, \xi_{2}\right) \theta=\tilde{\eta}$. In the latter case, $\Sigma_{i} \tilde{\eta} \tilde{\zeta}=\Sigma_{i}$ for $i=1,2$. Hence there exist projectivities $\eta_{1}$ of $\Pi_{n}^{1}$ and $\eta_{2}$ of $\Pi_{n}^{2}$ such that $\left(\eta_{1}, \eta_{2}\right) \theta=\tilde{\eta} \tilde{\zeta}$. Since $\tilde{\zeta}^{-1}=\tilde{\zeta}$, so $\left(\eta_{1}, \eta_{2}\right) \theta \tilde{\zeta}=\tilde{\eta}$. This gives the conclusion.
Corollary 4.113. (i) For $n_{1} \neq n_{2}$,

$$
\left|G\left(\mathcal{S}_{n_{1} ; n_{2}}\right)\right|=\left|\operatorname{PGL}\left(n_{1}+1, q\right)\right|\left|\operatorname{PGL}\left(n_{2}+1, q\right)\right| .
$$

(ii) For $n_{1}=n_{2}=n$,

$$
\left|G\left(\mathcal{S}_{n ; n}\right)\right|=2|\operatorname{PGL}(n+1, q)|^{2} .
$$

Proof. This follows from the theorem.
Theorem 4.114. For $n_{1}=n_{2}=n$, let $\psi_{1}$ be a projectivity from $\operatorname{PG}\left(n_{1}, q\right)=\Pi_{n}^{1}$ onto $\mathrm{PG}\left(n_{2}, q\right)=\Pi_{n}^{2}$. Then the set of all points $\left(P_{1}, P_{1} \psi_{1}\right) \delta$, with $P_{1} \in \Pi_{n}^{1}$ is a quadric Veronesean $\mathcal{V}_{n}$.

Proof. Coordinates can be chosen so that $\psi_{1}$ has matrix $I$. Then $\left(P_{1}, P_{1} \psi_{1}\right) \delta$ is the set of all points

$$
\mathbf{P}\left(y_{0}^{2}, y_{0} y_{1}, \ldots, y_{0} y_{n}, y_{1} y_{0}, y_{1}^{2}, y_{1} y_{2}, \ldots, y_{1} y_{n}, \ldots, y_{n}^{2}\right)
$$

with $\left(y_{0}, y_{1}, \ldots, y_{n}\right) \neq(0,0, \ldots, 0)$. Hence $\left(P_{1}, P_{1} \psi_{1}\right) \delta$ is a quadric Veronesean $\mathcal{V}_{n}$. Since $\left(P_{1}, P_{1} \psi_{1}\right) \delta$ is the intersection of $\mathcal{S}_{n ; n}$ and the space

$$
\mathbf{V}\left(X_{01}-X_{10}, X_{02}-X_{20}, \ldots, X_{n-1, n}-X_{n, n-1}\right)
$$

it is the quadric Veronesean $\mathcal{V}_{n}$ described in Theorem 4.102.

Remark 4.115. With $\psi_{1}$ as in Theorem 4.114, let $\psi_{2}=\psi_{1}^{-1}$. Also, let $\tilde{\psi}$ be the element of $G\left(\mathcal{S}_{n ; n}\right)$ that corresponds to $\left(\psi_{1}, \psi_{2}\right)$. Then the points $P=\left(P_{1}, P_{2}\right) \delta$ of $\mathcal{S}_{n ; n}$ which are fixed by $\tilde{\psi}$ are determined by $\left(P_{2} \psi_{2}, P_{1} \psi_{1}\right) \delta=\left(P_{1}, P_{2}\right) \delta$. Hence these points are of the form $\left(P_{1}, P_{1} \psi_{1}\right) \delta$ with $P_{1} \in \Pi_{n}^{1}$. By Theorem 4.114, the set of all these fixed points is a quadric Veronesean $\mathcal{V}_{n}$.

Finally, the coordinates of the maximal spaces merit a brief description. Consider the element $\left(\operatorname{PG}\left(n_{1}, q\right) \times\left\{P_{2}\right\}\right) \delta=\Pi_{n_{1}}$ of $\Sigma_{1}$, where $P_{2}=\mathbf{P}(Z)$ and $Z=\left(z_{0}, z_{1}, \ldots, z_{n_{2}}\right)$. The space $\Pi_{n_{1}}$ is generated by the independent points $R_{i}=\mathbf{P}\left(X_{i}\right), i=0,1, \ldots, n$, where

$$
\begin{aligned}
X_{0}= & \left(z_{0}, z_{1}, \ldots, z_{n_{2}}, 0, \ldots, 0\right) \\
X_{1}= & \left(0, \ldots, 0, z_{0}, z_{1}, \ldots, z_{n_{2}}, 0, \ldots, 0\right) \\
& \quad \text { with } z_{0} \text { in the }\left(n_{2}+2\right) \text {-nd place } \\
& \vdots \\
X_{n_{1}}= & \left(0, \ldots, 0, z_{0}, z_{1}, \ldots, z_{n_{2}}\right) .
\end{aligned}
$$

The coordinates of $\Pi_{n_{1}}$ are denoted by $\left(i_{0} i_{1} \cdots i_{n_{1}}\right)$ with $i_{0}<i_{1}<\cdots<i_{n_{1}}$ and $\left\{i_{0}, i_{1}, \ldots, i_{n_{1}}\right\}$ a subset of order $n_{1}+1$ of $\left\{0,1, \ldots, n_{1} n_{2}+n_{1}+n_{2}=m\right\}$.

Let $V_{k}=\left\{k\left(n_{2}+1\right), k\left(n_{2}+1\right)+1, \ldots, k\left(n_{2}+1\right)+n_{2}\right\}, k=0,1, \ldots, n_{1}$, and $i_{k s}=k\left(n_{2}+1\right)+s$. Then

$$
\left(i_{0} i_{1} \cdots i_{n_{1}}\right)=0 \quad \text { when } \quad\left(i_{0} i_{1} \cdots i_{n_{1}}\right) \notin V_{0} \times V_{1} \times \cdots \times V_{n_{1}}
$$

If

$$
\left(i_{0} i_{1} \cdots i_{n_{1}}\right) \in V_{0} \times V_{1} \times \cdots \times V_{n_{1}}, \text { with } i_{0}=i_{0 s_{0}}, i_{1}=i_{1 s_{1}}, \ldots, i_{n_{1}}=i_{n_{1} s_{n_{1}}}
$$

then $\left(i_{0} i_{1} \cdots i_{n_{1}}\right)=z_{s_{0}} z_{s_{1}} \cdots z_{s_{n_{1}}}$.
With $m=n_{1} n_{2}+n_{1}+n_{2}$, let $\Sigma_{1} \mathfrak{G}$ be the image of $\Sigma_{1}$ on the Grassmannian $\mathcal{G}_{n_{1}, m}$. When $n_{1}=1$, then, from above, it follows that $\Sigma_{1} \mathfrak{G}$ is the Veronesean of quadrics of $\operatorname{PG}\left(n_{2}, q\right)$. When $n_{2}=1$, then $\Sigma_{1} \mathfrak{G}$ is a normal rational curve of order $n_{1}+1$. In particular, when $n_{1}=n_{2}=1$, then $\Sigma_{1} \mathfrak{G}$ and $\Sigma_{2} \mathfrak{G}$ are conics of the Klein quadric $\mathcal{G}_{1,3}$.

### 4.6 Regular $n$-spreads and Segre varieties $\mathcal{S}_{1 ; n}$

In Section 17.1 of FPSOTD, regular spreads of lines in $\operatorname{PG}(3, q)$ were studied in detail. In particular, the reguli contained in such a spread were considered. Some of the results are extended here to regular spreads of $n$-spaces in $\operatorname{PG}(2 n+1, q)$.

Definition 4.116. (1) A partition of $\operatorname{PG}(2 n+1, q)$ by $n$-spaces is an $n$-spread.
(2) A system of maximal $n$-spaces of a Segre variety $\mathcal{S}_{1 ; n}$ is an $n$-regulus.
(3) A 1-regulus is a regulus.

Theorem 4.117. If, in $\mathrm{PG}(2 n+1, q), n \geq 1$, the $n$-spaces $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ are mutually skew, then the set of all lines having a non-empty intersection with $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ is a system of maximal spaces of a Segre variety $\mathcal{S}_{1 ; n}$.

Proof. Coordinates are chosen so that $\Pi_{n}$ contains the points

$$
\mathbf{U}_{0}=\mathbf{P}\left(E_{0}\right), \mathbf{U}_{1}=\mathbf{P}\left(E_{1}\right), \ldots, \mathbf{U}_{n}=\mathbf{P}\left(E_{n}\right)
$$

where $E_{i}$ is the vector with one in the $(i+1)$-th place and zeros elsewhere. Through each $\mathbf{U}_{i}, i=0,1, \ldots, n$, there is exactly one line $l_{i}$ meeting $\Pi_{n}^{\prime}$ and $\Pi_{n}^{\prime \prime}$ in a point.

Suppose that intersections of $l_{0}, l_{1}, \ldots, l_{n}$ with $\Pi_{n}^{\prime}$ generate a space $\Pi_{n^{\prime}}^{\prime}$ and with $\Pi_{n}^{\prime \prime}$ generate a space $\Pi_{n^{\prime \prime}}^{\prime \prime}$. Then the $\left(n^{\prime}+n^{\prime \prime}+1\right)$-space generated by $\Pi_{n^{\prime}}^{\prime}$ and $\Pi_{n^{\prime \prime}}^{\prime \prime}$ contains the points $\mathbf{U}_{0}, \mathbf{U}_{1}, \ldots, \mathbf{U}_{n}$ and hence $\Pi_{n}$. Since $\Pi_{n} \cap \Pi_{n^{\prime}}^{\prime}=\emptyset$, so $n=n^{\prime \prime}$; analogously, $n=n^{\prime}$. Hence take $l_{i} \cap \Pi_{n}^{\prime}=\left\{\mathbf{U}_{i+n+1}\right\}, i=0,1, \ldots, n$, with $\mathbf{U}_{i+n+1}=\mathbf{P}\left(E_{i+n+1}\right)$. Let $l_{i} \cap \Pi_{n}^{\prime \prime}=\left\{Q_{i}\right\}, i=0,1, \ldots, n$, and let $U$ be a point of $\Pi_{n}^{\prime \prime}$ contained in none of the $(n-1)$-spaces generated by $n$ of the points $Q_{0}, Q_{1}, \ldots, Q_{n}$. Then $U$ may be taken as $\mathbf{P}(E)$ with $E=(1,1, \ldots, 1)$. Then it follows that $Q_{i}=\mathbf{P}\left(E_{i, i+n+1}\right)$ with $E_{i, i+n+1}$ the vector with one in the $(i+1)$-th and $(i+n+2)$-nd places and zeros elsewhere, $i=0,1, \ldots, n$.

Let $P=\mathbf{P}(Z)$, with $Z=\left(z_{0}, z_{1}, \ldots, z_{n}, 0, \ldots, 0\right)$, be any point of $\Pi_{n}$, and let $l$ be the line through $P$ having a non-empty intersection with $\Pi_{n}^{\prime}$ and $\Pi_{n}^{\prime \prime}$. Let $l \cap \Pi_{n}^{\prime}=\left\{P^{\prime}\right\}$ with $P^{\prime}=\mathbf{P}\left(Z^{\prime}\right)$ and $Z^{\prime}=\left(0, \ldots, 0, z_{0}^{\prime}, z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right)$; also, let $l \cap \Pi_{n}^{\prime \prime}=\left\{P^{\prime \prime}\right\}$ with $P^{\prime \prime}=\mathbf{P}\left(Z^{\prime \prime}\right)$. Then, with $r_{0}, r_{1} \neq 0$,

$$
Z^{\prime \prime}=\left(r_{0} z_{0}, r_{0} z_{1}, \ldots, r_{0} z_{n}, r_{1} z_{0}^{\prime}, r_{1} z_{1}^{\prime}, \ldots, r_{1} z_{n}^{\prime}\right)
$$

Since $Z^{\prime \prime}$ is a linear combination of the vectors $E_{0, n+1}, E_{1, n+2}, \ldots, E_{n, 2 n+1}$, it follows that $r_{0} z_{i}=r_{1} z_{i}^{\prime}, i=0,1, \ldots, n$. Hence take $z_{i}=z_{i}^{\prime}$ all $i$. Then any point of the line $l$ is of the form $\mathbf{P}(X)$, where

$$
X=\left(y_{0} z_{0}, y_{0} z_{1}, \ldots, y_{0} z_{n}, y_{1} z_{0}, y_{1} z_{1}, \ldots, y_{1} z_{n}\right)
$$

with $\left(y_{0}, y_{1}\right) \neq(0,0)$. Therefore all lines $l$ form a system of maximal spaces of a Segre variety $\mathcal{S}_{1 ; n}$.

Corollary 4.118. If $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ are mutually skew $n$-spaces in $\operatorname{PG}(2 n+1, q)$, with $n \geq 1$, then there is exactly one $n$-regulus containing all three spaces.

Proof. A Segre variety $\mathcal{S}_{1 ; n}$ containing the spaces $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ is necessarily the union of the $\theta(n)$ lines having a point in common with these three spaces. In the theorem it was shown that this union is a Segre variety $\mathcal{S}_{1 ; n}$. The system of maximal spaces containing $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ of this unique Segre variety $\mathcal{S}_{1 ; n}$ is the unique $n$ regulus containing these three spaces.

Notation 4.119. The $n$-regulus containing $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ is denoted $\mathcal{R}\left(\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}\right)$.
Theorem 4.120. The number of $n$-reguli in $\operatorname{PG}(2 n+1, q)$ is

$$
|\operatorname{PGL}(2 n+2, q)| /\{|\operatorname{PGL}(2, q)||\operatorname{PGL}(n+1, q)|\} .
$$

Proof. The number of $n$-reguli in $\mathrm{PG}(2 n+1, q), n>1$, is the number of Segre varieties $\mathcal{S}_{1 ; n}$ in $\mathrm{PG}(2 n+1, q)$, which is $|\mathrm{PGL}(2 n+2, q)| /\left|G\left(\mathcal{S}_{1 ; n}\right)\right|$. So, by Corollary 4.113, this is the required number.

For $n=1$, the number of reguli in $\mathrm{PG}(3, q)$ is twice the number of Segre varieties $\mathcal{S}_{1 ; 1}$ in $\mathrm{PG}(3, q)$. The number of $\mathcal{S}_{1 ; 1}$ is $|\mathrm{PGL}(4, q)| /\left|G\left(\mathcal{S}_{1 ; 1}\right)\right|$. By Corollary 4.113, this is $|\operatorname{PGL}(4, q)| /\left\{2|\operatorname{PGL}(2, q)|^{2}\right\}$. Hence the number of reguli is $|\operatorname{PGL}(4, q)| /\left\{|\operatorname{PGL}(2, q)|^{2}\right\}$.

Let $l_{0}, l_{1}, \ldots, l_{n}$ be $n+1$ lines of $\mathrm{PG}\left(2 n+1, q^{n+1}\right)$ which generate the space and are conjugate in $\mathbf{F}_{q^{n+1}}$ over $\mathbf{F}_{q}$. Also, let $P_{0}$ be any point of $l_{0}$ and let $P_{1}, \ldots, P_{n}$ be the points conjugate to $P_{0}$. Then $P_{i} \in l_{i}$ for $i=0,1, \ldots, n$ and the points $P_{0}, P_{1}, \ldots, P_{n}$ generate an $n$-space $\bar{\Pi}_{n}$ of $\mathrm{PG}\left(2 n+1, q^{n+1}\right)$. The intersection of $\bar{\Pi}_{n}$ and $\operatorname{PG}(2 n+1, q)$ is an $n$-space $\Pi_{n}$ of $\operatorname{PG}(2 n+1, q)$. The set of these $q^{n+1}+1$ spaces $\Pi_{n}$ is denoted by $\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$. In $\mathrm{PG}(3, q)$, the set $\mathcal{S}\left(l_{0}, l_{1}\right)$ is an elliptic congruence or, equivalently, a regular spread, as in Lemma 17.1.2 of FPSOTD.

Lemma 4.121. The set $\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$ is an $n$-spread of $\mathrm{PG}(2 n+1, q)$.
Proof. Suppose that $\Pi_{n}$ and $\Pi_{n}^{\prime}$ correspond to distinct points $P_{0}$ and $P_{0}^{\prime}$ of $l_{0}$. Then $\bar{\Pi}_{n} \cap l_{i} \neq \bar{\Pi}_{n}^{\prime} \cap l_{i}$ for $i=0,1, \ldots, n$, with $\bar{\Pi}_{n}$ the extension of $\Pi_{n}$ and $\bar{\Pi}_{n}^{\prime}$ the extension of $\Pi_{n}^{\prime}$. Suppose that $\Pi_{n} \cap \Pi_{n}^{\prime} \neq \emptyset$; then the space generated by $\Pi_{n}$ and $\Pi_{n}^{\prime}$ has dimension less than $2 n+1$ and its extension contains the lines $l_{0}, l_{1}, \ldots, l_{n}$, a contradiction. Hence $\Pi_{n} \cap \Pi_{n}^{\prime}=\emptyset$.

Since $\left|\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)\right|=\left|l_{0}\right|=q^{n+1}+1$, the set $\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$ is a partition of $\mathrm{PG}(2 n+1, q)$. This gives the result.

Definition 4.122. For $n>1$, an $n$-spread of $\mathrm{PG}(2 n+1, q)$ is regular if there exist lines $l_{0}, l_{1}, \ldots, l_{n}$ of $\operatorname{PG}\left(2 n+1, q^{n+1}\right)$ for which $\mathcal{S}=\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$.

Theorem 4.123. (i) The following are equivalent:
(a) if $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ are three distinct elements of the $n$-spread $\mathcal{S}$ of $\mathrm{PG}(2 n+1, q)$, then the whole $n$-regulus $\mathcal{R}\left(\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}\right)$ is contained in $\mathcal{S}$;
(b) $\mathcal{S}$ is an $n$-spread of $\mathrm{PG}(2 n+1, q)$ such that the $n$-spaces of $\mathcal{S}$ meeting any line not in an element of $\mathcal{S}$ form an $n$-regulus.
(ii) A regular $n$-spread satisfies (a) and (b).

Proof. (a) $\Rightarrow$ (b). Suppose that $\mathcal{S}$ satisfies (a), and let $l$ be a line not contained in an element of the $n$-spread $\mathcal{S}$. Also, let $P, P^{\prime}, P^{\prime \prime}$ be distinct points of $l$ and let $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ be the $n$-spaces of $\mathcal{S}$ containing these points. Then $\mathcal{R}\left(\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}\right) \subset \mathcal{S}$. The elements of $\mathcal{R}\left(\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}\right)$ are the $n$-spaces of $\mathcal{S}$ containing a point of $l$. Hence the $n$-spaces of $\mathcal{S}$ meeting $l$ form an $n$-regulus.
(b) $\Rightarrow$ (a). Suppose that $\mathcal{S}$ satisfies (b), and let $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ be distinct elements of $\mathcal{S}$. Also, let $l$ be a line meeting them. The $n$-regulus consisting of the $q+1$ elements of $\mathcal{S}$ meeting $l$ contains $\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}$ and hence is $\mathcal{R}\left(\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}\right)$. Therefore $\mathcal{R}\left(\Pi_{n}, \Pi_{n}^{\prime}, \Pi_{n}^{\prime \prime}\right) \subset \mathcal{S}$.

Finally, let $\mathcal{S}$ be the regular $n$-spread $\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$. Consider a line $l$ not contained in an element of $\mathcal{S}$. The elements of $\mathcal{S}$ meeting $l$ are $\Pi_{n}^{0}, \Pi_{n}^{1}, \ldots, \Pi_{n}^{q}$. The $q+1$ spaces $\Pi_{n}$ of $\mathcal{R}\left(\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}\right)$ meet $l, l_{0}, l_{1}, \ldots, l_{n}$ in the extension $\operatorname{PG}\left(2 n+1, q^{n+1}\right)$ of PG $(2 n+1, q)$. Hence $\mathcal{R}\left(\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}\right)=\left\{\Pi_{n}^{0}, \Pi_{n}^{1}, \ldots, \Pi_{n}^{q}\right\}$, and so $\left\{\Pi_{n}^{0}, \Pi_{n}^{1}, \ldots, \Pi_{n}^{q}\right\}$ is an $n$-regulus. Thus (b) is satisfied. By the previous part of the proof, (a) is also satisfied.

Theorem 4.124. For $q>2$, an $n$-spread $\mathcal{S}$ of $\mathrm{PG}(2 n+1, q)$ satisfying (a) or (b) in the statement of Theorem 4.123 is regular.

Proof. See Section 4.7.
Remark 4.125. For $q=2$, conditions (a) and (b) are trivially satisfied. Many examples of non-regular $n$-spreads in $\operatorname{PG}(2 n+1,2)$ are known.

Theorem 4.126. (i) The number of $n$-reguli contained in a regular $n$-spread of $\mathrm{PG}(2 n+1, q)$ is

$$
q^{n}\left(q^{2 n+2}-1\right) /\left(q^{2}-1\right)=q^{n}\left(q^{2 n}+q^{2 n-2}+\cdots+q^{2}+1\right) .
$$

(ii) The number of regular $n$-spreads of $\mathrm{PG}(2 n+1, q)$ is

$$
q^{2 n(n+1)}[1,2 n+1]_{-} /\left\{\left(q^{n+1}-1\right)(n+1)\right\} .
$$

Proof. (i) Let $\mathcal{S}$ be a regular $n$-spread of $\operatorname{PG}(2 n+1, q)$. By Theorem 4.123, the number of $n$-reguli contained in $\mathcal{S}$ is the number of subsets of order three of $\mathcal{S}$ divided by the number of subsets of order three of an $n$-regulus. Hence this number is

$$
\left(q^{n+1}+1\right) q^{n+1}\left(q^{n+1}-1\right) /\{(q+1) q(q-1)\}=q^{n}\left(q^{2 n+2}-1\right) /\left(q^{2}-1\right) .
$$

(ii) Let $\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}$ be mutually skew $n$-spaces of $\operatorname{PG}(2 n+1, q)$. For any point $P \in \Pi_{n}^{0}$, let $l$ be the line containing $P$ and meeting the $n$-spaces $\Pi_{n}^{1}$ and $\Pi_{n}^{2}$, and let $l \cap \Pi_{n}^{1}=\left\{P^{\prime}\right\}$ and $l \cap \Pi_{n}^{2}=\left\{P^{\prime \prime}\right\}$.

To show that $\psi: P^{\prime} \rightarrow P^{\prime \prime}$ is a projectivity, from the proof of Theorem 4.117 coordinates can be chosen so that the Segre variety $\mathcal{S}_{1 ; n}$ containing $\mathcal{R}\left(\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}\right)$ consists of all points $\mathbf{P}(X)$ with

$$
X=\left(y_{0} z_{0}, y_{0} z_{1}, \ldots, y_{0} z_{n}, y_{1} z_{0}, y_{1} z_{1}, \ldots, y_{1} z_{n}\right)
$$

and with

$$
\psi: P^{\prime}=\left(0, \ldots, 0, z_{0}, z_{1}, \ldots, z_{n}\right) \rightarrow P^{\prime \prime}=\left(z_{0}, z_{1}, \ldots, z_{n}, 0, \ldots, 0\right)
$$

for all $\left(z_{0}, z_{1}, \ldots, z_{n}\right) \neq(0, \ldots, 0)$. Hence $\psi$ is a projectivity.
Next, let $\mathcal{S}$ be a regular $n$-spread of $\operatorname{PG}(2 n+1, q)$, where

$$
\mathcal{S}=\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)=\mathcal{S}\left(m_{0}, m_{1}, \ldots, m_{n}\right) .
$$

Consider elements $\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}, \Pi_{n}^{3}$ of $\mathcal{S}$ not belonging to the same $n$-regulus. For any point $P$ of $\Pi_{n}^{0}$, let $l$ be the line containing $P$ and meeting the $n$-spaces $\Pi_{n}^{1}, \Pi_{n}^{2}$, and let $l^{\prime}$ be the line containing $P$ and meeting the $n$-spaces $\Pi_{n}^{1}, \Pi_{n}^{3}$. In addition, let $l \cap \Pi_{n}^{1}=\left\{P^{\prime}\right\}$ and $l^{\prime} \cap \Pi_{n}^{1}=\left\{P^{\prime \prime}\right\}$. Then $\psi: P \rightarrow P^{\prime}$ and $\psi^{\prime}: P \rightarrow P^{\prime \prime}$ are projectivities from $\Pi_{n}^{0}$ to $\Pi_{n}^{1}$. Hence $\psi^{-1} \psi^{\prime}=\delta: P^{\prime} \rightarrow P^{\prime \prime}$ is a projectivity of $\Pi_{n}^{1}$ to itself. Since $\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}, \Pi_{n}^{3}$ do not belong to the same $n$-regulus, so $\delta$ is not the identity.

In the extension $\operatorname{PG}\left(2 n+1, q^{n+1}\right)$ of $\operatorname{PG}(2 n+1, q)$, let $l_{i} \cap \bar{\Pi}_{n}^{1}=\left\{P_{i}\right\}$ and $m_{i} \cap \bar{\Pi}_{n}^{1}=\left\{Q_{i}\right\}$ for $i=0,1, \ldots, n$, where $\bar{\Pi}_{n}^{1}$ is the extension of $\Pi_{n}^{1}$. Note that, in $\operatorname{PG}\left(2 n+1, q^{n+1}\right)$, the points $P_{0}, P_{1}, \ldots, P_{n}, Q_{0}, Q_{1}, \ldots, Q_{n}$ are fixed by $\delta$. Since the conjugate points $P_{0}, P_{1}, \ldots, P_{n}$, as well as $Q_{0}, Q_{1}, \ldots, Q_{n}$, are linearly independent, so $\left\{P_{0}, P_{1}, \ldots, P_{n}\right\}=\left\{Q_{0}, Q_{1}, \ldots, Q_{n}\right\}$. It follows that $\left\{l_{0}, l_{1}, \ldots, l_{n}\right\}=\left\{m_{0}, m_{1}, \ldots, m_{n}\right\}$.

Now, the number of all regular $n$-spreads of $\operatorname{PG}(2 n+1, q)$ containing a given $n$-regulus $\mathcal{R}$ is calculated. Let $\Pi_{n} \in \mathcal{R}$ and let $\mathcal{S}$ be a regular $n$-spread containing $\mathcal{R}$. Then $\mathcal{S}=\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$, where $\left\{l_{0}, l_{1}, \ldots, l_{n}\right\}$ is uniquely defined by $\mathcal{S}$.

The points $P_{i}$, with $\left\{P_{i}\right\}=l_{i} \cap \bar{\Pi}_{n}$ and $\bar{\Pi}_{n}$ the extension of $\Pi_{n}, i=0,1, \ldots, n$, are linearly independent in $\bar{\Pi}_{n}$. Conversely, consider $n+1$ linearly independent and conjugate points $P_{0}, P_{1}, \ldots, P_{n}$ of $\bar{\Pi}_{n}$. If $\overline{\mathcal{S}}_{1 ; n}$ is the extension of the Segre variety $\mathcal{S}_{1 ; n}$ defined by $\mathcal{R}$, then $\overline{\mathcal{S}}_{1 ; n}$ contains exactly one line $l_{i}$ through $P_{i}$ which meets all elements of $\mathcal{R}, i=0,1, \ldots, n$. The lines $l_{0}, l_{1}, \ldots, l_{n}$ are conjugate and generate $\operatorname{PG}\left(2 n+1, q^{n+1}\right)$, and so they define a unique regular $n$-spread $\mathcal{S}=\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$. Hence the number of regular $n$-spreads containing $\mathcal{R}$ is the number of sets $\left\{P_{0}, P_{1}, \ldots, P_{n}\right\}$. Let $\Pi_{n}=\mathbf{V}\left(X_{n+1}, X_{n+2}, \ldots, X_{2 n+1}\right)$ and let $P_{0}=\mathbf{P}\left(Y_{0}\right)$, with

$$
\begin{aligned}
Y_{0} & =\left(f_{0}(\alpha), f_{1}(\alpha), \ldots, f_{n}(\alpha), 0,0, \ldots, 0\right), \\
f_{i}(T) & =a_{i 0}+a_{i 1} T+\cdots+a_{i n} T^{n}, \quad a_{i j} \in \mathbf{F}_{q}, \\
\mathbf{F}_{q^{n+1}} & =\left\{a_{0}+a_{1} \alpha+\cdots+a_{n} \alpha^{n} \mid a_{i} \in \mathbf{F}_{q}\right\} .
\end{aligned}
$$

The points $P_{i}, i=1,2, \ldots, n$, which are conjugate to $P_{0}$ are the points $P_{i}=\mathbf{P}\left(Y_{i}\right)$, with

$$
Y_{i}=\left(f_{0}\left(\alpha^{q^{i}}\right), f_{1}\left(\alpha^{q^{i}}\right), \ldots, f_{n}\left(\alpha^{q^{i}}\right), 0,0, \ldots, 0\right)
$$

The points $P_{0}, P_{1}, \ldots, P_{n}$ are linearly independent in $\bar{\Pi}_{n}$ if and only if $\Delta \Delta^{\prime} \neq 0$, where

$$
\Delta=\left|\begin{array}{ccccc}
1 & \alpha & \alpha^{2} & \cdots & \alpha^{n} \\
1 & \alpha^{q} & \left(\alpha^{q}\right)^{2} & \cdots & \left(\alpha^{q}\right)^{n} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
1 & \alpha^{q^{n}} & \left(\alpha^{q^{n}}\right)^{2} & \cdots & \left(\alpha^{q^{n}}\right)^{n}
\end{array}\right|, \quad \Delta^{\prime}=\left|\begin{array}{cccc}
a_{00} & a_{01} & \cdots & a_{0 n} \\
a_{10} & a_{11} & \cdots & a_{1 n} \\
\vdots & \vdots & \cdots & \vdots \\
a_{n 0} & a_{n 1} & \cdots & a_{n n}
\end{array}\right| .
$$

Since

$$
\Delta=\prod_{i>j=0}^{n}\left(\alpha^{q^{i}}-\alpha^{q^{j}}\right)
$$

so $\Delta \neq 0$. Therefore the points $P_{0}, P_{1}, \ldots, P_{n}$ are linearly independent if and only if $\Delta^{\prime} \neq 0$. So the number of such sets $\left\{P_{0}, P_{1}, \ldots, P_{n}\right\}$ is equal to

$$
|\mathrm{GL}(n+1, q)| /\left\{\left(q^{n+1}-1\right)(n+1)\right\} .
$$

This is also the number of all regular $n$-spreads containing $\mathcal{R}$.
From Theorem 4.120 and the first part of Theorem 4.126, it now follows that the number of all regular $n$-spreads of $\mathrm{PG}(2 n+1, q)$ is

$$
\begin{aligned}
& \frac{|\operatorname{PGL}(2 n+2, q)|}{|\operatorname{PGL}(2, q)||\operatorname{PGL}(n+1, q)|} \cdot \frac{|\mathrm{GL}(n+1, q)|}{\left(q^{n+1}-1\right)(n+1)} \cdot \frac{q^{2}-1}{q^{n}\left(q^{2 n+2}-1\right)} \\
&=q^{2 n(n+1)} \prod_{i=1}^{2 n+1}\left(q^{i}-1\right) /\left\{\left(q^{n+1}-1\right)(n+1)\right\}
\end{aligned}
$$

Corollary 4.127. The number of lines $l_{0}$ of $\mathrm{PG}\left(2 n+1, q^{n+1}\right)$ for which $l_{0}$, together with its conjugates $l_{1}, l_{2}, \ldots, l_{n}$, generate $\mathrm{PG}\left(2 n+1, q^{n+1}\right)$ is

$$
q^{2 n(n+1)}[1,2 n+1]_{-} /\left(q^{n+1}-1\right)
$$

Proof. To each such line $l_{0}$ there corresponds one regular $n$-spread $\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$ of $\mathrm{PG}(2 n+1, q)$, and to each regular $n$-spread there correspond $n+1$ of these lines. Hence the number of such lines $l_{0}$ is equal to $n+1$ times the number of regular $n$-spreads.

Theorem 4.128. (i) The group $\operatorname{PGL}(2 n+2, q)$ acts transitively on the set of all regular $n$-spreads.
(ii) The subgroup $G(\mathcal{S})$ consisting of projectivities fixing a given regular n-spread $\mathcal{S}$ has order

$$
(n+1) q^{n+1}\left(q^{n+1}-1\right)\left(q^{2 n+2}-1\right) /(q-1) .
$$

Proof. Let $\mathcal{S}=\mathcal{S}\left(l_{0}, l_{1}, \ldots, l_{n}\right)$ and $\mathcal{S}^{\prime}=\mathcal{S}\left(l_{0}^{\prime}, l_{1}^{\prime}, \ldots, l_{n}^{\prime}\right)$ be regular $n$-spreads of $\mathrm{PG}(2 n+1, q)$, with $\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}$ distinct elements of $\mathcal{S}$ and $\Pi_{n}^{0^{\prime}}, \Pi_{n}^{1^{\prime}}, \Pi_{n}^{2^{\prime}}$ distinct elements of $\mathcal{S}^{\prime}$. There is an element $\xi$ in $\operatorname{PGL}(2 n+2, q)$ for which $\Pi_{n}^{i} \xi=\Pi_{n}^{i}$ for $i=0,1,2$. By Theorem 4.117, $\mathcal{R}\left(\Pi_{n}^{0^{\prime}}, \Pi_{n}^{1^{\prime}}, \Pi_{n}^{2^{\prime}}\right) \xi=\mathcal{R}\left(\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}\right)$. Also, let $l_{0}^{\prime} \xi \cap \bar{\Pi}_{n}^{0}=P_{0}^{\prime}$ and $l_{0} \cap \bar{\Pi}_{n}^{0}=P_{0}$, with $\bar{\Pi}_{n}^{0}$ the extension of $\Pi_{n}^{0}$. Now, coordinates are chosen so that $\Pi_{n}^{0}=\mathbf{V}\left(X_{n+1}, X_{n+2}, \ldots, X_{2 n+1}\right), P_{0}=\mathbf{P}\left(Y_{0}\right)$ and $P_{0}^{\prime}=\mathbf{P}\left(Y_{0}^{\prime}\right)$, where

$$
\begin{aligned}
& Y_{0}=\left(f_{0}(\alpha), f_{1}(\alpha), \ldots, f_{n}(\alpha), 0,0, \ldots, 0\right), \\
& Y_{0}^{\prime}=\left(f_{0}^{\prime}(\alpha), f_{1}^{\prime}(\alpha), \ldots, f_{n}^{\prime}(\alpha), 0,0, \ldots, 0\right),
\end{aligned}
$$

with

$$
\begin{aligned}
f_{i}(T) & =a_{i 0}+a_{i 1} T+\cdots+a_{i n} T^{n}, \quad a_{i j} \in \mathbf{F}_{q}, \\
f_{i}^{\prime}(T) & =a_{i 0}^{\prime}+a_{i 1}^{\prime} T+\cdots+a_{i n}^{\prime} T^{n}, \quad a_{i j}^{\prime} \in \mathbf{F}_{q}, \\
\mathbf{F}_{q^{n+1}} & =\left\{a_{0}+a_{1} \alpha+\cdots+a_{n} \alpha^{n} \mid a_{i} \in \mathbf{F}_{q}\right\} .
\end{aligned}
$$

From the proof of Theorem 4.126, the matrices $A=\left[a_{i j}\right]$ and $A^{\prime}=\left[a_{i j}^{\prime}\right]$ are nonsingular. Also, from the proof of Theorem 4.117, it may be assumed that

$$
\Pi_{n}^{1}=\mathbf{V}\left(X_{0}, X_{1}, \ldots, X_{n}\right), \quad \Pi_{n}^{2}=\mathbf{V}\left(X_{0}-X_{n+1}, X_{1}-X_{n+2}, \ldots, X_{n}-X_{2 n+1}\right)
$$

Given the projectivity $\eta$ of $\mathrm{PG}(2 n+1, q)$ with matrix

$$
\left[\begin{array}{cc}
A^{\prime} A^{-1} & 0 \\
0 & A^{\prime} A^{-1}
\end{array}\right]^{*}
$$

then $\Pi_{n}^{i} \eta=\Pi_{n}^{i}, i=0,1,2$, and so $\mathcal{R}\left(\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}\right) \eta=\mathcal{R}\left(\Pi_{n}^{0}, \Pi_{n}^{1}, \Pi_{n}^{2}\right)$. Extended to $\mathrm{PG}\left(2 n+1, q^{n+1}\right)$, this projectivity $\eta$ maps $P_{0}$ to $P_{0}^{\prime}$. Then

$$
l_{0} \eta=l_{0}^{\prime} \xi, \quad l_{0} \eta \xi^{-1}=l_{0}^{\prime}, \quad\left\{l_{0}, l_{1}, \ldots, l_{n}\right\} \eta \xi^{-1}=\left\{l_{0}^{\prime}, l_{1}^{\prime}, \ldots, l_{n}^{\prime}\right\}
$$

Hence $\mathcal{S} \eta \xi^{-1}=\mathcal{S}^{\prime}$.
Since $\operatorname{PGL}(2 n+2, q)$ acts transitively on the set of all regular $n$-spreads of $\mathrm{PG}(2 n+1, q)$, so, with $\mathcal{S}$ a regular $n$-spread, the order of $G(\mathcal{S})$ is equal to $|\mathrm{PGL}(2 n+2, q)|$ divided by the number of all regular $n$-spreads. Thus Theorem 4.126 gives the result.

Lemma 4.129. Let
(a) $\operatorname{PG}\left(2 n+1, q^{2}\right)$ be an extension of the projective space $\operatorname{PG}(2 n+1, q)$;
(b) $\Pi_{n, q}$ be an $n$-space over $\mathbf{F}_{q}$ in $\mathrm{PG}\left(2 n+1, q^{2}\right)$ skew to $\mathrm{PG}(2 n+1, q)$;
(c) $P \in \Pi_{n, q}$ and $\tilde{P}$ be the conjugate of $P$ with respect to $\mathbf{F}_{q^{2}}$ over $\mathbf{F}_{q}$.

Then the lines of $\mathrm{PG}(2 n+1, q)$ which are intersections of $P \tilde{P}$ and $\mathrm{PG}(2 n+1, q)$ form a system of maximal spaces of a Segre variety $\mathcal{S}_{1 ; n}$ of $\mathrm{PG}(2 n+1, q)$.

Proof. The intersection of the line $P \tilde{P}$ and the space $\operatorname{PG}(2 n+1, q)$ is a line of PG $(2 n+1, q)$. Let $P_{0}, P_{1}, \ldots, P_{n+1}$ be $n+2$ points of $\Pi_{n, q}$ such that any $n+1$ of them are linearly independent in $\Pi_{n, q}$. If $l_{0}, l_{1}, \ldots, l_{n+1}$ are the corresponding lines of $\mathrm{PG}(2 n+1, q)$, then any $n+1$ of them generate $\mathrm{PG}(2 n+1, q)$.

Let $Q_{0}, Q_{1}, Q_{2}$ be three distinct points of the line $l_{0}$. Through $Q_{i}$ there is exactly one $n$-space $\Pi_{n, q}^{i}$ of $\operatorname{PG}(2 n+1, q)$ which has a point in common with each of the lines $l_{1}, l_{2}, \ldots, l_{n+1}, i=0,1,2$. Let $\mathcal{S}_{1 ; n}$ be the Segre variety of $\operatorname{PG}(2 n+1, q)$ defined by the $n$-regulus $\mathcal{R}\left(\Pi_{n, q}^{0}, \Pi_{n, q}^{1}, \Pi_{n, q}^{2}\right)=\mathcal{R}$. The extensions of $\Pi_{n, q}, \mathcal{R}, \mathcal{S}_{1 ; n}$ to $\mathrm{PG}\left(2 n+1, q^{2}\right)$ are denoted $\bar{\Pi}_{n, q}, \overline{\mathcal{R}}, \overline{\mathcal{S}}_{1 ; n}$. The space $\bar{\Pi}_{n, q}$ is the unique $n$-space of $\mathrm{PG}\left(2 n+1, q^{2}\right)$ containing $P_{0}$ and meeting the lines $P_{1} \tilde{P}_{1}, P_{2} \tilde{P}_{2}, \ldots, P_{n+1} \tilde{P}_{n+1}$ in a point; hence $\bar{\Pi}_{n, q}$ belongs to $\overline{\mathcal{R}}$. If $l$ is a line of $\mathcal{S}_{1 ; n}$ meeting all elements of $\mathcal{R}$, then the extension $\bar{l}$ of $l$ has a point $P$ in $\bar{\Pi}_{n, q}$. Since $l$ is a line of $\operatorname{PG}(2 n+1, q)$, the line $\bar{l}$ also contains the conjugate point $\tilde{P}$. The set of all points $P$ is projectively equivalent to $\Pi_{n, q}^{0}$ and hence is a projective $n$-space $\Pi_{n, q}^{\prime}$ over $\mathbf{F}_{q}$. Since the points $P_{0}, P_{1}, \ldots, P_{n+1}$ are contained in a unique $n$-space over $\mathbf{F}_{q}$, so $\Pi_{n, q}^{\prime}=\Pi_{n, q}$. The result is thus established.

### 4.6.1 Construction method for $\boldsymbol{n}$-spreads of $\mathrm{PG}(2 n+1, q)$

Consider a projective space $\operatorname{PG}\left(2 m, q^{2}\right)$ and let $\mathcal{P}$ be a partition of it by projective $2 m$-spaces $\Pi_{2 m, q}^{i}$ over $\mathbf{F}_{q}, i=1,2, \ldots,\left(q^{2 m+1}+1\right) /(q+1)$. By Theorem 4.29 of PGOFF2, such a partition $\mathcal{P}$ exists. Embed $\mathrm{PG}\left(2 m, q^{2}\right)$ in the extension space $\mathrm{PG}\left(4 m+1, q^{2}\right)$ of $\mathrm{PG}(4 m+1, q)$, and assume that $\mathrm{PG}\left(2 m, q^{2}\right)$ does not contain a point of $\mathrm{PG}(4 m+1, q)$. By Lemma 4.129 , the $2 m$-space $\Pi_{2 m, q}^{i}$ defines a Segre variety $\mathcal{S}_{1 ; 2 m}^{i}$ of $\mathrm{PG}(4 m+1, q)$. These $\left(q^{2 m+1}+1\right) /(q+1)$ Segre varieties form a partition of $\mathrm{PG}(4 m+1, q)$. Hence the $q^{2 m+1}+1$ maximal $2 m$-spaces of these Segre varieties form a $2 m$-spread $\mathcal{S}$ of $\mathrm{PG}(4 m+1, q)$.

Next, consider a projective space $\operatorname{PG}\left(2 m+1, q^{2}\right), m \geq 0$. Let $\mathcal{P}$ be a partition of this space consisting of $\alpha$ spaces $\Pi_{2 m+1, q}^{i}$ of dimension $2 m+1$ over $\mathbf{F}_{q}$ and $\beta$ spaces $\Pi_{m, q^{2}}^{j}$ of dimension $m$ over $\mathbf{F}_{q^{2}}$; then $\alpha(q+1)+\beta=q^{2 m+2}+1$. By Theorem 4.1 of PGOFF2, such a partition always exists for $\alpha=0$. Embed $\operatorname{PG}\left(2 m+1, q^{2}\right)$ in the extension $\mathrm{PG}\left(4 m+3, q^{2}\right)$ of $\mathrm{PG}(4 m+3, q)$, and assume that $\mathrm{PG}\left(2 m+1, q^{2}\right)$ does not contain a point of $\operatorname{PG}(4 m+3, q)$. By Lemma 4.129, the $(2 m+1)$-space $\Pi_{2 m+1, q}^{i}$ defines a Segre variety $\mathcal{S}_{1 ; 2 m+1}^{i}$ of $\mathrm{PG}(4 m+3, q)$. The $m$-space $\Pi_{m, q^{2}}^{j}$ and its conjugate $\tilde{\Pi}_{m, q^{2}}^{j}$ generate a $(2 m+1)$-space $\Pi_{2 m+1, q^{2}}^{j}$ of $\operatorname{PG}\left(4 m+3, q^{2}\right)$, and $\Pi_{2 m+1, q^{2}}^{j} \cap \mathrm{PG}(4 m+3, q)$ is a $(2 m+1)$-space $\Pi_{2 m+1, q}^{j}$ of $\mathrm{PG}(4 m+3, q)$. The $\alpha$ Segre varieties $\mathcal{S}_{1 ; 2 m+1}^{i}$ and the $\beta$ spaces $\Pi_{2 m+1, q}^{j}$ form a partition of $\operatorname{PG}(4 m+3, q)$. Let $\Sigma^{i}$ be the system of maximal $(2 m+1)$-spaces of $\mathcal{S}_{1 ; 2 m+1}^{i}$ for $m \neq 0$, and let $\Sigma^{i}$ be a system of lines of $\mathcal{S}_{1 ; 2 m+1}^{i}$ for $m=0$. Then the elements of $\Sigma^{1} \cup \Sigma^{2} \cup \cdots \cup \Sigma^{\alpha}$ together with the $\beta$ spaces $\Pi_{2 m+1, q}^{1}, \Pi_{2 m+1, q}^{2}, \ldots, \Pi_{2 m+1, q}^{\beta}$ form a $(2 m+1)$-spread $\mathcal{S}$ of $\mathrm{PG}(4 m+3, q)$.

### 4.7 Notes and references

## Section 4.1

For more details on quadric Veroneseans and their projections, see for example Bertini [17], Burau [60], Godeaux [142], Semple and Roth [283], Herzer [161].

Due to the finiteness of the field, the proofs of Theorems 4.12 and 4.15 had to be modified from the proofs for $\mathbf{C}$.

The following important result on Veroneseans over $\mathbf{C}$ is due to Kronecker and Castelnuovo.

Theorem 4.130. (i) Any surface of $\mathrm{PG}(m, \mathbf{C})$ that contains $\infty^{2}$ plane quadrics is the Veronesean $\mathcal{V}_{2}^{4}$ or one of its projections.
(ii) Any surface of $\mathrm{PG}(3, \mathbf{C})$ having $\infty^{2}$ reducible plane sections is either the projection of $\mathcal{V}_{2}^{4}$ or a scroll.
Consider the Veronesean $\mathcal{V}_{2}^{4}$ in $\operatorname{PG}(5, \mathbf{C})$ and let $l$ be a line meeting $\mathcal{M}_{4}^{3}$ in three distinct points. By Theorem 4.21, $\mathcal{V}_{2}^{4}$ is a double surface of $\mathcal{M}_{4}^{3}$ and so $l$ is skew to $\mathcal{V}_{2}^{4}$. The projection of $\mathcal{V}_{2}^{4}$ from $l$ onto a solid $\Pi_{3}$, with $l \cap \Pi_{3}=\emptyset$, is a surface $\mathcal{F}_{2}^{4}$
of order four and is a Steiner surface. It has three double lines which meet in a triple point of the surface. In a suitable coordinate system,

$$
\mathcal{F}_{2}^{4}=\mathbf{V}\left(X_{0} X_{1} X_{2} X_{3}-X_{2}^{2} X_{3}^{2}-X_{3}^{2} X_{1}^{2}-X_{1}^{2} X_{2}^{2}\right)
$$

## Section 4.2

Mazzocca and Melone [229] formulate (a), (b) and (c), but they assume conics instead of $(q+1)$-arcs; in their paper such sets are called Veronesean caps. For $q$ odd, they establish Theorem 4.36. In this paper, there is no bound on the dimension of the ambient projective space. In GGG1, there are some counterexamples; an extra condition is added to make the characterisation work. The proof of Mazzocca and Melone is modified so as to hold also in the even case. In Thas and Van Maldeghem [361], the extra condition is again deleted and conics are replaced by $(q+1)$-arcs. In particular, the original problem of Mazzocca and Melone is completely solved in the finite case. To obtain the main theorem, which is Theorem 4.40, a completely new proof is developed.

Let $\mathcal{M}$ be the algebraic variety formed by the tangent spaces of $\mathcal{V}_{n}$. Melone [234] gives a characterisation of $\mathcal{M}$ in terms of its points and the lines contained in the tangent spaces of $\mathcal{V}_{n}$.

Concerning Theorems 4.37 and 4.38, it turns out that the case $N=8$ does not exist; so necessarily $N=9$.

The particular case $n=2$, with $q$ odd, of Theorem 4.49 is due to Tallini [304]. All other results of Section 4.2.2 are taken from Thas and Van Maldeghem [360]. In Theorem 4.56, the uniqueness in the case $(n, q)=(2,4)$ is taken from Del Fra [114].

Section 4.2.3 comes from Thas and Van Maldeghem [360].
For $q$ odd and $q>3$, the characterisation Theorem 4.79 is taken from Ferri [134]. The proof of Lemma 4.68 has been modified from the latter. Lemma 4.69 is essential for the characterisation of $\mathcal{V}_{2}^{4}$ in the case $q=3$. For any $q$, Thas and Van Maldeghem [362] copy the proof in GGG1, except for $q \in\{2,4\}$, for which they produce a separate argument. Theorems 4.81 and 4.83 as well as Remarks 4.82 and 4.84 are taken from Schillewaert, Thas and Van Maldeghem [272].

## Section 4.3

This section is taken from Cooperstein, Thas and Van Maldeghem [76]; see also Cossidente and Siciliano [79] for the case $n=2$.

## Section 4.4

Theorems 4.88 and 4.89 are also taken from [76]. Theorems 4.90 to 4.92 are taken from Thas and Van Maldeghem [363]. For more characterisations of quadric and Hermitian Veroneseans, including the infinite cases, see Schillewaert and Van Maldeghem [273, 274], Thas and Van Maldeghem [366, 365], Akça et al. [1].

## Section 4.5

For more details on Segre varieties, see, for example, C. Segre [281], Godeaux [142], Burau [60], Melone and Olanda [235]. For $n_{2}=1$, the normal rational curve $\Sigma_{1} \mathfrak{G}$ on the Grassmannian $\mathcal{G}_{n_{1}, 2 n_{1}+1}$ is also considered by Herzer [162]. Other characterisations of Segre varieties are contained in Thas and Van Maldeghem [365, 367].

## Section 4.6

Theorem 4.124 is due to Bruck and Bose [51]. Its proof depends on deep theorems about translation planes. In André [2], in Segre [278], and in [51], it is shown that the study of $n$-spreads in $\operatorname{PG}(2 n+1, q)$ is equivalent to the study of finite translation planes. The $n$-spread is regular if and only if the corresponding translation plane is Desarguesian. To a translation plane of order $2^{n+1}$ there always corresponds an $n$-spread of the space $\mathrm{PG}(2 n+1,2)$. Since there are many non-Desarguesian translation planes of order $2^{n+1}$, Dembowski [116], it follows that there are many non-regular $n$-spreads in $\mathrm{PG}(2 n+1,2)$. This explains Remark 4.125.

In Bruen and Thas [52] there is a construction of translation planes which is equivalent to the second construction in the last part of the section. In this connection, Corollary 2 of Lemma 17.6 .6 of FPSOTD shows that $\mathrm{PG}(3,4)$ can be partitioned into 14 lines and one $\mathrm{PG}(3,2)$. The corresponding translation plane of order 16 is non-Desarguesian and can be shown to be isomorphic to the plane discovered by Lorimer [210]. The partitions described in the second construction are called mixed partitions of $\mathrm{PG}\left(2 m+1, q^{2}\right)$. In recent years, several papers on such partitions have been written; see, for example, Mellinger [231, 233, 232], Ebert and Mellinger [127].

Finally, interesting invariants, formulas and properties related to Segre varieties and Veroneseans are contained in Glynn [141], Havlicek, Odehnal and Saniga [160], Kantor and Shult [197].

## Embedded geometries

### 5.1 Polar spaces

Definition 5.1. A polar space $\mathcal{S}$ of (finite) rank $n$ or projective index $n-1, n \geq 3$, is a set $\mathcal{P}$ of elements called points together with distinguished subsets called subspaces with the following properties.
(1) A subspace together with the subspaces it contains, is a $d$-dimensional projective space with $-1 \leq d \leq n-1$.
(2) The intersection of any two subspaces is a subspace.
(3) Given a subspace $\pi$ of dimension $n-1$ and a point $P$ in $\mathcal{P} \backslash \pi$, there exists a unique subspace $\pi^{\prime}$ containing $P$ such that the dimension of $\pi \cap \pi^{\prime}$ is $n-2$. The subspace $\pi^{\prime}$ contains all points of $\pi$ which are joined to $P$ by some subspace of dimension 1.
(4) There exist disjoint subspaces of dimension $n-1$.

Definition 5.2. A polar space has rank 2 or projective index 1 if it is an incidence structure consisting of the triple $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ in which $\mathcal{P}$ and $\mathcal{B}$ are disjoint, nonempty sets of objects called points and lines, and for which $I$ is a symmetric point-line incidence relation satisfying the following axioms.
(1) Each point is incident with $1+t$ lines, where $t \geq 1$, and two distinct points are incident with at most one line.
(2) Each line is incident with $1+s$ points, where $s \geq 1$, and two distinct lines are incident with at most one point.
(3) If $P$ is a point and $l$ is a line not incident with $P$, then there is a unique pair $\left(P^{\prime}, l^{\prime}\right) \in \mathcal{P} \times \mathcal{B}$ for which $P \mathrm{I} l^{\prime} \mathrm{I} P^{\prime} \mathrm{I} l$; see Figure 5.1.

Polar spaces of rank 2 are usually called generalised quadrangles. The integers $s$ and $t$ are the parameters of the generalised quadrangle and $\mathcal{S}$ has $\operatorname{order}(s, t)$; when $s=t$, then $\mathcal{S}$ has order $s$. There is a point-line duality for generalised quadrangles of order $(s, t)$, for which in any definition or theorem the words 'point' and 'line' are interchanged and the parameters $s$ and $t$ are interchanged. Normally, it is assumed

Fig. 5.1. The polar space axiom in the rank 2 case

without further remark that the dual of a given theorem or definition has also been given.

The main reason for the difference between the axioms in the cases $n=2$ and $n \geq 3$ is that, in the latter case, the axioms applied to $n=2$ do not imply that each line contains a constant number of points and similarly that each point is on a constant number of lines.

Isomorphisms and automorphisms of polar spaces are defined in the usual way; similarly for isomorphisms (or collineations), anti-isomorphisms (or reciprocities), automorphisms, anti-automorphisms, involutions, and polarities of generalised quadrangles.

Example 5.3. (a) Let $\mathcal{Q}$ be a non-singular quadric of $\operatorname{PG}(d, q)$ of projective index $n-1$ with $n \geq 2$. Then $\mathcal{Q}$ together with the projective subspaces lying on it is a polar space of rank $n$.
(b) Let $\mathcal{U}$ be a non-singular Hermitian variety of $\operatorname{PG}\left(d, q^{2}\right), d \geq 3$. Then $\mathcal{U}$ together with the subspaces lying on it is a polar space. The projective index of this polar space is the maximum dimension of subspaces lying on $\mathcal{U}$.
(c) Let $\zeta$ be a null polarity of $\operatorname{PG}(d, q)$, with $d$ odd. Then $\operatorname{PG}(d, q)$ together with all subspaces of the self-polar $(d-1) / 2$-dimensional spaces is a polar space of projective index $(d-1) / 2$.
(d) Let

$$
\begin{aligned}
& \mathcal{P}=\left\{P_{i j} \mid i, j=0,1, \ldots, s\right\}, s>0, \\
& \mathcal{B}=\left\{l_{0}, l_{1}, \ldots, l_{s}, m_{0}, m_{1}, \ldots, m_{s}\right\}, \\
& P_{i j} \mathrm{I} l_{k} \quad \text { if and only if } i=k, \\
& P_{i j} \mathrm{I} m_{k} \quad \text { if and only if } j=k .
\end{aligned}
$$

Then $(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a generalised quadrangle of order $(s, 1)$. Up to an isomorphism, there is only one generalised quadrangle of order $(s, 1)$, for any given $s>0$. The generalised quadrangles with $t=1$ are called grids.
(e) Let $\pi$ be a plane of $\mathrm{PG}(3, q), q$ even, and let $\mathcal{O}$ be an oval in $\pi$. Further, let $\mathcal{P}=\mathrm{PG}(3, q) \backslash \pi$, let $\mathcal{B}$ be the set of all lines of $\mathrm{PG}(3, q)$ not contained in $\pi$ but containing a point of $\mathcal{O}$, and let I be the incidence of $\operatorname{PG}(3, q)$. Then $(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a generalised quadrangle of order $(q-1, q+1)$ and is denoted by $\mathcal{T}_{2}^{*}(\mathcal{O})$.

A complete classification of the polar spaces of rank at least three has been obtained by Tits. This is the result, without proof, in the finite case.

Theorem 5.4. If $\mathcal{S}$ is a finite polar space of rank at least three, then $\mathcal{S}$ is isomorphic to one of (a), (b), (c).

The examples (d) and (e) show that this theorem is not valid in the rank 2 case. In fact, many other examples of generalised quadrangles are known.

Definition 5.5. (1) A Shult space $\mathcal{S}$ is a non-empty set $\mathcal{P}$ of points together with distinguished subsets of cardinality at least two, called lines, such that for each line $l$ of $\mathcal{S}$ and each point $P$ of $\mathcal{P} \backslash l$, the point $P$ is collinear with (or adjacent to) either one or all points of $l$; two not-necessarily-distinct points $P_{1}$ and $P_{2}$ are collinear (or adjacent), with the notation $P_{1} \sim P_{2}$, if there is at least one line of $\mathcal{S}$ containing $P_{1}$ and $P_{2}$.
(2) The space $\mathcal{S}$ is non-degenerate if no point of $\mathcal{S}$ is collinear with all other points.
(3) A subspace $X$ of $\mathcal{S}$ is a set of pairwise collinear points such that any line meeting $X$ in more than one point is contained in $X$.
(4) The space $\mathcal{S}$ has rank $n$ or projective index $n-1$, where $n \geq 1$, if $n$ is the largest integer for which there is a chain $X_{0} \subset X_{1} \subset \cdots \subset X_{n}$ of distinct subspaces $X_{0}=\emptyset, X_{1}, X_{2}, \ldots, X_{n}$.

From Theorem 5.4, it follows that, for any finite polar space $\mathcal{S}$ of rank $n \geq 3$, the point set $\mathcal{P}$ together with the subspaces of dimension 1 is a Shult space of rank $n$. In fact this result also holds for infinite polar spaces. Next, let $\mathcal{S}$ be a generalised quadrangle of order $(s, t)$. If each line of $\mathcal{S}$ is identified with the set of its points, then a Shult space of rank 2 is obtained.

The following converse, stated without proof, is due to Buekenhout and Shult.
Theorem 5.6. (i) A non-degenerate Shult space of rank $n \geq 3$, all of whose lines have cardinality at least three, together with its subspaces, is a polar space of rank $n$.
(ii) A Shult space of rank 2, all of whose lines have cardinality at least three and all of whose points are contained in at least three lines, is a generalised quadrangle.

Definition 5.7. If $\mathcal{S}$ is a degenerate Shult space, then the point set consisting of all points of $\mathcal{S}$ which are collinear with each point of $\mathcal{S}$ is the radical of $\mathcal{S}$ and is denoted by $\mathcal{R}$; it is a subspace of $\mathcal{S}$.

An equivalence relation $\rho$ is defined on the point set $\mathcal{P}$ of $\mathcal{S}$ by putting $P \rho P^{\prime}$ if and only if the set of all points collinear with $P$ coincides with the set of all points collinear with $P^{\prime}$. Let $\rho(P)$ denote the equivalence class containing the point $P$ for the relation $\rho$; then $\rho(P)=\mathcal{R}$ for all $P$ in $\mathcal{R}$.

Lemma 5.8. Let $\mathcal{S}$ be a degenerate Shult space with radical $\mathcal{R}$. If the set of all points collinear with the point $P$ is contained in the set of all points collinear with the point $P^{\prime}$, then either $P \rho P^{\prime}$ or $P^{\prime} \in \mathcal{R}$.

Proof. Assume that $P^{\prime} \notin \rho(P)$ and $P^{\prime} \notin \mathcal{R}$. Then $P$ and $P^{\prime}$ are distinct collinear points, and there exists a point $T$ which is not collinear with $P^{\prime}$. Let $l$ be a line containing $P$ and $P^{\prime}$, and let $T^{\prime}$ be a point of $l$ collinear with $T$. Since $P^{\prime} \notin \rho(P)$ there exists a point $Z$ which is collinear with $P^{\prime}$ but not with $P$. Let $m$ be a line containing $Z$ and $P^{\prime}$. On $m \backslash\left\{P^{\prime}\right\}$ there is a point $Z^{\prime}$ which is collinear with $T$. Since $Z$ is not collinear with $P$, also $Z^{\prime}$ is not collinear with $P$. On a line $m^{\prime}$ through $T$ and $Z^{\prime}$ there is a point $W$ which is collinear with $P$. Hence $W$ is collinear with $P^{\prime}$. Since $W$ and $Z^{\prime}$ are collinear with $P^{\prime}$, also $T$ is collinear with $P^{\prime}$, a contradiction. Therefore $P^{\prime} \in \rho(P)$ or $P^{\prime} \in \mathcal{R}$.

Let $P$ be a point of $\mathcal{S}$ which is not contained in the radical $\mathcal{R}$. A corollary of Lemma 5.8 is that $\mathcal{R} \cup \rho(P)$ is a subspace of $\mathcal{S}$. Now a new structure $\mathcal{S}^{\prime}$ is introduced with point set $\mathcal{P}^{\prime}$ and line set $\mathcal{B}^{\prime}$ :
(1) a point is a class $\rho(P)$ with $P \notin \mathcal{R}$;
(2) a line of $\mathcal{S}^{\prime}$ is a set $\{\rho(P) \mid P \in l\}$ with $l$ a line of $\mathcal{S}$ not contained in a subspace of the form $\rho(T) \cup \mathcal{R}$.

Then the following result is readily obtained.
Theorem 5.9. If $\mathcal{R} \neq \mathcal{P}$, then the structure $\mathcal{S}^{\prime}$ is a non-degenerate Shult space.
Finally, for a non-degenerate Shult space, the radical $\mathcal{R}$ is defined to be the empty set.

### 5.2 Generalised quadrangles

Only finite generalised quadrangles are considered.
A start is made by giving a brief description of three families of examples known as the classical generalised quadrangles, all of which are associated with classical groups.
(a) Consider a non-singular quadric $\mathcal{Q}$ of projective index 1 in the projective space $\operatorname{PG}(d, q)$, with $d=3,4$, or 5 . Then the points of $\mathcal{Q}$ together with the lines of $\mathcal{Q}$, which are the subspaces of maximal dimension on $\mathcal{Q}$, form a generalised quadrangle $\mathcal{Q}(d, q)$ with the following parameters:

$$
\begin{array}{ll}
s=q, t=1, & \text { when } d=3 \\
s=q, t=q, & \text { when } d=4 \\
s=q, t=q^{2}, & \text { when } d=5
\end{array}
$$

Since $\mathcal{Q}(3, q)$ is a grid, its structure is trivial. From Section 1.1, the quadric $\mathcal{Q}$ has the following canonical form:

$$
\begin{array}{ll}
\mathcal{Q}=\mathcal{H}_{3}=\mathbf{V}\left(X_{0} X_{1}+X_{2} X_{3}\right), & \text { when } d=3 ; \\
\mathcal{Q}=\mathcal{P}_{4}=\mathbf{V}\left(X_{0}^{2}+X_{1} X_{2}+X_{3} X_{4}\right), & \text { when } d=4 ; \\
\mathcal{Q}=\mathcal{E}_{5}=\mathbf{V}\left(f\left(X_{0}, X_{1}\right)+X_{2} X_{3}+X_{4} X_{5}\right), & \text { when } d=5,
\end{array}
$$

where $f\left(X_{0}, X_{1}\right)$ is an irreducible binary quadratic form.
(b) Let $\mathcal{U}$ be a non-singular Hermitian variety in the projective space $\operatorname{PG}\left(d, q^{2}\right)$, with $d=3$ or 4 . Then the points of $\mathcal{U}$ together with the lines on $\mathcal{U}$ form a generalised quadrangle $\mathcal{U}\left(d, q^{2}\right)$ with parameters as follows:

$$
\begin{aligned}
& s=q^{2}, t=q, \text { when } d=3, \\
& s=q^{2}, t=q^{3}, \text { when } d=4
\end{aligned}
$$

From Section 2.1, $\mathcal{U}$ has the following canonical form:

$$
\mathcal{U}=\mathbf{V}\left(X_{0}^{q+1}+X_{1}^{q+1}+\cdots+X_{d}^{q+1}\right)
$$

(c) The points of $\mathrm{PG}(3, q)$, together with the self-polar lines of a null polarity $\zeta$, form a generalised quadrangle $\mathcal{W}(q)$ with parameters

$$
s=q, t=q
$$

From Chapter 15 of FPSOTD, the lines of $\mathcal{W}(q)$ are the elements of a general linear complex of lines of $\operatorname{PG}(3, q)$. Further, a null polarity of $\operatorname{PG}(3, q)$ has the following canonical bilinear form:

$$
X_{0} Y_{1}-X_{1} Y_{0}+X_{2} Y_{3}-X_{3} Y_{2}
$$

The examples (d) and (e) of Section 5.1 show that there exist generalised quadrangles other than the classical ones and their duals. The order of each known generalised quadrangle is one of the following:

$$
\begin{array}{ll}
(s, 1) & \text { with } s \geq 1 ; \\
(1, t) & \text { with } t \geq 1 ;  \tag{1,t}\\
(q, q) & \text { with } q \text { a prime power; } \\
\left(q, q^{2}\right),\left(q^{2}, q\right) & \text { with } q \text { a prime power; } \\
\left(q^{2}, q^{3}\right),\left(q^{3}, q^{2}\right) & \text { with } q \text { a prime power; } \\
(q-1, q+1),(q+1, q-1) & \text { with } q \text { a prime power. }
\end{array}
$$

Definition 5.10. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$.
(1) Two, not-necessarily-distinct points $P, P^{\prime}$ of $\mathcal{S}$ are collinear provided that there is some line $l$ for which $P \mathrm{I} l \mathrm{I} P^{\prime}$; write $P \sim P^{\prime}$. Hence $P \nsim P^{\prime}$ means that $P$ and $P^{\prime}$ are not collinear.
(2) Dually, for $l, l^{\prime} \in \mathcal{B}$, they are concurrent or non-concurrent; write $l \sim l^{\prime}$ or $l \nsim l^{\prime}$.
(3) When $P \sim P^{\prime}$, it is also said that $P$ is orthogonal or perpendicular to $P^{\prime}$; similarly for $l \sim l^{\prime}$.
(4) The line incident with distinct collinear points $P$ and $P^{\prime}$ is denoted $P P^{\prime}$, and the point incident with distinct concurrent lines $l$ and $l^{\prime}$ is denoted $l \cap l^{\prime}$.

For $P \in \mathcal{P}$, put $P^{\perp}=\left\{P^{\prime} \in \mathcal{P} \mid P \sim P^{\prime}\right\}$, and note that $P \in P^{\perp}$. The trace of a pair $\left\{P, P^{\prime}\right\}$ of distinct points is defined to be the set $P^{\perp} \cap P^{\prime \perp}$ and is denoted $\left\{P, P^{\prime}\right\}^{\perp}$; then $\left|\left\{P, P^{\prime}\right\}^{\perp}\right|=s+1$ or $t+1$ according as $P \sim P^{\prime}$ or $P \nsim P^{\prime}$. More generally, if $\mathcal{A} \subset \mathcal{P}$, the 'perp' is defined by $\mathcal{A}^{\perp}=\bigcap\left\{P^{\perp} \mid P \in \mathcal{A}\right\}$. For $P \neq P^{\prime}$, the span of the pair $\left\{P, P^{\prime}\right\}$ is

$$
\operatorname{sp}\left(P, P^{\prime}\right)=\left\{P, P^{\prime}\right\}^{\perp \perp}=\left\{Y \in \mathcal{P} \mid Y \in Z^{\perp} \text { for all } Z \in P^{\perp} \cap P^{\prime \perp}\right\}
$$

When $P \nsim P^{\prime}$, then $\left\{P, P^{\prime}\right\}^{\perp \perp}$ is also called the hyperbolic line defined by $P$ and $P^{\prime}$, and $\left|\left\{P, P^{\prime}\right\}^{\perp \perp}\right|=s+1$ or $\left|\left\{P, P^{\prime}\right\}^{\perp \perp}\right| \leq t+1$ according as $P \sim P^{\prime}$ or $P \nsim P^{\prime}$ 。

A triad (of points) is a triple of pairwise non-collinear points. Then, given a triad $\mathcal{T}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$, a centre of $\mathcal{T}$ is just a point of $\mathcal{T}^{\perp}$.

These definitions are illustrated by some examples.
Example 5.11. (a) Let $P \nsim P^{\prime}$ in $\mathcal{W}(q)$, and let $\zeta$ be the null polarity defining $\mathcal{W}(q)$. If $l$ is the polar line of the line $P P^{\prime}$ of $\mathrm{PG}(3, q)$, then $\left\{P, P^{\prime}\right\}^{\perp}=l$ and $\left\{P, P^{\prime}\right\}^{\perp \perp}=P P^{\prime}$. Hence each hyperbolic line of $\mathcal{W}(q)$ contains $q+1$ points.
(b) Let $P \nsim P^{\prime}$ in $\mathcal{Q}(4, q)$; then $\left\{P, P^{\prime}\right\}^{\perp}$ is a conic. For $q$ odd, the double perp $\left\{P, P^{\prime}\right\}^{\perp \perp}=\left\{P, P^{\prime}\right\}$, and for $q$ even, $\left\{P, P^{\prime}\right\}^{\perp \perp}$ is the intersection of $\mathcal{Q}$ and the plane $P P^{\prime} N$, where $N$ is the nucleus of the quadric $\mathcal{Q}$. In the even case $\left\{P, P^{\prime}\right\}^{\perp \perp}$ is a conic, and each hyperbolic line contains $q+1$ points.
(c) Let $P \nsim P^{\prime}$ in $\mathcal{Q}(5, q)$, and let $\zeta$ be the polarity defined by $\mathcal{Q}$. If $\pi$ is the polar solid of the line $P P^{\prime}$ of $\mathrm{PG}(5, q)$, then $\left\{P, P^{\prime}\right\}^{\perp}$ is the elliptic quadric $\pi \cap \mathcal{Q}$ of $\pi$, and $\left\{P, P^{\prime}\right\}^{\perp \perp}=\left\{P, P^{\prime}\right\}$.
(d) Let $P \nsim P^{\prime}$ in $\mathcal{U}\left(3, q^{2}\right)$, and let $\zeta$ be the unitary polarity defined by $\mathcal{U}$. If $l$ is the polar line of the line $P P^{\prime}$ of $\operatorname{PG}\left(3, q^{2}\right)$, then $\left\{P, P^{\prime}\right\}^{\perp}=\mathcal{U} \cap l$ and the double perp $\left\{P, P^{\prime}\right\}^{\perp \perp}=P P^{\prime} \cap \mathcal{U}$. Hence each hyperbolic line has $q+1$ points.
(e) Let $P \nsim P^{\prime}$ in $\mathcal{U}\left(4, q^{2}\right)$, and let $\zeta$ be the unitary polarity defined by $\mathcal{U}$. If $\pi$ is the polar plane of the line $P P^{\prime}$ of $\mathrm{PG}\left(4, q^{2}\right)$, then $\left\{P, P^{\prime}\right\}^{\perp}$ is the non-singular Hermitian curve $\pi \cap \mathcal{U}$, and $\left\{P, P^{\prime}\right\}^{\perp \perp}=P P^{\prime} \cap \mathcal{U}$. Hence each hyperbolic line has $q+1$ points.
(f) Consider again $\mathcal{W}(q)$ and its defining polarity $\zeta$. If $\mathcal{T}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ is a triad of $\mathcal{W}(q)$ for which $P, P^{\prime}, P^{\prime \prime}$ are collinear in $\operatorname{PG}(3, q)$, then $\mathcal{T}^{\perp}=\left\{P, P^{\prime}\right\}^{\perp}$ and so $\left|\mathcal{T}^{\perp}\right|=q+1$. If $\mathcal{T}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ is a triad for which $P, P^{\prime}, P^{\prime \prime}$ are not collinear, then the pole of the plane $P P^{\prime} P^{\prime \prime}$ is the unique centre of $\mathcal{T}$.
(g) Finally consider again $\mathcal{Q}(5, q)$ and the corresponding polarity $\zeta$. For the triad $\mathcal{T}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ of $\mathcal{Q}(5, q)$, the perp $\mathcal{T}^{\perp}$ is the conic $\mathcal{Q} \cap \pi$, where $\pi$ is the polar plane of the plane $P P^{\prime} P^{\prime \prime}$. Hence, in this case, any triad has $q+1$ centres.

Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$, and put $|\mathcal{P}|=v$ and $|\mathcal{B}|=b$.

Theorem 5.12. (i) $v=(s+1)(s t+1)$; (ii) $b=(t+1)(s t+1)$.
Proof. Let $l$ be a fixed line of $\mathcal{S}$ and count in different ways the number of ordered pairs $(P, m) \in \mathcal{P} \times \mathcal{B}$ with $P \mathbb{} l, P$ I $m$, and $l \sim m$. Then $v-s-1=(s+1) t s$, whence $v=(s+1)(s t+1)$. Dually, $b=(t+1)(s t+1)$.

Theorem 5.13. The integer $s+t$ divides $s t(s+1)(t+1)$.
Proof. If $\mathcal{E}=\left\{\left\{P, P^{\prime}\right\} \mid P, P^{\prime} \in \mathcal{P}\right.$ and $\left.P \sim P^{\prime}\right\}$, then it is evident that $(\mathcal{P}, \mathcal{E})$ is a strongly regular graph with parameters

$$
v=(s+1)(s t+1), k=n_{1}=s t+s, \lambda=p_{11}^{1}=s-1, \mu=p_{11}^{2}=t+1
$$

The graph $(\mathcal{P}, \mathcal{E})$ is called the point graph of the generalised quadrangle. Let the point set $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{v}\right\}$ and let $A=\left[a_{i j}\right]$ be the $v \times v$ matrix over $\mathbf{R}$ for which $a_{i j}=0$ if $i=j$ or $P_{i} \nsucc P_{j}$, and $a_{i j}=1$ if $i \neq j$ and $P_{i} \sim P_{j}$; that is, $A$ is an adjacency matrix of the $\operatorname{graph}(\mathcal{P}, \mathcal{E})$.

If $A^{2}=\left[c_{i j}\right]$, then (a) $c_{i i}=(t+1) s ;$ (b) $i \neq j$ and $P_{i} \nsim P_{j}$ imply $c_{i j}=t+1$; (c) $i \neq j$ and $P_{i} \sim P_{j}$ imply $c_{i j}=s-1$. Consequently,

$$
A^{2}-(s-t-2) A-(t+1)(s-1) I=(t+1) J
$$

here $I$ is the $v \times v$ identity matrix and $J$ is the $v \times v$ matrix with each entry equal to one. Evidently, $(t+1) s$ is an eigenvalue of $A$, and $J$ has eigenvalues $0, v$ with respective multiplicities $v-1,1$. Since

$$
\begin{aligned}
((t+1) s)^{2}-(s-t-2)(t+1) s-(t+1)(s-1) & \\
& =(t+1)(s t+1)(s+1)=(t+1) v
\end{aligned}
$$

the eigenvalue $(t+1) s$ of $A$ corresponds to the eigenvalue $v$ of $J$, and so $(t+1) s$ has multiplicity 1 . The other eigenvalues of $A$ are roots of the equation

$$
x^{2}-(s-t-2) x-(t+1)(s-1)=0 .
$$

Denote the multiplicities of these eigenvalues $\theta_{1}, \theta_{2}$ by $m_{1}, m_{2}$. Then

$$
\begin{aligned}
& \theta_{1}=-t-1, \theta_{2}=s-1, v=1+m_{1}+m_{2} \\
& s(t+1)-m_{1}(t+1)+m_{2}(s-1)=\operatorname{tr}(A)=0 .
\end{aligned}
$$

Hence

$$
m_{1}=(s t+1) s^{2} /(s+t), \quad m_{2}=s t(s+1)(t+1) /(s+t)
$$

Since $m_{1}, m_{2}$ are positive integers, $s+t$ divides both $(s t+1) s^{2}$ and $s t(s+1)(t+1)$. Note that $s+t$ divides $(s t+1) s^{2}$ if and only if it divides $s t(s+1)(t+1)$.

Theorem 5.14 (Higman's inequality). If $s>1$ and $t>1$, then $t \leq s^{2}$, and dually $s \leq t^{2}$.

Proof. Let $P, P^{\prime}$ be two non-collinear points of $\mathcal{S}$. Put

$$
\mathcal{V}=\left\{T \in \mathcal{P} \mid P \nsim T \text { and } P^{\prime} \nsim T\right\} ;
$$

so $|\mathcal{V}|=d=(s+1)(s t+1)-2-2(t+1) s+(t+1)$. Denote the elements of $\mathcal{V}$ by $T_{1}, T_{2}, \ldots, T_{d}$ and let

$$
t_{i}=\left|\left\{Z \in\left\{P, P^{\prime}\right\}^{\perp} \mid Z \sim T_{i}\right\}\right| .
$$

Count in different ways the number of ordered pairs $\left(T_{i}, Z\right) \in \mathcal{V} \times\left\{P, P^{\prime}\right\}^{\perp}$ with $Z \sim T_{i}$ to obtain

$$
\begin{equation*}
\sum_{i} t_{i}=(t+1)(t-1) s \tag{5.1}
\end{equation*}
$$

Next count the number of ordered triples $\left(T_{i}, Z, Z^{\prime}\right) \in \mathcal{V} \times\left\{P, P^{\prime}\right\}^{\perp} \times\left\{P, P^{\prime}\right\}^{\perp}$, with $Z \neq Z^{\prime}, Z \sim T_{i}, Z^{\prime} \sim T_{i}$, to obtain

$$
\begin{equation*}
\sum_{i} t_{i}\left(t_{i}-1\right)=(t+1) t(t-1) \tag{5.2}
\end{equation*}
$$

From (5.1) and (5.2), it follows that

$$
\sum_{i} t_{i}^{2}=(t+1)(t-1)(s+t)
$$

With $d \bar{t}=\sum_{i} t_{i}$, the inequality $0 \leq \sum_{i}\left(\bar{t}-t_{i}\right)^{2}$ simplifies to

$$
d \sum_{i} t_{i}^{2}-\left(\sum_{i} t_{i}\right)^{2} \geq 0
$$

which implies

$$
d(t+1)(t-1)(s+t) \geq(t+1)^{2}(t-1)^{2} s^{2}
$$

or

$$
t(s-1)\left(s^{2}-t\right) \geq 0
$$

completing the proof.
There is an immediate corollary of the proof.
Corollary 5.15. When $s>1$ and $t>1$, the following are equivalent:
(i) $s^{2}=t$;
(ii) $d \sum t_{i}^{2}-\left(\sum t_{i}\right)^{2}=0$ for any pair $\left\{P, P^{\prime}\right\}$ of non-collinear points;
(iii) $t_{i}=\bar{t}$ for $i=1,2, \ldots, d$ and any pair $\left\{P, P^{\prime}\right\}$ of non-collinear points;
(iv) each triad of points has a constant number of centres, in which case this number is $s+1$.

Theorem 5.16. If $s \neq 1, t \neq 1, s \neq t^{2}$, and $t \neq s^{2}$, then $t \leq s^{2}-s$ and dually $s \leq t^{2}-t$.

Proof. Suppose $s \neq 1$ and $t \neq s^{2}$. By Theorem 5.14, $t=s^{2}-x$ with $x>0$, and, by Theorem 5.13, the integer $s+s^{2}-x$ divides $s\left(s^{2}-x\right)(s+1)\left(s^{2}-x+1\right)$. Hence, modulo $s+s^{2}-x$,

$$
0 \equiv x(-s)(-s+1) \equiv x(x-2 s)
$$

If $x<2 s$, then $s+s^{2}-x \leq x(2 s-x)$ forces $x \in\{s, s+1\}$. Consequently, $x=s, x=s+1$, or $x \geq 2 s$; so $t \leq s^{2}-s$.

The only classical generalised quadrangle which has $t=s^{2}$ is $\mathcal{Q}(5, q)$; the only classical example with $s=t^{2}$ is $\mathcal{U}\left(3, q^{2}\right)$. In Example $5.11(\mathrm{~g})$, it was shown that any triad of $\mathcal{Q}(5, q)$ has $q+1$ centres.

In the next two theorems, isomorphisms and anti-isomorphisms between the classical generalised quadrangles are described.

Theorem 5.17. (i) $\mathcal{Q}(4, q)$ is isomorphic to the dual of $\mathcal{W}(q)$;
(ii) $\mathcal{Q}(4, q)$ and $\mathcal{W}(q)$ are self-dual if and only if $q$ is even.

Proof. Let $\mathcal{H}_{5}=\mathcal{G}_{1,3}$ be the Klein quadric, that is, the Grassmannian of the lines of $\operatorname{PG}(3, q)$. The image of $\mathcal{W}(q)$ on $\mathcal{H}_{5}$ is the intersection of $\mathcal{H}_{5}$ with a non-tangent hyperplane $\mathrm{PG}(4, q)$ of $\mathrm{PG}(5, q)$; see Section 15.4 of FPSOTD. The non-singular quadric $\mathcal{H}_{5} \cap \operatorname{PG}(4, q)$ of $\operatorname{PG}(4, q)$ is denoted by $\mathcal{Q}$. The lines of $\mathcal{W}(q)$ which are incident with a given point form a flat pencil of lines; hence their images on $\mathcal{H}_{5}$ form a line of $\mathcal{Q}$. Now it follows that $\mathcal{W}(q)$ is anti-isomorphic to $\mathcal{Q}(4, q)$.

In Theorem 16.4.13 of FPSOTD, it was shown that $\mathcal{W}(q)$ is self-dual if and only if $q$ is even. By the first part of the proof, also $\mathcal{Q}(4, q)$ is self-dual if and only if $q$ is even.

In Section 16.4 of FPSOTD, it was shown that $\mathcal{W}(q)$ admits a polarity if and only if $q=2^{2 h+1}$ with $h \geq 0$.

An algebraic proof of the existence of an anti-isomorphism between $\mathcal{Q}(5, q)$ and $\mathcal{U}\left(3, q^{2}\right)$ can be found in Section 19.2 of FPSOTD. Here it is shown in a purely geometrical way that $\mathcal{Q}(5, q)$ and $\mathcal{U}\left(3, q^{2}\right)$ are anti-isomorphic.

Theorem 5.18. The generalised quadrangle $\mathcal{Q}(5, q)$ is isomorphic to the dual of $\mathcal{U}\left(3, q^{2}\right)$.

Proof. Let $\mathcal{Q}$ be an elliptic quadric in $\operatorname{PG}(5, q)$. Extend $\operatorname{PG}(5, q)$ to $\operatorname{PG}\left(5, q^{2}\right)$. Then the extension of $\mathcal{Q}$ is a hyperbolic quadric $\mathcal{H}_{5}$ in $\operatorname{PG}\left(5, q^{2}\right)$. Hence $\mathcal{H}_{5}$ is the Klein quadric of the lines of $\operatorname{PG}\left(3, q^{2}\right)$. So to $\mathcal{Q}$ in $\mathcal{H}_{5}$ there corresponds a set $\mathcal{V}$ of lines in $\mathrm{PG}\left(3, q^{2}\right)$. To a given line $l$ of the generalised quadrangle $\mathcal{Q}(5, q)$ there correspond $q+1$ lines of $\operatorname{PG}\left(3, q^{2}\right)$ that all lie in a plane and pass through a point $P$.

Let $\mathcal{U}$ be the set of points on the lines of $\mathcal{V}$. Then, to each point of $\mathcal{Q}(5, q)$, there corresponds a line of $\mathcal{V}$, and to each line $l$ of $\mathcal{Q}(5, q)$ there corresponds a point $P$ of
$\mathcal{U}$. To distinct lines $l, l^{\prime}$ of $\mathcal{Q}(5, q)$ correspond distinct points $P, P^{\prime}$ of $\mathcal{U}$, as a plane of $\mathcal{H}_{5}$ contains at most one line of $\mathcal{Q}$. Since a point $T$ of $\mathcal{Q}(5, q)$ is on $q^{2}+1$ lines of $\mathcal{Q}(5, q)$, these $q^{2}+1$ lines are mapped onto the $q^{2}+1$ points of the image of $T$. Hence an anti-isomorphism is obtained from $\mathcal{Q}(5, q)$ onto the structure $(\mathcal{U}, \mathcal{V}, \mathrm{I})$, where I is the natural incidence relation. So $(\mathcal{U}, \mathcal{V}, \mathrm{I})$ is a generalised quadrangle of order $\left(q^{2}, q\right)$ embedded in $\operatorname{PG}\left(3, q^{2}\right)$. But now, by a result of Buekenhout and Lefèvre, which is part of Theorem 5.51 , the generalised quadrangle $(\mathcal{U}, \mathcal{V}, \mathrm{I})$ must be $\mathcal{U}\left(3, q^{2}\right)$.

### 5.3 Embedded Shult spaces

Definition 5.19. (1) A projective Shult space $\mathcal{S}$ is a Shult space for which the point set $\mathcal{P}$ is a subset of the point set of some projective space $\mathrm{PG}(d, K)$, and for which the line set $\mathcal{B}$ is a non-empty set of lines of $\operatorname{PG}(d, K)$.
(2) In this case, the Shult space $\mathcal{S}$ is (fully) embedded in $\operatorname{PG}(d, K)$.
(3) If $\operatorname{PG}\left(d^{\prime}, K\right)$ is the subspace of $\operatorname{PG}(d, K)$ generated by all points of $\mathcal{P}$, then $\operatorname{PG}\left(d^{\prime}, K\right)$ is the ambient space of $\mathcal{S}$.

Examples (a), (b), (c) of Section 5.1 are projective Shult spaces. The aim is to show that these are the only non-degenerate Shult spaces embedded in a Galois space; a direct proof is given, without relying on Theorems 5.4 and 5.6.

Theorem 5.20. A non-degenerate Shult space $\mathcal{S}$ of rank 2 embedded in $\operatorname{PG}(d, q)$ is a generalised quadrangle.

Proof. Let $\mathcal{P}$ be the point set of $\mathcal{S}$, and let $\mathcal{B}$ be the line set of $\mathcal{S}$. On each line of $\mathcal{B}$ there are exactly $q+1$ points. Let $P \in \mathcal{P}, l \in \mathcal{B}$, and $P \notin l$. By the definition of Shult space, $\mathcal{B}$ contains one or $q+1$ lines through $P$ which are concurrent with $l$. If $\mathcal{B}$ contains $q+1$ lines through $P$ and concurrent with $l$, then the plane $P l$ is a subspace of $\mathcal{S}$. This yields a contradiction since $\mathcal{S}$ has rank 2 . So there is exactly one line of $\mathcal{S}$ through $P$ which is concurrent with $l$.

Let $P, P^{\prime}$ be distinct points of $\mathcal{P}$ for which $P P^{\prime}$ is not a line of $\mathcal{B}$. If $l$ is any line of $\mathcal{B}$ through $P$, then there is exactly one line $l^{\prime}$ of $\mathcal{B}$ through $P^{\prime}$ which is concurrent with $l$. It follows that the number of lines of $\mathcal{B}$ through $P$ is equal to the number of lines of $\mathcal{B}$ through $P^{\prime}$.

Now it is shown that any point $P$ of $\mathcal{P}$ is contained in at least two lines of $\mathcal{B}$. Since $\mathcal{S}$ is non-degenerate, there is a line $l$ in $\mathcal{B}$ which does not contain $P$. Let $l^{\prime}$ be the line of $\mathcal{B}$ through $P$ which is concurrent with $l$. The common point of $l$ and $l^{\prime}$ is denoted by $P^{\prime}$. Since $\mathcal{S}$ is non-degenerate, there is a point $P^{\prime \prime} \neq P^{\prime}$ in $\mathcal{P}$ such that $P^{\prime} P^{\prime \prime}$ is not a line of $\mathcal{B}$. The line of $\mathcal{B}$ which contains $P^{\prime \prime}$ and is concurrent with $l$ is denoted by $l^{\prime \prime}$. Then $P \notin l^{\prime \prime}$ and $l^{\prime} \cap l^{\prime \prime}=\emptyset$. So the line of $\mathcal{B}$ which contains $P$ and is concurrent with $l^{\prime \prime}$ is distinct from $l^{\prime}$. Consequently, $P$ is contained in at least two distinct lines of $\mathcal{B}$.

Now consider distinct points $T, T^{\prime}$ of $\mathcal{P}$, where $T T^{\prime}$ is in $\mathcal{B}$. Let $m$ be a line of $\mathcal{B}$ through $T$ which is distinct from $T T^{\prime}$, and let $m^{\prime}$ be a line of $\mathcal{B}$ through $T^{\prime}$ which is distinct from $T T^{\prime}$; then $m \cap m^{\prime}=\emptyset$. Let $M \in m \backslash\{T\}, M^{\prime} \in m^{\prime} \backslash\left\{T^{\prime}\right\}$, with $M M^{\prime}$ not in $\mathcal{B}$; then $T^{\prime} M \notin \mathcal{B}$ and $T M^{\prime} \notin \mathcal{B}$. By a previous argument, the number of lines of $\mathcal{B}$ through $T$ is equal to the number of lines of $\mathcal{B}$ through $M^{\prime}$, which equals the number of lines of $\mathcal{B}$ through $M$, which in turn equals the number of lines of $\mathcal{B}$ through $T^{\prime}$. Therefore each point of $\mathcal{P}$ is contained in a constant number $t+1$, where $t \geq 1$, of lines of $\mathcal{B}$.

Therefore $\mathcal{S}$ is a generalised quadrangle of order $(q, t)$.
Theorem 5.21. Let $\mathcal{S}$ be a non-degenerate projective Shult space of rank 2 with ambient space $\operatorname{PG}(d, q)$. If some point of $\mathcal{S}$ is contained in exactly two lines of $\mathcal{S}$, then $d=3$ and $\mathcal{S}$ is the generalised quadrangle $\mathcal{Q}(3, q)$.

Proof. By Theorem 5.20, $\mathcal{S}$ is a generalised quadrangle of order $(q, 1)$. Since $\mathcal{S}$ is a grid, so $d=3$ and $\mathcal{S}=\mathcal{Q}(3, q)$.

Let $\mathcal{S}$ be a Shult space embedded in $\operatorname{PG}(d, q)$. Let $\mathcal{P}$ be the point set of $\mathcal{S}$ and let $\mathcal{B}$ be the line set of $\mathcal{S}$. If $P, P^{\prime} \in \mathcal{P}$ and if there is at least one line of $\mathcal{B}$ through $P$ and $P^{\prime}$, then $P$ and $P^{\prime}$ are adjacent; write $P \sim P^{\prime}$. So there should be no confusion between collinearity in $\operatorname{PG}(d, q)$ and adjacency in $\mathcal{S}$.

For the subspace of $\operatorname{PG}(d, q)$ generated by the point sets or points $\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{k}$, the notation $\left\langle\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{k}\right\rangle$ is used. If $\pi$ is a subspace of $\operatorname{PG}(d, q)$, then $\pi \cap \mathcal{S}$ (or $\mathcal{S} \cap \pi$ ) denotes the structure with point set $\pi \cap \mathcal{P}$ and line set the set of all lines of $\mathcal{S}$ contained in $\pi$. If $\operatorname{PG}(d, q)$ is the ambient space of $\mathcal{S}$, then $\langle\pi \cap \mathcal{P}\rangle$ does not necessarily coincide with $\pi$.

Assume, from now on, that $\mathcal{S}$ is a projective Shult space with point set $\mathcal{P}$, line set $\mathcal{B}$, and ambient space $\operatorname{PG}(d, q)$.

Theorem 5.22. (i) The radical $\mathcal{R}$ of a degenerate Shult space $\mathcal{S}$ is a subspace of $\mathrm{PG}(d, q)$.
(ii) Let $\mathcal{R}$ have dimension $r \neq-1$, and let $\mathrm{PG}(d-r-1, q)=\pi$ be a subspace of $\mathrm{PG}(d, q)$ which is skew to $\mathcal{R}$. If $\mathcal{R} \neq \mathrm{PG}(d, q)$, then
(a) $\pi \cap \mathcal{S}$ is a non-degenerate Shult space;
(b) $\mathcal{P}$ is the union of all lines joining every point of $\mathcal{R}$ to every point of $\pi \cap \mathcal{S}$;
(c) two points of $\mathcal{P} \backslash \mathcal{R}$ are adjacent if and only if their projections from $\mathcal{R}$ onto $\pi$ are adjacent.

Proof. In Section 5.1, it was already mentioned that $\mathcal{R}$ is a subspace of the Shult space $\mathcal{S}$. Hence $\mathcal{R}$ has the property that the line joining any two distinct points of $\mathcal{R}$ is completely contained in $\mathcal{R}$. Hence $\mathcal{R}$ is a subspace of $\operatorname{PG}(d, q)$. Let $\mathcal{R}$ have dimension $r$, with $r<d$, and let $\mathrm{PG}(d-r-1, q)=\pi$ be a subspace of $\operatorname{PG}(d, q)$ which is skew to $\mathcal{R}$. Also, in Section 5.1 the equivalence relation $\rho$ on $\mathcal{P}$ was introduced: $P \rho P^{\prime}$ if and only if the set of all points collinear with $P$ coincides with the set of all points collinear with $P^{\prime}$. Let $\rho(P)$ denote the equivalence class containing
the point $P$. If $P \in \mathcal{P} \backslash \mathcal{R}$, then it was shown in Section 5.1 that $\mathcal{R} \cup \rho(P)$ is a subspace of $\mathcal{S}$ and hence a subspace of $\mathrm{PG}(d, q)$. Now it is shown that $\mathcal{R} \cup \rho(P)$ is the projective $(r+1)$-space $\mathcal{R} P$.

Let $P^{\prime} \in \mathcal{R} P$, with $P^{\prime} \notin \mathcal{R} \cup\{P\}$, and let $P^{\prime \prime}=P P^{\prime} \cap \mathcal{R}$. If $T \sim P$, then, since $T \sim P^{\prime \prime}$, also $T \sim P^{\prime}$. Analogously, $T \sim P^{\prime}$ implies $T \sim P$; hence $P^{\prime} \in \rho(P)$, and so $\mathcal{R} P \subset \mathcal{R} \cup \rho(P)$. Next, let $P_{1} \in \rho(P) \backslash\{P\}$ and suppose that $P P_{1} \cap \mathcal{R}=\emptyset$; then $P P^{\prime} \subset \rho(P)$. Since $P \notin \mathcal{R}$ there is a point $T$ not adjacent to $P$. On $P P^{\prime}$ there is at least one point $T^{\prime}$ adjacent to $T$. Since $T^{\prime} \in \rho(P)$, so $T \sim P$, a contradiction. Hence $P P_{1} \cap \mathcal{R} \neq \emptyset$, and so $P_{1} \in \mathcal{R} P$. Consequently, $\mathcal{R} \cup \rho(P) \subset \mathcal{R} P$. It follows that $\mathcal{R} \cup \rho(P)=\mathcal{R} P$.

The set $\mathcal{P}$ is the union of all lines joining every point of $\mathcal{R}$ to every point of $\pi \cap \mathcal{S}$. Let $\rho(P) \neq \rho\left(P^{\prime}\right)$, with $P, P^{\prime} \notin \mathcal{R}$, let $T \in \rho(P), T^{\prime} \in \rho\left(P^{\prime}\right)$, and let $P \sim P^{\prime}$. Since $T \in \rho(P)$ so $T \sim P^{\prime}$ and, similarly, since $T^{\prime} \in \rho\left(P^{\prime}\right)$ so $T \sim T^{\prime}$. It now follows that two points of $\mathcal{P} \backslash \mathcal{R}$ are adjacent if and only if their projections from $\mathcal{R}$ onto $\pi$ are adjacent. Finally, by Theorem 5.9, $\pi \cap \mathcal{S}$ is a non-degenerate Shult space.

The non-degenerate Shult space $\pi \cap \mathcal{S}$ is a basis of $\mathcal{S}$.
Lemma 5.23. Let $\mathcal{S}$ be a non-degenerate Shult space in $\operatorname{PG}(d, q)$ and let $P, P^{\prime}$ be adjacent points of $\mathcal{S}$. Then
(i) there is a point $T$ in $\mathcal{S}$ such that $T \nsim P$ and $T \nsim P^{\prime}$;
(ii) each point of $\mathcal{S}$ is contained in a constant number $t+1$ of lines of $\mathcal{B}$, where $t \geq 1$.

Proof. Suppose (i) is false. As $\mathcal{S}$ is non-degenerate, there is a point $P_{1}$ with $P_{1} \not \nsim P^{\prime}$; so $P_{1} \sim P$. There is also a point $P_{2}$ for which $P_{2} \nsim P$ and $P_{2} \sim P^{\prime}$. Let $l$ be a line through $P_{1}$ intersecting $P^{\prime} P_{2}$ in $P_{2}^{\prime}$. Then $P_{2}^{\prime} \neq P^{\prime}$ and $P \nsim P_{2}^{\prime}$. If $T$ is a point on $l$ other than $P_{1}$ and $P_{2}^{\prime}$, then $T \nsim P$ and $T \nsim P^{\prime}$.

Let $M, M^{\prime} \in \mathcal{P}$, with $M \nsim M^{\prime}$. If $m$ is any line of $\mathcal{B}$ through $M$, then there is a unique line of $\mathcal{B}$ through $M^{\prime}$ concurrent with $m$, and conversely. It follows that the number of lines of $\mathcal{B}$ through $M$ is equal to the number of lines of $\mathcal{B}$ through $M^{\prime}$. Next, let $M, M^{\prime} \in \mathcal{P}$, with $M \neq M^{\prime}$ and $M \sim M^{\prime}$. There is a point $T$ in $\mathcal{S}$ such that $T \nsim M$ and $T \nsim M^{\prime}$. The number of lines of $\mathcal{B}$ through $T$ is equal to the number of lines of $\mathcal{B}$ through $M$ and to the number of lines of $\mathcal{B}$ through $M^{\prime}$. Again the number of lines of $\mathcal{B}$ through $M$ is equal to the number of lines of $\mathcal{B}$ through $M^{\prime}$. Hence the number of lines of $\mathcal{B}$ through the point $M \in \mathcal{P}$ is a constant $t+1$. Let $m \in \mathcal{B}$ with $M \notin m$. On $m$ there is a point $M^{\prime}$ which is collinear with $M$; so $M^{\prime}$ is contained in at least two lines of $\mathcal{B}$. Therefore $t \geq 1$.

Lemma 5.24. If $\pi$ is a subspace of $\mathrm{PG}(d, q)$ for which $\pi \cap \mathcal{P}$ is non-empty, then $\pi \cap \mathcal{S}$ is a Shult space. If $\mathcal{S}$ is non-degenerate and $\pi$ is a hyperplane, then $\pi \cap \mathcal{P}$ generates $\pi$.

Proof. Let $\pi$ be a subspace of $\operatorname{PG}(d, q)$. If $\pi \cap \mathcal{P}$ is non-empty, then it is immediate that $\pi \cap \mathcal{S}$ is a Shult space. Now let $\mathcal{S}$ be non-degenerate and let $\pi$ be a hyperplane.

Since $\operatorname{PG}(d, q)$ is the ambient space of $\mathcal{S}$, there is a point $P$ in $\mathcal{P} \backslash(\pi \cap \mathcal{P})$. It suffices to show that an arbitrary line $l$ of $\mathcal{B}$ is in $\langle\pi \cap \mathcal{P}, P\rangle$.

Suppose that $l$ meets $\pi$ in some point $P^{\prime}$. If $P \in l$, the result follows. So suppose $P \notin l$. If $P \sim P^{\prime \prime}$ with $P^{\prime \prime} \in l \backslash\left\{P^{\prime}\right\}$, there is a line $l^{\prime}$ of $\mathcal{B}$ through $P$ and $P^{\prime \prime}$ which is in $\langle\pi \cap \mathcal{P}, P\rangle$. Hence $P^{\prime \prime} \in\langle\pi \cap \mathcal{P}, P\rangle$, and consequently $l$ is in $\langle\pi \cap \mathcal{P}, P\rangle$.

Finally, suppose $P \notin l$ and suppose that $P^{\prime}$ is the only point of $l$ which is adjacent to $P$. Let $R$ be a point not adjacent to $P^{\prime}$. The line $P P^{\prime}$ contains a point $R^{\prime}$ for which $R^{\prime} \sim R$. As $R^{\prime} \in\langle\pi \cap \mathcal{P}, P\rangle$, so $R R^{\prime} \subset\langle\pi \cap \mathcal{P}, P\rangle$. Let $T \in R R^{\prime} \backslash\left\{R^{\prime}\right\}$ with $T \notin \pi$. Then $T \in\langle\pi \cap \mathcal{P}, P\rangle$. Let $T^{\prime} \in l$ with $T \sim T^{\prime}$. Then $T^{\prime} \neq P^{\prime}$, since otherwise $R \sim P^{\prime}$. The line $T T^{\prime}$ is contained in $\langle\pi \cap \mathcal{P}, P\rangle$; hence $T^{\prime} \in\langle\pi \cap \mathcal{P}, P\rangle$. Therefore $P^{\prime} T^{\prime}=l$ is contained in $\langle\pi \cap \mathcal{P}, P\rangle$.

Definition 5.25. (1) For $P$ in $\mathcal{P}$, put $P^{\perp}=\left\{P^{\prime} \in \mathcal{P} \mid P^{\prime} \sim P\right\}$. Then $P^{\perp}$ is the union of all lines of $\mathcal{B}$ through $P$.
(2) A tangent to $\mathcal{S}$ at $P \in \mathcal{P}$ is any line $l$ through $P$ such that either $l \in \mathcal{B}$ or $l \cap \mathcal{P}=\{P\}$.
(3) The union of all tangents to $\mathcal{S}$ at $P$ is the tangent set of $\mathcal{S}$ at $P$ and is denoted by $\mathcal{S}(P)$. The relation between $\mathcal{S}(P)$ and $P^{\perp}$ is that $P^{\perp}=\mathcal{P} \cap \mathcal{S}(P)$.
(4) A line $l$ of $\operatorname{PG}(d, q)$ is a secant of $\mathcal{S}$ if $l$ intersects $\mathcal{P}$ in at least two points but is not a member of $\mathcal{B}$.

Lemma 5.26. For each $P \in \mathcal{P}$, the set $\left\langle P^{\perp}\right\rangle \subset \mathcal{S}(P)$.
Proof. It must be shown that, for each line $l$ through $P$ in $\left\langle P^{\perp}\right\rangle$, either $l \in \mathcal{B}$ or $l$ intersects $\mathcal{P}$ exactly in $P$. So suppose that $P \in l \notin \mathcal{B}, l \subset\left\langle P^{\perp}\right\rangle$. First, let $l_{1}$ be a line of $\mathcal{B}$ through $P$ and let $l_{2}$ be a second tangent to $\mathcal{S}$ at $P$ for which the plane $\pi=\left\langle l_{1}, l_{2}\right\rangle$ contains $l$. If $l$ were not a tangent at $P$ it would contain some point $P^{\prime}$, where $P \neq P^{\prime} \in \mathcal{P}$. There would be a unique line $m \in \mathcal{B}$ through $P^{\prime}$ and intersecting $l_{1}$ in $P_{1}$, with $P_{1} \neq P$. As $m$ is contained in $\pi$, so $m$ meets $l_{2}$ in a point $P_{2}$, with $P_{2} \neq P$. Then $P, P_{2} \in l_{2}$ implies $l_{2} \in \mathcal{B}$, since $l_{2}$ is a tangent to $\mathcal{S}$ containing at least two points of $\mathcal{S}$. But then $l_{1}$ and $l_{2}$ are two lines of $\mathcal{S}$ through $P$ intersecting $m$, contradicting $P \nsim P^{\prime}$ and the assumption that $\mathcal{S}$ is a Shult space. Hence $l$ must be a tangent.

Now, suppose there is an integer $k$ such that $\left\langle P^{\perp}\right\rangle$ is generated by $k$ lines $l_{1}, l_{2}, \ldots, l_{k}$ of $\mathcal{S}$ through $P$. Let $\pi^{(i)}=\left\langle l_{1} \cup l_{2} \cup \cdots \cup l_{i}\right\rangle, i=2,3, \ldots, k$. From the first case, $\pi^{(2)} \in \mathcal{S}(P)$. Now use induction on $i$. Assume $\pi^{(i)} \subset \mathcal{S}(P)$, and let $l$ be some line of $\pi^{(i+1)}$ through $P$. Take $l \neq l_{i+1}$ and $l \not \subset \pi^{(i)}$. Then the plane $\pi=\left\langle l, l_{i+1}\right\rangle$ intersects $\pi^{(i)}$ in a line $l^{\prime}$. By the induction hypothesis, $l^{\prime}$ is tangent to $\mathcal{S}$ at $P$, so that $\pi=\left\langle l^{\prime}, l_{i+1}\right\rangle$ satisfies the hypothesis of the first case. Hence $l$ is a tangent to $\mathcal{S}$ at $P$, and it follows that $\pi^{(i+1)} \subset \mathcal{S}(P)$.

Lemma 5.27. For any point $P$ in $\mathcal{P}$, the set $\left\langle P^{\perp}\right\rangle \neq \operatorname{PG}(d, q)$.
Proof. If $\left\langle P^{\perp}\right\rangle=\mathrm{PG}(d, q)$, then, by Lemma 5.26, $\mathcal{S}(P)=\mathrm{PG}(d, q)$. But then $P$ is adjacent to all points of $\mathcal{S}$, and so $\mathcal{S}$ is degenerate, a contradiction.

Lemma 5.28. The dimension of $\left\langle P^{\perp}\right\rangle$ is independent of $P$ in $\mathcal{P}$.

Proof. If $P \nsim P^{\prime}$, with $P, P^{\prime} \in \mathcal{P}$, then it must be shown that $\left\langle P^{\perp}\right\rangle \cap\left\langle P^{\prime \perp}\right\rangle$ is a hyperplane in $\left\langle P^{\perp}\right\rangle$. As $\left\langle P^{\perp} \cap P^{\prime \perp}\right\rangle \subset\left\langle P^{\perp}\right\rangle \cap\left\langle P^{\prime \perp}\right\rangle$ and, since $\mathcal{S}$ is a Shult space, so $P$ and $P^{\perp} \cap P^{\prime \perp}$ generate $\left\langle P^{\perp}\right\rangle$. Hence $\left\langle P^{\perp}\right\rangle \cap\left\langle P^{\prime \perp}\right\rangle$ is a hyperplane of $\left\langle P^{\perp}\right\rangle$, or $\left\langle P^{\perp}\right\rangle \cap\left\langle P^{\prime \perp}\right\rangle=\left\langle P^{\perp}\right\rangle$. If $\left\langle P^{\perp}\right\rangle=\left\langle P^{\perp}\right\rangle \cap\left\langle P^{\prime \perp}\right\rangle$, then $\left\langle P^{\prime \perp}\right\rangle \subset\left\langle P^{\perp}\right\rangle \subset \mathcal{S}(P)$, contradicting that $P \nsim P^{\prime}$. Consequently, $\left\langle P^{\perp}\right\rangle \cap\left\langle P^{\prime \perp}\right\rangle$ is a hyperplane of $\left\langle P^{\perp}\right\rangle$. Analogously, $\left\langle P^{\perp}\right\rangle \cap\left\langle P^{\prime \perp}\right\rangle$ is a hyperplane of $\left\langle P^{\prime \perp}\right\rangle$. It follows that $\left\langle P^{\perp}\right\rangle$ and $\left\langle P^{\prime \perp}\right\rangle$ have the same dimension.

Next, let $P \sim P^{\prime}$ with $P, P^{\prime}$ distinct points of $\mathcal{P}$. By Lemma 5.23, there is a point $T$ in $\mathcal{S}$ such that $T \nsim P$ and $T \nsim P^{\prime}$. Now, from above, $\operatorname{dim}\left\langle T^{\perp}\right\rangle=\operatorname{dim}\left\langle P^{\perp}\right\rangle$ and $\operatorname{dim}\left\langle T^{\perp}\right\rangle=\operatorname{dim}\left\langle P^{\prime \perp}\right\rangle$. Hence $\operatorname{dim}\left\langle P^{\perp}\right\rangle=\operatorname{dim}\left\langle P^{\prime \perp}\right\rangle$.

Lemma 5.29. The point $P$ in $\mathcal{P}$ is the unique point of $\mathcal{S}$ adjacent to all points of $P^{\perp}$.
Proof. Let $P^{\prime} \in \mathcal{P} \backslash\{P\}$ be adjacent to all points of $P^{\perp}$; so $P^{\prime} \in P^{\perp}$. Since $\mathcal{S}$ is a Shult space, all points of the line $P P^{\prime}$ are adjacent to all points of $P^{\perp}$. Now take a point $T \in \mathcal{P} \backslash P^{\perp}$. Since $\left\langle P^{\perp}\right\rangle \subset \mathcal{S}(P)$, we have $T \notin\left\langle P^{\perp}\right\rangle$. There is a line $m$ through $T$ intersecting $P P^{\prime}$ in a point $P^{\prime \prime}$, and so $\left\langle P^{\prime \prime \perp}\right\rangle$ contains $\left\langle P^{\perp}\right\rangle$ properly. This contradicts Lemma 5.28.

Lemma 5.30. For each $P$ in $\mathcal{P}$, the subspace $\left\langle P^{\perp}\right\rangle$ is a hyperplane of $\operatorname{PG}(d, q)$.
Proof. Consider a point $P^{\prime}$ in $\mathcal{P} \backslash\left\langle P^{\perp}\right\rangle$. By Lemma 5.24, $\left\langle P^{\perp}, P^{\prime}\right\rangle \cap \mathcal{S}$ is a Shult space $\mathcal{S}^{\prime}$. Assume that $\mathcal{S}^{\prime}$ is degenerate with radical $\mathcal{R}^{\prime}$. If $R \in \mathcal{R}^{\prime}$, then $R$ is adjacent to all points of $P^{\perp}$. By Lemma 5.29, $R=P$. Hence $P^{\prime} \sim P$, a contradiction. Consequently $\mathcal{S}^{\prime}$ is non-degenerate. Now assume that $\left\langle P^{\perp}, P^{\prime}\right\rangle \neq \mathrm{PG}(d, q)$, and let $P^{\prime \prime} \in \operatorname{PG}(d, q) \backslash\left\langle P^{\perp}, P^{\prime}\right\rangle$. Consider a point $T$ in $\mathcal{S}^{\prime}$, with $T \sim P^{\prime \prime}$. If $T$ is contained in $t+1$ lines of $\mathcal{S}$ and $t^{\prime}+1$ lines of $\mathcal{S}^{\prime}$, then $t \geq t^{\prime}+1$. But $P$ is contained in exactly $t+1$ lines of $\mathcal{S}^{\prime}$. Hence $t=t^{\prime}$, contradicting $t>t^{\prime}$. Therefore $\left\langle P^{\perp}, P^{\prime}\right\rangle=\mathrm{PG}(d, q)$, whence $\left\langle P^{\perp}\right\rangle$ is a hyperplane of $\operatorname{PG}(d, q)$.

Lemma 5.31. The hyperplane $\left\langle P^{\perp}\right\rangle$, for $P$ in $\mathcal{P}$, is the tangent set $\mathcal{S}(P)$ of $\mathcal{S}$ at $P$.
Proof. From Lemmas 5.26 and 5.30, $\left\langle P^{\perp}\right\rangle$ is a hyperplane contained in $\mathcal{S}(P)$. If equality did not hold, there would be some tangent $l$ at $P$ not in $\left\langle P^{\perp}\right\rangle$.

Let $l_{1}$ be a line of $\mathcal{S}$ through $P$ and let $\Pi_{2}$ be the plane $\left\langle l, l_{1}\right\rangle$. If there were a point $P^{\prime} \in \Pi_{2} \cap \mathcal{P}$ with $P^{\prime} \notin l_{1}$, there would be a line $m$ of $\mathcal{B}$ through $P^{\prime}$ meeting $l_{1}$ in a point other than $P$. But $m$ would be in $\Pi_{2}$ and hence would meet $l$ in a point of $\mathcal{P}$ other than $P$, an impossibility. Hence each line of $\Pi_{2}$ through $P$ is a tangent of $\mathcal{S}$ at P .

Let $l_{2}$ be a line of $\mathcal{S}$ through $P$, with $l_{2} \neq l_{1}$. If $m$, with $m \neq l_{1}$, is a line of $\Pi_{2}$ through $P$, then, by the previous paragraph, each line of $\left\langle l_{2}, m\right\rangle$ through $P$ is a tangent of $\mathcal{S}$ at $P$. Hence each line of $\Pi_{3}=\left\langle l, l_{1}, l_{2}\right\rangle$ through $P$ is a tangent of $\mathcal{S}$ at $P$.

Let $l_{3}$ be a line of $\mathcal{S}$ through $P$, with $l_{3}$ not in the plane $\left\langle l_{1}, l_{2}\right\rangle$. If $m^{\prime}$, with $m^{\prime}$ not in the plane $\left\langle l_{1}, l_{2}\right\rangle$, is a line of $\Pi_{3}$ through $P$, then, by the previous paragraph, each line of $\left\langle l_{3}, m^{\prime}\right\rangle$ through $P$ is a tangent of $\mathcal{S}$ at $P$. Hence each line of the space $\Pi_{4}=\left\langle l, l_{1}, l_{2}, l_{3}\right\rangle$ through $P$ is a tangent of $\mathcal{S}$ at $P$.

Continuing in this way shows that each line of $\left\langle P^{\perp}, l\right\rangle=\mathrm{PG}(d, q)$ through $P$ is a tangent of $\mathcal{S}$ at $P$. Consequently, $P$ belongs to the radical of $\mathcal{S}$, a contradiction as $\mathcal{S}$ is non-degenerate.

The conclusion is that $\left\langle P^{\perp}\right\rangle=\mathcal{S}(P)$.
The tangent set $\mathcal{S}(P)$ of $\mathcal{S}$ at $P$, for $P$ in $\mathcal{P}$, is also called the tangent hyperplane of $\mathcal{S}$ at $P$.

Lemma 5.32. Let $l$ be a secant of $\mathcal{S}$ containing three distinct points $P, A, A^{\prime}$ of $\mathcal{P}$. Then the perspectivity $\sigma$ of $\operatorname{PG}(d, q)$ with centre $P$ and axis $\mathcal{S}(P)$ mapping $A$ onto $A^{\prime}$ leaves $\mathcal{P}$ invariant.

Proof. The map $\sigma$ fixes all points of $\mathcal{S}(P)$ and thus fixes $P^{\perp}$. Let $P^{\prime} \in \mathcal{P} \backslash P^{\perp}$. First, suppose that $P^{\prime}$ is not on $l$ and let $\pi$ be the plane $\left\langle P, A, P^{\prime}\right\rangle$. If $m=\left\langle A, P^{\prime}\right\rangle$, then $m$ intersects $\mathcal{S}(P)$ at a point $P^{\prime \prime}$, fixed by $\sigma$. Hence $m \sigma=\left\langle A^{\prime}, P^{\prime \prime}\right\rangle$.

If $m$ is a line of $\mathcal{S}$, then $P^{\prime \prime} \in \mathcal{P}$ and so the tangent $\left\langle P, P^{\prime \prime}\right\rangle$ is a line of $\mathcal{S}$. Thus the plane $\left\langle P, A, P^{\prime \prime}\right\rangle=\pi$ is in the tangent hyperplane $\mathcal{S}\left(P^{\prime \prime}\right)$. Hence, since $A^{\prime} \in \pi$, it follows that $A^{\prime} \sim P^{\prime \prime}$, that $m \sigma$ is a line of $\mathcal{S}$, and that $P^{\prime} \sigma$ is a point of $\mathcal{S}$.

If $m$ is not a line of $\mathcal{S}$, suppose there is a point $D \in \mathcal{P} \backslash \mathcal{S}(P)$ with $D \in A^{\perp} \cap P^{\prime \perp}$. The argument above, with $D$ in the role of $P^{\prime}$, shows that $D \sigma \in \mathcal{P}$. Then, with $D$ and $D \sigma$ playing the roles of $A$ and $A^{\prime}$, it follows that $P^{\prime} \sigma \in \mathcal{P}$. On the other hand, suppose $A^{\perp} \cap P^{\prime \perp} \subset \mathcal{S}(P)$. Consider a line $l_{1}$ of $\mathcal{B}$ containing $P$, and let $P_{1}$ be defined by $P_{1} \in l_{1}$ and $A \sim P_{1} \sim P^{\prime}$. By Lemma 5.23, there is a point $T \in \mathcal{P}$ with $T \nsim P$ and $T \nsim P_{1}$. The line of $\mathcal{B}$ through $T$ which is concurrent with $l_{1}$ is denoted by $m_{1}$. Let $D, D^{\prime}$ be defined by $D, D^{\prime} \in m_{1}$ and $A \sim D, D^{\prime} \sim P^{\prime}$. Then $D, D^{\prime}$ are distinct points of $\mathcal{P} \backslash \mathcal{S}(P)$. Repeated applications of the argument above show that $D \sigma, D^{\prime} \sigma$, and finally $P^{\prime} \sigma$ are all in $\mathcal{P}$.

Secondly, suppose $P^{\prime}$ is on $l$, and use the fact that, if $D$ is any point of $\mathcal{P}$ not on $l$, then $D \sigma \in \mathcal{P}$. It follows readily that $P^{\prime} \sigma \in \mathcal{P}$.

Lemma 5.33. If $A, B, C$ are three collinear, distinct points of $\mathcal{P}$, then the intersections $\mathcal{S}(A) \cap \mathcal{S}(B), \mathcal{S}(B) \cap \mathcal{S}(C), \mathcal{S}(C) \cap \mathcal{S}(A)$ coincide.

Proof. It is shown that $\mathcal{S}(A) \cap \mathcal{S}(B) \subset \mathcal{S}(C)$.
First, suppose that $A, B, C$ are on a line $l$ of $\mathcal{S}$. Let $P \in \mathcal{S}(A) \cap \mathcal{S}(B)$. If $P \in \mathcal{P} \backslash l$, then $P \sim A$ and $P \sim B$, and so $P \sim C$. If $P \in l$, then $P \in \mathcal{S}(C)$. Now let $P \notin \mathcal{P}$. Suppose that $P C$ is a secant of $\mathcal{S}$, and let $C^{\prime} \in P C \cap \mathcal{P}$ with $C \neq C^{\prime}$. The plane $\langle A, P, B\rangle$ is in $\mathcal{S}(A)$; hence $A C^{\prime} \in \mathcal{B}$. Analogously, $B C^{\prime} \in \mathcal{B}$. Consequently, $C \sim C^{\prime}$, a contradiction. So $P C$ is a tangent of $\mathcal{S}$ at $C$.

Secondly, suppose that $A, B, C$ are on a secant $l$ of $\mathcal{S}$. Let $P \in \mathcal{S}(A) \cap \mathcal{S}(B)$. If $P \in \mathcal{P}$, then $P \sim A$ and $P \sim B$, and so the line $A B$ is in $\mathcal{S}(P)$. Hence $P \sim C$ and so $P \in \mathcal{S}(C)$. Now let $P \notin \mathcal{P}$, and suppose that $P \notin \mathcal{S}(C)$. Then there is a second point $C^{\prime}$ of $\mathcal{P}$ on the line $P C$. Consider the perspectivity $\sigma$ with centre $A$ and axis $\mathcal{S}(A)$ mapping $C$ onto $B$. By Lemma 5.32, $\mathcal{P} \sigma=\mathcal{P}$. This perspectivity $\sigma$ fixes $P \in \mathcal{S}(A)$ and so $\sigma$ maps the line $P C$ onto the line $P B$. Hence $C^{\prime} \sigma$ is a point of $P B \backslash\{B\}$ on $\mathcal{P}$, a contradiction since $P \in \mathcal{S}(B)$. Consequently, $P \in \mathcal{S}(C)$. Hence $\mathcal{S}(A) \cap \mathcal{S}(B) \subset \mathcal{S}(C)$.

Analogously, $\mathcal{S}(A) \cap \mathcal{S}(C) \subset \mathcal{S}(B)$ and $\mathcal{S}(B) \cap \mathcal{S}(C) \subset \mathcal{S}(A)$. Therefore $\mathcal{S}(A) \cap \mathcal{S}(B), \mathcal{S}(B) \cap \mathcal{S}(C)$, and $\mathcal{S}(C) \cap \mathcal{S}(A)$ coincide.

Lemma 5.34. All secant lines contain the same number of points of $\mathcal{S}$.
Proof. Let $l$ and $l^{\prime}$ be secant lines of $\mathcal{S}$. First, suppose that $l$ and $l^{\prime}$ have a point $P$ of $\mathcal{P}$ in common, and let $m$ be any secant line through $P$. If some $m$ contains more than two points in $\mathcal{P}$, consider, by Lemma 5.32, the non-trivial group $G$ of all perspectivities with centre $P$ and axis $\mathcal{S}(P)$ leaving $\mathcal{P}$ invariant. The group $G$ is regular on the set of points of $m$ in $\mathcal{P}$ other than $P$. Hence each secant through $P$ has $1+|G|$ points of $\mathcal{P}$, so that $l$ and $l^{\prime}$ have the same number of points of $\mathcal{S}$. If no $m$ is incident with more than two points of $\mathcal{P}$, then $l$ and $l^{\prime}$ contain two points of $\mathcal{S}$.

Secondly, suppose $l$ and $l^{\prime}$ do not have any point of $\mathcal{P}$ in common, and choose points $P$ and $P^{\prime}$ of $\mathcal{P}$ on $l$ and $l^{\prime}$. If $P \nsim P^{\prime}$, then $P P^{\prime}$ is a secant, and so meets $\mathcal{P}$ in the same number of points as do $l$ and $l^{\prime}$, by the above. If $P \sim P^{\prime}$, then, by Lemma 5.23 , there is a point $T$ in $\mathcal{S}$ such that $P \nsim T \nsim P^{\prime}$. Now apply the above argument to the secants $l, P T, T P^{\prime}, l^{\prime}$.

Definition 5.35. (1) For a point $P$ of $\mathrm{PG}(d, q)$, the $\operatorname{collar} \mathcal{S}_{P}$ of $\mathcal{S}$ for $P$ is the set of all points $P^{\prime}$ of $\mathcal{S}$ such that $P=P^{\prime}$ or the line $\left\langle P, P^{\prime}\right\rangle$ is a tangent to $\mathcal{S}$ at $P$. For example, if $P \in \mathcal{P}$, then $\mathcal{S}_{P}$ is just $P^{\perp}$. If $P \notin \mathcal{P}$, the collar $\mathcal{S}_{P}$ is the set of points $P^{\prime}$ of $\mathcal{P}$ such that $\left\langle P, P^{\prime}\right\rangle \cap \mathcal{P}=\left\{P^{\prime}\right\}$.
(2) For all $P \in \operatorname{PG}(d, q)$, the polar $P \zeta$ of $P$ with respect to $\mathcal{S}$ is the subspace of $\mathrm{PG}(d, q)$ generated by the collar $\mathcal{S}_{P}$. So, if $P \in \mathcal{P}$, then $P \zeta=\left\langle P^{\perp}\right\rangle=\mathcal{S}(P)$.

Lemma 5.36. For any point $P$ of $\mathrm{PG}(d, q)$, let $P_{1}$ and $P_{2}$ be distinct points of $\mathcal{S}_{P}$. Then $\mathcal{P} \cap\left\langle P_{1}, P_{2}\right\rangle \subset \mathcal{S}_{P}$.

Proof. Suppose $P^{\prime} \in \mathcal{P} \cap\left\langle P_{1}, P_{2}\right\rangle, P_{1} \neq P^{\prime} \neq P_{2}$. Since $P \in \mathcal{S}\left(P_{1}\right) \cap \mathcal{S}\left(P_{2}\right)$, by Lemma 5.33 the point $P$ is also in $\mathcal{S}\left(P^{\prime}\right)$ and hence $P^{\prime} \in \mathcal{S}_{P}$.

Lemma 5.37. Each line $l$ of $\mathcal{S}$ intersects the collar $\mathcal{S}_{P}$, with $P \in \operatorname{PG}(d, q)$, in exactly one point, unless each point of $l$ is in $\mathcal{S}_{P}$.

Proof. When $P \in \mathcal{P}$, the result is immediate. So suppose that $P \notin \mathcal{P}$ and put $\pi=\langle l, P\rangle$. If $\pi \cap \mathcal{P}=l$, then each point of $l$ is in $\mathcal{S}_{P}$. So suppose $P^{\prime} \in \pi \cap \mathcal{P}$, $P^{\prime} \notin l$. Let $\left\langle P, P^{\prime}\right\rangle \cap l=\{T\}$; then $T \nsim P^{\prime}$. Hence $P^{\prime}$ is adjacent to a unique point $T^{\prime}$ of $l$. By Lemma 5.31, each line of $\pi$ through $T^{\prime}$ is tangent to $\mathcal{S}$ at $T^{\prime}$, and hence $T^{\prime} \in \mathcal{S}_{P}$. Also, by Lemma 5.36, $T^{\prime}$ is the unique point of $l$ in $\mathcal{S}_{P}$ unless each point of $l$ is in $\mathcal{S}_{P}$.

Lemma 5.38. Either $P \zeta=\left\langle\mathcal{S}_{P}\right\rangle$ is a hyperplane or $P \zeta=\mathrm{PG}(d, q)$.
Proof. Again assume that $P \notin \mathcal{P}$. If the assertion is false for some point $P$, then $P \zeta$ is contained in some $(d-2)$-space $\pi$ of $\operatorname{PG}(d, q)$. By Lemma 5.37, each line $l$ of $\mathcal{B}$ intersects $\pi$. Therefore, if $P^{\prime}$ is a point of $\mathcal{S}$ not in $\pi$, then $\mathcal{S}_{P^{\prime}}=P^{\prime \perp}$ is contained in $\left\langle\pi, P^{\prime}\right\rangle$. As $\left\langle\mathcal{S}_{P^{\prime}}\right\rangle$ is a hyperplane, so $\left\langle\pi, P^{\prime}\right\rangle=\left\langle\mathcal{S}_{P^{\prime}}\right\rangle=\mathcal{S}_{P^{\prime}}$. Any line $l^{\prime}$ of $\mathcal{S}$ through $P^{\prime}$ must contain another point $P^{\prime \prime}$ of $\mathcal{P}$ not in $\pi$. Then it follows that $\mathcal{S}\left(P^{\prime}\right)=\left\langle\pi, P^{\prime}\right\rangle=\left\langle\pi, P^{\prime \prime}\right\rangle=\mathcal{S}\left(P^{\prime \prime}\right)$. This contradicts Lemma 5.29.

Lemma 5.39. If $P \zeta$ is a hyperplane, then $\mathcal{S}_{P}=\mathcal{P} \cap P \zeta$.
Proof. By definition, $\mathcal{S}_{P} \subset \mathcal{P} \cap P \zeta$. Suppose there were a point $P^{\prime}$ of $\mathcal{P} \cap P \zeta$ not in $\mathcal{S}_{P}$. Then either some line $l$ of $\mathcal{S}$ through $P^{\prime}$ does not lie in $P \zeta$, or $P \zeta=\mathcal{S}\left(P^{\prime}\right)$. In the first case, $l$ intersects $P \zeta$ exactly in $P^{\prime}$. As $P^{\prime} \notin \mathcal{S}_{P}$, so $l$ is on no point of $\mathcal{S}_{P}$, contradicting Lemma 5.37. In the second case, as $P^{\prime} \notin \mathcal{S}_{P}$, each line of $\mathcal{B}$ through $P^{\prime}$ has exactly one point in $\mathcal{S}_{P}$. So on any line of $\mathcal{B}$ through $P^{\prime}$ there is a point $P^{\prime \prime} \neq P^{\prime}$ of $\mathcal{S}\left(P^{\prime}\right) \backslash \mathcal{S}_{P}$. By Lemma 5.29, $\mathcal{S}\left(P^{\prime}\right) \neq \mathcal{S}\left(P^{\prime \prime}\right)$; so there is a line of $\mathcal{B}$ through $P^{\prime \prime}$ but not in $P \zeta=\mathcal{S}\left(P^{\prime}\right)$, leading back to the first case.

Lemma 5.40. Let $P$ be a point of $\mathrm{PG}(d, q)$ and let $A, A^{\prime}$ be distinct points of $\mathcal{P} \backslash\{P\}$ collinear with $P$ but not in $P \zeta$. Then the perspectivity $\sigma$ of $\operatorname{PG}(d, q)$ with centre $P$ and axis $P \zeta$ mapping $A$ onto $A^{\prime}$ leaves $\mathcal{P}$ invariant.

Proof. Since $A, A^{\prime} \notin P \zeta$, so $P \zeta$ is a hyperplane. First, let $P \in \mathcal{P}$. Since $A, A^{\prime} \notin P \zeta$, the line $\left\langle P, A, A^{\prime}\right\rangle$ is a secant of $\mathcal{S}$. In this case, the result is known by Lemma 5.32. Now let $P \notin \mathcal{P}$. Note that $\sigma$ fixes all points of $\mathcal{P} \cap P \zeta$. Let $P^{\prime}$ be a point of $\mathcal{P} \backslash P \zeta$ not on $\left\langle A, A^{\prime}\right\rangle$. Let $\pi$ be the plane $\left\langle P, A, P^{\prime}\right\rangle$ and $m$ the line $\left\langle A, P^{\prime}\right\rangle$. If $m \cap P \zeta=\left\{P^{\prime \prime}\right\}$, then $m \sigma=\left\langle A^{\prime}, P^{\prime \prime}\right\rangle$.

If $m$ is a line of $\mathcal{S}$, then $P^{\prime \prime} \in \mathcal{P} \cap P \zeta=\mathcal{S}_{P}$ by Lemma 5.39. So $\left\langle P^{\prime \prime}, P\right\rangle$ and $m$, and hence $\pi$, are in the tangent hyperplane $\mathcal{S}\left(P^{\prime \prime}\right)$. Then $A^{\prime} \in \pi \subset \mathcal{S}\left(P^{\prime \prime}\right)$, showing that $m \sigma=\left\langle A^{\prime}, P^{\prime \prime}\right\rangle \in \mathcal{B}$; that is, $P^{\prime} \sigma \in \mathcal{P}$.

If $m$ is not a line of $\mathcal{S}$, suppose there is a point $D \in \mathcal{P} \backslash P \zeta$ with $D \in A^{\perp} \cap P^{\prime \perp}$. The previous argument, with $D$ in the role of $P^{\prime}$, shows that $D \sigma \in \mathcal{P}$. Then, with $D$ and $D \sigma$ playing the roles of $A$ and $A^{\prime}$, it follows that $P^{\prime} \sigma \in \mathcal{P}$. On the other hand, suppose $A^{\perp} \cap P^{\prime \perp} \subset \mathcal{S}_{P}$. Let $T \in A^{\perp} \cap P^{\prime \perp}$. Now assume that each point of $A^{\perp} \cap P^{\prime \perp}$ is adjacent to $T$. Since each line of $\mathcal{B}$ through $P^{\prime}$ has a point in common with $\mathcal{S}_{P}$, it follows that $T$ is adjacent to all points of $P^{\prime \perp}$, contradicting Lemma 5.29. Hence there exists a point $T^{\prime} \in A^{\perp} \cap P^{\prime \perp}$, with $T \nsim T^{\prime}$. Let $D \in\langle A, T\rangle \backslash\{A, T\}$, and let $D^{\prime} \in\left\langle P^{\prime}, T^{\prime}\right\rangle$ with $D \sim D^{\prime}$. If $D^{\prime}=P^{\prime}$, then $A \sim P^{\prime}$, a contradiction. If $D=T^{\prime}$, then $T \sim T^{\prime}$, a contradiction. However, $D \neq D^{\prime}$, which means that $D$ and $D^{\prime}$ are distinct points of $\mathcal{P} \backslash P \zeta$. Repeating the argument above shows that $D \sigma, D^{\prime} \sigma$, and $P^{\prime} \sigma$ are all in $\mathcal{P}$.

Finally, suppose that $P^{\prime}$ is on $\left\langle A, A^{\prime}\right\rangle$, and use the fact that, if $D$ is any point of $\mathcal{P}$ not on $\left\langle A, A^{\prime}\right\rangle$, then $P^{\prime} \sigma \in \mathcal{P}$. It follows readily that $P^{\prime} \sigma \in \mathcal{P}$.

By Lemma 5.34, all secant lines of $\mathcal{S}$ contain the same number $\alpha$ of points of $\mathcal{S}$; note that $\alpha \geq 2$.

Lemma 5.41. If $\alpha \neq 2$, there is no point in all tangent hyperplanes of $\mathcal{S}$.
Proof. Suppose that $P$ belongs to all tangent hyperplanes of $\mathcal{S}$. If $P \in \mathcal{P}$, then $\mathcal{P}=P^{\perp}$, contradicting the non-degeneracy of $\mathcal{S}$; so $P \notin \mathcal{P}$. Let $P^{\prime}, P^{\prime \prime} \in \mathcal{P}$, with $P^{\prime} \nsim P^{\prime \prime}$. Then the plane $\pi=\left\langle P, P^{\prime}, P^{\prime \prime}\right\rangle$ contains no line of $\mathcal{S}$, since otherwise at least one of the tangents $\left\langle P, P^{\prime}\right\rangle,\left\langle P, P^{\prime \prime}\right\rangle$ contains at least two distinct points of $\mathcal{S}$. Since $P^{\prime} \nsucc P^{\prime \prime}$, so $\pi \not \subset \mathcal{S}\left(P^{\prime}\right)$; hence $\left\langle P, P^{\prime}\right\rangle$ is the only line of $\pi$ which is tangent to $\mathcal{S}$ at $P^{\prime}$. Counting the points of $\pi \cap \mathcal{P}$ on the lines of $\pi$ through $P^{\prime}$ gives
$q(\alpha-1)+1$. For each point $T \in \pi \cap \mathcal{P}$, the line $\langle T, P\rangle$ is a tangent of $\mathcal{S}$ at $T$; so the number of points in $\pi \cap \mathcal{P}$ is at most the number of lines of $\pi$ through $P$. Consequently, $q(\alpha-1)+1 \leq q+1$. Hence $\alpha=2$.

Theorem 5.42. When $\alpha=2$, then $\mathcal{S}$ is formed by the points and lines of a nonsingular quadric of $\mathrm{PG}(d, q)$.

Proof. Each line of $\mathrm{PG}(d, q)$ contains $0,1,2$, or $q+1$ points of $\mathcal{S}$. Since the union of all tangent lines at any point of $\mathcal{P}$ is a hyperplane, $\mathcal{P}$ is a non-singular quadratic set in the sense of Section 1.10. By Theorem 1.97, $\mathcal{P}$ is a non-singular quadric of $\mathrm{PG}(d, q)$, and all lines in $\mathcal{B}$ are lines of the quadric $\mathcal{P}$. Conversely, let $l$ be a line of the quadric $\mathcal{P}$. Since $l$ contains more than $\alpha=2$ points of $\mathcal{P}$, it is a line of $\mathcal{B}$. Hence $\mathcal{B}$ is the set of all lines of the quadric $\mathcal{P}$.

From now on, it is assumed that $\alpha>2$. By Lemma 5.41, there is no point in all tangent hyperplanes of $\mathcal{S}$.

Lemma 5.43. If $\mathcal{S}$ has rank at least three, then $P \zeta$ is a hyperplane for any $P$ in $\operatorname{PG}(d, q)$.

Proof. Suppose that $\mathcal{S}$ contains a plane $\pi$. If $P \in \mathcal{P}$, then $P \zeta$ is the hyperplane $\left\langle P^{\perp}\right\rangle=\mathcal{S}(P)$. By way of contradiction, let $P \notin \mathcal{P}$ with $P \zeta=\mathrm{PG}(d, q)$. By Lemma 5.37, each line of $\pi$ has at least one point in $\mathcal{S}_{P}$. Hence consider in $\pi$ two points $P_{1}$ and $P_{2}$ of $\mathcal{S}_{P}$. By Lemma 5.36, the line $\left\langle P_{1}, P_{2}\right\rangle$ is contained in $\mathcal{S}_{P}$. Hence $\mathcal{S}_{P}$ contains at least one line of $\mathcal{B}$. Also, the set $\mathcal{S}_{P}$, together with the lines of $\mathcal{S}$ in $\mathcal{S}_{P}$, forms a projective Shult space $\mathcal{S}^{\prime}$ with ambient space $\left\langle\mathcal{S}_{P}\right\rangle=P \zeta=\operatorname{PG}(d, q)$. The Shult space $\mathcal{S}^{\prime}$ cannot be degenerate, since otherwise $\mathcal{S}_{P}$ would be contained in a tangent hyperplane of $\mathcal{S}$, contradicting that $\left\langle\mathcal{S}_{P}\right\rangle=\mathrm{PG}(d, q)$. Consequently, the lines of $\mathcal{S}^{\prime}$ through $T \in \mathcal{S}_{P}$ generate a hyperplane $\pi^{\prime}$ of $\mathrm{PG}(d, q)$. Hence $\pi^{\prime}=\left\langle T^{\perp}\right\rangle$, and so the tangent hyperplanes of $\mathcal{S}^{\prime}$ are tangent hyperplanes of $\mathcal{S}$.

Let $T \in \mathcal{S}_{P}$, and consider the secant lines of $\mathcal{S}^{\prime}$ through $T$. As the tangent hyperplanes $\mathcal{S}^{\prime}(T)$ and $\mathcal{S}(T)$ coincide, these secant lines are also the secant lines of $\mathcal{S}$ through $T$. Hence, by Lemma 5.36, all points of $\mathcal{P}$ non-adjacent to $T$ are in $\mathcal{S}_{P}$. Next, let $T^{\prime} \in T^{\perp} \backslash\{T\}$. By Lemma 5.29, there is a point $T^{\prime \prime}$ in $T^{\perp}$ which is not adjacent to $T$. The line $\left\langle T^{\prime}, T^{\prime \prime}\right\rangle$ contains $q$ points not adjacent to $T$. Hence these $q$ points are in $\mathcal{S}_{P}$. By Lemma 5.36, $T^{\prime}$ is also in $\mathcal{S}_{P}$. Consequently, $\mathcal{S}_{P}=\mathcal{P}$. So $P$ is in all tangent hyperplanes of $\mathcal{S}$, contradicting Lemma 5.41.

The next few lemmas show that Lemma 5.43 also holds in the rank 2 case, that is, in the case of a generalised quadrangle.

Lemma 5.44. If $\mathcal{S}$ is a generalised quadrangle, then $\alpha=\left(t / q^{d-3}\right)+1$ and $d=3$ or 4 .

Proof. If $\mathcal{S}$ is a generalised quadrangle, then $\mathcal{S}$ has order $(q, t)$. Since $\mathcal{S}$ is nondegenerate, so $d \geq 3$. The secant lines through a point $P$ of $\mathcal{P}$ are the $q^{d-1}$ lines of PG $(d, q)$ through $P$ which do not lie in the tangent hyperplane $\mathcal{S}(P)$. Hence the total
number of points of $\mathcal{S}$ is $(\alpha-1) q^{d-1}+\left|P^{\perp}\right|$. By Theorem 5.12, $|\mathcal{P}|=(1+q)(1+q t)$. Hence $\alpha=\left(t / q^{d-3}\right)+1$. By Theorem 5.14, $t \leq q^{2}$, so that $2<\alpha \leq\left(q^{2} / q^{d-3}\right)+1$; this implies that $d=3$ or $d=4$.

Definition 5.45. A subset $\mathcal{C}$ of $\mathcal{P}$ is called linearly closed in $\mathcal{P}$ or $\mathcal{S}$ if, for all points $P, P^{\prime} \in \mathcal{C}$, with $P \neq P^{\prime}$, the intersection $\left\langle P, P^{\prime}\right\rangle \cap \mathcal{P}$ is contained in $\mathcal{C}$. Thus any subset $\mathcal{D}$ of $\mathcal{P}$ generates a linear closure $\overline{\mathcal{D}}$ in $\mathcal{P}$ or $\mathcal{S}$.

Lemma 5.46. Let $\mathcal{S}$ be a generalised quadrangle with ambient space $\operatorname{PG}(3, q)$. If $P_{1}, P_{2}, P_{3} \in \mathcal{P}$ are non-collinear in $\mathrm{PG}(3, q)$ and $\mathcal{D}=\left\{P_{1}, P_{2}, P_{3}\right\}$, then the linear closure $\overline{\mathcal{D}}=\mathcal{P} \cap\left\langle P_{1}, P_{2}, P_{3}\right\rangle$.

Proof. Let $\mathcal{S}$ have order $(q, t)$. If the plane $\pi=\left\langle P_{1}, P_{2}, P_{3}\right\rangle$ contains a line of $\mathcal{S}$, then $\mathcal{P} \cap\left\langle P_{1}, P_{2}, P_{3}\right\rangle$ consists of $t+1$ distinct concurrent lines of $\mathcal{B}$. In this case, the lemma follows immediately.

Hence suppose $\pi$ contains no lines of $\mathcal{B}$. As $d=3$, by Lemma 5.44, any secant line intersects $\mathcal{P}$ in exactly $t+1$ points. Take a point $P$, with $P \neq P_{1}$, on $\left\langle P_{1}, P_{2}\right\rangle \cap \mathcal{P}$. The $t+1$ secant lines $\langle P, T\rangle$, where $T$ is a point of $\mathcal{P} \cap\left\langle P_{1}, P_{3}\right\rangle$, intersect $\mathcal{P}$ in points which are in the linear closure $\overline{\mathcal{D}}$. As each of these lines $\langle P, T\rangle$ intersects $\mathcal{P}$ in $t+1$ points, there are $t(t+1)+1$ points of $\mathcal{P}$ on these lines. Hence $|\overline{\mathcal{D}}| \geq t^{2}+t+1$.

If Lemma 5.46 were false, there would be a point $T^{\prime}$ in $(\mathcal{P} \cap \pi) \backslash \overline{\mathcal{D}}$. Then every line of $\pi$ through $T^{\prime}$ contains at most one point of $\overline{\mathcal{D}}$; so there are at least $t^{2}+t+1$ lines of $\pi$ through $T^{\prime}$. Hence $t^{2}+t+1 \leq q+1$, and so $t^{2}<q$. By Theorem 5.14, it follows that $t=1$. Consequently, $\alpha=2$, a contradiction. The conclusion is that $\overline{\mathcal{D}}=\mathcal{P} \cap\left\langle P_{1}, P_{2}, P_{3}\right\rangle$.

Lemma 5.47. Let $\mathcal{S}$ be a generalised quadrangle with ambient space $\operatorname{PG}(4, q)$. If $P_{1}, P_{2}, P_{3} \in \mathcal{P}$ are non-collinear in $\mathrm{PG}(4, q)$ and $\mathcal{D}=\left\{P_{1}, P_{2}, P_{3}\right\}$, then the linear closure $\overline{\mathcal{D}}=\mathcal{P} \cap\left\langle P_{1}, P_{2}, P_{3}\right\rangle$.

Proof. Let $\mathcal{S}$ have order $(q, t)$. As before, suppose that $\pi=\left\langle P_{1}, P_{2}, P_{3}\right\rangle$ contains no line of $\mathcal{S}$. Fix a point $P \in \mathcal{P} \cap \pi$ and a line $l \in \mathcal{B}$ incident with $P$. Also, let $\pi^{\prime}=\left\langle P_{1}, P_{2}, P_{3}, l\right\rangle$. By Lemma 5.24, $\pi^{\prime} \cap \mathcal{S}$ is a Shult space with ambient space $\pi^{\prime}$. For $\pi^{\prime} \cap \mathcal{S}$ there are the following possibilities:
(a) $\pi^{\prime} \cap \mathcal{S}$ is non-degenerate and then, by Theorem $5.20, \pi^{\prime} \cap \mathcal{S}$ is a projective subquadrangle of $\mathcal{S}$;
(b) $\pi^{\prime} \cap \mathcal{S}$ is degenerate, and the lines of $\pi^{\prime} \cap \mathcal{S}$ contain a distinguished point of $\pi^{\prime}$.

If (a) holds, then, by Lemma 5.46, $\mathcal{P} \cap \pi$ is the linear closure of $\mathcal{D}$ in $\mathcal{S}$. If (b) holds, two cases are possible.
(i) There exists a line $l^{\prime}$ in $\mathcal{B}$ through a point of $\pi$ such that $\left\langle\pi, l^{\prime}\right\rangle$ intersects $\mathcal{S}$ in a subquadrangle. Then Lemma 5.46 still applies.
(ii) For each line $l^{\prime}$ of $\mathcal{B}$ intersecting $\pi$, the lines of $\left\langle\pi, l^{\prime}\right\rangle \cap \mathcal{S}$ all contain a point $T_{i}$ of $l^{\prime}$ not in $\pi$. Here the hyperplane $\left\langle\pi, l^{\prime}\right\rangle$ is the tangent hyperplane of $\mathcal{S}$ at $T_{i}$. Hence $\pi$ contains $1+t$ points of $\mathcal{P}$ : these are $P_{1}, P_{2}, \ldots, P_{t+1}$, and $P_{j} \sim T_{i}$ for all $i$ and $j$. Further, by the definition of the points $T_{i}$, the lines of $\mathcal{S}$ through a given
point $P_{j}$ are the lines $\left\langle P_{j}, T_{i}\right\rangle$. Hence there are exactly $1+t$ points $T_{i}$. This means $\mathcal{S}$ has two disjoint sets $\left\{P_{j}\right\},\left\{T_{i}\right\}$ of $1+t$ pairwise-non-adjacent points with $P_{j} \sim T_{i}$, $0 \leq i, j \leq t$. If $T^{\prime} \in\left\langle P_{j}, T_{i}\right\rangle \cap\left\langle P_{j^{\prime}}, T_{i^{\prime}}\right\rangle$, with $j \neq j^{\prime}$ and $i \neq i^{\prime}$, then a triangle $P_{j} T_{i^{\prime}} T^{\prime}$ is obtained in $\mathcal{S}$, a contradiction, since $\mathcal{S}$ is a generalised quadrangle. Hence there are exactly $(q-1)(t+1)^{2}+2(t+1)$ points of $\mathcal{S}$ on the lines $\left\langle P_{j}, T_{i}\right\rangle$. Since

$$
(q-1)(t+1)^{2}+2(t+1) \leq|\mathcal{P}|=(q+1)(q t+1)
$$

so $(t-q) t(q-1) \leq 0$, whence $t \leq q$. Then $\alpha=(t / q)+1 \leq 2$, contradicting that $\alpha>2$.

Lemma 5.48. Let $\left\{P_{1}, P_{2}, \ldots, P_{k}\right\}$ be a set of points of the generalised quadrangle $\mathcal{S}$. Then the linear closure of $\left\{P_{1}, P_{2}, \ldots, P_{k}\right\}$ in $\mathcal{S}$ is $\mathcal{P} \cap\left\langle P_{1}, P_{2}, \ldots, P_{k}\right\rangle$.

Proof. First note that if $q=2$ then, since $\alpha>2$, any line of $\operatorname{PG}(d, q)$ containing at least two points of $\mathcal{P}$ is entirely contained in $\mathcal{P}$. Hence $\mathcal{P}$ is a subspace of $\operatorname{PG}(d, q)$ and $\mathcal{P}=\mathrm{PG}(d, q)$. Consequently, in this case, the lemma follows.

Now let $q>2$. The result is immediate when $k=1$ or $k=2$. By Lemmas 5.46 and 5.47, the result also holds if $\left\langle P_{1}, P_{2}, \ldots, P_{k}\right\rangle$ is a plane. Further, it may be assumed that the points $P_{i}$ are linearly independent in $\operatorname{PG}(d, q)$. Now apply induction; so suppose the result is true for $k-1$ points $P_{1}, P_{2}, \ldots, P_{k-1}, 3 \leq k-1$. For $\mathcal{D}=\left\{P_{1}, P_{2}, \ldots, P_{k}\right\}$, with $P_{k} \in \mathcal{P} \backslash\left\langle P_{1}, P_{2}, \ldots, P_{k-1}\right\rangle$, indices can be chosen so that $\left\langle P_{1}, P_{2}, \ldots, P_{k-1}\right\rangle \not \subset \mathcal{S}\left(P_{1}\right)$. Put $l_{i}=\left\langle P_{1}, P_{i}\right\rangle, i=2,3, \ldots, k$, and let $\pi$ be any plane through $l_{k}$ contained in $\left\langle l_{2}, l_{3}, \ldots, l_{k}\right\rangle=\left\langle P_{1}, P_{2}, \ldots, P_{k}\right\rangle$. Then $\pi$ intersects $\left\langle l_{2}, l_{3}, \ldots, l_{k-1}\right\rangle$ in a line $l$.

If it is shown that $\mathcal{P} \cap\left\langle l_{k}, l\right\rangle \subset \overline{\mathcal{D}}$, the desired result follows immediately. Suppose $l$ contains at least two points of $\mathcal{P}$. By the induction hypothesis, the points of $\mathcal{P}$ on $l$ are all in $\overline{\left\{P_{1}, P_{2}, \ldots, P_{k-1}\right\}}$. Lemmas 5.46 and 5.47 then show that $\mathcal{P} \cap\left\langle l_{k}, l\right\rangle$ is in $\overline{\mathcal{D}}$. Now suppose that $l$ is a tangent line whose points are not all in $\mathcal{P}$. If $\left\langle l_{k}, l\right\rangle$ contains no point of $\mathcal{P}$ not on $l_{k}$, there is nothing more to show.

So suppose $P$ is a point of $\mathcal{P} \cap\left\langle l_{k}, l\right\rangle$ but not on $l_{k}$. Consider the plane $\pi^{\prime}$ generated by $l$ and a secant through $P_{1}$ in the space $\left\langle l_{2}, l_{3}, \ldots, l_{k-1}\right\rangle$; such a secant exists since $\mathcal{S}\left(P_{1}\right)$ does not contain $\left\langle P_{1}, P_{2}, \ldots, P_{k-1}\right\rangle$. This plane $\pi^{\prime}$ is not in the tangent hyperplane $\mathcal{S}\left(P_{1}\right)$; so $l$ is the unique tangent at $P_{1}$ in $\pi^{\prime}$. Hence there are two secants $m_{1}, m_{2}$ in $\pi^{\prime}$ and through $P_{1}$. Each of the planes $\left\langle l_{k}, m_{1}\right\rangle,\left\langle l_{k}, m_{2}\right\rangle$ is not in $\mathcal{S}\left(P_{1}\right)$ and hence contains exactly one tangent at $P_{1}$. Consider in $\left\langle l_{k}, m_{1}\right\rangle$ a secant $m$, with $m \neq l_{k}$, such that the plane $\langle m, P\rangle$ intersects $\left\langle l_{k}, m_{2}\right\rangle$ in a secant $m^{\prime}$. Note that $m$ exists, because $\left\langle l_{k}, m_{1}\right\rangle$ has at least four lines through $P_{1}$. By the induction hypothesis, the points of $\mathcal{P}$ on $m_{1}$ and $m_{2}$ belong to $\overline{\left\{P_{1}, P_{2}, \ldots, P_{k-1}\right\}}$. Hence, by Lemmas 5.46 and 5.47, the points of $\mathcal{P}$ on $m$ and $m^{\prime}$ belong to $\overline{\mathcal{D}}$. But, as $P \in\left\langle m, m^{\prime}\right\rangle$, again by Lemmas 5.46 and $5.47, P \in \overline{\mathcal{D}}$.

Lemma 5.49. If $\mathcal{S}$ is a generalised quadrangle, then $P \zeta$ is a hyperplane for any $P$ in $\mathrm{PG}(d, q)$.

Proof. If $P \in \mathcal{P}$, then $P \zeta$ is the hyperplane $\left\langle P^{\perp}\right\rangle=\mathcal{S}(P)$. So suppose $P \notin \mathcal{P}$. Consider the intersection $P \zeta \cap \mathcal{P}$. By Lemmas 5.36 and 5.48, all points of $P \zeta \cap \mathcal{P}$
are in $\mathcal{S}_{P}$, implying that $\mathcal{S}_{P}=P \zeta \cap \mathcal{P}$. If $P \zeta$ were not a hyperplane, then, by Lemma 5.38, $P \zeta=\operatorname{PG}(d, q)$, implying $\mathcal{S}_{P}=\mathcal{P}$. Hence $P$ belongs to all hyperplanes of $\mathcal{S}$, contradicting Lemma 5.41. Therefore $P \zeta$ is a hyperplane.

Theorem 5.50. (i) The mapping $P \mapsto P \zeta$ is a polarity of $\mathrm{PG}(d, q)$;
(ii) $\mathcal{P}$ is the set of all self-conjugate points of $\zeta$;
(iii) $\mathcal{B}$ consists of all lines $l$ of $\mathrm{PG}(d, q)$ such that $l \subset l \zeta$.

Proof. First, it is shown that $P \rightarrow P \zeta$ defines a bijection from the set of all points of $\operatorname{PG}(d, q)$ onto the set of all hyperplanes of $\operatorname{PG}(d, q)$. By Lemmas 5.43 and 5.49, $P \zeta$ is a hyperplane for any $P \in \operatorname{PG}(d, q)$. Assume that $P \neq P^{\prime}$ and $P \zeta=P^{\prime} \zeta$. Let $X \in\left\langle P, P^{\prime}\right\rangle$ and $Y \in \mathcal{S}_{P}=\mathcal{P} \cap P \zeta=\mathcal{P} \cap P^{\prime} \zeta=\mathcal{S}_{P^{\prime}}$, with $Y \neq X, P, P^{\prime}$. The lines $\langle Y, P\rangle$ and $\left\langle Y, P^{\prime}\right\rangle$ are tangents of $\mathcal{S}$; hence the line $\langle Y, X\rangle$ is also a tangent of $\mathcal{S}$. If $Y=P$ and $Y \neq X$, then the line $\langle Y, X\rangle=\left\langle Y, P^{\prime}\right\rangle$ is a tangent of $\mathcal{S}$. Analogously, if $Y=P^{\prime}$ and $Y \neq X$, then the line $\langle Y, X\rangle=\langle Y, P\rangle$ is a tangent of $\mathcal{S}$. Hence $\mathcal{S}_{P} \subset \mathcal{S}_{X}$ for any $X \in\left\langle P, P^{\prime}\right\rangle$. Consequently, $P \zeta=\left\langle\mathcal{S}_{P}\right\rangle \subset\left\langle\mathcal{S}_{X}\right\rangle=X \zeta$; so $P \zeta=X \zeta$ since $P \zeta$ and $X \zeta$ are hyperplanes. Let $P^{\prime \prime} \in \mathcal{P} \backslash P \zeta$; then $P \neq P^{\prime \prime} \neq P^{\prime}$. Let $X$ be the common point of $\left\langle P, P^{\prime}\right\rangle$ and the hyperplane $P^{\prime \prime} \zeta$. Then $X=P^{\prime \prime}$, or $\left\langle X, P^{\prime \prime}\right\rangle$ is a tangent; so $P^{\prime \prime} \in X \zeta$. Hence $P^{\prime \prime} \in P \zeta=X \zeta$, a contradiction. It follows that $P \neq P^{\prime}$ implies that $P \zeta \neq P^{\prime} \zeta$. Since $\mathrm{PG}(d, q)$ is finite, so $P \rightarrow P \zeta$ defines a bijection of the set of all points of $\operatorname{PG}(d, q)$ onto the set of all hyperplanes of $\operatorname{PG}(d, q)$.

Next, suppose that $P^{\prime} \in P \zeta$, with $P \neq P^{\prime}$. Now, let $A \in \mathcal{P} \backslash P \zeta$, and also let $A^{\prime} \in\langle P, A\rangle \cap \mathcal{P}$ with $A^{\prime} \neq P$ and $A^{\prime} \neq A$. By Lemma 5.40, the perspectivity $\sigma$ with centre $P$ and axis $P \zeta$ mapping $A$ onto $A^{\prime}$ leaves $\mathcal{P}$ invariant. Since $P^{\prime}$ is on the axis of $\sigma$, so $P^{\prime} \sigma=P^{\prime}$; hence $P^{\prime} \zeta \sigma=P^{\prime} \zeta$. From above, $P \zeta \neq P^{\prime} \zeta$; so $P^{\prime} \zeta$ contains the centre $P$ of $\sigma$. Therefore it has been shown that $P^{\prime} \in P \zeta$ implies that $P \in P^{\prime} \zeta$. This means that $\zeta$ is a polarity of $\operatorname{PG}(d, q)$.

Let $\mathcal{S}^{\prime}$ be the Shult space defined by the polarity $\zeta$. The point set of $\mathcal{S}^{\prime}$ is denoted by $\mathcal{P}^{\prime}$ and the line set of $\mathcal{S}^{\prime}$ by $\mathcal{B}^{\prime}$. If $P \in \mathcal{P}$, then $P \in P \zeta$ and hence $P \in \mathcal{P}^{\prime}$; so $\mathcal{P} \subset \mathcal{P}^{\prime}$. Also $\mathcal{B} \subset \mathcal{B}^{\prime}$. Assume that $P^{\prime} \in \mathcal{P}^{\prime} \backslash \mathcal{P}$ and let $T, T^{\prime}$ be distinct points of $\mathcal{S}_{P^{\prime}}$.

First, suppose that the plane $\left\langle P^{\prime}, T, T^{\prime}\right\rangle=\pi$ contains no lines of $\mathcal{B}$. Then the plane $\pi \not \subset \mathcal{S}(T)$ since $T \nsim T^{\prime}$; so $\left\langle P^{\prime}, T\right\rangle$ is the only line of $\pi$ tangent to $\mathcal{S}$ at $T$. A count of the points of $\pi \cap \mathcal{P}$ on the lines of $\pi$ through $T$ gives $q(\alpha-1)+1$. Since $P^{\prime} \in \mathcal{P}^{\prime}$, the lines $\left\langle P^{\prime}, T\right\rangle$ and $\left\langle P^{\prime}, T^{\prime}\right\rangle$ are contained in $P^{\prime} \zeta$; so, for each point $A \in \pi \cap \mathcal{P}$, the line $\left\langle P^{\prime}, A\right\rangle$ is contained in $P^{\prime} \zeta$. Consequently, $\left\langle P^{\prime}, A\right\rangle$ is tangent to $\mathcal{S}$ at $A$. So the number of points in $\pi \cap \mathcal{P}$ is at most the number of lines of $\pi$ through $P^{\prime}$. Therefore $q(\alpha-1)+1 \leq q+1$, whence $\alpha=2$, a contradiction.

Secondly, suppose that the plane $\pi$ contains a line $l$ of $\mathcal{B}$. Since $\left\langle P^{\prime}, T\right\rangle$ and $\left\langle P^{\prime}, T^{\prime}\right\rangle$ are tangents of $\mathcal{S}$, it follows that $l=\left\langle T, T^{\prime}\right\rangle$. Hence any two points of $\mathcal{S}_{P^{\prime}}$ are adjacent in $\mathcal{S}$. By Lemma 5.36, $T^{\perp} \supset \mathcal{S}_{P^{\prime}}$. Hence $T \zeta \supset P^{\prime} \zeta$ and so $T \zeta=P^{\prime} \zeta$, giving $T=P^{\prime}$, a contradiction. Thus $\mathcal{P}^{\prime}=\mathcal{P}$. Next, let $l^{\prime} \in \mathcal{B}^{\prime}$. If $D, D^{\prime}$ are distinct points of $l^{\prime}$, then $D^{\prime}$ belongs to the tangent hyperplane $D \zeta$ of $\mathcal{S}^{\prime}$ at $D$. As $D^{\prime} \in D \zeta$ and $D, D^{\prime} \in \mathcal{P}$, the line $l^{\prime}=\left\langle D, D^{\prime}\right\rangle$ belongs to $\mathcal{B}$. Therefore $\mathcal{B}=\mathcal{B}^{\prime}$. Hence
$\mathcal{S}=\mathcal{S}^{\prime}$, which means that $\mathcal{P}$ is the set of all self-conjugate points of the polarity $\zeta$ and that $\mathcal{B}$ consists of all lines $l$ with $l \subset l \zeta$.

Theorem 5.51. Let $\mathcal{S}$ be a non-degenerate projective Shult space with ambient space $\mathrm{PG}(d, q)$. Then one of the following holds:
(a) $\mathcal{S}$ is formed by the points and lines of a non-singular quadric of $\mathrm{PG}(d, q)$;
(b) $q$ is a square and $\mathcal{S}$ is formed by the points and lines of a non-singular Hermitian variety of $\mathrm{PG}(d, q)$;
(c) $d$ is odd, the points of $\mathcal{S}$ are the points of $\mathrm{PG}(d, q)$, and the lines of $\mathcal{S}$ are the lines of $\mathrm{PG}(d, q)$ in the self-polar $(d-1) / 2$-dimensional spaces with respect to some null polarity $\zeta$ of $\mathrm{PG}(d, q)$.

Proof. If $\alpha=2$, then, by Theorem 5.42, it is case (a). If $\alpha>2$, then, by Theorem 5.50 , it is one of the cases (b), (c).

Theorem 5.52. Let $\mathcal{S}$ be a projective Shult space with ambient space $\operatorname{PG}(d, q)$. Then $\mathcal{S}$ is one of the following types.
(a) $\mathcal{S}$ is formed by the points and the lines of $\mathrm{PG}(d, q), d \geq 1$. The radical $\mathcal{R}$ of $\mathcal{S}$ is $\operatorname{PG}(d, q)$.
(b) The point set of $\mathcal{S}$ is the union of $k$ spaces $\mathrm{PG}(r+1, q)$ through a $\mathrm{PG}(r, q)$, where $k>1$ and $r \geq 0$. The line set of $\mathcal{S}$ is the set of all lines in these $(r+1)$-spaces. The radical $\mathcal{R}$ of $\mathcal{S}$ is $\operatorname{PG}(r, q)$.
(c) $\mathcal{S}$ is formed by the points and lines of a quadric $\mathcal{Q}$ of projective index at least one of $\mathrm{PG}(d, q), d \geq 3$. The radical $\mathcal{R}$ of $\mathcal{S}$ is the space of all singular points of $\mathcal{Q}$.
(d) The order $q$ is a square and $\mathcal{S}$ is formed by the points and lines of a Hermitian variety $\mathcal{U}$ of $\mathrm{PG}(d, q), d \geq 3$. The radical $\mathcal{R}$ of $\mathcal{S}$ is the space of all singular points of $\mathcal{U}$.
(e) The points of $\mathcal{S}$ are the points of $\mathrm{PG}(d, q), d \geq 3$. There are skew subspaces $\Pi_{r}$ and $\Pi_{d-r-1}$, with $r \geq-1$, and $d-r-1$ odd and at least three; the lines of $\mathcal{S}$ are all the lines of $\mathrm{PG}(d, q)$ in the $(r+2)$-spaces joining $\Pi_{r}$ to the lines of $\Pi_{d-r-1}$ in the self-polar $(d-r-2) / 2$-spaces of some null polarity $\zeta$ in $\Pi_{d-r-1}$. The radical $\mathcal{R}$ of $\mathcal{S}$ is $\Pi_{r}$.

Proof. First, let $\mathcal{S}$ be non-degenerate. By Theorem 5.51, it is either case (c) with $\mathcal{R}=\emptyset$, or case (d) with $\mathcal{R}=\emptyset$, or case (e) with $\mathcal{R}=\emptyset$.

Next, let $\mathcal{S}$ be degenerate with radical $\mathcal{R}$ and let $\mathcal{R}=\mathrm{PG}(d, q)$. Then case (a) holds.

Now, let $\mathcal{S}$ be degenerate with radical $\mathcal{R}=\Pi_{r}$ and $-1<r<d$. Let $\Pi_{d-r-1}$ be a subspace of $\operatorname{PG}(d, q)$ skew to $\mathcal{R}$. By Theorem $5.22, \Pi_{d-r-1} \cap \mathcal{S}$ is a non-degenerate Shult space, the point set of $\mathcal{S}$ is the union of all lines joining every point of $\mathcal{R}$ to every point of $\Pi_{d-r-1} \cap \mathcal{S}$, and two points of $\mathcal{P} \backslash \mathcal{R}$ are adjacent if and only if their projections from $\mathcal{R}$ onto $\Pi_{d-r-1}$ are adjacent. If $\Pi_{d-r-1} \cap \mathcal{S}$ contains at least one line, then $\Pi_{d-r-1} \cap \mathcal{S}$ is a non-degenerate projective Shult space with ambient space $\Pi_{d-r-1}$. In this case, by Theorem 5.51, one of (c), (d), (e) with $\mathcal{R} \neq \emptyset$ occurs.

Finally, suppose that $\Pi_{d-r-1} \cap \mathcal{S}$ contains no line; this gives case (b).

Definition 5.53. Consider a pair $\mathcal{S}=(\mathcal{P}, \mathcal{B})$, where $\mathcal{P}$ is a non-empty point set of $\mathrm{PG}(d, q)$ and $\mathcal{B}$ is a (possibly empty) line set of $\operatorname{PG}(d, q)$. If $\mathcal{B} \neq \emptyset$, then let $\mathcal{P}$ be the union of all lines of $\mathcal{B}$.
(1) The subspace $\Pi_{d^{\prime}}$ of $\operatorname{PG}(d, q)$ generated by all points of $\mathcal{P}$ is the ambient space of $\mathcal{S}$.
(2) A tangent to $\mathcal{S}$ at $P \in \mathcal{P}$ is any line $l$ through $P$ such that either $l \in \mathcal{B}$ or $l \cap \mathcal{P}=\{P\}$.
(3) The union of all tangents to $\mathcal{S}$ at $P$ is the tangent set of $\mathcal{S}$ at $P$, and is denoted $\mathcal{S}(P)$.
(4) The set $\mathcal{S}$ is a semi-quadratic set of $\operatorname{PG}(d, q), d \geq 2$, if $\operatorname{PG}(d, q)$ is the ambient space of $\mathcal{S}$ and if, for each $P \in \mathcal{P}$, the tangent set $\mathcal{S}(P)$ is either a hyperplane or $\operatorname{PG}(d, q)$.
(5) If $\mathcal{S}(P)=\mathrm{PG}(d, q)$, then $P$ is a singular point of $\mathcal{S}$.
(6) The set of all singular points of $\mathcal{S}$ is the radical $\mathcal{R}$ of $\mathcal{S}$.
(7) A semi-quadratic set $\mathcal{S}$ of $\operatorname{PG}(d, q)$ is a semi-ovaloid if $\mathcal{B}=\emptyset$; in this case $\mathcal{R}=\emptyset$.

Theorem 5.54. The pair $\mathcal{S}=(\mathcal{P}, \mathcal{B})$ is a semi-quadratic set of $\mathrm{PG}(d, q), d \geq 2$, if and only if one of the following holds.
(a) $\mathcal{S}$ is of type (a), (c), (d), (e) in the statement of Theorem 5.52. In each of these cases the radical of the Shult space $\mathcal{S}$ coincides with the radical of the semiquadratic set $\mathcal{S}$.
( $\mathrm{b}^{\prime}$ ) (1) The point set of $\mathcal{S}$ is the union of $k$ spaces $\Pi_{r+1}$ through a $\Pi_{r}$, where $k>1$ and $d-3 \geq r \geq-1$.
(2) The line set of $\mathcal{S}$ is the set of all lines in these $(r+1)$-spaces.
(3) If $\Pi_{d-r-1}$ is skew to $\Pi_{r}$, then $\mathcal{P} \cap \Pi_{d-r-1}$ is a semi-ovaloid of $\Pi_{d-r-1}$.
(4) The radical $\mathcal{R}$ of $\mathcal{S}$ is $\Pi_{r}$.

Proof. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B})$ be a semi-quadratic set of $\operatorname{PG}(d, q), d \geq 2$. It is shown that $\mathcal{S}$ is a Shult space. Let $P \in \mathcal{P}, l \in \mathcal{B}$, and $P \notin l$. Since the tangent set $\mathcal{S}(P)$ is a hyperplane or $\mathrm{PG}(d, q)$ itself, so $|l \cap \mathcal{S}(P)|=1$ or $l \subset \mathcal{S}(P)$. If $P^{\prime} \in l \cap \mathcal{S}(P)$, then $\left\langle P, P^{\prime}\right\rangle$ is a line of $\mathcal{B}$. Hence $P$ is adjacent to one point or to all points of $l$. It follows that $\mathcal{S}$ is a Shult space.

First, assume that $\mathcal{B} \neq \emptyset$. Then $\mathcal{S}$ is a projective Shult space with ambient space $\operatorname{PG}(d, q)$. So one of the cases (a) to (e) in the statement of Theorem 5.52 occurs. Conversely, each Shult space of type (a), (c), (d), or (e) is a semi-quadratic set. Now consider a Shult space of type (b), and let $\Pi_{d-r-1}$ be skew to $\Pi_{r}, r \geq 0$. Then $\mathcal{S}$ is a semi-quadratic set if and only if $\mathcal{P} \cap \Pi_{d-r-1}$ is a semi-ovaloid of $\Pi_{d-r-1}$ with $d-r-1 \geq 2$. In each of these cases the radical of the Shult space $\mathcal{S}$ coincides with the radical of the semi-quadratic set $\mathcal{S}$.

Secondly, assume that $\mathcal{B}=\emptyset$. Then the semi-quadratic set $\mathcal{S}$ is a semi-ovaloid of $\mathrm{PG}(d, q)$. This gives case ( $\left.\mathrm{b}^{\prime}\right)$ with $r=-1$.

Let $\mathcal{S}=(\mathcal{P}, \emptyset)$ be a semi-ovaloid of $\mathrm{PG}(d, q), d \geq 2$. Any tangent of $\mathcal{S}$ has exactly one point in common with $\mathcal{S}$, and the tangent set $\mathcal{S}(P)$ of $\mathcal{S}$ at $P \in \mathcal{P}$ is always a hyperplane. In the next theorem all semi-ovaloids are classified.

Theorem 5.55. Let $\mathcal{S}=(\mathcal{P}, \emptyset)$ be a semi-ovaloid of $\operatorname{PG}(d, q)$, then there are only two possibilities.
(a) $d=2$ and $q+1 \leq|\mathcal{P}| \leq q \sqrt{q}+1$. If $|\mathcal{P}|=q+1$, then $\mathcal{P}$ is a $(q+1)$-arc of $\mathrm{PG}(2, q)$; if $|\mathcal{P}|=q \sqrt{q}+1$, then $\mathcal{P}$ is a Hermitian arc of $\mathrm{PG}(2, q)$.
(b) $d=3$ and $|\mathcal{P}|=q^{2}+1$. For $q>2$, the set $\mathcal{P}$ is an ovaloid of $\operatorname{PG}(3, q)$; for $q=2$, the set $\mathcal{P}$ is an elliptic quadric of $\operatorname{PG}(3,2)$.

Proof. Let $\mathcal{S}=(\mathcal{P}, \emptyset)$ be a semi-ovaloid of $\operatorname{PG}(2, q)$. Let $P \in \mathcal{P}$ and let $l$ be the tangent of $\mathcal{S}$ at $P$. If the line $m$ contains $P$ and $m \neq l$, then $|m \cap \mathcal{P}|>1$. Counting the points of $\mathcal{P}$ on the lines through $P$ gives $|\mathcal{P}| \geq q+1$. If $|\mathcal{P}|=q+1$, then each non-tangent contains exactly zero or two points of $\mathcal{P}$, whence $\mathcal{P}$ is a $(q+1)$-arc of $\mathrm{PG}(2, q)$. Conversely, any $(q+1)$-arc of $\mathrm{PG}(2, q)$ is a semi-ovaloid of $\mathrm{PG}(2, q)$.

Next, let $\mathcal{S}=(\mathcal{P}, \emptyset)$ be a semi-ovaloid of $\operatorname{PG}(d, q), d>2$. Let $l$ be a tangent of $\mathcal{S}$ at $P \in \mathcal{P}$. If $\pi$ is a plane through $l$ which does not belong to the tangent set $\mathcal{S}(P)$, then $\pi \cap \mathcal{S}$ is a semi-ovaloid of $\pi$. Counting the points of $\mathcal{S}$ in the planes through $l$ gives

$$
|\mathcal{P}|=\sum_{\pi}(|\mathcal{P} \cap \pi|-1)+1 \geq q \cdot q^{d-2}+1=q^{d-1}+1
$$

Let $\mathcal{S}=(\mathcal{P}, \emptyset)$ be a semi-ovaloid of $\operatorname{PG}(d, q), d \geq 2$. From the first part of the proof,

$$
\begin{equation*}
|\mathcal{P}| \geq q^{d-1}+1 \tag{5.3}
\end{equation*}
$$

Let $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{\alpha}\right\}$ and $\operatorname{PG}(d, q) \backslash \mathcal{P}=\left\{T_{1}, T_{2}, \ldots, T_{\beta}\right\}$, with

$$
\alpha+\beta=\left(q^{d+1}-1\right) /(q-1)
$$

Further, let $t_{i}$ be the number of tangents of $\mathcal{S}$ through $T_{i}, i=1,2, \ldots, \beta$. Now, count in different ways the number of ordered pairs $\left(T_{i}, P_{j}\right)$, where $\left\langle T_{i}, P_{j}\right\rangle$ is a tangent of $\mathcal{S}$; this gives

$$
\begin{equation*}
\sum_{i=1}^{\beta} t_{i}=\alpha q \sum_{k=0}^{d-2} q^{k} \tag{5.4}
\end{equation*}
$$

Next, count in two ways the number of ordered triples $\left(T_{i}, P_{j}, P_{j^{\prime}}\right)$, with $P_{j} \neq P_{j^{\prime}}$ and $\left\langle T_{i}, P_{j}\right\rangle,\left\langle T_{i}, P_{j^{\prime}}\right\rangle$ tangents to $\mathcal{S}$. Hence

$$
\begin{equation*}
\sum_{i=1}^{\beta} t_{i}\left(t_{i}-1\right)=\alpha(\alpha-1) \sum_{k=0}^{d-2} q^{k} \tag{5.5}
\end{equation*}
$$

From (5.4) and (5.5), it follows that

$$
\sum_{i=1}^{\beta} t_{i}^{2}=\alpha(\alpha+q-1) \sum_{k=0}^{d-2} q^{k}
$$

With $\beta \bar{t}=\sum_{i=1}^{\beta} t_{i}$, the inequality $0 \leq \sum_{i=1}^{\beta}\left(\bar{t}-t_{i}\right)^{2}$ simplifies to

$$
\beta \sum_{i=1}^{\beta} t_{i}^{2}-\left(\sum_{i=1}^{\beta} t_{i}\right)^{2} \geq 0
$$

this implies that

$$
\beta \alpha(\alpha+q-1) \sum_{k=0}^{d-2} q^{k}-\alpha^{2} q^{2}\left(\sum_{k=0}^{d-2} q^{k}\right)^{2} \geq 0
$$

As $\beta=\sum_{k=0}^{d} q^{k}-\alpha$, manipulation gives

$$
\begin{equation*}
(\alpha-1)^{2} \leq q^{d+1} \tag{5.6}
\end{equation*}
$$

Next, let $d=2$. From (5.3) and (5.6) it follows that

$$
q+1 \leq \alpha \leq q \sqrt{q}+1
$$

If $q+1=\alpha$, then in the first part of the proof it was shown that $\mathcal{P}$ is a $(q+1)$-arc. Let $\alpha=q \sqrt{q}+1$. Then

$$
0=\sum_{i=1}^{\beta}\left(\bar{t}-t_{i}\right)^{2}
$$

so $t_{i}=\bar{t}=\left(\sum_{i=1}^{\beta} t_{i}\right) / \beta=\alpha q / \beta=\sqrt{q}+1, i=1,2, \ldots, \beta$. From Section 12.3 of PGOFF2, the set of all tangents of $\mathcal{S}$ forms a dual Hermitian arc of $\operatorname{PG}(2, q)$, and hence $\mathcal{P}$ is a Hermitian arc of $\operatorname{PG}(2, q)$.

Next, let $d=3$. From (5.3) and (5.6), it follows that $\alpha=q^{2}+1$. Any line $l$ through $P_{i} \in \mathcal{P}$, but not in $\mathcal{S}\left(P_{i}\right)$, contains at least one point of $\mathcal{P} \backslash\left\{P_{i}\right\}$. Since there are $q^{2}$ such lines $l$ through $P_{i}$ and $\left|\mathcal{P} \backslash\left\{P_{i}\right\}\right|=q^{2}$, it follows that $l$ contains exactly two points of $\mathcal{P}$. Hence $\mathcal{P}$ is a $\left(q^{2}+1\right)$-cap of $\operatorname{PG}(3, q)$. If $q>2$, then $\mathcal{P}$ is an ovaloid; if $q=2$, then the 5 -cap $\mathcal{P}$ is an elliptic quadric of $\mathrm{PG}(3,2)$.

Finally, let $d>3$; then (5.3) contradicts (5.6).
Let $\mathcal{S}=(\mathcal{P}, \emptyset)$ be a semi-ovaloid of the plane $\operatorname{PG}(2, q)$. If $P \in \mathcal{P}$ and all nontangents through $P$ intersect $\mathcal{P}$ in more than two points, then $\mathcal{S}^{\prime}=(\mathcal{P} \backslash\{P\}, \emptyset)$ is still a semi-ovaloid of $\mathrm{PG}(2, q)$. In $\mathrm{PG}(2,3)$, there is a class of semi-ovaloids with six points: take the vertices of a quadrangle together with two of its diagonal points.

### 5.4 Lax and polarised embeddings of Shult spaces

Definition 5.56. (1) A Shult space $\mathcal{S}$ with point set $\mathcal{P}$ is laxly embedded in $\mathrm{PG}(d, K)$, $d \geq 2$, if, for $\mathcal{P} \subset \operatorname{PG}(d, K)$, each line $l$ of $\mathcal{S}$ is a subset of a line $l^{\prime}$ of $\operatorname{PG}(d, K)$, and distinct lines $l_{1}, l_{2}$ of $\mathcal{S}$ define distinct lines $l_{1}^{\prime}, l_{2}^{\prime}$ of $\mathrm{PG}(d, K)$.
(2) If $\Pi_{d^{\prime}}$ is the subspace of $\operatorname{PG}(d, K)$ generated by all points of $\mathcal{P}$, then $\Pi_{d^{\prime}}$ is the ambient space of $\mathcal{S}$.
(3) A lax embedding is full if, in (1), $l=l^{\prime}$ for each line $l$ of $\mathcal{S}$. The embeddings considered in Section 5.3 are full embeddings.
(4) The embeddings described in Theorem 5.51 are the natural embeddings of the classical finite non-degenerate Shult spaces.
(5) A lax embedding in $\operatorname{PG}(d, q)$ of a Shult space $\mathcal{S}$, with point set $\mathcal{P}$, is weak or polarised if, for any point $P$ of $\mathcal{S}$, the subspace generated by the set

$$
\mathcal{A}=\left\{P^{\prime} \in \mathcal{S} \mid P^{\prime} \text { is collinear with } P\right\}
$$

meets $\mathcal{P}$ precisely in $\mathcal{A}$.
Remark 5.57. If the non-degenerate Shult space $\mathcal{S}$ is isomorphic to the Shult space arising from a non-singular parabolic quadric $\mathcal{P}_{n}$ in $\operatorname{PG}(n, q), n$ even and $n \geq 4$, then $\mathcal{S}$ has two natural embeddings which are not projectively equivalent: the points and lines of $\mathcal{P}_{n}$ and the points of $\mathrm{PG}(n-1, q)$ together with the lines of $\mathrm{PG}(n-1, q)$ in the self-polar $(n-2) / 2$-dimensional spaces with respect to some null polarity $\zeta$ of $\operatorname{PG}(n-1, q)$.

It can be shown that, for a non-degenerate Shult space $\mathcal{S}$ laxly embedded in $\mathrm{PG}(d, q),(5)$ is equivalent to the following condition (5 $\left.{ }^{\prime}\right)$ :
(5') the set of all points of $\mathcal{S}$ collinear in $\mathcal{S}$ with any given point of $\mathcal{S}$ is contained in a hyperplane of $\operatorname{PG}(d, q)$.

All full embeddings described in Theorem 5.52 are polarised and all full embeddings described in Theorem 5.51 satisfy conditions (5) and ( $5^{\prime}$ ).

In what follows, 'embedded in $\operatorname{PG}(d, K)$ ' means that $\operatorname{PG}(d, K)$ is the ambient space.

The next three theorems contain the complete classification of all Shult spaces weakly embedded in $\operatorname{PG}(d, q)$. However, proofs are not given. First, the universal weak embedding of the generalised quadrangle $\mathcal{W}(2)$ in $\operatorname{PG}(4, K)$ is described.

Let $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}$ be consecutive vertices of a proper pentagon in $\mathcal{W}(2)$. Let $K$ be any field and identify $P_{i}, i \in\{1,2,3,4,5\}$, with the point of $\operatorname{PG}(4, K)$ with coordinates $(0, \ldots, 0,1,0, \ldots, 0)$, where the 1 is in the $i$-th position. Identify the unique point $Q_{i+3}$ of $\mathcal{W}(2)$ on the line $P_{i} P_{i+1}$ and different from both $P_{i}$ and $P_{i+1}$, with the point $(0, \ldots, 0,1,1,0, \ldots, 0)$ of $\operatorname{PG}(4, K)$, where the 1 's are in the $i$-th and the $(i+1)$-th positions, and where subscripts are taken modulo 5 . Finally, identify the unique point $R_{i}$ of the line $P_{i} Q_{i}$ of $\mathcal{W}(2)$ and different from both $P_{i}$ and $Q_{i}$, with the point whose coordinates are all 0 except in the $i$-th position, where the coordinate is -1 , and in the positions $i-2$ and $i+2$, where it takes the value 1 ; again subscripts are taken modulo 5. It is an elementary exercise to check that this defines a weak embedding of $\mathcal{W}(2)$ in $\operatorname{PG}(4, K)$. This embedding is the universal weak embedding of $\mathcal{W}(2)$ in $\mathrm{PG}(4, K)$.

Theorem 5.58. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t), s, t \neq 1$, weakly embedded in $\mathrm{PG}(d, q)$. Then either s is a prime power, $\mathbf{F}_{s}$ is a subfield of $\mathbf{F}_{q}$ and $\mathcal{S}$ is fully embedded in some subgeometry $\mathrm{PG}(d, s)$ of $\mathrm{PG}(d, q)$, or $\mathcal{S}$ is isomorphic to $\mathcal{W}(2)$ and the weak embedding is the universal one in $\mathrm{PG}(4, q)$ with $q$ odd.

Theorem 5.59. Let $\mathcal{S}$ be a non-degenerate Shult space of rank at least three, all of whose lines have size at least three. If $\mathcal{S}$ is weakly embedded in $\operatorname{PG}(d, q)$, then $\mathcal{S}$ is fully embedded in some subgeometry $\mathrm{PG}\left(d, q^{\prime}\right)$ of $\mathrm{PG}(d, q)$, for some subfield $\mathbf{F}_{q^{\prime}}$ of $\mathbf{F}_{q}$.

Let $\mathcal{S}$ be a finite Shult space of rank at least three all of whose lines have size at least three. Then the radical $\mathcal{R}$ of $\mathcal{S}$ together with the lines of $\mathcal{S}$ in $\mathcal{R}$ is the point-line incidence structure of a projective space over some field $\mathbf{F}_{q^{\prime}}$. Let the dimension of $\mathcal{R}$ be denoted by $r(\mathcal{S})$, or $r$ for short.

Definition 5.60. A Shult space is classical if it arises, up to isomorphism, from a quadric, a Hermitian variety, or a null polarity.

Theorem 5.61. Let $\mathcal{S}$ be a classical Shult space with $\operatorname{rank}(\mathcal{S})=R$ and satisfying $R-r \geq 4$. If $\mathcal{S}$ is weakly embedded in $\operatorname{PG}(d, q)$, then there is a projective space $\mathrm{PG}(\bar{d}, q), \bar{d} \geq d$, containing $\mathrm{PG}(d, q)$ such that $\mathcal{S}$ is the projection from a $\Pi_{\bar{d}-d-1, q} \subset \mathrm{PG}(\bar{d}, q)$ into $\mathrm{PG}(d, q)$ of a classical Shult space $\overline{\mathcal{S}}$ which is fully embedded in some subgeometry $\mathrm{PG}\left(\bar{d}, q^{\prime}\right)$ of $\mathrm{PG}(\bar{d}, q)$, for some subfield $\mathbf{F}_{q^{\prime}}$ of $\mathbf{F}_{q}$.

Surprisingly, also for the weakest form of embeddings, the lax embeddings, strong results are obtained. First, a lax embedding of the generalised quadrangle $\mathcal{U}(3,4)$ arising from a non-singular Hermitian variety $\mathcal{U}$ in $\operatorname{PG}(3,4)$ is described.

A double-six in $\mathrm{PG}(3, K)$, with $K$ any field, is a set of 12 lines

$$
\begin{array}{llllll}
a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & a_{6} \\
b_{1} & b_{2} & b_{3} & b_{4} & b_{5} & b_{6}
\end{array}
$$

such that each line meets only the five lines not in the same row or column. A doublesix lies on a unique non-singular cubic surface $\mathcal{F}$, which contains 15 further lines. Any non-singular cubic surface $\mathcal{F}$ of $\mathrm{PG}(3, \bar{K})$, with $\bar{K}$ an algebraically closed extension of $K$, contains exactly 27 lines. These 27 lines form exactly 36 double-sixes. With the notation introduced above, there exists a unique polarity $\beta$ of $\mathrm{PG}(3, K)$ such that $a_{i} \beta=b_{i}, i=1,2, \ldots, 6$. As the other 15 lines of the corresponding cubic surface are the lines $c_{i j}=\left\langle a_{i}, b_{j}\right\rangle \cap\left\langle a_{j}, b_{i}\right\rangle$, with $i, j=1,2, \ldots, 6$ and $i \neq j$, so $c_{i j} \beta=\left\langle a_{i} \cap b_{j}, a_{j} \cap b_{i}\right\rangle$. For every double-six, any line $l$ of it together with the five lines different from $l$ and concurrent with $l$, form a set of six lines every five of which are linearly independent when regarded as six points on the Klein quadric.

Conversely, given five skew lines $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ with a transversal $b_{6}$ such that each five of the six lines are linearly independent, then the six lines belong to a unique double-six, and so belong to a unique, non-singular cubic surface. A doublesix and a cubic surface with 27 lines exist in $\operatorname{PG}(3, K)$ for every field $K$ except $K=\mathbf{F}_{q}$ with $q=2,3,5$. Let $\mathcal{F}$ be a non-singular cubic surface of $\operatorname{PG}(3, K)$. If $P \in \mathcal{F}$ is on exactly three lines $l_{1}, l_{2}, l_{3}$ of $\mathcal{F}$, then $P$ is an Eckardt point of $\mathcal{F}$; if $\mathcal{F}$ is non-singular these lines $l_{1}, l_{2}, l_{3}$ belong to the tangent plane of $\mathcal{F}$ at $P$. A tritangent plane is a plane containing three lines of $\mathcal{F}$. If $\mathcal{F}$ has 27 lines, then $\mathcal{F}$ has 45 tritangent planes. A trihedral pair is a set of six tritangent planes divided into two
sets, each set consisting of three planes pairwise intersecting in a line not belonging to $\mathcal{F}$, such that the three planes of each set contain the same set of nine distinct lines of $\mathcal{F}$. If $\mathcal{F}$ contains 27 lines, then the 45 tritangent planes form 120 trihedral pairs.

Consider a non-singular cubic surface $\mathcal{F}$ in $\operatorname{PG}(3, K)$ and assume that $\mathcal{F}$ has 27 lines. Let $\mathcal{S}^{\prime}=\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}, \mathrm{I}^{\prime}\right)$ be the following incidence structure: the elements of $\mathcal{P}^{\prime}$ are the 45 tritangent planes of $\mathcal{F}$, the elements of $\mathcal{B}^{\prime}$ are the 27 lines of $\mathcal{F}$, a point $\pi \in \mathcal{P}^{\prime}$ is incident with a line $l \in \mathcal{B}^{\prime}$ if $l \subset \pi$. Then $\mathcal{S}^{\prime}$ is the unique generalised quadrangle of order $(4,2)$; for the uniqueness, see Corollary 5.82. Let $\mathcal{D}$ be one of the double-sixes contained in $\mathcal{B}^{\prime}$ and let $\beta$ be the above polarity fixing $\mathcal{D}$. If $\mathcal{P}=\mathcal{P}^{\prime} \beta, \mathcal{B}=\mathcal{B}^{\prime} \beta$, and I is symmetrised containment, then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is again the unique generalised quadrangle of order $(4,2)$. This generalised quadrangle $\mathcal{S}$ is contained in the dual surface $\widehat{\mathcal{F}}$ of $\mathcal{F}$ which also contains exactly 27 lines. If lines in $\mathcal{B}$ are identified with their set of points, $\mathcal{S}$ is laxly embedded in $\mathrm{PG}(3, K)$. If $P \in \mathcal{P}$ and the three lines of $\mathcal{S}$ incident with $P$ are contained in a common plane $\pi$, then $\pi \beta$ is an Eckardt point of $\mathcal{F}$.

If $\mathcal{D}$ is a double-six contained in $\mathcal{B}$, then the 15 lines of $\mathcal{B}$ not contained in $\mathcal{D}$, together with the 15 points of $\mathcal{P}$ not on lines of $\mathcal{D}$, form the unique generalised quadrangle of order 2 ; for the uniqueness, see Theorem 5.73. In this way the 36 subquadrangles of order 2 of $\mathcal{S}$ are obtained. If $P, P^{\prime}$ are non-collinear points of $\mathcal{S}$, then let $\left\{P, P^{\prime}\right\}^{\perp}=\left\{R, R^{\prime}, R^{\prime \prime}\right\},\left\{R, R^{\prime}\right\}^{\perp}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ in $\mathcal{S}$. Then $\left\{P \beta, P^{\prime} \beta, P^{\prime \prime} \beta, R \beta, R^{\prime} \beta, R^{\prime \prime} \beta\right\}$ yields a trihedral pair of $\mathcal{B}^{\prime}$. In this way the 120 trihedral pairs are obtained. If $l, m, n$ are skew lines of $\mathcal{B}$, then $\left|\{l, m, n\}^{\perp}\right|=3$ in $\mathcal{S}$, say $\{l, m, n\}^{\perp}=\left\{l^{\prime}, m^{\prime}, n^{\prime}\right\}$. So also any three skew lines of $\mathcal{B}^{\prime}$ are concurrent with three skew lines of $\mathcal{B}^{\prime}$. In total, $\mathcal{B}^{\prime}$ admits 360 such configurations.

As already mentioned, $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is laxly embedded in $\mathrm{PG}(3, K)$. Conversely, let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be any lax embedding in $\mathrm{PG}(3, K)$ of $\mathcal{U}(3,4)$; up to isomorphism, $\mathcal{U}(3,4)$ is the unique generalised quadrangle of order $(4,2)$. Let $\mathcal{D}$ be any double-six contained in $\mathcal{B}$; then $\mathcal{D}$ consists of the 12 lines not belonging to a subquadrangle of order 2 . Let $\beta$ be the polarity fixing $\mathcal{D}$ described above, and let $\mathcal{B}^{\prime}=\mathcal{B} \beta$. The double-six $\mathcal{D}$ belongs to a unique non-singular cubic surface $\mathcal{F}$. With the notation introduced above, the other 15 lines of $\mathcal{F}$ are the lines $c_{i j}=\left\langle a_{i}, b_{j}\right\rangle \cap\left\langle a_{j}, b_{i}\right\rangle$. So $c_{i j} \beta=\left\langle a_{i} \cap b_{j}, a_{j} \cap b_{i}\right\rangle$, and, by considering a subquadrangle $\mathcal{Q}(4,2)$ of the generalised quadrangle $\mathcal{Q}(5,2)$, it follows that $\left\langle a_{i} \cap b_{j}, a_{j} \cap b_{i}\right\rangle$ is a line of $\mathcal{S}$. Hence $c_{i j} \beta$ is a line of $\mathcal{S}$. Consequently, $\mathcal{B}^{\prime}$ is the set of the 27 lines of a unique non-singular cubic surface $\mathcal{F}$. It follows that every lax embedding of $\mathcal{U}(3,4)$ in $\mathrm{PG}(3, K)$ is of the type described above. So, such a lax embedding is uniquely defined by five skew lines $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ together with a transversal $b_{6}$ such that each five of the six lines are linearly independent. Such a configuration exists for every field $K$ except for $K=\mathbf{F}_{2}, \mathbf{F}_{3}, \mathbf{F}_{5}$.

The embedding $\mathcal{S}$ is polarised if and only if the 45 tritangent planes of $\mathcal{F}$ define 45 Eckardt points. If $K=\mathbf{F}_{q}$, then necessarily $q=4^{m}$, and for each such $q$ a polarised embedding of the generalised quadrangle of order $(4,2)$ is possible. If $\mathcal{U}(3,4)$ is embedded in $\operatorname{PG}(3, q)$ and if the embedding $\mathcal{S}$ is polarised, then, by Theorem $5.58, \mathcal{S}$ is a full embedding of $\mathcal{U}(3,4)$ in a subgeometry $\operatorname{PG}(3,4)$ of $\mathrm{PG}(3, q)$, for a subfield $\mathbf{F}_{4}$ of $\mathbf{F}_{q}$; so $\mathcal{S}$ is a Hermitian surface of $\operatorname{PG}(3,4)$. This result can be
extended to infinite fields. So, if $\mathcal{U}(3,4)$ admits a polarised embedding in $\mathrm{PG}(3, K)$, then $\mathbf{F}_{4}$ is a subfield of $K$ and the embedding is full in a subgeometry $\operatorname{PG}(3,4)$ of PG $(3, K)$.

Hence the following result is obtained.
Theorem 5.62. Let $K$ be any field and let $\mathcal{S}$ be a lax embedding of $\mathcal{U}(3,4)$ in PG(3,K). Then
(i) $|K| \neq 2,3,5$ and $\mathcal{S}$ arises from a non-singular cubic surface $\mathcal{F}$;
(ii) the embedding is polarised if and only if $\mathcal{F}$ admits 45 Eckardt points;
(iii) in the latter case, the field $\mathbf{F}_{4}$ is a subfield of $K$ and $\mathcal{S}$ is a Hermitian surface in a subgeometry $\mathrm{PG}(3,4)$ of $\mathrm{PG}(3, K)$.

Similarly to the projective case, lax, weak (or polarised) and full embeddings of point-line geometries in an affine space $\operatorname{AG}(d, K)$ can be defined. In the following theorem, lax embeddings of generalised quadrangles of order $(s, t), s>1$, in $\operatorname{PG}(d, q), d>2$, are considered.

Theorem 5.63. If the generalised quadrangle $\mathcal{S}$ of $\operatorname{order}(s, t), s>1$, is laxly embedded in $\operatorname{PG}(d, q)$, then $d \leq 5$.
(i) If $d=5$, then $\mathcal{S} \cong \mathcal{Q}(5, s)$ and the full automorphism group of $\mathcal{S}$ is induced by $\operatorname{PGL}(6, q)$. Also, one of the following holds:
(a) it is weakly embedded and hence, by Theorems 5.58 and 5.51, fully and naturally embedded in some subgeometry $\mathrm{PG}(5, s)$ of $\mathrm{PG}(5, q)$;
(b) $s=2, q$ is odd and there exists up to an element of $\operatorname{PSL}(6, q)$, a unique (non-weak) lax embedding, which is a full affine embedding if $q=3$;
(c) for $s=2, q=3^{h}$, the (non-weak) lax embedding is a full embedding in some affine subgeometry $\mathrm{AG}(5,3)$ over the subfield $\mathbf{F}_{3}$ of $\mathbf{F}_{q}$.
(ii) If $d=4$, then $s \leq t$.
(a) If $s=t$, then $\mathcal{S} \cong \mathcal{Q}(4, s)$ and one of the following occurs.

1. $s \neq 2, q$ is odd, and $\mathcal{S}$ is weakly embedded; hence, by Theorems 5.58 and 5.51 , it is fully and naturally embedded in some subgeometry $\mathrm{PG}(4, s)$ in $\mathrm{PG}(4, q)$.
2. $s=2, q$ is odd, and $\mathcal{S}$ is weakly embedded in $\mathrm{PG}(4, q)$, that is, $\mathcal{S}$ is the universal weak embedding of $\mathcal{W}(2)$ in $\mathrm{PG}(4, q)$ by Theorem 5.58.
3. $s=3, q \equiv 1(\bmod 3)$, and there exists, up to an element of $\operatorname{PSL}(5, q)$, a unique (non-weak) lax embedding. Further,
I. the case $q=4$ corresponds to a full affine embedding;
II. the case $q$ even corresponds to a full affine embedding in an affine subgeometry over the subfield $\mathbf{F}_{4}$ of $\mathbf{F}_{q}$;
III. the group $\operatorname{PSp}(4,3)$ acting naturally as an automorphism group on $\mathcal{W}(3)$ is induced on $\mathcal{S}$ by $\operatorname{PSL}(5, q)$; if $q$ is a square and if also $\sqrt{q} \equiv-1(\bmod 3)$, then the full automorphism group $\operatorname{PGSp}(4,3)$ of $\mathcal{S}$ is the group induced by $\mathrm{P} \Gamma \mathrm{L}(5, q)$; otherwise, $\mathrm{P} \Gamma \mathrm{L}(5, q)$ just induces $\operatorname{PSp}(4,3)$.
(b) If $s>2$, then $t \neq s+2$.
(c) If $t^{2}=s^{3}$, then $\mathcal{S} \cong \mathcal{U}(4, s)$ and $\mathcal{S}$ is weakly embedded and hence, by Theorems 5.58 and 5.51, fully and naturally embedded in some subspace $\operatorname{PG}(4, s)$ of $\mathrm{PG}(4, q)$.
(d) If $\mathcal{S} \cong \mathcal{Q}(5, s)$, then there exists a $\operatorname{PG}(5, q)$ containing $\operatorname{PG}(4, q)$ and $a$ point $P \in \mathrm{PG}(5, q) \backslash \mathrm{PG}(4, q)$ such that $\mathcal{S}$ is the projection from $P$ onto $\operatorname{PG}(4, q)$ of a generalised quadrangle $\overline{\mathcal{S}} \cong \mathcal{Q}(5, s)$ which is laxly embedded in $\mathrm{PG}(5, q)$, and hence determined by (i).
(iii) $d=3$.
(a) If $t=1$, then $\mathcal{S}$ is a subquadrangle of $\operatorname{order}(s, 1)$ of some $\mathcal{Q}(3, q)$.
(b) If $s=t^{2}$, then $\mathcal{S} \cong \mathcal{U}(3, s)$ and one of the following holds:
4. $\mathcal{S}$ is weakly embedded in $\mathrm{PG}(3, q)$ and hence, by Theorems 5.58 and 5.51, fully and naturally embedded in some subgeometry $\mathrm{PG}(3, s)$ of $\mathrm{PG}(3, q)$;
5. $(s, t)=(4,2)$ with $q \notin\{2,3,5\}$ and $\mathcal{S}$ arises from a non-singular cubic surface in $\mathrm{PG}(3, q)$; see Theorem 5.62.
(c) If $\mathcal{S}$ is classical or dual classical, but not isomorphic to $\mathcal{W}(s)$ with s odd, then the following classification is obtained.
6. $\mathcal{S}$ is not dual to $\mathcal{U}\left(4, s^{2 / 3}\right)$.
7. If $\mathcal{S} \cong \mathcal{U}(4, s)$, then there exists a $\mathrm{PG}(4, q)$ containing $\mathrm{PG}(3, q)$ and $a$ point $P \in \mathrm{PG}(4, q) \backslash \mathrm{PG}(3, q)$ such that $\mathcal{S}$ is the projection from $P$ onto $\mathrm{PG}(3, q)$ of a generalised quadrangle $\overline{\mathcal{S}} \cong \mathcal{U}(4, s)$ which is fully and naturally embedded in a subgeometry $\operatorname{PG}(4, s)$ of $\mathrm{PG}(4, q)$, for some subfield $\mathbf{F}_{s}$ of $\mathbf{F}_{q}$, with $s$ a square.
8. If $\mathcal{S} \cong \mathcal{Q}(4, s)$, then there exists a $\operatorname{PG}(4, q)$ containing $\operatorname{PG}(3, q)$ and a point $P \in \mathrm{PG}(4, q) \backslash \mathrm{PG}(3, q)$ such that $\mathcal{S}$ is the projection from $P$ onto $\mathrm{PG}(3, q)$ of a generalised quadrangle $\overline{\mathcal{S}} \cong \mathcal{Q}(4, s)$ which is laxly embedded in $\operatorname{PG}(4, q)$, and hence determined by (ii)(a).
9. If $\mathcal{S} \cong \mathcal{Q}(5, s)$, then there exists a $\mathrm{PG}(5, q)$ containing $\mathrm{PG}(3, q)$ and $a$ line $l$ of $\operatorname{PG}(5, q)$ skew to $\operatorname{PG}(3, q)$ such that $\mathcal{S}$ is the projection from $l$ onto $\mathrm{PG}(3, q)$ of a generalised quadrangle $\overline{\mathcal{S}} \cong \mathcal{Q}(5, s)$ which is laxly embedded in $\mathrm{PG}(5, q)$, and hence determined by (i).

Lax embeddings of non-degenerate Shult spaces of rank at least three are considered in the next theorem.

Theorem 5.64. Let $\mathcal{S}$ be a non-degenerate Shult space of rank at least three all of whose lines have size at least three and which is laxly embedded in $\operatorname{PG}(d, q)$, where $d \geq 3$.
(i) If $\mathcal{S}$ is not the Shult space arising from a null polarity of $\operatorname{PG}(2 m+1, s)$, s odd, then there exists a $\mathrm{PG}(n, q)$ containing $\Pi_{d}=\operatorname{PG}(d, q)$, a $\Pi_{n-d-1}$ in $\operatorname{PG}(n, q)$ skew to $\Pi_{d}$ and a non-degenerate classical Shult space $\overline{\mathcal{S}} \cong \mathcal{S}$ fully and naturally embedded in a subgeometry $\operatorname{PG}(n, s)$ of $\operatorname{PG}(n, q)$, such that $\mathcal{S}$ is the projection of $\overline{\mathcal{S}}$ from $\Pi_{n-d-1}$ onto $\Pi_{d}$.
(ii) If $d \geq 4$ and if $\mathcal{S}$ arises from a null polarity of $\mathrm{PG}(2 m+1, s), m \geq 2$ and $s$ odd, then there exists a $\mathrm{PG}(2 m+1, q)$ containing $\Pi_{d}$ and a subspace $\Pi_{2 m-d}$ of $\mathrm{PG}(2 m+1, q)$ skew to $\Pi_{d}$ such that $\mathcal{S}$ is the projection from $\Pi_{2 m-d}$ onto $\Pi_{d}$ of a non-degenerate Shult space $\overline{\mathcal{S}} \cong \mathcal{S}$ which is fully and naturally embedded in a subgeometry $\mathrm{PG}(2 m+1, s)$ of $\mathrm{PG}(2 m+1, q)$.

Remark 5.65. The lax embeddings in $\mathrm{PG}(3, q)$ of the generalised quadrangles $\mathcal{W}(s), s$ odd, and of the non-degenerate Shult spaces of rank at least three arising from a null polarity of $\operatorname{PG}(2 m+1, s), m \geq 2$ and $s$ odd, are not yet classified. The classification of lax embeddings of Shult spaces in $\operatorname{PG}(2, q)$, without extra conditions, seems to be hopeless.

### 5.5 Characterisations of the classical generalised quadrangles

In this section the most important characterisations of the classical generalised quadrangles are reviewed. Apart from a few exceptions the proofs are long, complicated, and technical. So, proofs are given only in the simpler cases. First, some new ideas are introduced.

Definition 5.66. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a finite generalised quadrangle of order $(s, t)$.
(1) If $P \sim P^{\prime}, P \neq P^{\prime}$, or if $P \nsim P^{\prime}$ and $\left|\left\{P, P^{\prime}\right\}^{\perp \perp}\right|=t+1$, the pair $\left\{P, P^{\prime}\right\}$ is regular.
(2) The point $P$ is regular if $\left\{P, P^{\prime}\right\}$ is regular for all $P^{\prime} \in \mathcal{P}, P^{\prime} \neq P$.
(3) A point $P$ is co-regular if each line incident with $P$ is regular.
(4) The pair $\left\{P, P^{\prime}\right\}, P \nsim P^{\prime}$, is anti-regular if $\left|P^{\prime \prime \perp} \cap\left\{P, P^{\prime}\right\}^{\perp}\right| \leq 2$ for all $P^{\prime \prime} \in \mathcal{P} \backslash\left\{P, P^{\prime}\right\}$.
(5) A point $P$ is anti-regular if $\left\{P, P^{\prime}\right\}$ is anti-regular for all $P^{\prime} \in \mathcal{P} \backslash P^{\perp}$.
(6) The closure of the pair $\left\{P, P^{\prime}\right\}$ is

$$
\operatorname{cl}\left(P, P^{\prime}\right)=\left\{P^{\prime \prime} \in \mathcal{P} \mid P^{\prime \prime \perp} \cap\left\{P, P^{\prime}\right\}^{\perp \perp} \neq \emptyset\right\}
$$

Theorem 5.67. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $s>1$.
(i) For a regular point $P$, the incidence structure $\pi_{P}$ with point set $P^{\perp}$, with line set the set of spans $\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp \perp}$, where $P^{\prime}, P^{\prime \prime} \in P^{\perp}$ with $P^{\prime} \neq P^{\prime \prime}$, and with the natural incidence is a projective plane of order $s$.
(ii) For an anti-regular point $P$ and a point $P^{\prime}$ in $P^{\perp} \backslash\{P\}$, the incidence structure $\pi\left(P, P^{\prime}\right)$ with point set $P^{\perp} \backslash\left\{P, P^{\prime}\right\}^{\perp}$, with lines the sets $\left\{P, P_{1}\right\}^{\perp} \backslash\{P\}$ with $P \sim P_{1} \nsim P^{\prime}$ and the sets $\left\{P, P_{2}\right\}^{\perp} \backslash\left\{P^{\prime}\right\}$ with $P^{\prime} \sim P_{2} \nsim P$, and with the natural incidence is an affine plane of order $s$.

Proof. Both parts are straightforward verifications of the axioms.
Definition 5.68. (1) An ovoid of $\mathcal{S}$ is a set $\mathcal{O}$ of points of $\mathcal{S}$ such that each line of $\mathcal{S}$ is incident with a unique point of $\mathcal{O}$.
(2) A spread of $\mathcal{S}$ is a set $\mathcal{R}$ of lines of $\mathcal{S}$ such that each point of $\mathcal{S}$ is incident with a unique line of $\mathcal{R}$.

Remark 5.69. It follows that any ovoid or spread of $\mathcal{S}$ has exactly $1+$ st elements.
Definition 5.70. (1) Let $s^{2}=t>1$; then, by Corollary 5.15, any triad $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ has $\left|\left\{P, P^{\prime}, P^{\prime \prime}\right\}^{\perp}\right|=s+1$. Thus $\left|\left\{P, P^{\prime}, P^{\prime \prime}\right\}^{\perp \perp}\right| \leq s+1$ and $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ is 3 -regular provided that $\left|\left\{P, P^{\prime}, P^{\prime \prime}\right\}^{\perp \perp}\right|=s+1$.
(2) The point $P$ is 3 -regular if and only if each triad containing $P$ is 3 -regular.

These definitions are illustrated by some examples.
In Section 5.2, it was observed that each hyperbolic line of $\mathcal{W}(q)$ contains $q+1$ points. Hence all points of $\mathcal{W}(q)$ are regular. Dually, all lines of $\mathcal{Q}(4, q)$ are regular. By Theorem 5.17, all lines of $\mathcal{W}(q)$, with $q$ even, are regular. Dually, all points of $\mathcal{Q}(4, q), q$ even, are regular. From the examples in Section 5.2, it follows that each point of $\mathcal{Q}(4, q), q$ odd, is anti-regular, and, dually, that each line of $\mathcal{W}(q), q$ odd, is anti-regular. Further, each hyperbolic line of $\mathcal{U}\left(3, q^{2}\right)$ contains $q+1$ points; hence each point of $\mathcal{U}\left(3, q^{2}\right)$ is regular. Dually, each line of $\mathcal{Q}(5, q)$ is regular.

Consider $\mathcal{Q}(5, q)$ and the corresponding polarity $\zeta$. If $\mathcal{T}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ is a triad of $\mathcal{Q}(5, q)$, then $\mathcal{T}^{\perp}$ is the conic $\mathcal{Q} \cap \pi$, where $\pi$ is the polar of the plane $P P^{\prime} P^{\prime \prime}$, and $\mathcal{T}^{\perp \perp}$ is the conic $\mathcal{Q} \cap P P^{\prime} P^{\prime \prime}$. So $\left|\mathcal{T}^{\perp \perp}\right|=q+1$, and consequently each point of $\mathcal{Q}(5, q)$ is 3-regular. Dually, each line of $\mathcal{U}\left(3, q^{2}\right)$ is 3-regular.

The generalised quadrangle $\mathcal{Q}(4, q)$ always has ovoids, and has spreads if and only if $q$ is even; see Section 7.2. Further, $\mathcal{Q}(5, q)$ has spreads but no ovoids, and $\mathcal{U}\left(4, q^{2}\right)$ has no ovoids. For $q=2$, the Hermitian variety $\mathcal{U}\left(4, q^{2}\right)$ has no spreads; for $q>2$, the existence of a spread is an open problem.

Historically, the next result is probably the oldest combinatorial characterisation of a class of generalised quadrangles. A proof is essentially contained in a paper by Singleton, although he erroneously thought he had proved a stronger result; but the first satisfactory treatment may have been given by Benson. Undoubtedly, it was discovered independently by several authors; see Section 5.10.

Theorem 5.71. A generalised quadrangle $\mathcal{S}$ of order $s \neq 1$ is isomorphic to $\mathcal{W}(s)$ if and only if all its points are regular.

Proof. All points of $\mathcal{W}(s)$ are regular.
Conversely, let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $s \neq 1$, for which all points are regular. Now define the incidence structure $\mathcal{S}^{\prime}=\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}, \mathrm{I}^{\prime}\right)$, with $\mathcal{P}^{\prime}=\mathcal{P}$, with $\mathcal{B}^{\prime}$ the set of spans of all point pairs of $\mathcal{P}$, and $\mathrm{I}^{\prime}$ the natural incidence. Then $\mathcal{S}$ is isomorphic to the substructure of $\mathcal{S}^{\prime}$ formed by all points and the spans of all pairs of points collinear in $\mathcal{S}$.

Let $\mathcal{T}=\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ be a triad of points in $\mathcal{S}$. Counting all points on the lines joining a point of $\left\{P, P^{\prime}\right\}^{\perp}$ and a point of $\left\{P, P^{\prime}\right\}^{\perp \perp}$ gives

$$
(s+1)^{2}(s-1)+2(s+1)=(s+1)\left(s^{2}+1\right)=|\mathcal{P}|
$$

Hence $P^{\prime \prime}$ is on at least one line joining a point of $\left\{P, P^{\prime}\right\}^{\perp}$ to a point of $\left\{P, P^{\prime}\right\}^{\perp \perp}$, and so $\mathcal{T}^{\perp} \neq \emptyset$. Now, by Theorem 5.67 (i), it follows that any three non-collinear
points of $\mathcal{S}^{\prime}$ generate a projective plane of order $s$. Since $\left|\mathcal{P}^{\prime}\right|=s^{3}+s^{2}+s+1$, so $\mathcal{S}^{\prime}$ is the design of points and lines of $\mathrm{PG}(3, s)$. All spans in $\mathcal{S}$ of collinear point pairs containing a given point $P$ form a pencil of lines in $\mathrm{PG}(3, s)$. By Theorem 15.2.13 of FPSOTD, the set of all spans of collinear point pairs is a general linear complex of lines of $\mathrm{PG}(3, q)$ or, equivalently, is the set of all self-polar lines of a null polarity $\zeta$. Thus $\mathcal{S} \cong \mathcal{W}(s)$.

The next result is a slight generalisation of the preceding theorem and is stated without proof.

Theorem 5.72. A generalised quadrangle $\mathcal{S}$ of order $(s, t), s \neq 1$, is isomorphic to $\mathcal{W}(s)$ if and only if each hyperbolic line has at least $s+1$ points.

Theorem 5.73. Up to isomorphism, there is only one generalised quadrangle of order 2 .

Proof. Let $\mathcal{S}$ be a generalised quadrangle of order 2 . Consider two points $P, P^{\prime}$ with $P \nsim P^{\prime}$, and let $\left\{P, P^{\prime}\right\}^{\perp}=\left\{Z_{1}, Z_{2}, Z_{3}\right\}$. Let $\left\{Z_{1}, Z_{2}\right\}^{\perp}=\left\{P, P^{\prime}, U\right\}$, let $Y$ be the unique point of $P Z_{3}$ collinear with $U$, and let $Y^{\prime}$ be the unique point of $P^{\prime} Z_{3}$ collinear with U . If $Y, Z_{3}, Y^{\prime}$ are distinct, then $U$ is incident with the four distinct lines $U Z_{1}, U Z_{2}, U Y, U Y^{\prime}$, a contradiction since $t=2$. Thus $Y=Z_{3}=Y^{\prime}$, and so $U \sim Z_{3}$. Hence $\left|\left\{P, P^{\prime}\right\}^{\perp \perp}\right|=3$. So every point of $\mathcal{S}$ is regular and now, by Theorem 5.71, $\mathcal{S} \cong \mathcal{W}(2)$.

The following four characterisations are stated without proof.
Theorem 5.74. A generalised quadrangle $\mathcal{S}$ of order $s \neq 1$ is isomorphic to $\mathcal{W}\left(2^{h}\right)$ if and only if it has an ovoid $\mathcal{O}$ each triad of which has at least one centre.

Theorem 5.75. A generalised quadrangle $\mathcal{S}$ of order $s \neq 1$ is isomorphic to $\mathcal{W}\left(2^{h}\right)$ if and only if it has an ovoid $\mathcal{O}$ each point of which is regular.

Theorem 5.76. A generalised quadrangle $\mathcal{S}$ of order $s \neq 1$ is isomorphic to $\mathcal{W}\left(2^{h}\right)$ if and only if it has a regular pair $\left\{l_{1}, l_{2}\right\}$ of non-concurrent lines with the property that any triad of points lying on lines of $\left\{l_{1}, l_{2}\right\}^{\perp}$ has at least one centre.

Theorem 5.77. Let $\mathcal{S}$ be a generalised quadrangle of order $s \neq 1$ with an antiregular point $P$. Then $\mathcal{S}$ is isomorphic to $\mathcal{Q}(4, s)$ if and only if there is a point $P^{\prime}$ in $P^{\perp} \backslash\{P\}$, for which the associated affine plane $\pi\left(P, P^{\prime}\right)$ is Desarguesian.

Corollary 5.78. Let $\mathcal{S}$ be a generalised quadrangle of order $s \neq 1$ having an antiregular point $P$. If $s \leq 8$, then $\mathcal{S}$ is isomorphic to $\mathcal{Q}(4, s)$.

Proof. Since each plane of order $s \leq 8$ is Desarguesian, the result follows.
Theorem 5.79. Let $\mathcal{S}$ be a generalised quadrangle of odd order $s>1$ with coregular point $P$. Then $\mathcal{S} \cong \mathcal{Q}(4, s)$ if and only if, for at least one line l incident with $P$, the projective plane $\pi_{l}$ is Desarguesian.

Corollary 5.80. Let $\mathcal{S}$ be a generalised quadrangle of order $s$, with $s \in\{5,7\}$. If $\mathcal{S}$ contains a co-regular point, then $\mathcal{S} \cong \mathcal{Q}(4, s)$.

Proof. As the projective planes of order 5 and 7 are unique, the result follows from Theorem 5.79.

The following characterisation theorem is very important, not only for the theory of generalised quadrangles, but also for other areas in combinatorics. The proof is again very long, and so it is not given.

Theorem 5.81. Let $\mathcal{S}$ be a generalised quadrangle of order $\left(s, s^{2}\right)$.
(i) When $s>1$, then $\mathcal{S} \cong \mathcal{Q}(5, s)$ if and only if all points of $\mathcal{S}$ are 3-regular.
(ii) When $s$ is odd and $s>1$, then $\mathcal{S} \cong \mathcal{Q}(5, s)$ if and only if it has a 3 -regular point.
(iii) When $s$ is even, then $\mathcal{S} \cong \mathcal{Q}(5, s)$ if and only if it has at least one 3 -regular point not incident with some regular line.
(iv) When $s$ is odd and $s>1$, then $\mathcal{S} \cong \mathcal{Q}(5, s)$ if and only if the following properties hold:
(a) there are distinct collinear points $P$ and $P^{\prime}$ such that each triad containing $P$ with centre $P^{\prime}$ is 3-regular;
(b) each triad containing $P^{\prime}$ with centre $P$ is 3 -regular;
(c) there is at least one 3 -regular triad $\left\{P_{1}, P_{2}, P_{3}\right\}$ with $P_{1} \mathrm{I} P P^{\prime}$ and where $\left\{P_{1}, P_{2}, P_{3}\right\}^{\perp}$ does not contain a point incident with $P P^{\prime}$.

Corollary 5.82. Up to isomorphism there is only one generalised quadrangle of the following orders: (i) $(2,4)$; (ii) $(3,9)$.

Proof. (a) Let $\mathcal{S}$ be a generalised quadrangle of order (2,4). If $\left\{P_{1}, P_{2}, P_{3}\right\}$ is a triad of points, then $\left\{P_{1}, P_{2}, P_{3}\right\}^{\perp \perp}=\left\{P_{1}, P_{2}, P_{3}\right\}$. Hence $\left|\left\{P_{1}, P_{2}, P_{3}\right\}^{\perp \perp}\right|=1+s$, every point is 3 -regular, and, by Theorem 5.81 (i), $\mathcal{S} \cong \mathcal{Q}(5,2)$.
(b) Let $\mathcal{S}$ be of order (3,9). Let $\left\{P_{1}, P_{2}, P_{3}\right\}$ be a triad of points, and let $\left\{P_{1}, P_{2}, P_{3}\right\}^{\perp}=\left\{U_{1}, U_{2}, U_{3}, U_{4}\right\},\left\{U_{1}, U_{2}, U_{3}\right\}^{\perp}=\left\{P_{1}, P_{2}, P_{3}, P_{4}\right\}$. The number of points collinear with $U_{4}$ and also with at least two points of $\left\{U_{1}, U_{2}, U_{3}\right\}$ is at most six, and the number of points collinear with $U_{4}$ and incident with some line $P_{4} U_{i}, i=1,2,3$, is at most three. Since $3+6<10=t+1$, there is a line $l$ incident with $U_{4}$, but not concurrent with $P_{4} U_{i}, i=1,2,3$, and not incident with an element of $\left\{U_{i}, U_{j}\right\}^{\perp}, i \neq j, 1 \leq i \leq 3,1 \leq j \leq 3$. The point incident with $l$ and collinear with $U_{i}$ is denoted by $Z_{i}, i=1,2,3$; the points $Z_{1}, Z_{2}, Z_{3}$ are distinct. Since $\mathcal{S}$ has no triangles, the point $P_{4}$ is not collinear with any $Z_{i}$, forcing $P_{4} \sim U_{4}$. Hence the triad $\left\{P_{1}, P_{2}, P_{3}\right\}$ is 3-regular, and so every point of $\mathcal{S}$ is 3-regular. Now, by Theorem $5.81, \mathcal{S} \cong \mathcal{Q}(5,3)$.

Definition 5.83. (1) The generalised quadrangle $\mathcal{S}^{\prime}=\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}, \mathrm{I}^{\prime}\right)$ of order $\left(s^{\prime}, t^{\prime}\right)$ is a subquadrangle of the generalised quadrangle $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ of order $(s, t)$ if $\mathcal{P}^{\prime} \subset \mathcal{P}, \mathcal{B}^{\prime} \subset \mathcal{B}$, and if $\mathrm{I}^{\prime}$ is the restriction of I to $\left(\mathcal{P}^{\prime} \times \mathcal{B}^{\prime}\right) \cup\left(\mathcal{B}^{\prime} \times \mathcal{P}^{\prime}\right)$.
(2) If $\mathcal{S}^{\prime} \neq \mathcal{S}$, then $\mathcal{S}^{\prime}$ is a proper subquadrangle of $\mathcal{S}$.

Remark 5.84. If $|\mathcal{P}|=\left|\mathcal{P}^{\prime}\right|$ it follows that $s=s^{\prime}$ and $t=t^{\prime}$; hence, if $\mathcal{S}^{\prime}$ is a proper subquadrangle, then $\mathcal{P} \neq \mathcal{P}^{\prime}$, and dually $\mathcal{B} \neq \mathcal{B}^{\prime}$.

Some examples are given.
Example 5.85. (a) Consider $\mathcal{Q}(5, q)$, with $\mathcal{Q}$ a non-singular quadric of projective index 1 in $\operatorname{PG}(5, q)$. Intersect $\mathcal{Q}$ with a non-tangent hyperplane $\Pi_{4}$. Then the points and lines of $\mathcal{Q}^{\prime}=\mathcal{Q} \cap \Pi_{4}$ form the generalised quadrangle $\mathcal{Q}^{\prime}(4, q)$. Here $s^{2}=t=q^{2}, s=s^{\prime}=t^{\prime}$. Since all lines of $\mathcal{Q}(5, q)$ and of $\mathcal{Q}^{\prime}(4, q)$ are regular, both have subquadrangles of order $\left(s^{\prime \prime}, t^{\prime \prime}\right)$ with $t^{\prime \prime}=1$ and $s^{\prime \prime}=s^{\prime}=s$, each of which is a hyperbolic quadric in some solid of $\operatorname{PG}(5, q)$.
(b) Let $\mathcal{U}=\mathcal{U}\left(4, q^{2}\right)$, a non-singular Hermitian variety of $\mathrm{PG}\left(4, q^{2}\right)$ and intersect $\mathcal{U}$ with a non-tangent hyperplane $\Pi_{3}$. Then the points and lines of $\mathcal{U}^{\prime}=\mathcal{U} \cap \Pi_{3}$ form the generalised quadrangle $\mathcal{U}^{\prime}\left(3, q^{2}\right)$. In this case, the parameters are

$$
t=s^{3 / 2}=q^{3}, s=s^{\prime}, t^{\prime}=\sqrt{s}
$$

Since all points of $\mathcal{U}^{\prime}\left(3, q^{2}\right)$ are regular, so $\mathcal{U}^{\prime}\left(3, q^{2}\right)$ has subquadrangles with $t^{\prime \prime}=t^{\prime}=\sqrt{s}$ and $s^{\prime \prime}=1$.
(c) Now consider $\mathcal{Q}(4, q)$ and extend $\mathbf{F}_{q}$ to $\mathbf{F}_{q^{2}}$. Then $\mathcal{Q}$ extends to $\overline{\mathcal{Q}}$ and $\mathcal{Q}(4, q)$ to $\overline{\mathcal{Q}}\left(4, q^{2}\right)$. Here, $\mathcal{Q}(4, q)$ is a subquadrangle of $\overline{\mathcal{Q}}\left(4, q^{2}\right)$, with $t=s=q^{2}$ and $t^{\prime}=s^{\prime}=q$.

Next consider the role of subquadrangles in characterising $\mathcal{Q}(5, q)$. Proofs are again omitted.

Theorem 5.86. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t)$ with $s>1$ and $t>1$. Then $\mathcal{S}$ is isomorphic to $\mathcal{Q}(5, s)$ if and only if either (i) or (ii) holds:
(i) every triad of lines with at least one centre is contained in a proper subquadrangle of order $\left(s, t^{\prime}\right)$;
(ii) for each triad $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ with distinct centres $Z, Z^{\prime}$, the five points $P, P^{\prime}, P^{\prime \prime}$, $Z, Z^{\prime}$ are contained in a proper subquadrangle of order $\left(s, t^{\prime}\right)$.

For a generalised quadrangle $\mathcal{S}$ of order $(s, t)$, let $\left\{l_{1}, l_{2}, l_{3}\right\}$ and $\left\{m_{1}, m_{2}, m_{3}\right\}$ be two triads of lines for which $l_{i} \nsim m_{j}$ if and only if $\{i, j\}=\{1,2\}$. Let $P_{i}$ be the point defined by $l_{i} \mathrm{I} P_{i} \mathrm{I} m_{i}, i=1,2$. This configuration $\mathcal{T}$ of seven distinct points and six distinct lines is a broken grid with carriers $P_{1}$ and $P_{2}$; see Figure 5.2.

The broken grid $\mathcal{T}$ satisfies axiom $(D)$ with respect to the pair $\left\{l_{1}, l_{2}\right\}$ provided the following holds: if $l_{4} \in\left\{m_{1}, m_{2}\right\}^{\perp}$ with $l_{4} \nsim l_{i}, i=1,2,3$, then $\left\{l_{1}, l_{2}, l_{4}\right\}$ has at least one centre. Interchanging $l_{i}$ and $m_{i}$ gives the definition of axiom $(D)$ for $\mathcal{T}$ with respect to the pair $\left\{m_{1}, m_{2}\right\}$. Further, $\mathcal{T}$ is said to satisfy axiom $(D)$ provided it satisfies axiom $(D)$ with respect to both pairs $\left\{l_{1}, l_{2}\right\}$ and $\left\{m_{1}, m_{2}\right\}$.

Let $P$ be any point of $\mathcal{S}$. Then $\mathcal{S}$ is said to satisfy $\operatorname{axiom}(D)_{P}^{\prime}$ if the broken $\operatorname{grid} \mathcal{T}$ satisfies axiom $(D)$ with respect to $\left\{l_{1}, l_{2}\right\}$ whenever $P \mathrm{I} l_{1}$; it satisfies axiom $(D)_{P}^{\prime \prime}$ if $\mathcal{T}$ satisfies axiom $(D)$ with respect to $\left\{m_{1}, m_{2}\right\}$ whenever $P \mathrm{I} l_{1}$.

Now, another interesting characterisation of $\mathcal{Q}(5, s)$ is the following.

Fig. 5.2. Broken grid


Theorem 5.87. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t)$, with $s \neq t$, and $s>1, t>1$.
(i) If $s$ is odd, then $\mathcal{S} \cong \mathcal{Q}(5, s)$ if and only if $\mathcal{S}$ contains a co-regular point $P$ for which $(D)_{P}^{\prime}$ or $(D)_{P}^{\prime \prime}$ is satisfied.
(ii) If $s$ is even, then $\mathcal{S} \cong \mathcal{Q}(5, s)$ if and only if all lines of $\mathcal{S}$ are regular and $\mathcal{S}$ contains a point $P$ for which $(D)_{P}^{\prime}$ or $(D)_{P}^{\prime \prime}$ is satisfied.

In order to conclude this section dealing with characterisations of $\mathcal{Q}(5, s)$, one more basic concept is introduced.

Definition 5.88. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$. If $\mathcal{B}^{\perp \perp}$ is the set of all spans $\left\{P, P^{\prime}\right\}^{\perp \perp}$ with $P \nsim P^{\prime}$, then let $\mathcal{S}^{\perp \perp}=\left(\mathcal{P}, \mathcal{B}^{\perp \perp}, \in\right)$.
(1) $\mathcal{S}$ satisfies property $(A)_{P}$ for $P \in \mathcal{P}$, if for any $m=\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp \perp} \in \mathcal{B}^{\perp \perp}$ with $P \in\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp}$, and $U \in \operatorname{cl}\left(P^{\prime}, P^{\prime \prime}\right) \cap\left(P^{\perp} \backslash\{P\}\right)$ with $U \notin m$, the substructure of $\mathcal{S}^{\perp \perp}$ generated by $m$ and $U$ is a dual affine plane.
(2) $\mathcal{S}$ satisfies property $(A)$ if it satisfies $(A)_{P}$ for all $P \in \mathcal{P}$.
(3) The dual of $(A)_{P}$ is denoted by $(\hat{A})_{l}$ and of $(A)$ by $(\hat{A})$.

So $\mathcal{S}$ satisfies $(A)$ if, for any $m=\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp \perp} \in \mathcal{B}^{\perp \perp}$ and any $U$ in the set $\operatorname{cl}\left(P^{\prime}, P^{\prime \prime}\right) \backslash\left(\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp} \cup\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp \perp}\right)$, the substructure of $\mathcal{S}^{\perp \perp}$ generated by $m$ and $U$ is a dual affine plane.

Again, the proof of the following theorem is not given.
Theorem 5.89. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t), s \neq t, t>1$.
(i) If $s>1$, and $s$ is odd, then $\mathcal{S}$ is isomorphic to $\mathcal{Q}(5, s)$ if and only if $(\hat{A})_{l}$ is satisfied for all lines $l$ incident with some co-regular point $P$.
(ii) If $s$ is even, then $\mathcal{S}$ is isomorphic to $\mathcal{Q}(5, s)$ if and only if all lines of $\mathcal{S}$ are regular and $(\hat{A})_{l}$ is satisfied for all lines $l$ incident with some point $P$.

Definition 5.90. A finite net of order $k \geq 2$ and degree $r \geq 2$ is an incidence structure $\mathcal{N}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ of points and lines satisfying the following axioms.
(1) Each point is incident with $r$ lines and two distinct points are incident with at most one line.
(2) Each line is incident with $k$ points and two distinct lines are incident with at most one point.
(3) If $P$ is a point and $l$ is a line not incident with $P$, then there is a unique line $m$ incident with $P$ and not concurrent with $l$.

For a net of order $k$ and degree $r$, it follows that $|\mathcal{P}|=k^{2}$ and $|\mathcal{B}|=k r$. Also, $r \leq k+1$, with $r=k+1$ if and only if the net is an affine plane of order $k$.

The following theorem gives the relation between regularity in generalised quadrangles and dual nets.

Theorem 5.91. Let $P$ be a regular point of the generalised quadrangle $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ of order $(s, t), s \neq 1$. Then the incidence structure, with
(a) point set $P^{\perp} \backslash\{P\}$,
(b) line set the set of all spans $\left\{Q, Q^{\prime}\right\}^{\perp \perp}$, where $Q, Q^{\prime} \in P^{\perp} \backslash\{P\}, Q \nsim Q^{\prime}$,
(c) incidence the natural one,
is the dual of a net of order $s$ and degree $t+1$. If, in particular, $s=t>1$, then a dual affine plane of order s arises.

Proof. This is a straightforward exercise.
Let $\mathcal{P}$ be the set of all points of $\operatorname{PG}(n, q)$ which are not contained in a fixed subspace $\operatorname{PG}(n-2, q)$, with $n \geq 2$, let $\mathcal{B}$ be the set of all lines of $\operatorname{PG}(n, q)$ having no point in common with $\mathrm{PG}(n-2, q)$, and let I be the natural incidence. Then $(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is the dual of a net of order $q^{n-1}$ and degree $q+1$; this dual net is denoted by $H_{q}^{n}$.

Definition 5.92. A point-line incidence geometry $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ satisfies the VeblenPasch axiom if and only if the following condition is satisfied:
(VP) if $l_{1} \mathrm{I} P \mathrm{I} l_{2}, l_{1} \neq l_{2}$, and $m_{1} \Psi P \Psi m_{2}, l_{i} \sim m_{j}$, for all $i, j \in\{1,2\}$, then $m_{1} \sim m_{2}$.

Theorem 5.93. Let $\mathcal{S}$ be a dual net of order $s+1$ and degree $t+1$, with $s<t+1$. If $\mathcal{S}$ satisfies (VP), then $\mathcal{S}$ is isomorphic to the dual net $H_{q}^{n}$, which has $s=q$ and $t=q^{n-1}-1$.

The following characterisation theorem of $\mathcal{Q}(5, s)$ is in terms of regularity and dual nets.

Theorem 5.94. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t)$ with $s \neq t, s>1$ and $t>1$.
(i) If $s$ is odd, then $\mathcal{S}$ is isomorphic to the classical generalised quadrangle $\mathcal{Q}(5, s)$ if and only if it has a co-regular point $P$ and if for each line lincident with $P$ the corresponding dual net $\mathcal{N}_{l}^{D}$ satisfies (VP).
(ii) If $s$ is even, then $\mathcal{S}$ is isomorphic to the classical generalised quadrangle $\mathcal{Q}(5, s)$ if and only if all its lines are regular and, for at least one point $P$ and all lines $l$ incident with $P$, the corresponding dual nets $\mathcal{N}_{l}^{D}$ satisfy (VP).

The next characterisation theorem of $\mathcal{Q}(5, s)$ involves subquadrangles and ovoids.
Theorem 5.95. Let $\mathcal{S}$ be a generalised quadrangle of order $\left(s, s^{2}\right), s \neq 1$, having a subquadrangle $\mathcal{S}^{\prime}$ isomorphic to $\mathcal{Q}(4, s)$. If in $\mathcal{S}^{\prime}$ each ovoid $\mathcal{O}_{P}$ consisting of all the points collinear with a given point $P$ of $\mathcal{S} \backslash \mathcal{S}^{\prime}$ is an elliptic quadric, then $\mathcal{S}$ is isomorphic to $\mathcal{Q}(5, s)$.

Definition 5.96. (1) Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$, and define $\mathcal{B}^{*}=\left\{\left\{P, P^{\prime}\right\}^{\perp \perp} \mid P, P^{\prime} \in \mathcal{P}, P \neq P^{\prime}\right\}$. Then $\mathcal{S}^{*}=\left(\mathcal{P}, \mathcal{B}^{*}, \in\right)$ is a linear space; see Section 5.10.
(2) So as to have no confusion between collinearity in $\mathcal{S}$ and collinearity in $\mathcal{S}^{*}$, points $P_{1}, P_{2}, \ldots, P_{r}$ of $\mathcal{P}$ which are on a line of $\mathcal{S}^{*}$ are $\mathcal{S}^{*}$-collinear.
(3) A linear variety of $\mathcal{S}^{*}$ is a subset $\mathcal{P}^{\prime} \subset \mathcal{P}$ such that $P, P^{\prime} \in \mathcal{P}^{\prime}, P \neq P^{\prime}$, implies $\left\{P, P^{\prime}\right\}^{\perp \perp} \subset \mathcal{P}^{\prime}$.
(4) If $\mathcal{P}^{\prime} \neq \mathcal{P}$ and $\left|\mathcal{P}^{\prime}\right|>1$, the linear variety is proper; if $\mathcal{P}^{\prime}$ is generated by three points which are not $\mathcal{S}^{*}$-collinear, $\mathcal{P}^{\prime}$ is a plane of $\mathcal{S}^{*}$.

Now a fundamental characterisation of the generalised quadrangle $\mathcal{U}(3, s)$ is stated.

Theorem 5.97. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$, with $s \neq t, s>1$, and $t>1$. Then $\mathcal{S}$ is isomorphic to $\mathcal{U}(3, s)$ if and only if the following hold:
(a) all points of $\mathcal{S}$ are regular;
(b) if the lines $l$ and $l^{\prime}$ of $\mathcal{B}^{*}$ are contained in a proper linear variety of $\mathcal{S}^{*}$, then also the lines $l^{\perp}$ and $l^{\prime \perp}$ of $\mathcal{B}^{*}$ are contained in a proper linear variety of $\mathcal{S}^{*}$.

A beautiful characterisation theorem, but with a long and complicated proof, is the following.

Theorem 5.98. A generalised quadrangle $\mathcal{S}$ of order $(s, t), s^{3}=t^{2}$ and $s \neq 1$, is isomorphic to $\mathcal{U}(4, s)$ if and only if every hyperbolic line has at least $\sqrt{s}+1$ points.

Relying on this result, another characterisation of $\mathcal{U}(4, s)$ can be given.
Theorem 5.99. Let $\mathcal{S}$ have order $(s, t)$ with $1<s^{3} \leq t^{2}$. Then $\mathcal{S}$ is isomorphic to $\mathcal{U}(4, s)$ if and only if each trace $\left\{P, P^{\prime}\right\}^{\perp}$, with $P \nsim P^{\prime}$, is a plane of $\mathcal{S}^{*}$ which is generated by any three non- $\mathcal{S}^{*}$-collinear points in it.

Next, conditions are given which simultaneously characterise several classical generalised quadrangles.

Definition 5.100. (1) A point $U$ of $\mathcal{S}$ is semi-regular provided that $P^{\prime \prime} \in \operatorname{cl}\left(P, P^{\prime}\right)$ whenever $U$ is the unique centre of the triad $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$.
(2) A point $U$ has property $(H)$ when $P^{\prime \prime} \in \operatorname{cl}\left(P, P^{\prime}\right)$ if and only if $P \in \operatorname{cl}\left(P^{\prime}, P^{\prime \prime}\right)$, whenever $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ is a triad consisting of points of $U^{\perp}$. If follows that any semi-regular point has property $(H)$.

Some examples are now given.
In $\mathcal{W}(q), \mathcal{Q}(4, q), \mathcal{Q}(5, q)$, and $\mathcal{U}\left(3, q^{2}\right)$ all points and lines are semi-regular and have property $(H)$. In $\mathcal{U}\left(4, q^{2}\right)$ all points are semi-regular and have property $(H)$; all lines have property $(H)$. Finally, it is shown that no line of $\mathcal{U}\left(4, q^{2}\right)$ is semi-regular. Consider three distinct lines $l, m, n$ of $\mathcal{U}\left(4, q^{2}\right)$ with $l \sim n \sim m \nsim l$. Further, let $r$ be a line of $\mathcal{U}\left(4, q^{2}\right)$ for which $r \sim n, l \nsim r \nsim m$, and which is not contained in the solid $\mathrm{PG}\left(3, q^{2}\right)$ defined by $l$ and $m$. Then $n$ is the unique centre of the triad $\{l, m, r\}$, but $r \notin \mathrm{cl}(l, m)$ since $\mathrm{cl}(l, m)$ consists of all lines concurrent with at least one of $l, m$. Hence $n$ is not semi-regular. So property $(H)$ does not imply semi-regularity.

The following characterisation of $\mathcal{U}\left(4, s^{2}\right)$ involves subquadrangles.
Theorem 5.101. A generalised quadrangle $\mathcal{S}$ of order $\left(s^{2}, s^{3}\right)$, with $s \neq 1$, is isomorphic to $\mathcal{U}\left(4, s^{2}\right)$ if and only if any two non-concurrent lines are contained in a proper subquadrangle of order $\left(s^{2}, t\right)$, with $t \neq 1$.

Now, six characterisations, most of them involving more than one classical generalised quadrangle, are stated without proof.

Theorem 5.102. Let $\mathcal{S}$ have order $(s, t)$ with $s \neq 1$. Then $\left|\left\{P, P^{\prime}\right\}^{\perp \perp}\right| \geq\left(s^{2} / t\right)+1$ for all $P, P^{\prime}$, with $P \nsim P^{\prime}$, if and only if one of the following occurs:
(a) $t=s^{2}$;
(b) $\mathcal{S} \cong \mathcal{W}(s)$;
(c) $\mathcal{S} \cong \mathcal{U}(4, s)$.

Theorem 5.103. In the generalised quadrangle $\mathcal{S}$ of order $(s, t)$, each point has property $(H)$ if and only if one of the following holds:
(a) each point is regular;
(b) each hyperbolic line has exactly two points;
(c) $\mathcal{S} \cong \mathcal{U}(4, s)$.

Theorem 5.104. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t)$. Then each point is semi-regular if and only if one of the following occurs:
(a) $s>t$ and each point is regular;
(b) $s=t$ and $\mathcal{S} \cong \mathcal{W}(s)$;
(c) $s=t$ and each point is anti-regular;
(d) $s<t$, each hyperbolic line has exactly two points, and no triad of points has a unique centre;
(e) $\mathcal{S} \cong \mathcal{U}(4, s)$.

Theorem 5.105. In a generalised quadrangle $\mathcal{S}$ of order $(s, t)$, all triads $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ with $P^{\prime \prime} \notin \operatorname{cl}\left(P, P^{\prime}\right)$ have a constant number of centres if and only if one of the following occurs:
(a) all points are regular;
(b) $s^{2}=t$;
(c) $\mathcal{S} \cong \mathcal{U}(4, s)$.

Theorem 5.106. The generalised quadrangle $\mathcal{S}$ of order $(s, t), s>1$, is isomorphic to one of $\mathcal{W}(s), \mathcal{Q}(5, s)$, or $\mathcal{U}(4, s)$ if and only if, for each triad $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ with $P \notin \operatorname{cl}\left(P^{\prime}, P^{\prime \prime}\right)$, the set $\{P\} \cup\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp}$ is contained in a proper subquadrangle of order $\left(s, t^{\prime}\right)$.

Theorem 5.107. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t)$ with not all points regular. Then $\mathcal{S}$ is isomorphic to $\mathcal{Q}(4, s)$, with $s$ odd, to $\mathcal{Q}(5, s)$, or to $\mathcal{U}(4, s)$ if and only if each set $\{P\} \cup\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp}$, where $\left\{P, P^{\prime}, P^{\prime \prime}\right\}$ is a triad with at least one centre and $P \notin \operatorname{cl}\left(P^{\prime}, P^{\prime \prime}\right)$, is contained in a proper subquadrangle of order $\left(s, t^{\prime}\right)$.

Next, a characterisation is given in terms of matroids. A finite matroid is an ordered pair $(\mathcal{P}, \mathfrak{M})$ where $\mathcal{P}$ is a finite set of elements called points, and $\mathfrak{M}$ is a closure operator which associates to each subset $\mathcal{X}$ of $\mathcal{P}$ a subset $\overline{\mathcal{X}}$, the closure of $\mathcal{X}$, such that the following conditions are satisfied:
(1) $\bar{\emptyset}=\emptyset$, and $\overline{\{P\}}=\{P\}$ for all $P \in \mathcal{P}$;
(2) $\mathcal{X} \subset \overline{\mathcal{X}}$ for all $\mathcal{X} \subset \mathcal{P}$;
(3) $\mathcal{X} \subset \overline{\mathcal{Y}} \Rightarrow \overline{\mathcal{X}} \subset \overline{\mathcal{Y}}$ for all $\mathcal{X}, \mathcal{Y} \subset \mathcal{P}$;
$P^{\prime} \in \overline{\mathcal{X} \cup\{P\}}, P^{\prime} \notin \overline{\mathcal{X}} \Rightarrow P \in \overline{\mathcal{X} \cup\left\{P^{\prime}\right\}}$ for all $P, P^{\prime} \in \mathcal{P}$ and $\mathcal{X} \subset \mathcal{P}$.
The sets $\overline{\mathcal{X}}$ are called the closed sets of the matroid $(\mathcal{P}, \mathfrak{M})$. It is immediate that the intersection of closed sets is always closed. A closed set $\overline{\mathcal{X}}$ has dimension $h$ if $h+1$ is the minimum number of points in any subset of $\overline{\mathcal{X}}$ whose closure coincides with $\overline{\mathcal{X}}$. The closed sets of dimension 1 are the lines of the matroid.

Theorem 5.108. Suppose that $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a generalised quadrangle of order $(s, t), s>1$ and $t>1$. Then $\mathcal{B}^{*}=\left\{\left\{P, P^{\prime}\right\}^{\perp \perp} \mid P, P^{\prime} \in \mathcal{P}\right.$ and $\left.P \neq P^{\prime}\right\}$ is the line set and $\mathcal{P}$ is the point set of some matroid $(\mathcal{P}, \mathfrak{M})$ having all sets $P^{\perp}, P \in \mathcal{P}$, as closed sets, if and only if one of the following occurs:
(a) $\mathcal{S} \cong \mathcal{W}(s)$;
(b) $\mathcal{S} \cong \mathcal{Q}(4, s)$;
(c) $\mathcal{S} \cong \mathcal{U}(4, s)$;
(d) $\mathcal{S} \cong \mathcal{Q}(5, s)$;
(e) all points of $\mathcal{S}$ are regular, $s=t^{2}$, and every three non- $\mathcal{S}^{*}$-collinear points are contained in a proper linear variety of the linear space $\mathcal{S}^{*}=\left(\mathcal{P}, \mathcal{B}^{*}, \in\right)$.

Now a characterisation of $\mathcal{Q}(4, q)$ and $\mathcal{Q}(5, q)$ is given that uses Theorem 5.123 on Moufang generalised quadrangles. The statement of the theorem, however, is purely combinatorial.

Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t), s>1$ and $t>1$. A quadrilateral of $\mathcal{S}$ is just a subquadrangle of order $(1,1)$. A quadrilateral $\mathcal{V}$ is said to be opposite a line $l$ if the lines of $\mathcal{V}$ are not concurrent with $l$. If $\mathcal{V}$ is opposite $l$, the four lines incident with the points of $\mathcal{V}$ and concurrent with $l$ are called the lines of
perspectivity of $\mathcal{V}$ from $l$. Two quadrilaterals $\mathcal{V}$ and $\mathcal{V}^{\prime}$ are in perspective from $l$ if one of the following holds:
(1) $\mathcal{V}=\mathcal{V}^{\prime}$ and $\mathcal{V}$ is opposite $l$;
(2) (i) $\mathcal{V} \neq \mathcal{V}^{\prime}$,
(ii) $\mathcal{V}$ and $\mathcal{V}^{\prime}$ are both opposite $l$,
(iii) the lines of perspectivity of $\mathcal{V}$, and of $\mathcal{V}^{\prime}$, from $l$ are the same.

Theorem 5.109. The generalised quadrangle $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ of order $(s, t), s>1$ and $t>2$, is isomorphic to $\mathcal{Q}(4, s)$ or $\mathcal{Q}(5, s)$ if and only if, given a quadrilateral $\mathcal{V}$ opposite a line $l$ and a point $P^{\prime}, P^{\prime} \mathrm{I}$ l, incident with a line of perspectivity of $\mathcal{V}$ from $l$, there is a quadrilateral $\mathcal{V}^{\prime}$ containing $P^{\prime}$ and in perspective with $\mathcal{V}$ from $l$.

Remark 5.110. If $t=2$ and $s>1$, then, by Theorems 5.13 and 5.14, $s \in\{2,4\}$. Now, by Theorem 5.73 and Corollary $5.82, \mathcal{S} \cong \mathcal{Q}(4,2)$ or $\mathcal{S} \cong \mathcal{U}(3,4)$. It can be checked that in these two cases the quadrilateral condition of the preceding theorem is satisfied.

This section on characterisation theorems of purely combinatorial type is concluded with a fundamental characterisation of all classical and dual classical generalised quadrangles with $s>1$ and $t>1$. The reader is reminded of properties $(A)$ and $(\hat{A})$ introduced in Definition 5.88.

Again, let $\mathcal{B}^{\perp \perp}$ be the set of all hyperbolic lines of the generalised quadrangle $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$, and let $\mathcal{S}^{\perp \perp}=\left(\mathcal{P}, \mathcal{B}^{\perp \perp}, \in\right)$. Then $\mathcal{S}$ satisfies property $(A)$ if, for any $m=\left\{P, P^{\prime}\right\}^{\perp \perp} \in \mathcal{B}^{\perp \perp}$ and any $U \in \operatorname{cl}\left(P, P^{\prime}\right) \backslash\left(\left\{P, P^{\prime}\right\}^{\perp} \cup\left\{P, P^{\prime}\right\}^{\perp \perp}\right)$, the substructure of $\mathcal{S}^{\perp \perp}$ generated by $m$ and $U$ is a dual affine plane. The dual of $(A)$ is denoted by $(\hat{A})$.

Theorem 5.111. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$, with $s>1$ and $t>1$. Then $\mathcal{S}$ is a classical or a dual classical generalised quadrangle if and only if it satisfies either condition $(A)$ or $(\hat{A})$.

In the last part of this section, some important characterisations of classical generalised quadrangles, formulated in terms of automorphisms, are given without proof. The trivial cases $s=1$ and $t=1$ are excluded.

Definition 5.112. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$ with an automorphism $\tau$.
(1) If $\tau$ fixes each point of $P^{\perp}, P \in \mathcal{P}$, then $\tau$ is a symmetry about $P$.
(2) If $\tau$ is the identity or if $\tau$ fixes each line incident with $P$ but no point of $\mathcal{P} \backslash P^{\perp}$, then $\tau$ is an elation about $P$. It is possible to prove that any symmetry about $P$ is automatically an elation about $P$.
(3) The generalised quadrangle $\mathcal{S}$ is an elation generalised quadrangle with elation group $G$ and base point or centre $P$, if there is a group $G$ of elations about $P$ acting regularly on $\mathcal{P} \backslash P^{\perp}$; briefly, $\left(\mathcal{S}^{(P)}, G\right)$ or $\mathcal{S}^{(P)}$ is an elation generalised quadrangle.
(4) If the group $G$ is abelian, then the elation generalised quadrangle $\left(\mathcal{S}^{(P)}, G\right)$ is a translation generalised quadrangle with translation group $G$ and base point or centre $P$. It may be shown that the base point $P$ of a translation generalised quadrangle is co-regular.
(5) If there is a group $G$ of automorphisms fixing all lines incident with $P$ and acting transitively, but not necessarily regularly, on $\mathcal{P} \backslash P^{\perp}$, then $P$ is a centre of transitivity.
(6) If there is a group $G$ of automorphisms fixing all points incident with $l$ and acting transitively, but not necessarily regularly, on $\mathcal{B} \backslash l^{\perp}$, then $l$ is an axis of transitivity.
(7) If the group of symmetries about $P$ has maximum size $t$, then $P$ is a centre of symmetry, in which case $P$ is regular.
(8) If the group of symmetries about a line $l$ has maximum size $s$, then $l$ is an axis of symmetry; in this case, $l$ is regular.
(9) Suppose that $l$ and $m$ are non-concurrent axes of symmetry of $\mathcal{S}$. Then it follows that every line of $\{l, m\}^{\perp \perp}$ is an axis of symmetry, and $\mathcal{S}$ is a span-symmetric generalised quadrangle with base span $\{l, m\}^{\perp \perp}$.
Definition 5.113. Let $P, P^{\prime} \in \mathcal{P}, P \nsim P^{\prime}$.
(1) A generalised homology with centres $P, P^{\prime}$ is an automorphism $\tau$ of $\mathcal{S}$ which fixes all lines incident with $P$ and all lines incident with $P^{\prime}$. The group of all generalised homologies with centres $P, P^{\prime}$ is denoted $H\left(P, P^{\prime}\right)$.
(2) The generalised quadrangle $\mathcal{S}$ is $\left(P, P^{\prime}\right)$-transitive if, for each $P^{\prime \prime} \in\left\{P, P^{\prime}\right\}^{\perp}$, the group $H\left(P, P^{\prime}\right)$ is transitive on both the set $\left\{P, P^{\prime \prime}\right\}^{\perp} \backslash\left\{P, P^{\prime \prime}\right\}$ and the set $\left\{P^{\prime}, P^{\prime \prime}\right\}^{\perp} \backslash\left\{P^{\prime}, P^{\prime \prime}\right\}$.

Finally, the Moufang conditions are defined.
Definition 5.114. (1) The generalised quadrangle $\mathcal{S}$ is a Moufang generalised quadrangle if the following condition and its dual are satisfied:
for any point $P$ and any two distinct lines $l$ and $m$ incident with $P$, the group of automorphisms of $\mathcal{S}$ fixing $l$ and $m$ point-wise and $P$ line-wise is transitive on the lines $(\neq l)$ incident with a given point $P^{\prime}$ on $l$, where $P^{\prime} \neq P$.
(2) If one of these mutually dual conditions is satisfied, $\mathcal{S}$ is a half Moufang generalised quadrangle.

Definition 5.115. (1) Let $\{P, l\}$ be any incident point-line pair of $\mathcal{S}$; such a pair is called a flag of $\mathcal{S}$.
(2) Let $Q \mathrm{I} l$, with $Q \neq P$. The flag $\{P, l\}$ is called a Moufang flag if the group of automorphisms of $\mathcal{S}$ fixing $l$ point-wise and $P$ line-wise is transitive on the points collinear with $Q$ which are not incident with $l$.
(3) If every flag of $\mathcal{S}$ is a Moufang flag, the generalised quadrangle $\mathcal{S}$ is 3-Moufang.
(4) For the flag $\{P, l\}$ of $\mathcal{S}$, let $R \mathrm{I} m \mathrm{I} P$ and $n \mathrm{I} Q \mathrm{I} l$ such that $R \neq P, n \neq l$ and $Q £ m$. The flag $\{P, l\}$ is half 3 -Moufang at $P$ if the group of automorphisms of $\mathcal{S}$ fixing $P$ line-wise and $l$ point-wise is transitive on the set $\{R, Q\}^{\perp} \backslash\{P\}$ for all $R$ and $Q$; the flag $\{P, l\}$ is half 3-Moufang at $l$ if the group of automorphisms of $\mathcal{S}$ fixing $P$ line-wise and $l$ point-wise, is transitive on the set $\{m, n\}^{\perp} \backslash\{l\}$ for all $m$ and $n$.
(5) The generalised quadrangle $\mathcal{S}$ is half 3-Moufang if either every flag $\{P, l\}$ of $\mathcal{S}$ is half 3 -Moufang at $P$, or every flag $\{P, l\}$ of $\mathcal{S}$ is half 3 -Moufang at $l$.
(6) If all points of $\mathcal{S}$ are centres of transitivity, and all lines are axes of transitivity, then $\mathcal{S}$ is a 2-Moufang generalised quadrangle.

Theorem 5.116. Let $\left(\mathcal{S}^{(P)}, G\right)$ be a translation generalised quadrangle of order $(s, t), s>1, t>1$.
(i) If $s$ is prime, then $\mathcal{S} \cong \mathcal{Q}(4, s)$ or $\mathcal{S} \cong \mathcal{Q}(5, s)$.
(ii) If all lines are regular, then $\mathcal{S} \cong \mathcal{Q}(4, s)$ or $t=s^{2}$.
(iii) Let $t=s^{2}$ with $s$ odd. Then $\left(\mathcal{S}^{(P)}, G\right)$ is isomorphic to $\mathcal{Q}(5, s)$ if and only if for a fixed point $P^{\prime}$, with $P^{\prime} \nsucc P$, the group $H\left(P, P^{\prime}\right)$ has order $s-1$.
(iv) Let $t=s^{2}$ with $s$ even. Then $\left(\mathcal{S}^{(P)}, G\right)$ is isomorphic to $\mathcal{Q}(5, s)$ if and only if all lines are regular and for a fixed point $P^{\prime}$, with $P^{\prime} \nsim P$, the group $H\left(P, P^{\prime}\right)$ has order $s-1$.
(v) If $t=s^{2}$, with $s=p^{2}$ and $p$ prime, and if all lines are regular, then $\left(\mathcal{S}^{(P)}, G\right)$ is isomorphic to $\mathcal{Q}(5, s)$.
(vi) Let $t=s^{2}$ with $s$ even. Then $\left(\mathcal{S}^{(P)}, G\right)$ is isomorphic to $\mathcal{Q}(5, s)$ if and only if $\mathcal{S}$ has a classical subquadrangle $\mathcal{S}^{\prime}$ of order $s$ containing the point $P$.

Theorem 5.117. A generalised quadrangle $\mathcal{S}$ of order $(s, t), s, t \neq 1$ and s even for $s \neq t$, is a translation generalised quadrangle for two distinct collinear base points if and only if $\mathcal{S}$ is isomorphic to $\mathcal{Q}(4, s)$ or $\mathcal{Q}(5, s)$.

It may be shown that $\mathcal{Q}(4, q)$ and $\mathcal{Q}(5, q)$ are translation and elation generalised quadrangles for any choice of the base point.

Theorem 5.118. For $q$ even, let $\mathcal{S}^{(P)}$ be an elation generalised quadrangle of or$\operatorname{der}\left(q, q^{2}\right)$ containing a classical subquadrangle $\mathcal{S}^{\prime}$ of order $q$ containing $P$. Then $\mathcal{S}^{(P)} \cong \mathcal{Q}(5, q)$.

A characterisation of $\mathcal{Q}(5, q)$ may also be given in terms of axes of symmetry.
Theorem 5.119. A generalised quadrangle $\mathcal{S}$ of $\operatorname{order}\left(s, s^{2}\right), s \neq 1$, is isomorphic to $\mathcal{Q}(5, s)$ if and only if each line is an axis of symmetry.

The following theorem concerns span-symmetric generalised quadrangles.
Theorem 5.120. Let $\mathcal{S}$ be a span-symmetric generalised quadrangle of order $(s, t)$, where $1<s \leq t<s^{2}$. Then $s=t$ is a prime power and $\mathcal{S}$ is isomorphic to $\mathcal{Q}(4, s)$.

The following characterisations again involve more than one classical generalised quadrangle.

Theorem 5.121. The group of symmetries about each point of the generalised quadrangle $\mathcal{S}$ of order $(s, t), s>1, t>1$, has even order if and only if one of the following holds:
(a) $\mathcal{S} \cong \mathcal{W}(s) ;$
(b) $\mathcal{S} \cong \mathcal{U}(3, s)$;
(c) $\mathcal{S} \cong \mathcal{U}(4, s)$.

Theorem 5.122. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$, with $s \neq 1, t \neq 1$. Then $\mathcal{S}$ is classical if and only if $\mathcal{S}$ is $\left(P, P^{\prime}\right)$-transitive for all $P, P^{\prime} \in \mathcal{P}$ with $P \nsim P^{\prime}$.

Theorem 5.123. A generalised quadrangle $\mathcal{S}$ of order $(s, t), s \neq 1$ and $t \neq 1$, is a Moufang generalised quadrangle if and only if $\mathcal{S}$ is classical or dual classical.

The next result allows the previous theorem to be considerably strengthened.
Theorem 5.124. Let $\mathcal{S}$ be a generalised quadrangle of order $(s, t), s \neq 1$ and $t \neq 1$. Then $\mathcal{S}$ is a Moufang generalised quadrangle if and only if one of the following equivalent conditions holds:
(i) it is a half Moufang generalised quadrangle;
(ii) it is a 3-Moufang generalised quadrangle;
(iii) it is a half 3-Moufang generalised quadrangle;
(iv) it is a 2-Moufang generalised quadrangle.

Remark 5.125. Many of the theorems in this section also hold in the infinite case.

### 5.6 Partial geometries

Definition 5.126. A (finite) partial geometry is an incidence structure $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ in which $\mathcal{P}$ is a set of points, $\mathcal{B}$ is a set of lines and I is a symmetric point-line incidence relation satisfying the following axioms:
(1) each point is incident with $1+t$ lines, with $t \geq 1$, and two distinct points are incident with at most one line;
(2) each line is incident with $1+s$ points, with $s \geq 1$, and two distinct lines are incident with at most one point;
(3) if $P$ is a point and $l$ is a line not incident with $P$, then, with $\alpha \geq 1$, there are exactly $\alpha$ points $P_{1}, P_{2}, \ldots, P_{\alpha}$ and $\alpha$ lines $l_{1}, l_{2}, \ldots, l_{\alpha}$ such that $P \mathrm{I} l_{i} \mathrm{I} P_{i} \mathrm{I} l$ for $i=1,2, \ldots, \alpha$.

Remark 5.127. From the axioms, a partial geometry with $\alpha=1$ is a generalised quadrangle.

Definition 5.128. (1) The integers $s, t, \alpha$ are the parameters of the partial geometry.
(2) Given two points $P, P^{\prime}$ of $\mathcal{S}$ that are not necessarily distinct, they are collinear, written $P \sim P^{\prime}$, if there is some line $l$ for which $P \mathrm{I} l \mathrm{I} P^{\prime}$; so $P \nsim P^{\prime}$ means that $P$ and $P^{\prime}$ are not collinear.
(3) Dually, for $l, l^{\prime} \in \mathcal{B}$, write $l \sim l^{\prime}$ or $l \nsim l^{\prime}$ as they are concurrent or nonconcurrent.
(4) The line incident with distinct collinear points $P$ and $P^{\prime}$ is denoted $P P^{\prime}$.
(5) The point incident with distinct concurrent lines $l$ and $l^{\prime}$ is denoted $l \cap l^{\prime}$.

Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a partial geometry with parameters $s, t, \alpha$. Put $|\mathcal{P}|=v$ and $|\mathcal{B}|=b$.

Theorem 5.129. (i) $v=(s+1)(s t+\alpha) / \alpha$;
(ii) $b=(t+1)(s t+\alpha) / \alpha$.

Proof. Let $l$ be a fixed line of $\mathcal{S}$ and count in different ways the number of ordered pairs $(P, m) \in \mathcal{P} \times \mathcal{B}$ with $P \Varangle l, P \mathrm{I} m$, and $l \sim m$. This gives

$$
(v-s-1) \alpha=(s+1) t s,
$$

whence the result. Dually, $b=(t+1)(s t+\alpha) / \alpha$.
Corollary 5.130. The elements $s t(s+1) / \alpha$ and $s t(t+1) / \alpha$ are integers.
Theorem 5.131. The integer $\alpha(s+t+1-\alpha)$ divides $\operatorname{st}(s+1)(t+1)$.
Proof. This is analogous to the proof of Theorem 5.13.
Theorem 5.132 (The Krein inequalities). The integers $s, t, \alpha$ satisfy the following inequalities:

$$
\begin{align*}
& (s+1-2 \alpha) t \leq(s-1)(s+1-\alpha)^{2}  \tag{5.7}\\
& (t+1-2 \alpha) s \leq(t-1)(t+1-\alpha)^{2} \tag{5.8}
\end{align*}
$$

When equality holds in (5.7), the number of points collinear with three points $P_{1}, P_{2}, P_{3}$ depends only on the number of collinearities in $\left\{P_{1}, P_{2}, P_{3}\right\}$; when equality holds in (5.8), the number of lines concurrent with three lines $l_{1}, l_{2}, l_{3}$ depends only on the number of concurrencies in $\left\{l_{1}, l_{2}, l_{3}\right\}$.

Proof. See Section 5.10.
Partial geometries $\mathcal{S}$ can be divided into four, non-disjoint classes.
(I) $\mathcal{S}$ has $\alpha=s+1$ or, dually, $\alpha=t+1$; when $\alpha=s+1$, then $\mathcal{S}$ is a $2-(v, s+1,1)$ design.
(II) $\mathcal{S}$ has $\alpha=s$ or, dually, $\alpha=t$; when $\alpha=t$, then $\mathcal{S}$ is a net of order $s+1$ and degree $t+1$.
(III) When $\alpha=1$, then $\mathcal{S}$ is a generalised quadrangle.
(IV) When $1<\alpha<\min (s, t)$, then $\mathcal{S}$ is proper.

Example 5.133. (a) Let $\mathcal{S}$ be the design formed by the points and lines of $\operatorname{PG}(n, q)$, with $n \geq 2$; then $\mathcal{S}$ is a $2-(\theta(n), q+1,1)$ design.
(b) The points and lines of $\mathrm{AG}(n, q), n \geq 2$, form a $2-\left(q^{n}, q, 1\right)$ design.
(c) Let $\mathcal{K}$ be a maximal $(q n-q+n ; n)$-arc in $\operatorname{PG}(2, q)$, with $n \geq 2$. Then the points of $\mathcal{K}$ together with the non-empty intersections $l \cap \mathcal{K}$ with lines $l$ of the plane
form a 2- $(q n-q+n, n, 1)$ design. For $n<q$, the points of $\operatorname{PG}(2, q) \backslash \mathcal{K}$ and the lines having empty intersection with $\mathcal{K}$ form a dual design with parameters

$$
s=q, t=q / n-1, \alpha=q / n .
$$

(d) When $d$ classes of parallel lines in $\operatorname{AG}(2, q)$ are deleted, where $0 \leq d \leq q-1$, then a net of order $q$ and degree $q+1-d$ is obtained.
(e) If $\mathcal{P}=\operatorname{PG}(n, q) \backslash \Pi_{n-2}$ and $\mathcal{B}$ is the set of lines of $\operatorname{PG}(n, q)$ skew to $\Pi_{n-2}$, $n \geq 2$, with I the natural incidence, then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a partial geometry with parameters $s=q, t=q^{n-1}-1, \alpha=q$. This dual net is denoted by $H_{q}^{n}$.
(f) Let $\mathcal{K}$ be a maximal $(q n-q+n ; n)$-arc in $\mathrm{PG}(2, q)$, with $2 \leq n<q$; then, by Theorem 12.47 of PGOFF2, $q$ is even. Let $\mathcal{P}=\mathrm{PG}(2, q) \backslash \mathcal{K}$, let $\mathcal{B}$ be the set of all lines having non-empty intersection with $\mathcal{K}$, and let I be the natural incidence. Then $\mathcal{S}(\mathcal{K})=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a partial geometry with parameters

$$
\begin{equation*}
s=q-n, \quad t=q(n-1) / n, \quad \alpha=(q-n)(n-1) / n . \tag{5.9}
\end{equation*}
$$

(g) Take $\mathcal{K}$ of (f) to be in the plane $\Pi_{2}$, which is then embedded in $\operatorname{PG}(3, q)$. Now, let $\mathcal{P}^{\prime}=\operatorname{PG}(3, q) \backslash \Pi_{2}$, let $\mathcal{B}^{\prime}$ be the set of all lines of $\operatorname{PG}(3, q)$ meeting $\mathcal{K}$ in a single point, and let $\mathrm{I}^{\prime}$ be the natural incidence. Then $\mathcal{T}_{2}^{*}(\mathcal{K})=\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}, \mathrm{I}^{\prime}\right)$ is a partial geometry with parameters

$$
\begin{equation*}
s=q-1, \quad t=(q+1)(n-1), \quad \alpha=n-1 . \tag{5.10}
\end{equation*}
$$

(h) By Theorem 12.12 of PGOFF2, there exist maximal $\left(2^{m+h}-2^{h}+2^{m} ; 2^{m}\right)$ arcs in $\operatorname{PG}\left(2,2^{h}\right)$ for any $m$ with $1 \leq m<h$. Hence there exist partial geometries with the following parameters:

$$
\begin{align*}
& \text { (a) } s=2^{h}-2^{m}, \quad t=2^{h}-2^{h-m}, \quad \alpha=\left(2^{m}-1\right)\left(2^{h-m}-1\right) \text {; }  \tag{5.11}\\
& \text { (b) } s=2^{h}-1, \quad t=\left(2^{h}+1\right)\left(2^{m}-1\right), \quad \alpha=2^{m}-1 . \tag{5.12}
\end{align*}
$$

Such a partial geometry has $\alpha=1$ or is proper. A partial geometry of type (a) is a generalised quadrangle if and only if $h=2$ and $m=1$. This gives the following model of the unique generalised quadrangle with 15 points and 15 lines: points of $\mathcal{S}$ are the 15 points of $\mathrm{PG}(2,4) \backslash \mathcal{K}$, with $\mathcal{K}$ a given oval; lines of $\mathcal{S}$ are the 15 bisecants of $\mathcal{K}$; incidence is the natural one. A partial geometry of type (b) is a generalised quadrangle if and only if $m=1$. In this case, $\mathcal{K}$ is an oval of $\operatorname{PG}(2, q), q=2^{h}$, and $\mathcal{T}_{2}^{*}(\mathcal{K})$ is the generalised quadrangle described in Section 5.1.

Up to duality, the parameters of the known partial geometries are the following:
(1) $s=2^{h}-2^{m}, \quad t=2^{h}-2^{h-m}, \quad \alpha=\left(2^{m}-1\right)\left(2^{h-m}-1\right)$, with $h \neq 2$ and $1 \leq m<h ;$
(2) $s=2^{h}-1, \quad t=\left(2^{h}+1\right)\left(2^{m}-1\right), \quad \alpha=2^{m}-1, \quad$ with $1<m<h$;
(3) $s=2^{2 h-1}-1, \quad t=2^{2 h-1}, \quad \alpha=2^{2 h-2}, \quad$ with $h>1$;
(4) $s=3^{2 m}-1, \quad t=\left(3^{4 m}-1\right) / 2, \quad \alpha=\left(3^{2 m}-1\right) / 2, \quad m \geq 1$;
(5) $s=26, \quad t=27, \quad \alpha=18$;
(6) $s=t=5, \quad \alpha=2$;
(7) $s=4, \quad t=17, \quad \alpha=2$;
(8) $s=8, \quad t=20, \quad \alpha=2$.

### 5.7 Embedded partial geometries

Definition 5.134. (1) A projective partial geometry $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a partial geometry for which the point set $\mathcal{P}$ is a subset of the point set of some projective space $\mathrm{PG}(n, q)$ and the line set $\mathcal{B}$ is a set of lines of $\operatorname{PG}(n, q)$.
(2) In this case, $\mathcal{S}$ is embedded in $\mathrm{PG}(n, q)$.
(3) If $\mathrm{PG}\left(n^{\prime}, q\right)$ is the subspace of $\operatorname{PG}(n, q)$ generated by the points of $\mathcal{P}$, then it is the ambient space of $\mathcal{S}$.

Theorem 5.135. If $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a partial geometry with parameters $s, t, \alpha$ which is projective with ambient space $\mathrm{PG}(n, s)$, then one of the following holds:
(a) $\alpha=s+1$ and $\mathcal{S}$ is the $2-(\theta(n), s+1,1)$ design formed by the points and lines of $\mathrm{PG}(n, s)$;
(b) $\alpha=1$ and $\mathcal{S}$ is a classical generalised quadrangle;
(c) $\alpha=t+1, n=2, \mathrm{PG}(2, s) \backslash \mathcal{P}$ is a maximal $(s d-s+d ; d)$-arc $\mathcal{K}$ of $\mathrm{PG}(2, s), s$ even, with $d=s / \alpha$ and $2 \leq d<s$, and $\mathcal{B}$ consists of all lines of $\mathrm{PG}(2, s)$ not meeting $\mathcal{K}$;
(d) $\alpha=s, n \geq 2$ and $\mathcal{S}=H_{s}^{n}$.

Proof. If $\alpha=s+1$, then $\mathcal{S}$ is a $2-(v, s+1,1)$ design. Hence $\mathcal{S}$ consists of all points and lines of a subspace $\Pi_{m}$ of $\operatorname{PG}(n, s)$. Since $\operatorname{PG}(n, s)$ is the ambient space of $\mathcal{S}$, so $m=n$. Therefore $\mathcal{S}$ is the design formed by the points and lines of $\operatorname{PG}(n, s)$.

If $\alpha=1$, then by Theorem 5.51 the partial geometry $\mathcal{S}$ is a classical generalised quadrangle.

Now let $\alpha=t+1$. Since any two lines of $\mathcal{S}$ meet, the ambient space of $\mathcal{S}$ is a plane $\operatorname{PG}(2, s)$. Each line of $\operatorname{PG}(2, s)$ not in $\mathcal{B}$ has exactly $s / \alpha$ points in $\mathrm{PG}(2, s) \backslash \mathcal{P}$. If $\alpha=s$, then $\mathcal{S}$ is the dual affine plane $H_{s}^{2}$. If $2 \leq d<s$ with $d=s / \alpha$, then $\operatorname{PG}(2, s) \backslash \mathcal{P}$ is a maximal $(s d-s+d ; d)$-arc $\mathcal{K}$; so $s$ is even by Theorem 12.47 of PGOFF2, and $\mathcal{B}$ is the set of all lines of $\mathrm{PG}(2, s)$ not meeting $\mathcal{K}$.

Now suppose that $1<\alpha<s$ and $\alpha \neq t+1$. In this case, $n \geq 3$.
First, let $n=3$. Suppose that $l$ is a line of $\mathcal{S}$ and $P$ is a point of $\mathcal{S}$ with $P \notin l$; let $\pi$ be the plane $P l$ of $\operatorname{PG}(3, s)$. The points and lines of $\mathcal{S}$ in $\pi$ constitute a partial geometry $\mathcal{S}_{\pi}$ with parameters

$$
s_{\pi}=s, \quad t_{\pi}=\alpha-1, \quad \alpha_{\pi}=\alpha
$$

Hence the points of $\pi$ not in $\mathcal{S}_{\pi}$ form a maximal $\left(s\left(s \alpha^{-1}+\alpha^{-1}-1\right) ; s \alpha^{-1}\right)$-arc of $\pi$. Consequently, $s$ is even by Theorem 12.47 of PGOFF2.

Let $m$ be any line of $\operatorname{PG}(3, s)$ that contains at least two points $P^{\prime}, P^{\prime \prime}$ of $\mathcal{S}$. Take a line $m^{\prime} \in \mathcal{B}$, with $m \neq m^{\prime}$ and $P^{\prime} \in m^{\prime}$. Considering the plane $P^{\prime \prime} m^{\prime}$, the set $P^{\prime \prime} m^{\prime} \backslash \mathcal{P}$ is an $\left(s\left(s \alpha^{-1}+\alpha^{-1}-1\right) ; s \alpha^{-1}\right)$-arc of the plane $P^{\prime \prime} m^{\prime}$, and therefore $|m \cap \mathcal{P}| \in\left\{s+1, s+1-s \alpha^{-1}\right\}$. Hence each line of $\operatorname{PG}(3, s)$ meets $\mathcal{P}$ in one of $0,1, s+1-s \alpha^{-1}$, or $s+1$ points; that is, $\mathcal{P}$ is a set of type $\left(0,1, s+1-s \alpha^{-1}, s+1\right)$ in $\operatorname{PG}(3, s)$. Here, the $(s+1)$-secants of $\mathcal{P}$ are the lines of $\mathcal{S}$.

Now it is shown that $\mathcal{P}$ has no 1 -secants. Suppose the contrary and that $l$ is a 1 -secant with $\{P\}=l \cap \mathcal{P}$. Let the lines through $P$ be $m_{1}, m_{2}, \ldots, m_{t+1}$. Suppose
that each plane $l m_{i}$ contains exactly $s+1$ points of $\mathcal{P}$. Since $n=3$, each line $m$ of $\mathcal{B}$ contains at least one point of $\mathcal{P} \cap l m_{i}=m_{i}$ for every $i$. It follows that all lines of $\mathcal{S}$ lie in a common plane; so $\operatorname{PG}(3, s)$ is not the ambient space of $\mathcal{S}$, a contradiction. Consequently, $\left|\mathcal{P} \cap l m_{i}\right|>s+1$ for at least one index $i$; say, $P^{\prime} \in\left(\mathcal{P} \cap l m_{i}\right) \backslash m_{i}$. From the previous paragraph, the line $l$ contains $s+1-s \alpha^{-1}$ or $s+1$ points of the partial geometry $\mathcal{S}_{\pi_{i}}$, where $\pi_{i}=P^{\prime} m_{i}=l m_{i}$. Hence $1 \in\left\{s+1, s+1-s \alpha^{-1}\right\}$, a contradiction. So $\mathcal{P}$ has no 1 -secant; that is, $\mathcal{P}$ is of type $\left(0, s+1-s \alpha^{-1}, s+1\right)$.

Next, it is shown that such a set cannot exist when $1<\alpha<s$. Counting the points of $\mathcal{P}$ on all lines of $\operatorname{PG}(3, s)$ containing a fixed point of $\mathcal{P}$ gives

$$
\begin{equation*}
|\mathcal{P}|=1+(t+1) s+\left(s^{2}+s-t\right)\left(s-s \alpha^{-1}\right) \tag{5.13}
\end{equation*}
$$

Also, from Theorem 5.129,

$$
\begin{equation*}
|\mathcal{P}|=(s+1)(s t+\alpha) / \alpha \tag{5.14}
\end{equation*}
$$

From (5.13) and (5.14), it follows that $t=(s+1)(\alpha-1)$. Since $\alpha \neq s+1$, so $\mathcal{P} \neq \mathrm{PG}(3, s)$. Taking $A \in \operatorname{PG}(3, s) \backslash \mathcal{P}$ and counting the points of $\mathcal{P}$ on all lines of $\operatorname{PG}(3, s)$ containing $A$ shows that $s+1-s \alpha^{-1}$ divides $|\mathcal{P}|$. Hence $s \alpha+\alpha-s$ divides

$$
(s+1)\left(s^{2} \alpha+s \alpha-s^{2}-s+\alpha\right)=(s \alpha+\alpha-s)\left(s^{2}+s+1\right)-s^{2} .
$$

Thus $s \alpha+\alpha-s$ divides $s^{2}$. With $s=2^{h}, \alpha=2^{k}$, where $0<k<h$, this becomes that $2^{h}+1-2^{h-k}$ divides $2^{2 h-k}$, a contradiction.

It has been shown that, for $1<\alpha<s$ and $\alpha \neq t+1$, necessarily $n>3$.
So, let $1<\alpha<s, \alpha \neq t+1$, with $n>3$. Let $l$ be a line of $\mathcal{S}$, let $\pi$ be the plane defined by $l$ and a point $P$ in $\mathcal{P} \backslash l$, and let $\operatorname{PG}(3, s)$ be the solid defined by $\pi$ and a point $P^{\prime}$ in $\mathcal{P} \backslash \pi$. Let $P_{1}, P_{2}$ be distinct points of $\mathcal{P}$ in $\operatorname{PG}(3, s)$. Counting the number of pairs $\left(l_{1}, l_{2}\right)$, with $l_{1}, l_{2} \in \mathcal{B}$, and both in $\operatorname{PG}(3, s)$ with $P_{1} \in l_{1}, P_{2} \in l_{2}$, and $l_{1} \sim l_{2}$, in different ways, it appears that the number of lines of $\mathcal{B}$ in $\operatorname{PG}(3, s)$ containing $P_{1}$ equals the number of lines of $\mathcal{B}$ in $\operatorname{PG}(3, s)$ containing $P_{2}$. It follows that the points and lines of $\mathcal{S}$ in $\operatorname{PG}(3, s)$ constitute a partial geometry $\mathcal{S}^{\prime}$ with parameters $t^{\prime}, s^{\prime}=s, \alpha^{\prime}=\alpha$. Since $1<\alpha^{\prime}<s^{\prime}$ and $\alpha^{\prime} \neq t^{\prime}+1$ as $\mathcal{S}^{\prime}$ is not contained in a plane, such a geometry cannot exist.

So the only possibilities for $\alpha$ are $1, s+1, t+1, s$.
Consider, therefore, the case that $\alpha=s$ with $\alpha \neq 1, t+1$; then $n \geq 3$. Let $l$ be a line of $\mathcal{S}$, and suppose that the point $P$ of $\mathcal{S}$ is not on $l$. The points and lines of $\mathcal{S}$ in the plane $\pi=P l$ form a partial geometry with parameters

$$
s=s^{\prime}, t^{\prime}=\alpha-1=s^{\prime}-1, \alpha^{\prime}=\alpha=s^{\prime}
$$

that is, it is a dual affine plane of order $s$. If the line $m$ of $\mathrm{PG}(n, s)$ contains at least two points of $\mathcal{P}$, then $m$ lies in at least one plane $\pi$ in which $\mathcal{S}$ induces a dual affine plane of order $s$. Hence $\mathcal{P}$ is a set of type $(0,1, s, s+1)$ in $\operatorname{PG}(n, s)$, and a line $m$ of $\mathrm{PG}(n, s)$ contains $s+1$ points of $\mathcal{P}$ if and only if $m$ belongs to $\mathcal{B}$. Also, if $\mathcal{P}$ has no 1 -secant, then all planes of $\operatorname{PG}(n, s)$ through a fixed line $l$ of $\mathcal{S}$ contain a point
of $\mathcal{P} \backslash l$; hence the points of $\mathcal{S}$ in such a plane are the points of a dual affine plane of order $s$. It follows that

$$
\begin{equation*}
|\mathcal{P}|=s+1+\left(s^{2}-1\right)\left(s^{n-1}-1\right) /(s-1)=s^{n}+s^{n-1} . \tag{5.15}
\end{equation*}
$$

Conversely, if $|\mathcal{P}|=s^{n}+s^{n-1}$, then $\mathcal{P}$ admits no 1 -secant.
Now it is shown that $\mathcal{P}$ has no 1 -secant. First, let $n=3$. By an argument analogous to the above, $\mathcal{P}$ has no 1 -secant; so $\mathcal{P}=s^{3}+s^{2}$. Now, induction is used. Suppose that any projective partial geometry with $\alpha=s$ but $\alpha \neq 1, t+1$, and ambient space $\mathrm{PG}(n-1, s), n \geq 4$, has no 1 -secant. Next, assume that $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a projective partial geometry with these parameters and ambient space $\operatorname{PG}(n, s), n \geq 4$, which has at least one 1 -secant $l$.

Let $l \cap \mathcal{P}=\{P\}$. Consider a line $m$ of $\mathcal{B}$ containing $P$ and $n-2$ points $P_{1}, P_{2}, \ldots, P_{n-2}$ of $\mathcal{P}$ such that $m, P_{1}, \ldots, P_{n-2}$ generate a hyperplane $\Pi_{n-1}$. The geometry induced by $\mathcal{S}$ in $\Pi_{n-1}$ is a partial geometry with parameters $\bar{t}, \bar{s}=s=\bar{\alpha}$ and ambient space $\Pi_{n-1}$. Here, $\bar{\alpha} \neq 1, \bar{t}+1$ since $n-1>2$. By the induction hypothesis,

$$
\begin{equation*}
|\overline{\mathcal{P}}|=\left|\mathcal{P} \cap \Pi_{n-1}\right|=s^{n-1}+s^{n-2} \tag{5.16}
\end{equation*}
$$

Let $m_{1}, m_{2}, \ldots, m_{t+1}$ be the lines of $\mathcal{B}$ through $P$. The plane $l m_{1}$ contains $s+1$ points of $\mathcal{S}$. If the intersection of $\mathcal{P}$ and the solid $l m_{1} m_{i}$, with $i>1$, generates $l m_{1} m_{i}$, then the set $\mathcal{P} \cap l m_{1} m_{i}$ has no 1 -secant, a contradiction. Hence, for all $i>1$, the set $\mathcal{P} \cap l m_{1} m_{i}$ is contained in the plane $m_{1} m_{i}$, whence $\left|\mathcal{P} \cap l m_{1} m_{i}\right|=s^{2}+s$.

Let $P^{\prime}$ be any point of $\mathcal{P} \backslash m_{1}$. Then the plane $P^{\prime} m_{1}$ contains $s$ lines through $P^{\prime}$ which also belong to $\mathcal{B}$. Therefore $P^{\prime}$ belongs to at least one of the solids $l m_{1} m_{i}$, with $i \neq 1$. It follows that

$$
\begin{equation*}
|\mathcal{P}| \leq \theta(n-3)\left(s^{2}-1\right)+s+1=s^{n-1}+s^{n-2} \tag{5.17}
\end{equation*}
$$

where $\theta(n-3)$ is the number of solids containing the plane $l m_{1}$. From (5.16) and (5.17), it now follows that $\mathcal{P}=\mathcal{P} \cap \Pi_{n-1}$; hence $\operatorname{PG}(n, s)$ is not the ambient space of $\mathcal{S}$, a contradiction. So $\mathcal{P}$ has no 1 -secant.

Therefore $|\mathcal{P}|=s^{n}+s^{n-1}$ and $\mathcal{P}$ is of type $(0, s, s+1)$. Hence $\operatorname{PG}(n, s) \backslash \mathcal{P}$ is of type $(0,1, s+1)$ and so $\mathrm{PG}(n, s) \backslash \mathcal{P}$ is a subspace $\Pi_{n-2}$ of $\mathrm{PG}(n, s)$ of dimension $n-2$. The lines of $\mathcal{B}$ are the lines of $\operatorname{PG}(n, s)$ skew to $\Pi_{n-2}$. Thus $\mathcal{S}=H_{s}^{n}$, and the theorem is established.

Any projective partial geometry $\mathcal{S}=(\mathcal{P}, \mathcal{B}$, I) satisfies the Veblen-Pasch axiom:
(VP) if $l_{1} \mathrm{I} P \mathrm{I} l_{2}, l_{1} \neq l_{2}, m_{1} \Psi P £ m_{2}, l_{i} \sim m_{j}$, for all $i, j \in\{1,2\}$, then also $m_{1} \sim m_{2}$.

The known partial geometries satisfying (VP) are as follows:
(i) all known generalised quadrangles;
(ii) all known partial geometries with $\alpha=t+1$;
(iii) the partial geometries isomorphic to the design formed by the points and lines of some $\mathrm{PG}(n, q)$;
(iv) the partial geometries isomorphic to some $H_{q}^{n}$.

Theorem 5.136. Let $\mathcal{S}$ be a dual net of order $s+1$ and degree $t+1$ with $s<t+1$. If $\mathcal{S}$ satisfies (VP), then $\mathcal{S}$ is isomorphic to a partial geometry $H_{q}^{n}$ with parameters $s=q, t=q^{n-1}-1$.

Proof. See Section 5.10.

## $5.8(0, \alpha)$-geometries and semi-partial geometries

Definition 5.137. A (finite) $(0, \alpha)$-geometry, where $\alpha>1$, is an incidence structure $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ in which $\mathcal{P}$ and $\mathcal{B}$ are disjoint, non-empty sets of points and lines, and for which I is a symmetric point-line incidence relation satisfying the following axioms:
(1) two distinct points are incident with at most one line;
(2) if a point $P$ and a line $l$ are not incident, then there are 0 or $\alpha$ points which are collinear with $P$ and incident with $l$;
(3) each line is incident with at least two points and each point is incident with at least two lines;
(4) $\mathcal{S}$ is connected; this means that, for any two elements $T$ and $T^{\prime}$ of $\mathcal{P} \cup \mathcal{B}$, there exist elements $T_{1}, T_{2}, \ldots, T_{r} \in \mathcal{P} \cup \mathcal{B}$ such that $T \mathrm{I} T_{1} \mathrm{I} T_{2} \mathrm{I} \cdots \mathrm{I} T_{r} \mathrm{I} T^{\prime}$.

Terms such as 'collinear' and 'concurrent' and notation such as $\sim$ and $\nsucc$ are defined as for generalised quadrangles and partial geometries.

Theorem 5.138. Each point is incident with a constant number $1+t$ of lines and each line is incident with a constant number $1+s$ of points, where $t, s \geq 1$.

Proof. Let $P$ and $P^{\prime}$, with $P \neq P^{\prime}$, be collinear points of $\mathcal{S}$; let $1+t$ and $1+t^{\prime}$ be the respective number of lines incident with $P$ and $P^{\prime}$. Counting in different ways the number of ordered pairs $\left(l, l^{\prime}\right)$, with $P \mathrm{I} l, P^{\prime} \mathrm{I} l^{\prime}, l \neq l^{\prime}, l \sim l^{\prime}$, gives

$$
t(\alpha-1)=t^{\prime}(\alpha-1)
$$

hence $t=t^{\prime}$. By the connectedness of $\mathcal{S}$, each point of $\mathcal{S}$ is incident with $1+t$ lines. Dually, each line is incident with $1+s$ points.

Definition 5.139. The integers $s, t, \alpha$ are the parameters of the $(0, \alpha)$-geometry.
Let $|\mathcal{P}|=v$ and $|\mathcal{B}|=b$. It should be noted that $v$ and $b$ are not uniquely determined by $s, t, \alpha$.

Definition 5.140. A (finite) semi-partial geometry is an incidence structure $\mathcal{S}$, where $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$, in which $\mathcal{P}$ and $\mathcal{B}$ are disjoint, non-empty sets of points and lines, and for which I is a symmetric point-line incidence relation satisfying the following axioms:
(1) each point is incident with $1+t$ lines, with $t \geq 1$, and two distinct points are incident with at most one line;
(2) each line is incident with $1+s$ points, with $s \geq 1$, and two distinct lines are incident with at most one point;
(3) if a point $P$ and a line $l$ are not incident, then there are 0 or $\alpha$ points, where $\alpha \geq 1$, which are collinear with $P$ and incident with $l$;
(4) if two points are not collinear, then there are $\mu$ points, where $\mu>0$, collinear with both;
(5) The integers $s, t, \alpha, \mu$ are the parameters of the semi-partial geometry.

From the definitions, a semi-partial geometry with $\alpha>1$ is a $(0, \alpha)$-geometry. The semi-partial geometries with $\alpha=1$ are also called partial quadrangles. A semipartial geometry is a partial geometry if and only if the zero in axiom (3) does not occur; this is equivalent to the condition $\mu=(t+1) \alpha$. This gives the following diagram, where ' $\longrightarrow$ ' indicates 'generalises to':


Theorem 5.141. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a semi-partial geometry with parameters $s, t, \alpha, \lambda, \mu$ and with $|\mathcal{P}|=v,|\mathcal{B}|=b$. Then
(i) $v(t+1)=b(s+1)$;
(ii) $v=1+(1+t) s(1+t(s-\alpha+1) / \mu)$.

Proof. Counting the ordered pairs $(P, l)$, with $P \in \mathcal{P}, l \in \mathcal{B}, P \mathrm{I} l$, in different ways gives

$$
v(t+1)=b(s+1)
$$

Now, counting the ordered triples $\left(P, P^{\prime}, P^{\prime \prime}\right)$, with $P, P^{\prime}, P^{\prime \prime} \in \mathcal{P}$ and $P \sim P^{\prime}$, $P \nsim P^{\prime \prime}, P^{\prime} \sim P^{\prime \prime}$, in different ways gives

$$
v(t+1) s t(s+1-\alpha)=v(v-(t+1) s-1) \mu
$$

this implies the result.
Corollary 5.142. Both the following are integers:

$$
s t(t+1)(s+1-\alpha) / \mu, \quad s t\left(\mu+(t+1)^{2}(s+1-\alpha)\right) /(\mu(s+1))
$$

Proof. This follows from the fact that $v$ and $b$ are integers.
Theorem 5.143. For $\alpha \neq s+1$,
(i) $\alpha$ divides $s t(t+1)$ and $s t(s+1)$;
(ii) $\alpha$ divides $\mu$;
(iii) $\alpha^{2}$ divides $\mu s t$;
(iv) $\alpha^{2}$ divides $t(\alpha(t+1)-\mu)$;
(v) $\alpha^{2} \leq \mu \leq \alpha(t+1)$.

Proof. For any non-incident point-line pair $(P, l)$, the symbol $[P, l]$ is the number of points collinear with $P$ and incident with $l$. For any line $l$, let $v_{l}$ be the number of points $P$ for which $[P, l]=\alpha$; for any point $P$, let $b_{P}$ be the number of lines $l$ for which $[P, l]=\alpha$. For a fixed line $l$, the following set is counted in two different ways:

$$
\left\{\left(P, l^{\prime}\right) \mid P \in \mathcal{P}, l^{\prime} \in \mathcal{B}, P £ l, P \mathrm{I} l^{\prime}, l \sim l^{\prime}\right\}
$$

This gives $v_{l} \alpha=(s+1) t s$, and so $\alpha$ divides $s t(s+1)$. Similarly, for a fixed point $P$, the following set is counted in two different ways:

$$
\left\{\left(P^{\prime}, l\right) \mid P^{\prime} \in \mathcal{P}, l \in \mathcal{B}, P \Psi l, P^{\prime} \mathrm{I} l, P \sim P^{\prime}\right\}
$$

This gives $b_{P} \alpha=(t+1) s t$, and so $\alpha$ divides $s t(t+1)$.
Let $P$ and $P^{\prime}$ be two non-collinear points. Then the number of lines $l$ for which $P$ I $l$ and $\left[P^{\prime}, l\right]=\alpha$ is $\mu / \alpha$. Therefore $\alpha$ divides $\mu$.

Consider again two non-collinear points $P$ and $P^{\prime}$. Let

$$
\beta=\left|\left\{l \mid l \in \mathcal{B}, P £ l, P^{\prime} £ l,[P, l]=\alpha,\left[P^{\prime}, l\right]=0\right\}\right|
$$

Now count in different ways the following set:

$$
\left\{\left(l, l^{\prime}\right) \mid l, l^{\prime} \in \mathcal{B}, P \Psi l, P^{\prime} £ l, P \mathrm{I} l^{\prime}, l \sim l^{\prime},\left[P^{\prime}, l\right]=0\right\}
$$

Since there are $\mu / \alpha$ lines $l^{\prime}$ with $P$ I $l^{\prime}$ and $\left[P^{\prime}, l^{\prime}\right]=\alpha$, so

$$
\begin{aligned}
\beta \alpha & =(t+1-\mu / \alpha) s(t-\mu / \alpha)+(\mu / \alpha)(s-\alpha)(t+1-\mu / \alpha) \\
& =((t+1) \alpha-\mu)(s t-\mu) / \alpha .
\end{aligned}
$$

Since $\alpha$ divides $\mu$ and also $s t(t+1)$, so $\alpha^{2}$ divides $\mu s t$.
Now consider two distinct collinear points $P$ and $P^{\prime}$. Then the set

$$
\left\{l \mid l \in \mathcal{B}, P \not \subset l, P^{\prime} £ l,[P, l]=\alpha,\left[P^{\prime}, l\right]=0\right\}
$$

has size

$$
t(s+1-\alpha)(t+1-\mu / \alpha) / \alpha
$$

Since $\alpha$ divides all three of $\mu, s t(t+1), \mu s t$, so $\alpha^{2}$ divides $t(\alpha(t+1)-\mu)$.
Finally, let $P$ and $P^{\prime}$ be two non-collinear points. The number of lines $l$ with $P$ I $l$ and $\left[P^{\prime}, l\right]=\alpha$ is $\mu / \alpha$. Hence $\mu / \alpha \leq t+1$. Equality occurs if and only if $\mathcal{S}$ is a partial geometry. Let $P \mathrm{I} m, P^{\prime} \mathrm{I} m^{\prime}, m \sim m^{\prime}$. Since $\left[P, m^{\prime}\right]=\alpha$, there are at least $\alpha$ lines $l$ with $P \mathrm{I} l$ and $\left[P^{\prime}, l\right]=\alpha$. Therefore $\alpha \leq \mu / \alpha$.

$$
\text { If } \alpha=s+1 \text {, then } \mathcal{S} \text { is a } 2-(v, s+1,1) \text { design. }
$$

Theorem 5.144. If $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a semi-partial geometry with parameters $s, t, \alpha$, $\mu$ and with $\alpha \neq s+1$, then
(i) $D=(t(\alpha-1)+s-1-\mu)^{2}+4((t+1) s-\mu)$ is a square, except in the case $s=t=\alpha=\mu=1$ where $\mathcal{S}$ is a pentagon and $D=5$.
(ii) $\left[2(t+1) s+(v-1)\left(t(\alpha-1)+s-1-\mu+D^{1 / 2}\right)\right] /\left(2 D^{1 / 2}\right)$ is an integer.

Proof. Let $\mathcal{E}=\left\{\left\{P, P^{\prime}\right\} \mid P, P^{\prime} \in \mathcal{P}, P \sim P^{\prime}\right\}$. Then $(\mathcal{P}, \mathcal{E})$ is a strongly regular graph with the following parameters:

$$
\begin{aligned}
v & =1+(1+t) s(1+t(s-\alpha+1) / \mu) \\
k & =n_{1}=s t+s \\
\lambda & =p_{11}^{1}=t(\alpha-1)+s-1 \\
\mu & =p_{11}^{2}=\mu
\end{aligned}
$$

The graph $(\mathcal{P}, \mathcal{E})$ is the point graph of the semi-partial geometry.
Let $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{v}\right\}$ and let $A=\left[a_{i j}\right]$ be the $v \times v$ matrix over $\mathbf{R}$ for which $a_{i j}=0$ if $i=j$ or $P_{i} \nsim P_{j}$ and $a_{i j}=1$ if $P_{i} \sim P_{j}$; that is, $A$ is an adjacency matrix of the graph $(\mathcal{P}, \mathcal{E})$. If $A^{2}=\left[c_{i j}\right]$, then
(a) $c_{i i}=(t+1) s$;
(b) $i \neq j$ and $P_{i} \nsim P_{j}$ imply that $c_{i j}=\mu$;
(c) $i \neq j$ and $P_{i} \sim P_{j}$ imply that $c_{i j}=t(\alpha-1)+s-1$.

So

$$
\begin{equation*}
A^{2}-(t(\alpha-1)+s-1-\mu) A-(s(t+1)-\mu) I=\mu J \tag{5.18}
\end{equation*}
$$

where $I$ is the identity matrix and $J$ is the all-one matrix.
The matrix $A$ has an eigenvalue $s(t+1)$, whereas $J$ has an eigenvalue 0 with multiplicity $v-1$ and $v$ with multiplicity 1 . Since

$$
(s(t+1))^{2}-(t(\alpha-1)+s-1-\mu) s(t+1)-(s(t+1)-\mu)=\mu v
$$

the eigenvalue $s(t+1)$ of $A$ corresponds to the eigenvalue $v$ of $J$, and so $s(t+1)$ has multiplicity 1 . The other eigenvalues of $A$ are roots of the equation

$$
\begin{equation*}
x^{2}-(t(\alpha-1)+s-1-\mu) x-(s(t+1)-\mu)=0 . \tag{5.19}
\end{equation*}
$$

Denote the multiplicities of these eigenvalues $\theta_{1}, \theta_{2}$ by $m_{1}, m_{2}$. The discriminant

$$
D=(t(\alpha-1)+s-1-\mu)^{2}+4(s(t+1)-\mu)
$$

If $D=0$, then, as $\mu \leq(t+1) \alpha \leq(t+1) s$, so

$$
t(\alpha-1)+s-1-\mu=s(t+1)-\mu=0
$$

hence $t(\alpha-(s+1))=1$, a contradiction. Therefore $D \neq 0$ and so $\theta_{1} \neq \theta_{2}$. From (5.19),

$$
\begin{aligned}
& \theta_{1}=\left(t(\alpha-1)+s-1-\mu+D^{1 / 2}\right) / 2 \\
& \theta_{2}=\left(t(\alpha-1)+s-1-\mu-D^{1 / 2}\right) / 2
\end{aligned}
$$

Since $1+m_{1}+m_{2}=v$ and $s(t+1)+m_{1} \theta_{1}+m_{2} \theta_{2}=\sum a_{i i}=0$, so

$$
m_{2}=\left(2(t+1) s+(v-1)\left[t(\alpha-1)+s-1-\mu+D^{1 / 2}\right]\right) /\left(2 D^{1 / 2}\right) .
$$

It follows that

$$
\left(2(t+1) s+(v-1)\left[t(\alpha-1)+s-1-\mu+D^{1 / 2}\right]\right) /\left(2 D^{1 / 2}\right)
$$

is an integer.
Now suppose that $D$ is not a square. Then, as $m_{2}$ is an integer,

$$
\begin{equation*}
2(t+1) s+(v-1)[t(\alpha-1)+s-1-\mu]=0 . \tag{5.20}
\end{equation*}
$$

Since $(v-1)>(t+1) s$, so

$$
0<\mu-t(\alpha-1)-s+1<2
$$

Hence $\mu=s+t(\alpha-1)$. From (5.20),

$$
\begin{equation*}
v=2(t+1) s+1 \tag{5.21}
\end{equation*}
$$

By Theorem 5.141,

$$
\begin{equation*}
v=1+(t+1) s\left(1+\frac{t(s-\alpha+1)}{s+t(\alpha-1)}\right) . \tag{5.22}
\end{equation*}
$$

From (5.21) and (5.22), it follows that

$$
\begin{equation*}
\alpha=1+s(t-1) /(2 t) . \tag{5.23}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\mu=s(t+1) / 2 \tag{5.24}
\end{equation*}
$$

From (5.23), $2 t$ divides $s(t-1)$; so $t$ divides $s$. Since $\mu \leq \alpha(t+1)$, so $s \leq 2 t$ by (5.23) and (5.24). Since $t$ divides $s$, so $s \in\{t, 2 t\}$.

First, suppose $s=2 t$. Then $\alpha=t$ and $\mu=t(t+1)$, which in turn implies that $D=(1+2 t)^{2}$, a contradiction since $D$ is not a square.

So $s=t, \alpha=(t+1) / 2$ and $\mu=t(t+1) / 2$. By Theorem 5.143, $\alpha^{2}$ divides $\mu s t$, and so $t+1$ divides $2 t^{3}$; hence $t=1$. Consequently,

$$
s=t=\alpha=\mu=1, \quad v=b=5, \quad D=5
$$

This means that $\mathcal{S}$ is a pentagon.
Theorem 5.145. If $\mathcal{S}$ is a semi-partial geometry, but not a partial geometry, then $b \geq v$.

Proof. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a semi-partial geometry with parameters $s, t, \alpha, \mu$ and assume that $\mathcal{S}$ is not a partial geometry; so $\mu<\alpha(t+1)$.

Let $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{v}\right\}$ and $\mathcal{B}=\left\{l_{1}, l_{2}, \ldots, l_{b}\right\}$. The corresponding adjacency matrix of the point graph of $\mathcal{S}$ is denoted by $A=\left[a_{i j}\right]$. Let $M=\left[m_{i j}\right]$ be the $v \times b$ matrix over $\mathbf{R}$ for which $m_{i j}=0$ if $P_{i} \Psi l_{j}$ and $m_{i j}=1$ if $P_{i} \mathrm{I} l_{j}$; that is, $M$ is an incidence matrix of the geometry $\mathcal{S}$. It follows that

$$
\begin{equation*}
M M^{*}=(t+1) I+A \tag{5.25}
\end{equation*}
$$

Suppose that $v>b$. As rank $M \leq b$, so rank $M M^{*} \leq b$. Therefore the $v \times v$ matrix $M M^{*}$ is singular, whence $-(t+1)$ is an eigenvalue of $A$. Then, by (5.19),

$$
(t+1)^{2}+(t(\alpha-1)+s-1-\mu)(t+1)-(s(t+1)-\mu)=0
$$

which is equivalent to $t(\mu-\alpha(t+1))$. Hence $\mu=\alpha(t+1)$, and so $\mathcal{S}$ is a partial geometry, which is a contradiction.

Hence, if $\mathcal{S}$ is not a partial geometry, then $b \geq v$.
Theorem 5.146. The dual of a semi-partial geometry $\mathcal{S}$ is a semi-partial geometry if and only if $\mathcal{S}$ is a partial geometry or $v=b$. If $v=b$, then $\mathcal{S}$ and its dual $\overline{\mathcal{S}}$ have the same parameters.

Proof. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a semi-partial geometry with dual $\overline{\mathcal{S}}$.
Suppose that $\overline{\mathcal{S}}$ is also a semi-partial geometry. If $\mathcal{S}$ is not a partial geometry, then $\overline{\mathcal{S}}$ is not a partial geometry. By Theorem 5.145, $b \geq v$ and $v \geq b$. Hence $\mathcal{S}$ is a partial geometry or $v=b$.

If $\mathcal{S}$ is a partial geometry, then $\overline{\mathcal{S}}$ is a partial geometry and consequently also a semi-partial geometry. Now suppose that $\mathcal{S}$ is not a partial geometry, but let $b=v$. With the notation of Theorem 5.145, since $\mu \neq \alpha(t+1)$, so $-(t+1)$ is not an eigenvalue of $A$. Hence $M M^{*}$ is non-singular, as is the $v \times v$ matrix $M$. By (5.25),

$$
M^{*}=(s+1) M^{-1}+M^{-1} A
$$

as $b=v$ and so $s=t$. Hence

$$
M^{*} M=(s+1) I+M^{-1} A M
$$

Let $M^{-1} A M=B=\left[b_{i j}\right]$. Then $b_{i i}+s+1$ is the number of points incident with $l_{i}$; so $b_{i i}=0$. Further, $b_{i j}$, for $i \neq j$, is the number of points incident with $l_{i}$ and $l_{j}$. Hence $B$ is an adjacency matrix of the point graph of $\overline{\mathcal{S}}$. Also $B^{2}=M^{-1} A^{2} M$; hence, by (5.18),

$$
B^{2}=(s \alpha-1-\mu) B+(s(s+1)-\mu) I+\mu M^{-1} J M
$$

Since $M J=J M=(s+1) J$, so

$$
\begin{equation*}
B^{2}=(s \alpha-1-\mu) B+(s(s+1)-\mu) I+\mu J \tag{5.26}
\end{equation*}
$$

Let $B^{2}=\left[d_{i j}\right]$; then, by (5.26), $d_{i j}=\mu$ for $l_{i} \nsim l_{j}$. As

$$
d_{i j}=\sum_{r=1}^{v} b_{i r} b_{j r}
$$

so $d_{i j}$ is the number of lines $l_{r}$ with $l_{i} \sim l_{r} \sim l_{j}$. It follows that $\overline{\mathcal{S}}$ is also a semipartial geometry with the same parameters as $\mathcal{S}$.

A list of some of the known $(0, \alpha)$-geometries and semi-partial geometries is now given.

Example 5.147. (a) Let $\mathcal{O}$ be an ovoid of $\operatorname{PG}(3, q), q>2$, or an elliptic quadric of $\operatorname{PG}(3,2)$. Suppose that $\operatorname{PG}(3, q)$ is a hyperplane of $\operatorname{PG}(4, q)$. The points of $\mathcal{S}$ are those of $\mathrm{PG}(4, q) \backslash \mathrm{PG}(3, q)$. The lines of $\mathcal{S}$ are the lines of $\mathrm{PG}(4, q)$ that contain a point of $\mathcal{O}$ but are not contained in $\operatorname{PG}(3, q)$. Here, I is the incidence of $\operatorname{PG}(4, q)$. Then $\mathcal{S}$ is a partial quadrangle with parameters

$$
s=q-1, \quad t=q^{2}, \quad \alpha=1, \quad \mu=q^{2}-q
$$

(b) Consider a subgeometry $\operatorname{PG}(2, q)$ of the plane $\mathrm{PG}\left(2, q^{2}\right)$ and suppose that $\mathrm{PG}\left(2, q^{2}\right)$ is a plane of $\mathrm{PG}\left(3, q^{2}\right)$. The points of $\mathcal{S}$ are those of $\mathrm{PG}\left(3, q^{2}\right) \backslash \mathrm{PG}\left(2, q^{2}\right)$ and the lines of $\mathcal{S}$ are the lines of $\operatorname{PG}\left(3, q^{2}\right)$ that contain a point of $\operatorname{PG}(2, q)$ but are not contained in $\operatorname{PG}\left(2, q^{2}\right)$. Here, I is the incidence of $\operatorname{PG}\left(3, q^{2}\right)$. Then $\mathcal{S}$ is a semipartial geometry with parameters

$$
s=q^{2}-1, \quad t=q(q+1), \quad \alpha=q, \quad \mu=q(q+1) .
$$

(c) Let $\mathcal{U}$ be a Hermitian arc in $\operatorname{PG}\left(2, q^{2}\right)$. With the same construction as in (b), a semi-partial geometry is obtained; its parameters are

$$
s=q^{2}-1, \quad t=q^{3}, \quad \alpha=q, \quad \mu=q^{2}\left(q^{2}-1\right)
$$

(d) Let $\Pi_{n-2}$ be an $(n-2)$-dimensional subspace of $\operatorname{PG}(n, q), n \geq 3$. The points of $\mathcal{S}$ are the lines of $\operatorname{PG}(n, q)$ skew to $\Pi_{n-2}$. The lines of $\mathcal{S}$ are the planes of $\mathrm{PG}(n, q)$ meeting $\Pi_{n-2}$ in a point. Incidence here is inclusion. Then $\mathcal{S}$ is a semipartial geometry with parameters

$$
s=q^{2}-1, \quad t=q^{n-2}+q^{n-3}+\cdots+q, \quad \alpha=q, \quad \mu=q(q+1) .
$$

(e) Let $\mathcal{P}$ be the set of all lines in $\mathrm{PG}(n, q), n \geq 3$, let $\mathcal{B}$ be the set of all planes in $\mathrm{PG}(n, q)$, and let I be inclusion. Then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a semi-partial geometry with parameters

$$
s=q(q+1), \quad t=q^{n-2}+q^{n-3}+\cdots+q, \quad \alpha=q+1, \quad \mu=(q+1)^{2} .
$$

(f) Let $\mathcal{U}$ be a non-singular Hermitian surface in $\operatorname{PG}\left(3, q^{2}\right)$. Points of $\mathcal{S}$ are the points of $\operatorname{PG}\left(3, q^{2}\right) \backslash \mathcal{U}$; lines of $\mathcal{S}$ are the 1-secants of $\mathcal{U}$ and incidence is the natural one. Then $\mathcal{S}$ is a semi-partial geometry with parameters

$$
s=q^{2}-1, \quad t=q^{3}, \quad \alpha=q+1, \quad \mu=q(q+1)\left(q^{2}-1\right) .
$$

(g) Let $\mathcal{Q}$ be an elliptic quadric of $\operatorname{PG}(5, q)$. Let $P$ be a point off $\mathcal{Q}$ and let $\Pi_{4}$ be a hyperplane not containing $P$. The projection of $\mathcal{Q}$ from $P$ onto $\Pi_{4}$ is denoted by $\mathcal{Q}^{\prime}$. Also, let $\mathcal{Q}^{\prime \prime}$ be the set of points $P^{\prime}$ of $\mathcal{Q}^{\prime}$ for which $P P^{\prime}$ is a 1 -secant of $\mathcal{Q}$. If $q$ is odd, then $\mathcal{Q}^{\prime \prime}$ is a non-singular quadric of $\Pi_{4}$; if $q$ is even, then $\mathcal{Q}^{\prime \prime}$ is a solid of $\Pi_{4}$. Let $\mathcal{P}=\mathcal{Q}^{\prime} \backslash \mathcal{Q}^{\prime \prime}$, let $\mathcal{B}$ be the set of all lines of $\Pi_{4}$ that are contained in $\mathcal{Q}^{\prime}$ but not in $\mathcal{Q}^{\prime \prime}$, and let I be the incidence of $\Pi_{4}$. Then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a semi-partial geometry with parameters

$$
s=q-1, \quad t=q^{2}, \quad \alpha=2, \quad \mu=2 q(q-1) .
$$

For $q$ even, see also Section 2.6.
(h) Let $\mathcal{U}$ be a non-singular Hermitian surface in $\operatorname{PG}\left(3, q^{2}\right)$, and let $l$ be a fixed line of $\mathcal{U}$. The points of $\mathcal{S}$ are the points of $\mathcal{U} \backslash l$; lines of $\mathcal{S}$ are the lines of $\mathcal{U}$ not meeting $l$ and incidence is containment. Then the dual of $\mathcal{S}$ is a partial quadrangle with parameters

$$
s=q-1, \quad t=q^{2}, \quad \alpha=1, \quad \mu=q^{2}-q
$$

(i) Let $\mathcal{V}$ be a set with $h$ elements, $h \geq 4$, let $\mathcal{V}_{2}=\{T \subset \mathcal{V}| | T \mid=2\}$, and let $\mathcal{V}_{3}=\{T \subset \mathcal{V}| | T \mid=3\}$. If I is inclusion, then $\mathcal{S}_{h}=\left(\mathcal{V}_{2}, \mathcal{V}_{3}, \mathrm{I}\right)$ is a semi-partial geometry with parameters

$$
s=\alpha=2, \quad t=m-3, \quad \mu=4
$$

(j) Let $M$ be an $(n+1) \times(n+1)$ skew-symmetric matrix over $\mathbf{F}_{q}$ with $n \geq 2$; then $\operatorname{rank}(M)=2 k$ with $k>0$. The mapping $\zeta$ from $\operatorname{PG}(n, q)$ to its dual defined by $M$ is a null polarity when $M$ is non-singular. The subspace of $\operatorname{PG}(n, q)$ containing all points having no image with respect to $\zeta$ is the radical $\mathcal{R}$ of $\zeta$; it has dimension $n-2 k$.

The points of $\mathcal{S}$ are the points of $\mathrm{PG}(n, q) \backslash \mathcal{R}$. The lines are the lines $l$ of $\mathrm{PG}(n, q) \backslash \mathcal{R}$ for which $l \not \subset l \zeta$ when $n \geq 3$ and $l \zeta \notin l$ when $n=2$. The incidence is the natural one. Then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a $(0, \alpha)$-geometry with parameters

$$
s=\alpha=q, \quad t=q^{n-1}-1 .
$$

This geometry is denoted by $\overline{W(n, 2 k, q)}$.
When $k=1$, then $\overline{W(n, 2 k, q)}$ is the dual net $H_{q}^{n}$ introduced in Section 5.6; see also Section 5.7. When $2 k=n+1$ and so $n$ is odd, then this is the case of the null polarity. Here, $\overline{W(n, n+1, q)}$ is a semi-partial geometry with $\mu=q^{n-1}(q-1)$, and is also denoted $\overline{W(n, q)}$. In all other cases, $\overline{W(n, 2 k, q)}$ is not a semi-partial geometry; that is, it is a proper $(0, \alpha)$-geometry.
(k) Take a quadric $\mathcal{Q}$ in $\operatorname{PG}(n, 2), n \geq 3$, and suppose that $\mathcal{Q}$ is not one of the following:
(1) $\Pi_{n-1}$;
(2) $\Pi_{n-1} \cup \Pi_{n-1}^{\prime}, \Pi_{n-1} \neq \Pi_{n-1}^{\prime}$;
(3) $\mathcal{H}_{3}$ in $\mathrm{PG}(3,2)$;
(4) $\Pi_{n-4} \mathcal{H}_{3}, n \geq 4$.

Let $\mathcal{B}$ be the set of lines skew to $\mathcal{Q}$, let $\mathcal{P}$ be the set of points of $\operatorname{PG}(n, 2)$ on at least one line of $\mathcal{B}$, and let I be the natural incidence. Then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a $(0,2)$ geometry.

If $n=2 d-1$ and $\mathcal{Q}=\mathcal{E}_{n}$, then $\mathcal{S}$ is a semi-partial geometry, denoted by $N Q^{-}(2 d-1,2)$ with parameters

$$
s=\alpha=2, \quad t=2^{2 d-3}+2^{d-2}-1, \quad \mu=2^{2 d-3}+2^{d-1} .
$$

If $n=2 d-1$ and $\mathcal{Q}=\mathcal{H}_{n}$, then $\mathcal{S}$ is a semi-partial geometry, denoted by $N Q^{+}(2 d-1,2)$ with parameters

$$
s=\alpha=2, \quad t=2^{2 d-3}-2^{d-2}-1, \quad \mu=2^{2 d-3}-2^{d-1} .
$$

If $n=2 d$ and $\mathcal{Q}=\mathcal{P}_{n}$, then $\mathcal{S}$ is a semi-partial geometry, denoted by $N Q(2 d, 2)$ with parameters

$$
s=\alpha=2, \quad t=2^{2 d-2}-1, \quad \mu=2^{2 d-1}-2^{2 d-2} .
$$

In all other cases, $\mathcal{S}$ is a proper $(0,2)$-geometry.
(l) Let $\mathcal{Q}=\mathcal{H}_{3}$ in $\operatorname{PG}\left(3,2^{h}\right), h \geq 2$. Let $\mathcal{B}$ be the set of lines skew to $\mathcal{Q}$, let $\mathcal{P}$ be the set of points of $\operatorname{PG}\left(3,2^{h}\right) \backslash \mathcal{Q}$ and let I be the incidence of $\operatorname{PG}\left(3,2^{h}\right)$. Then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a proper $\left(0,2^{h-1}\right)$-geometry $N Q^{+}\left(3,2^{h}\right)$ with parameters

$$
s=2^{h}, \quad t=2^{2 h-1}-2^{h-1}-1 .
$$

(m) Let $\mathcal{Q}=\mathcal{E}_{5}$ in $\operatorname{PG}(5, q), q$ odd. Let $\mathcal{P}$ be a subset of $\mathcal{Q}$ which meets every line of $\mathcal{Q}$ in $\frac{1}{2}(q+1)$ points. Let $\mathcal{B}$ be the set of lines of $\mathcal{Q}$ and let I be the incidence of $\operatorname{PG}(5, q)$. Then $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a partial quadrangle with parameters

$$
s=\frac{1}{2}(q-1), \quad t=q^{2}, \quad \mu=\frac{1}{2}(q-1)^{2} .
$$

For each odd $q$, at least one example is known.
(n) For the parameter sets in the following table, there is at least one semi-partial geometry:

| $s$ | $t$ | $\alpha$ | $\mu$ | Conditions |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $r-1$ | 1 | 1 | $r=2,3,7$ |
| 6 | 6 | 6 | 36 |  |
| 1 | 9 | 1 | 2 |  |
| 1 | 15 | 1 | 4 |  |
| 1 | 21 | 1 | 6 |  |
| 2 | 10 | 1 | 2 |  |
| 2 | 55 | 1 | 20 | 14 |
| 3 | 77 | 1 | $q^{m}$ | $q^{m+1}\left(q^{m+1}-1\right)$ |
| $q^{m+1}-1$ | $q^{m+2}$ | $q^{m+1}$ | $q=2^{h}, m \geq 2$ |  |
| $q^{m}-1$ | $q^{m+1}$ | $2 q^{m-1}$ | $2 q^{m}\left(q^{m}-1\right)$ | $q=p^{h}, m=2 ;$ |
|  |  |  |  | $q=2^{h}, m \geq 3$ |

### 5.9 Embedded ( $0, \alpha$ )-geometries and semi-partial geometries

A projective $(0, \alpha)$-geometry or semi-partial geometry $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a $(0, \alpha)$ geometry or semi-partial geometry whose point set $\mathcal{P}$ is a subset of the point set of some $\mathrm{PG}(n, q)$ and whose line set $\mathcal{B}$ is a set of lines of $\mathrm{PG}(n, q)$. Also, $\mathcal{S}$ is embedded in $\operatorname{PG}(n, q)$. If $\operatorname{PG}\left(n^{\prime}, q\right)$ is the subspace of $\operatorname{PG}(n, q)$ generated by the points of $\mathcal{P}$, then $\operatorname{PG}\left(n^{\prime}, q\right)$ is the ambient space of $\mathcal{S}$.

A $(0, \alpha)$-geometry or semi-partial geometry embedded in $\mathrm{PG}(2, q)$ is a partial geometry. As these were classified in Section 5.7, the dimension of the ambient space is now taken to be at least 3 .

Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a projective $(0, \alpha)$-geometry or semi-partial geometry with parameters $s, t, \alpha$, where $\alpha>1$, and with ambient space $\operatorname{PG}(3, s)$. Consider a pair $l, l^{\prime}$ of intersecting lines and let $\pi=l l^{\prime}$. The points and lines of $\mathcal{S}$ in $\pi$ constitute a partial geometry $\mathcal{S}(\pi)$ with parameters $s(\pi)=s, t(\pi)=\alpha-1, \alpha(\pi)=\alpha$, together with $m(\pi)$ isolated points, where a point $P$ of $\mathcal{S}$ in $\pi$ is isolated if no line of $\mathcal{S}$ through $P$ is contained in $\pi$. By Theorem 5.135, there are the following possibilities for $\mathcal{S}(\pi)$.
(a) The parameter $\alpha=s+1$ and $\mathcal{S}(\pi)$ is the $2-\left(s^{2}+s+1, s+1,1\right)$ design formed by all points and lines of $\pi$.
(b) The points of $\pi$ not in $\mathcal{S}(\pi)$ form a maximal $(s d-s+d ; d)$-arc $\mathcal{K}(\pi)$ of $\pi$, with $s$ even, $d=s / \alpha$, and $2 \leq d<s$. The lines of $\mathcal{S}(\pi)$ are the lines of $\pi$ not meeting $\mathcal{K}(\pi)$.
(c) The parameter $\alpha=s$ and $\pi$ contains exactly one point $P(\pi)$ which is not in $\mathcal{S}(\pi)$. The lines of $\mathcal{S}(\pi)$ are the lines of $\pi$ not containing $P(\pi)$.

Lemma 5.148. (i) The number $m=m(\pi)$ of isolated points in $\pi$ is independent of the choice of $\pi$.
(ii) The number of lines in $\mathcal{S}$ is

$$
\begin{equation*}
b=\alpha^{-1}(s \alpha-s+\alpha)[(s+1)(t+1)-\alpha s]+m(t+1), \tag{5.27}
\end{equation*}
$$

and the number of points of $\mathcal{S}$ is

$$
\begin{equation*}
v=[\alpha(t+1)]^{-1}(s+1)(s \alpha-s+\alpha)[(s+1)(t+1)-\alpha s]+m(s+1) . \tag{5.28}
\end{equation*}
$$

Proof. The number of points of $\mathcal{S}(\pi)$ is $(s+1)(s \alpha-s+\alpha) / \alpha$ and the number of lines is $s \alpha-s+\alpha$. The number of lines of $\mathcal{S}$ containing exactly one point of $\mathcal{S}(\pi)$ is $(t+1-\alpha)(s+1)(s \alpha-s+\alpha) / \alpha$ and the number of lines of $\mathcal{S}$ containing an isolated point in $\pi$ is $(t+1) m(\pi)$. Hence

$$
b=s \alpha-s+\alpha+\alpha^{-1}(t+1-\alpha)(s+1)(s \alpha-s+\alpha)+m(\pi)(t+1)
$$

giving the result. So $m=m(\pi)$ is independent of the choice of $\pi$.
Counting the number of ordered pairs $(P, l)$, with $P \in \mathcal{P}, l \in \mathcal{B}, P \mathrm{I} l$, in different ways shows that $|\mathcal{P}|(t+1)=|\mathcal{B}|(s+1)$, from which (5.28) follows.

Lemma 5.149. With respect to $\mathcal{S}$, there are three possible types of planes in the ambient space $\mathrm{PG}(3, s)$ :
(A) those containing $s \alpha-s+\alpha$ lines of $\mathcal{S}$ and

$$
\begin{equation*}
\rho_{\mathrm{a}}=\alpha^{-1}(s+1)(s \alpha-s+\alpha)+m \tag{5.29}
\end{equation*}
$$

points of $\mathcal{S}$;
(B) those containing exactly one line of $\mathcal{S}$ and

$$
\begin{equation*}
\rho_{\mathrm{b}}=s+1+[\alpha(t+1)]^{-1} s(s+1)(t+1-\alpha)(\alpha-1)+m \tag{5.30}
\end{equation*}
$$

points of $\mathcal{S}$;
(C) those containing no line of $\mathcal{S}$ and

$$
\begin{equation*}
\rho_{\mathrm{c}}=[\alpha(t+1)]^{-1}(s \alpha-s+\alpha)[(s+1)(t+1)-\alpha s]+m \tag{5.31}
\end{equation*}
$$

points of $\mathcal{S}$.
Proof. Let $\pi$ be a plane of the ambient space $\operatorname{PG}(3, s)$.
If $\pi$ contains at least two lines of $\mathcal{S}$, then the points and lines of $\mathcal{S}$ in $\pi$ constitute a partial geometry $\mathcal{S}(\pi)$ with parameters

$$
s(\pi)=s, \quad t(\pi)=\alpha-1, \quad \alpha(\pi)=\alpha
$$

together with $m$ isolated points. Hence $\pi$ contains $s \alpha-s+\alpha$ lines of $\mathcal{S}$ and $\rho_{\text {a }}$ points of $\mathcal{S}$.

Next, suppose that $\pi$ contains exactly one line of $\mathcal{S}$. Then, with $\rho_{\mathrm{b}}$ the number of points of $\mathcal{S}$ in $\pi$,

$$
b=1+(s+1) t+\left(\rho_{\mathrm{b}}-s-1\right)(t+1)
$$

So, by Lemma 5.148, $\rho_{\mathrm{b}}$ is as stated.
Finally, suppose that $\pi$ contains no line of $\mathcal{S}$. If $\rho_{\mathrm{c}}$ is the number of points of $\mathcal{S}$ in $\pi$, then

$$
b=\rho_{\mathrm{c}}(t+1) .
$$

Again, Lemma 5.148 gives the result.
Corollary 5.150. If there is at least one plane of type (B) and at least one plane of type (C), then $t+1$ divides $s$.

Proof. From the theorem, $(t+1)\left(\rho_{\mathrm{b}}-\rho_{\mathrm{c}}\right)=s$, whence the result.
Theorem 5.151. If $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a projective semi-partial geometry with parameters $s, t, \alpha, \mu$ and with ambient space $\mathrm{PG}(3, s)$, then one of the following holds:
(a) $\alpha=s+1$ and $\mathcal{S}$ is the $2-\left(\left(s^{2}+1\right)(s+1), s+1,1\right)$ design formed by all points and lines of $\mathrm{PG}(3, s)$;
(b) $\alpha=1$ and $\mathcal{S}$ is a classical generalised quadrangle;
(c) $\alpha=s$ and $\mathcal{S}=\underline{H_{s}^{3}}$;
(d) $\alpha=s$ and $\mathcal{S}=\overline{W(3, s)}$;
(e) $\alpha=s=2$ and $\mathcal{S}=N Q^{-}(3,2)$.

Proof. If $\mathcal{S}$ is a partial geometry, then Theorem 5.135 gives one of the first three cases.

So, suppose that $\mathcal{S}$ is not a partial geometry. Then $\mu<(t+1) \alpha$ and, from Theorems 5.143 and 5.145, $\alpha^{2} \leq \mu$ and $|\mathcal{B}|=b \geq|\mathcal{P}|=v$. So $b(s+1)=v(t+1)$ implies that $t \geq s$. By Theorem 5.143, $\alpha$ divides $\mu$, and so $\mu<(t+1) \alpha$ implies that $\mu \leq \alpha t$.

Let $\alpha=1$. Then, by Theorem 5.141,

$$
v=1+(1+t) s(1+t s / \mu)
$$

Hence $v \leq s^{3}+s^{2}+s+1$ implies $\mu\left(s^{2}+s-t\right) \geq s t(t+1)$. Since $\mu \leq t$, it follows that $s t(t+1) \leq t\left(s^{2}+s-t\right)$ and so $t \leq s-1+1 /(s+1)<s$, a contradiction. Hence $\alpha \neq 1$.

For the next step, let $\alpha=s+1$. From the connectedness of $\mathcal{S}$, it follows that $\mathcal{S}$ is a $2-(v, s+1,1)$ design, a contradiction since $\mathcal{S}$ is not a partial geometry. Hence $\alpha \neq s+1$. As there is always a plane of type (A), either $s=\alpha$ or $s=2^{h}$.

Now suppose that there is a plane of type (C). The number of points of $\mathcal{S}$ in $\pi$ is $\rho_{\mathrm{c}}=v /(s+1)$. Let $P$ be a fixed point of $\mathcal{S}$ in $\pi$, and count in different ways the set

$$
\left\{\left(P^{\prime}, P^{\prime \prime}\right) \mid P^{\prime}, P^{\prime \prime} \in \mathcal{P} \backslash\{P\}, P^{\prime \prime} \in \pi, P P^{\prime}, P^{\prime} P^{\prime \prime} \in \mathcal{B}\right\}
$$

This gives

$$
\left(\rho_{\mathrm{c}}-1\right) \mu=(t+1) s t, \quad \rho_{\mathrm{c}}=1+(t+1) s t / \mu
$$

and so

$$
\begin{equation*}
v=s+1+(s+1)(t+1) s t / \mu \tag{5.32}
\end{equation*}
$$

By Theorem 5.141,

$$
\begin{equation*}
v=1+(1+t) s(1+t(s-\alpha+1) / \mu) \tag{5.33}
\end{equation*}
$$

From (5.32) and (5.33), it follows that $\mu=\alpha(t+1)$, a contradiction. Consequently, there is no plane of type (C).

From (5.28),

$$
\begin{equation*}
m=\frac{v}{s+1}-\frac{(s \alpha-s+\alpha)[(s+1)(t+1)-\alpha s]}{\alpha(t+1)} \tag{5.34}
\end{equation*}
$$

with $v$ given by (5.33).
Let $P, P^{\prime} \in \mathcal{P}$ with $P \neq P^{\prime}$ and $P P^{\prime} \notin \mathcal{B}$, and let $\pi$ be a plane containing $P P^{\prime}$. If $\pi$ is of type (B), or if $\pi$ is of type (A) with at least one of $P, P^{\prime}$ isolated in $\pi$, then $\pi$ does not contain a point $P^{\prime \prime} \in \mathcal{P} \backslash\left\{P, P^{\prime}\right\}$ with $P P^{\prime \prime}$ and $P^{\prime} P^{\prime \prime}$ in $\mathcal{B}$. If $\pi$ is of type (A) and neither $P$ nor $P^{\prime}$ is isolated in $\pi$, then $\pi$ contains exactly $\alpha^{2}$ points $P^{\prime \prime} \in \mathcal{P} \backslash\left\{P, P^{\prime}\right\}$ for which $P P^{\prime \prime}$ and $P^{\prime} P^{\prime \prime}$ are lines of $\mathcal{B}$. Considering all planes through $P P^{\prime}$, it follows that $\alpha^{2}$ divides $\mu$.

Now suppose that all planes of $\mathrm{PG}(3, s)$ are of type (A). Counting all points of $\mathcal{P}$ in all planes through a given line $l$ of $\mathcal{B}$,

$$
\begin{equation*}
v=s+1+(s+1)\left(\rho_{\mathrm{a}}-s-1\right) \tag{5.35}
\end{equation*}
$$

with $\rho_{\mathrm{a}}$ given by (5.29). Hence

$$
\begin{equation*}
m=\frac{v}{s+1}-\frac{(s+1)(s \alpha-s+\alpha)}{\alpha}+s \tag{5.36}
\end{equation*}
$$

From (5.34) and (5.36), it follows that

$$
\begin{equation*}
t=(s+1)(\alpha-1) \tag{5.37}
\end{equation*}
$$

Counting in different ways the set $\{(P, \pi) \mid P \in \mathcal{P}, \pi$ a plane through $P\}$,

$$
\begin{equation*}
v\left(s^{2}+s+1\right)=\left(s^{3}+s^{2}+s+1\right) \rho_{\mathrm{a}} . \tag{5.38}
\end{equation*}
$$

Eliminating $\rho_{\mathrm{a}}$ from (5.35) and (5.38) gives

$$
v=\left(s^{2}+1\right)(s+1)
$$

and so $\mathcal{P}=\operatorname{PG}(3, s)$. Now, from Theorem 5.141 and (5.37),

$$
\mu=(\alpha-1)(s \alpha-s+\alpha)
$$

Since $\alpha$ divides $\mu$, it divides $s$. Let $s=p^{h}$ and $\alpha=p^{r}$, with $p$ prime and $r \leq h$. Since $\alpha^{2}$ divides $\mu$, so $p^{2 r}$ divides $p^{h+r}-p^{h}+p^{r}$, whence $p^{r}$ divides $p^{h}-p^{h-r}+1$. Hence $h=r$, which means that $s=\alpha$. So

$$
s=\alpha, \quad t=\alpha^{2}-1, \quad \mu=\alpha^{2}(\alpha-1), \quad m=1
$$

So any plane contains exactly one point $P(\pi)$ not in $\mathcal{P}$, and the lines of $\mathcal{B}$ in $\pi$ are the lines not containing $P(\pi)$. Therefore the structure $\mathcal{S}^{\prime}$ consisting of all points of $\mathrm{PG}(3, s)$ and all lines of $\mathrm{PG}(3, s)$ not in $\mathcal{B}$ is a projective generalised quadrangle. By Theorem 5.51, $\mathcal{S}^{\prime}$ is a classical generalised quadrangle; so, since $\operatorname{PG}(3, s)$ is the point set of $\mathcal{S}^{\prime}$, the structure $\mathcal{S}^{\prime}$ is the generalised quadrangle $\mathcal{W}(s)$ arising from a null polarity of $\operatorname{PG}(3, s)$. Thus $\mathcal{S}$ is the semi-partial geometry $\overline{W(3, s)}$.

Next, suppose that there is at least one plane $\pi$ of type (B). Let $l$ be the unique line of $\mathcal{B}$ in $\pi$. Fix a point $P$ on $l$ and count in different ways the set

$$
\left\{\left(P^{\prime}, P^{\prime \prime}\right) \mid P^{\prime}, P^{\prime \prime} \in \mathcal{P} \backslash\{P\}, P^{\prime \prime} \in \pi \backslash l, P^{\prime} \notin \pi, P P^{\prime}, P^{\prime} P^{\prime \prime} \in \mathcal{B}\right\}
$$

This gives

$$
\begin{equation*}
\left(\rho_{\mathrm{b}}-s-1\right) \mu=t s(t+1-\alpha) \tag{5.39}
\end{equation*}
$$

Now fix a point $Q$ in $\pi \backslash l$, and count in different ways the set

$$
\left\{\left(Q^{\prime}, Q^{\prime \prime}\right) \mid Q^{\prime}, Q^{\prime \prime} \in \mathcal{P} \backslash\{Q\}, Q^{\prime \prime} \in \pi \backslash\{Q\}, Q^{\prime} \notin \pi, Q Q^{\prime}, Q^{\prime} Q^{\prime \prime} \in \mathcal{B}\right\}
$$

Hence

$$
\begin{equation*}
\left(\rho_{\mathrm{b}}-1\right) \mu=t s(t+1) \tag{5.40}
\end{equation*}
$$

From (5.39) and (5.40), it follows that $\mu=\alpha t$. Hence

$$
\rho_{\mathrm{b}}=\alpha^{-1} s(t+1)+1,
$$

and, from Theorem 5.141,

$$
v=1+\alpha^{-1} s(t+1)(s+1) .
$$

Eliminating $t$ gives

$$
\begin{equation*}
v=1+\left(\rho_{\mathrm{b}}-1\right)(s+1) . \tag{5.41}
\end{equation*}
$$

Count in different ways the set

$$
\{(R, r) \mid R \in \mathcal{P} \cap \pi, r \in \mathcal{B} \backslash\{l\}, R \in r\}
$$

this gives

$$
b-1=(s+1) t+\left(\rho_{\mathrm{b}}-s-1\right)(t+1) .
$$

Since $v(t+1)=b(s+1)$, it follows that

$$
\begin{equation*}
v=\frac{(s+1)(s t+t+1)}{t+1}+\left(\rho_{\mathrm{b}}-s-1\right)(s+1) . \tag{5.42}
\end{equation*}
$$

From (5.41) and (5.42), it follows that $s=t$. By Theorem 5.144, either

$$
D=1+4 s(s+1-\alpha)
$$

is a square or $D=5$. Since $1<\alpha<s+1$, so $1+4 s(s+1-\alpha)>5$, and so $D$ is a square. Consequently, there exists a positive integer $g$ for which

$$
s(s+1-\alpha)=g(g+1)
$$

As $s$ is a prime power, it divides either $g$ or $g+1$. Hence

$$
g+1 \geq s>s+1-\alpha \geq g
$$

It follows that $s+1-\alpha=g, s=g+1, \alpha=2$. Therefore

$$
s=t, \quad \alpha=2, \quad \mu=2 t, \quad D=(2 s-1)^{2} .
$$

Also, since $\alpha^{2}$ divides $\mu$, so $t=s=2^{h}$. By Theorem 5.144, $2 \sqrt{D}$ divides

$$
2(t+1) s+(v-1)(t(\alpha-1)+s-1-\mu+\sqrt{D})
$$

and so $2^{h+1}-1$ divides $\left(2^{h}+1\right)\left(2^{2 h}+1\right) 2^{h-1}$. Hence $h \in\{1,3\}$. This gives two cases:
(I) $s=t=\alpha=2, \mu=4$;
(II) $s=t=8, \alpha=2, \mu=16$.

Case (I). Here $v=10$. Now, from (5.34), (5.29) and (5.30),

$$
m=0, \quad \rho_{\mathrm{a}}=6, \quad \rho_{\mathrm{b}}=4
$$

Since there are no planes of type (C), no three points of $\mathcal{Q}=\mathrm{PG}(3,2) \backslash \mathcal{P}$ are collinear. Hence $\mathcal{Q}$ is a 5-cap of $\operatorname{PG}(3,2)$. Since $\rho_{\mathrm{a}}=6$ and $\rho_{\mathrm{b}}=4$ so any plane of $\mathrm{PG}(3,2)$ contains one or three points of $\mathcal{Q}$. Therefore $\mathcal{Q}$ is an elliptic quadric and $\mathcal{B}$ consists of the 10 external lines of $\mathcal{Q}$. So it has been shown that $\mathcal{S}=N Q^{-}(3,2)$.

Case (II). Here $v=325$. Now, from (5.34), (5.29) and (5.30),

$$
m=0, \quad \rho_{\mathrm{a}}=45, \quad \rho_{\mathrm{b}}=37
$$

Let $\pi$ be a plane of type (B), let $l$ be the line of $\mathcal{B}$ in $\pi$, and let $\mathcal{K}$ be the set of the 28 points of $\mathcal{P}$ in $\pi \backslash l$. If $P, P^{\prime}$ are distinct points of $\mathcal{K}$, then, since $\mu>0$, it follows that there is at least one plane $\pi^{\prime}$ of type (A) through $P P^{\prime}$. Since $\pi^{\prime}$ is of type (A) and $m=0$, the line $P P^{\prime}$ contains five points of $\pi^{\prime} \cap \mathcal{P}$. Since $P P^{\prime}$ contains exactly one point of $l$, it contains four points of $\mathcal{K}$. Hence $\mathcal{K}$ is a maximal $(28 ; 4)$-arc of $\pi$. Therefore each line of $\operatorname{PG}(3,8)$ has 1,5 or 9 points in $\mathcal{P}$. In fact, from Section 19.4 of FPSOTD, $\mathcal{P}$ is a non-singular $28_{5,3,8}$ of $\mathrm{PG}(3,8)$. Then, from Theorems 19.4.8 and 19.4.9, $v=\left(8^{3} / 2\right)+8^{2}+8+1=329$, contradicting that $v=325$. So this case cannot occur.

Theorem 5.152. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a $(0, \alpha)$-geometry with parameters $s, t, \alpha$, which is projective with ambient space $\mathrm{PG}(3, s)$. If $m=0$, then one of the following holds:
(a) $\alpha=s+1$ and $\mathcal{S}$ is the $2-\left(\left(s^{2}+1\right)(s+1), s+1,1\right)$ design formed by all points and lines of $\mathrm{PG}(3, s)$;
(b) $\alpha=s$ and $\mathcal{S}=H_{s}^{3}$;
(c) $\alpha=s=2$ and $\mathcal{S}=N Q^{-}(3,2)$.

Proof. From the definition of a $(0, \alpha)$-geometry, $\alpha>1$.
Suppose that all lines of some plane $\pi$ of type (A) belong to $\mathcal{B}$; then $\alpha=s+1$. It follows that all lines of each plane of type (A) belong to $\mathcal{B}$. Let $l$ be a line of $\mathcal{B}$ not contained in $\pi$. If $l \cap \pi=P$, and if $l_{1}, l_{2}, \ldots, l_{s+1}$ are the lines of $\pi$ through $P$, then all lines of the plane $l l_{i}$ through $P$ belong to $\mathcal{B}$, for $i=1,2, \ldots, s+1$; hence $t=s^{2}+s$. From (5.27), $b=\left(s^{2}+1\right)\left(s^{2}+s+1\right)$ and, from (5.28), $v=\left(s^{2}+1\right)(s+1)$. This gives (a).

Now suppose that, in each plane of type (A), there is at least one line not in $\mathcal{B}$. Then either $s=\alpha$ or $s=2^{h}$. Let $\pi$ be a plane of type (A) and let $l$ be a line of $\pi$ which does not belong to $\mathcal{B}$. Since $m=0$, so $|l \cap \mathcal{P}|=(s \alpha-s+\alpha) / \alpha$. Let $\tau$ be the number of planes of type (A) through $l$. The number of lines of $\mathcal{B}$ containing a point of $l$ and contained in a plane of type (A) through $l$ is $\tau(s \alpha-s+\alpha)$. Hence the number of planes of type (B) through $l$ is

$$
\begin{equation*}
(t+1)(s \alpha-s+\alpha) / \alpha-\tau(s \alpha-s+\alpha)=(s \alpha-s+\alpha)(t+1-\tau \alpha) / \alpha \tag{5.43}
\end{equation*}
$$

From (5.43), $t+1 \geq \tau \alpha$. Since the number of planes of type (B) through $l$ is at most $s+1-\tau$, so

$$
\begin{equation*}
(s \alpha-s+\alpha)(t+1-\tau \alpha) / \alpha \leq s+1-\tau \tag{5.44}
\end{equation*}
$$

This inequality is equivalent to

$$
\begin{equation*}
t+1-\tau \alpha \leq 1+\frac{1}{\alpha-1}-\frac{t+1}{(\alpha-1)(s+1)} \tag{5.45}
\end{equation*}
$$

Hence $0 \leq t+1-\tau \alpha \leq 1$, and so either $t+1=\tau \alpha$ or $t=\tau \alpha$.
Let $t+1=\tau \alpha$. Then the number of planes of type (B) through $l$ is zero. By way of contradiction, assume that $\mathcal{S}$ contains at least one plane $\pi^{\prime}$ of type (B). Let $l^{\prime}$ be the line of $\mathcal{B}$ in $\pi^{\prime}$. Also, let $\pi^{\prime \prime}$ be a plane of type (A) not containing $l^{\prime}$, and let $\pi^{\prime \prime} \cap \pi^{\prime}=l^{\prime \prime}$. Since $l^{\prime \prime} \notin \mathcal{B}$, it is contained in no plane of type (B), a contradiction since $\pi^{\prime}$ is of type (B). Consequently, there are no planes of type (B). Therefore $\mathcal{S}$ is a partial geometry, whence, by Theorem 5.135, (b) follows.

Next, let $t=\tau \alpha$. Then, by (5.44), $s \geq t$. Let $\pi$ be a plane of type (A) and let $P$ be any point of $\mathcal{S}$ in $\pi$. Now count in different ways the number $\eta$ of ordered pairs $\left(\pi^{\prime}, l^{\prime}\right)$ with $\pi^{\prime}$ a plane of type (B) having its line of $\mathcal{S}$ through $P$ and with $l^{\prime}=\pi \cap \pi^{\prime}$ not in $\mathcal{B}$. Since there are $t /(\alpha-1)$ planes of type (A) through a given line of $\mathcal{S}$ and thus $s+1-t /(\alpha-1)$ planes of type (B) through that line, so

$$
\begin{equation*}
\eta=(t+1-\alpha)[s+1-t /(\alpha-1)] . \tag{5.46}
\end{equation*}
$$

For a given line $l^{\prime} \notin \mathcal{B}$ of $\pi$ through $P$, the number of lines $l^{\prime \prime}$ of $\mathcal{B}$ through $P$, for which $l^{\prime} l^{\prime \prime}$ is of type (B), is $t+1-\tau \alpha=1$. Hence

$$
\begin{equation*}
\eta=s+1-\alpha . \tag{5.47}
\end{equation*}
$$

From (5.46) and (5.47),

$$
\begin{equation*}
s+1-\alpha=(t+1-\alpha)[s+1-t /(\alpha-1)] . \tag{5.48}
\end{equation*}
$$

Since $s \geq t$,

$$
s+1-\alpha \geq(t+1-\alpha)[s+1-s /(\alpha-1)]
$$

which is equivalent to

$$
\begin{equation*}
t+1-\alpha \leq 1+\frac{\alpha-\alpha^{2}+s}{\alpha s+\alpha-2 s-1} \tag{5.49}
\end{equation*}
$$

Since $t=\tau \alpha$, so $t+1-\alpha \geq 1$ and $\alpha-\alpha^{2}+s \geq 0$. However,

$$
\left(\alpha-\alpha^{2}+s\right) /(\alpha s+\alpha-2 s-1) \geq 1
$$

if and only if $\alpha=2$ and $s \geq 3$. This means that $t=\alpha$ whenever $\alpha \neq 2$. But since there are $t /(\alpha-1)$ planes of type (A) through a given line of $\mathcal{S}$, the case $\alpha \neq 2$ and $t=\alpha$ cannot occur. Therefore $\alpha=2$. Then (5.48) becomes $(s-t)(t-2)=0$. Consequently $s=t$ or $t=2$.

Now suppose that $\alpha=2$ and $s=t$. Since $m=0$, the dual of $\mathcal{S}$ is a semi-partial geometry $\mathcal{S}^{*}$ with parameters

$$
s^{*}=t, \quad t^{*}=s, \quad \alpha^{*}=\alpha, \quad \mu^{*}=\alpha t /(\alpha-1)
$$

Here, $s^{*}=t^{*}$ and so, by Theorem 5.146, $\mathcal{S}$ is also a semi-partial geometry. Now, Theorem 5.151 with $s=t$ and $\alpha=2$ gives $\mathcal{S}=N Q^{-}(3,2)$.

Finally, let $\alpha=2$ and $t=2$; then $\tau=1$ and $s=2^{h}$. Let $\pi$ be a plane of type (A) and let $l$ be a line of $\pi$ which does not belong to $\mathcal{B}$. It was shown that the number of planes of type (B) through $l$ is $1+s / 2$. If there is at least one plane of type (C), then, by Corollary $5.150,2^{h}$ is divisible by 3 , a contradiction. So there are no planes of type (C). It follows that each of the planes through $l$ is either of type (A) or of type (B), and so $2+s / 2=s+1$, whence $s=2$. Again $s=t$ and $\alpha=2$ and so $\mathcal{S}=N Q^{-}(3,2)$.

Theorem 5.153. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a $(0, \alpha)$-geometry with parameters $s, t, \alpha$, which is projective with ambient space $\mathrm{PG}(3, s)$. If $m \neq 0$, then there is no plane of type (B).

Proof. Suppose that there is at least one plane of each type. The total number of planes of type (A) is

$$
\begin{equation*}
\frac{b t}{(\alpha-1)(s \alpha-s+\alpha)} . \tag{5.50}
\end{equation*}
$$

By (5.27), this is

$$
\begin{equation*}
\left[\frac{1}{\alpha}(\delta((s+1)(t+1)-\alpha s))+m(t+1)\right] \frac{t}{(\alpha-1) \delta} \tag{5.51}
\end{equation*}
$$

with $\delta=s \alpha-s+\alpha$. The number of planes of type (B) is

$$
\begin{equation*}
b\left(s+1-t(\alpha-1)^{-1}\right) \tag{5.52}
\end{equation*}
$$

By (5.27), this is

$$
\begin{equation*}
\left[\frac{1}{\alpha}(\delta((s+1)(t+1)-\alpha s))+m(t+1)\right]\left(s+1-t(\alpha-1)^{-1}\right) . \tag{5.53}
\end{equation*}
$$

The total number of planes of type (A) and (B) is at most $\left(s^{2}+1\right)(s+1)$. Adding (5.51) and (5.53) gives

$$
\begin{align*}
& {\left[\alpha^{-1}(\delta((s+1)(t+1)-\alpha s))+m(t+1)\right](s+1)(\delta-t) / \delta} \\
& \quad \leq\left(s^{2}+1\right)(s+1)  \tag{5.54}\\
& \begin{aligned}
& \alpha^{-1}((s+1)(t+1)-\alpha s)(s \alpha-s+\alpha-t) \\
&+m(t+1)\left(1-\frac{t}{s \alpha-s+\alpha}\right) \leq s^{2}+1
\end{aligned}
\end{align*}
$$

As $m \neq 0$, a line $l$ of the plane $\pi$ of type (A), which does not belong to $\mathcal{B}$, exists; so

$$
|l \cap \mathcal{P}|=(s \alpha-s+\alpha) / \alpha
$$

Hence $\alpha$ divides $s$. By Corollary 5.150, $t+1$ divides $s$. Since $\alpha \leq t+1$ and $s$ is a prime power, so $\alpha$ divides $t+1$.

As, by assumption, there is at least one plane of type (B), so, by (5.52),

$$
\begin{equation*}
t<(\alpha-1)(s+1) \tag{5.56}
\end{equation*}
$$

Hence

$$
\begin{equation*}
m(t+1)\left(1-\frac{t}{s \alpha-s+\alpha}\right)>\frac{m(t+1)}{s \alpha-s+\alpha}>0 \tag{5.57}
\end{equation*}
$$

By (5.55) and (5.57),

$$
\alpha^{-1}((s+1)(t+1)-\alpha s)(s \alpha-s+\alpha-t)<s^{2}+1
$$

which is equivalent to

$$
\begin{equation*}
\alpha+\alpha s-t-1-\frac{\alpha s(\alpha+s)}{t+s}+\frac{\alpha s(t+1)}{(s+1)(t+s)}<0 . \tag{5.58}
\end{equation*}
$$

From this it follows that

$$
\begin{align*}
t+1+\frac{\alpha s(\alpha+s)}{t+s} & >\alpha s \\
t(t+1)+s\left(t+\alpha^{2}-\alpha t+1\right) & >0 \tag{5.59}
\end{align*}
$$

Note that $t+\alpha^{2}-\alpha t+1<0$ if and only if $t>\alpha+(\alpha+1) /(\alpha-1)$. Let $l, l^{\prime}, l^{\prime \prime}$ be distinct non-coplanar lines of $\mathcal{B}$ through $P$ in $\mathcal{P}$. The $\alpha$ lines of $\mathcal{B}$ in $l l^{\prime}$ through $P$ are $l=l_{1}, l^{\prime}=l_{2}, l_{3}, \ldots, l_{\alpha}$. A count of the lines of $\mathcal{B}$ through $P$ in the $\alpha$ planes $l^{\prime \prime} l_{i}$ shows that $t \geq \alpha^{2}-\alpha$. If $\alpha \geq 3$, then $\alpha^{2}-\alpha>\alpha+(\alpha+1) /(\alpha-1)$ and $t+\alpha^{2}-\alpha t+1<0$. So, from (5.59),

$$
\begin{equation*}
s<\frac{t(t+1)}{\alpha t-\alpha^{2}-t-1} . \tag{5.60}
\end{equation*}
$$

Since $t+1$ divides $s$, so $t+1<s$; then, from (5.60),

$$
\begin{equation*}
(\alpha-2) t<\alpha^{2}+1 \tag{5.61}
\end{equation*}
$$

Previously it was shown that $\alpha$ divides $t+1$; so $t \geq \alpha^{2}-\alpha$ implies that $t \geq \alpha^{2}-1$. Hence, from (5.61), $(\alpha-2)\left(\alpha^{2}-1\right)<\alpha^{2}+1$, whence $\alpha \leq 3$ and so $\alpha \in\{2,3\}$.

Suppose that $\alpha=3$. From (5.61), $t<10$; since $t \geq \alpha^{2}-\alpha$, so $t \geq 6$. As $\alpha$ and $t+1$ divide $s$, so $t=8$. From (5.59), $s<12$ and so $s<9$. This gives a contradiction as $s \neq \alpha$ implies that $s=2^{h}$.

Next, let $\alpha=2$ and $t=3$. From (5.58), $s<3$, a contradiction since $t+1$ divides $s$.

Finally, let $\alpha=2$ and $t \neq 3$. Since $\alpha$ divides $t+1$, so $t>3$. As $\alpha$ divides $s$, so $s=2^{h}$. As $t+1$ divides $s$, so $t \geq 7$. With $s=(t+1) r$, (5.59) implies that
$(r-1)(t-5)<5$. Since $t \geq 7$ and $r=2^{k}$, so $r \in\{1,2\}$. If $r=1$, then $s=t+1$ and (5.58) gives $t(t-1)<4$, contradicting that $t \geq 7$. If $r=2$, then $s=2(t+1)$ and (5.59) gives $t<10$. Hence $s=16$ and $t=7$, contradicting (5.58). Thus planes of type (B) and (C) cannot both occur.

Suppose that there are no planes of type (C), but at least one plane of type (B). Then, by (5.52),

$$
\begin{equation*}
t<(\alpha-1)(s+1) \tag{5.62}
\end{equation*}
$$

The total number of planes of types (A) and (C) is $\left(s^{2}+1\right)(s+1)$. Hence, from (5.50) and (5.52),

$$
\begin{equation*}
b\left(1-\frac{t}{s \alpha-s+\alpha}\right)=s^{2}+1 \tag{5.63}
\end{equation*}
$$

From (5.63) and (5.27),

$$
\begin{align*}
m(t+1)=\frac{t\left(s^{2}+1\right)}{s \alpha-s+\alpha-t}+1 & -(s+1) s(t+1-\alpha) \\
& +(s+1)(t+1)(s / \alpha-1) \tag{5.64}
\end{align*}
$$

If all the points of $\operatorname{PG}(3, s)$ are elements of $\mathcal{P}$, then $\rho_{\mathrm{a}}=s^{2}+s+1$ and so, by (5.29), $m=(s+1-\alpha) s / \alpha$. Since $v=\left(s^{2}+1\right)(s+1)$, so (5.28) implies that $t=(\alpha-1)(s+1)$, contradicting (5.62). Hence $\operatorname{PG}(3, s)$ contains at least one point which does not belong to $\mathcal{P}$.

Let $P \in \mathrm{PG}(3, s) \backslash \mathcal{P}$, and let $\tau_{\mathrm{b}}$ denote the number of planes of type (B) through $P$. Counting the pairs $(\pi, l)$, with $l \in \mathcal{B}$ and $\pi=l P$ shows that

$$
b=\tau_{\mathrm{b}}+\left(s^{2}+s+1-\tau_{\mathrm{b}}\right)(s \alpha-s+\alpha)
$$

and so, using (5.27),

$$
\begin{align*}
& m(t+1)=-\tau_{\mathrm{b}}(s+1)(\alpha-1)+(s \alpha-s+\alpha)(s+1) \times \\
& \left(s-\alpha^{-1}(t+1)+1\right) . \tag{5.65}
\end{align*}
$$

From (5.65), $s+1$ divides $m(t+1)$; therefore, by (5.64), $s+1$ divides

$$
1+\left[t\left(s^{2}+1\right) /(s \alpha-s+\alpha-t)\right] .
$$

Hence $s+1$ divides $t+1$. Since $t+1 \leq(s+1)(\alpha-1)$, so

$$
\begin{equation*}
\text { either } t+1=(s+1)(\alpha-1) \quad \text { or } \quad t+1 \leq(s+1)(\alpha-2) \text {. } \tag{5.66}
\end{equation*}
$$

Let $P^{\prime} \in \mathcal{P}$. The number of planes of type (A) containing at least one line of $\mathcal{B}$ through $P^{\prime}$ is $t(t+1) /[\alpha(\alpha-1)]$. The number of planes of type (B) having its line of $\mathcal{B}$ through $P^{\prime}$ is

$$
(t+1)[s+1-t /(\alpha-1)] .
$$

Since $P^{\prime}$ is in exactly $s^{2}+s+1$ planes, so

$$
t(t+1) /[\alpha(\alpha-1)]+(t+1)[s+1-t /(\alpha-1)] \leq s^{2}+s+1
$$

which can be written as

$$
\begin{equation*}
t^{2}-t(\alpha s+\alpha-1)+s^{2} \alpha \geq 0 \tag{5.67}
\end{equation*}
$$

The corresponding discriminant is $D=(\alpha s+\alpha-1)^{2}-4 s^{2} \alpha$. So $D<0$ if either $\alpha=3$ and $s>4$ or $\alpha=2$. When $\alpha=s=3$ and $\alpha \geq 4$, then $D>0$. Since $m \neq 0$, it cannot be that $\alpha=s+1=3$; since $\alpha<s+1$, so $\alpha$ divides $s$ and it cannot be that $\alpha=3$ and $s=4$.

There are now six cases to consider.
Case 1: $\quad t+1 \leq(s+1)(\alpha-2), D>0, t \geq \frac{1}{2}(\alpha s+\alpha-1+\sqrt{D})$
From these inequalities,

$$
\begin{align*}
& s \alpha-2 s+\alpha-2 \geq t+1 \geq \frac{1}{2}(\alpha s+\alpha+1+\sqrt{D})  \tag{5.68}\\
& s^{2}(4-\alpha)+2 s(5-2 \alpha)+2(3-\alpha) \geq 0 \tag{5.69}
\end{align*}
$$

If $\alpha \geq 4$, then $s^{2}(4-\alpha) \leq 0,2 s(5-2 \alpha)<0,2(3-\alpha)<0$, a contradiction. For $\alpha=s=3$, (5.68) becomes $4 \geq t+1 \geq 9$, again a contradiction.

Consequently, $D>0$ implies one of the following:
(a) $t+1>(s+1)(\alpha-2)$;
(b) $t<\frac{1}{2}(\alpha s+\alpha-1+\sqrt{D})$.

By (5.66), (a) is equivalent to $t+1=(s+1)(\alpha-1)$; by (5.67), $D>0$ and (b) imply that $t \leq \frac{1}{2}(\alpha s+\alpha-1-\sqrt{D})$.

Case 2: $\quad t \leq \frac{1}{2}(\alpha s+\alpha-1-\sqrt{D}), D>0, t \geq 2 s+1$
From these inequalities,

$$
\begin{align*}
& 4 s+2 \leq 2 t \leq \alpha s+\alpha-1-\sqrt{D}  \tag{5.70}\\
& s^{2}(4-\alpha)+3 s(2-\alpha)+2-\alpha \geq 0 \tag{5.71}
\end{align*}
$$

If $\alpha \geq 4$, then $s^{2}(4-\alpha) \leq 0,3 s(2-\alpha)<0,2-\alpha<0$, a contradiction. If $\alpha=s=3,(5.71)$ also gives a contradiction.

Thus $D>0$ and $t \leq \frac{1}{2}(\alpha s+\alpha-1-\sqrt{D})$ imply that $t<2 s+1$. Since $s+1$ divides $t+1$, so $t=s$.

Case 3: $\quad t \leq \frac{1}{2}(\alpha s+\alpha-1-\sqrt{D}), D>0, t=s$
From (5.64),

$$
\begin{align*}
& m(s+1)=\frac{s\left(s^{2}+1\right)}{s \alpha-2 s+\alpha}+1-(s+1) s(s+1-\alpha) \\
& \quad+(s+1)^{2}(s / \alpha-1) ;  \tag{5.72}\\
& m \alpha(s \alpha-2 s+\alpha)=-s(\alpha-2)[(\alpha-1)(s-\alpha)(s+1)+s \alpha] . \tag{5.73}
\end{align*}
$$

Since $D>0$, so $\alpha>2$. Hence the left-hand side of (5.73) is positive and the righthand side is negative, a contradiction.

Case 4: $\quad t+1=(s+1)(\alpha-1), D>0$
Counting the planes of type (A) through a line of $\mathcal{B}$ shows that $\alpha-1$ divides $t$; so $\alpha-1$ also divides $t+1$. Hence $\alpha=2$, contradicting that $D>0$.

Case 5: $\quad \alpha=2, D<0$
From (5.62), $t<s+1$. Since $s+1$ divides $t+1$, so $t=s$. Then (5.64) implies that $m=0$, a contradiction.

Case 6: $\quad \alpha=3, s>4, D<0$
From (5.62), $t<2 s+2$. Since $s+1$ divides $t+1$, so $t=s$ or $t=2 s+1$. If $t=s$, then (5.64) is equivalent to (5.73), giving $3 m(s+3)=-s(2(s-3)(s+1)+3 s)$, a contradiction. If $t=2 s+1$, then (5.64) becomes $2 m=-\left(2 s^{2}+5 s+3\right) / 6$, again a contradiction.

The conclusion is that there are no planes of type (B).
Corollary 5.154. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a $(0, \alpha)$-geometry with parameters $s, t, \alpha$, which is projective with ambient space $\mathrm{PG}(3, s)$. If $m \neq 0$, then $t=(s+1)(\alpha-1)$; if also there is no plane of type $(\mathrm{C})$, then $m=s(s-\alpha+1) / \alpha$ and $\mathcal{P}=\mathrm{PG}(3, s)$.

Proof. Suppose that $m \neq 0$. By Theorem 5.153, there is no plane of type (B). Now, from (5.52), it follows that $t=(s+1)(\alpha-1)$.

If there is also no plane of type (C), then every plane is of type (A); so, from (5.50),

$$
\frac{b t}{(\alpha-1)(s \alpha-s+\alpha)}=\left(s^{2}+1\right)(s+1) .
$$

So $b=\left(s^{2}+1\right)(s \alpha-s+\alpha)$ and $v=\left(s^{2}+1\right)(s+1)$. Now, by (5.28), the result follows.

Corollary 5.155. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a $(0, \alpha)$-geometry with parameters $s, t, \alpha$, which is projective with ambient space $\mathrm{PG}(3, s)$. If there is at least one plane of type (B), then $s=\alpha=2$ and $\mathcal{S}=N Q^{-}(3,2)$.

Proof. By Theorem 5.153, $m=0$. Now, by Theorem 5.152, $\mathcal{S}$ is either the design formed by all points and all lines of $\mathrm{PG}(3, s)$ or $\mathcal{S}=H_{s}^{3}$ or $\mathcal{S}=N Q^{-}(3,2)$. However, only $N Q^{-}(3,2)$ admits planes of type (B).

Theorem 5.156. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a projective $(0, \alpha)$-geometry with parameters $s, t, \alpha$, with ambient space $\operatorname{PG}(3, s)$ and with $m=1$. Then one of the following holds:
(a) $\alpha=s$ and $\mathcal{S}=\overline{W(3, s)}$;
(b) $\alpha=s / 2, s=2^{h}, h>1$ and $\mathcal{S}=N Q^{+}(3, s)$.

Proof. Suppose $\alpha \neq s$; then $s=2^{h}$. Now, count the number $\tau$ of lines of $\operatorname{PG}(3, s)$ containing exactly $(s \alpha-s+\alpha) / \alpha$ points of $\mathcal{P}$. In a plane of type (A) there are

$$
s^{2}+s+1-(s \alpha-s+\alpha)-(s+1)=(s-\alpha)(s+1)
$$

such lines. By (5.50) and Corollary 5.154, there are $b(s+1) /(s \alpha-s+\alpha)$ planes of type (A). So, by (5.27), the number of planes of type (A) is

$$
(s+1)[(s+1)(s-s / \alpha)+2] .
$$

If a line $l \notin \mathcal{B}$ of $\operatorname{PG}(3, s)$ contains $\rho$ points of $\mathcal{P}$, then the number of planes of type (A) containing $l$ is $\rho(t+1) /(s \alpha-s+\alpha)=\rho$. It follows that

$$
\begin{equation*}
\tau=(s-\alpha)(s+1)^{2}[(s+1)(s-s / \alpha)+2] \alpha /(s \alpha-s+\alpha) . \tag{5.74}
\end{equation*}
$$

Hence $s \alpha-s+\alpha$ divides the following:

$$
\begin{aligned}
& (s-\alpha)(s+1)^{2}[(s+1) s(\alpha-1)+2 \alpha] \\
& (s-\alpha)(s+1)^{2} \alpha(s-1)=\left(s^{2}-\alpha s+s-\alpha\right)(\alpha s+\alpha)(s-1) \\
& s^{3}(s-1)
\end{aligned}
$$

As $\alpha=2^{k}$, with $0<k<h$, so $2^{h+k}-2^{h}+2^{k}$ divides $2^{3 h}\left(2^{h}-1\right)$, and so $2^{h}-2^{h-k}+1$ divides $2^{3 h-k}\left(2^{h}-1\right)$. Since $\left(2^{h}-2^{h-k}+1,2^{3 h-k}\right)=1$, so $2^{h}-2^{h-k}+1$ divides $\left(2^{h}-1\right)$; therefore $2^{h}-2^{h-k}+1$ divides $2^{h-k}-2$. If $2^{h-k} \neq 2$, then $2^{h}-2^{h-k}+1 \leq 2^{h-k}-2$, implying that $2^{h}-2^{h-k+1}<0$; so $\alpha=2^{k}<2$, a contradiction. Hence $2^{h-k}=2$, whence $\alpha=s / 2$. Thus either $\alpha=s$ or $\alpha=s / 2$.

Assume that $\alpha=s$; then $t=s^{2}-1$. By (5.27) and (5.28), $b=s^{4}+s^{2}$ and $v=\left(s^{2}+1\right)(s+1)$; hence $\mathcal{P}=\operatorname{PG}(3, s)$. By (5.50), the number of planes of type (A) is $\left(s^{2}+1\right)(s+1)$. Consequently, there are no planes of type (C). In any plane $\pi$ of type (A) there is exactly one point $P$ not in $\mathcal{P}$, and the lines of $\pi$ not in $\mathcal{B}$ form the pencil of $\pi$ through $P$. Now, by Theorem 15.2.13 of FPSOTD, the lines of PG $(3, s)$ which are not in $\mathcal{B}$ are the lines of a general linear complex. Hence $\mathcal{S}=\overline{W(3, s)}$.

Next, assume that $\alpha=s / 2$; then $t=(s-2)(s+1) / 2$. By (5.27) and (5.28), $b=s^{2}(s-1)^{2} / 2$ and $v=s\left(s^{2}-1\right)$. A plane of type (A) contains $s^{2}$ points of $\mathcal{P}$ and $s(s-1) / 2$ lines of $\mathcal{B}$; a plane of type (C) contains $s(s-1)$ points of $\mathcal{P}$. By (5.50), there are $s\left(s^{2}-1\right)$ planes of type (A), and so $(s+1)^{2}$ planes of type (C).

A line $l \notin \mathcal{B}$ containing $\rho$ points of $\mathcal{P}$ is in $\rho$ planes of type (A). Hence, if such a line $l$ contains at least one point of $\mathcal{P}$, then $l$ is in at least one plane $\pi$ of type (A) and $|l \cap \mathcal{P}| \in\{s-1, s, s+1\}$. Therefore, for any line $l$ of $\mathrm{PG}(3, s)$, necessarily $|l \cap \mathcal{P}| \in\{0, s-1, s, s+1\}$.

Let $\mathcal{P}^{\prime}=\mathrm{PG}(3, s) \backslash \mathcal{P}$; then $\left|\mathcal{P}^{\prime}\right|=(s+1)^{2}$, and any line with at least three points in $\mathcal{P}^{\prime}$ lies entirely in it. Now, by Theorem 16.2.2 of FPSOTD, $\mathcal{P}^{\prime}$ is a hyperbolic quadric or consists of a plane and a line or is a cone joining an oval to a vertex. By definition, $\mathcal{P}^{\prime}$ does not contain a plane. If it is a cone, then there are planes through the vertex which contain exactly $s^{2}+s$ points of $\mathcal{P}$. Such planes cannot be of type (A) nor of type (C), a contradiction. Hence $\mathcal{P}^{\prime}$ is a hyperbolic quadric. As no line of $\mathcal{B}$ has a point in $\mathcal{P}^{\prime}$ and as $b=s^{2}(s-1)^{2} / 2$, so $\mathcal{B}$ consists of all lines having empty intersection with the quadric $\mathcal{P}^{\prime}$. Thus $\mathcal{S}=N Q^{+}(3, s)$. Also, $s \neq 2$, as for $s=2$ the geometry $N Q^{+}(3, s)$ is not connected.

Theorem 5.157. In a $(0, \alpha)$-geometry $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ with ambient space $\mathrm{PG}(3, s)$, the number $m$ of isolated points satisfies $m \neq 2$.

Proof. Suppose that $m=2$. Now count the number $\tau$ of lines of $\mathrm{PG}(3, s)$ containing exactly $(s \alpha-s+3 \alpha) / \alpha$ points of $\mathcal{P}$. In any plane of type (A) there is exactly one such line. By (5.50) and Corollary 5.154, there are $b(s+1) /(s \alpha-s+\alpha)$ planes of type (A). By (5.27), the number of planes of type (A) is $(s+1)[s(s+1)(\alpha-1)+3 \alpha] / \alpha$. However, if a line $l$ not in $\mathcal{B}$ contains $\rho$ points of $\mathcal{P}$, then $l$ is in $\rho$ planes of type (A). Hence

$$
\tau=(s+1)[s(s+1)(\alpha-1)+3 \alpha] /(s \alpha-s+3 \alpha)
$$

Consequently, $s \alpha-s+3 \alpha$ divides $(s+1)[s(s+1)(\alpha-1)+3 \alpha]$, and so $s-s / \alpha+3$ divides

$$
(s-s / \alpha+3+s / \alpha-2)[(s-s / \alpha+3)(s+1)-3(s+1)+3]
$$

so $s-s / \alpha+3$ divides $3 s(s / \alpha-2)$.
Let $s=p^{h}$ with $p$ prime; then $\alpha=p^{k}$ with $0<k \leq h$. If $\alpha=s$, then for any plane of type (A) the union of its $s \alpha-s+\alpha=s^{2}$ lines of $\mathcal{B}$ is a set of order $s^{2}+s$; so $m \leq 1$, a contradiction. Hence $k<h$ and so $p=2$. It has therefore been shown that $2^{h}-2^{h-k}+3$ divides $3.2^{h}\left(2^{h-k}-2\right)$.

Since $\left(2^{h}-2^{h-k}+3,2^{h}\right)=1$, the integer $2^{h}-2^{h-k}+3$ divides $3\left(2^{h-k}-2\right)$. Let $2^{h-k} \neq 2$. Then $2^{h}-2^{h-k}+3 \leq 3\left(2^{h-k}-2\right)$, and so $2^{h}-2^{h-k+2}+9 \leq 0$, whence $2^{h}-2^{h-k+2}<0$. Hence $2^{k}<4$, and so $k=1$. Consequently, $2^{h-1}+3$ divides $3\left(2^{h-1}-2\right)$; so $2^{h-1}+3$ divides $2^{h-1}-2$. Hence $h=2$ and $2^{h-k}=2$, a contradiction. Therefore $h=k+1$.

Let $\pi$ be a plane of type (A) and let $P$ be a point of $\pi$ not in $\mathcal{P}$. Since $s / \alpha=2$ and $m=2$, the set $\pi \backslash \mathcal{P}$ is an $s$-arc $\mathcal{K}$ of $\pi$. However, $\mathcal{K}$ contains $P$, and $\mathcal{K}$ together with the two isolated points of $\pi$ forms an oval of $\pi$. It follows that $\pi$ contains exactly two lines of $\mathcal{B}$ through $P$ having $s$ points in common with $\mathcal{P}$. The number of planes of type (A) through $P$ is $b /(s \alpha-s+\alpha)=s^{2}-s+1$. Therefore the number of lines through $P$ having exactly $s$ points in $\mathcal{P}$ is $2\left(s^{2}-s+1\right) / s$. Hence $s$ divides 2 ; so $s=2$ and $\alpha=1$, a contradiction.

Theorem 5.158. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a $(0, \alpha)$-geometry with parameters $s, t, \alpha$ which is projective with ambient space $\mathrm{PG}(3, s)$. If $s$ is odd, then $\mathcal{S}$ is a semi-partial geometry and hence is known.

Proof. By the first part of Section 5.9, either $\alpha=s+1$ or $\alpha=s$. If $\alpha=s+1$, then $m=0$, and, by Theorem 5.152, $\mathcal{S}$ is a partial geometry; so $\alpha=s$. By (5.29), $\rho_{\mathrm{a}}=s^{2}+s+m$. So $m \in\{0,1\}$. If $m=0$, then, by Theorem $5.152, \mathcal{S}$ is a semipartial geometry; if $m=1$, then, by Theorem $5.156, \mathcal{S}$ is a semi-partial geometry.

Theorem 5.159. If $\mathcal{S}$ is a $(0, \alpha)$-geometry which is projective with ambient space $\mathrm{PG}(3,2)$, then $\mathcal{S}$ is a semi-partial geometry and hence is known.

Proof. As $m<3$, the result follows from Theorems 5.152, 5.156 and 5.157.

By Theorems $5.153,5.156,5.157,5.158,5.159$ all projective $(0, \alpha)$-geometries with ambient space $\mathrm{PG}(3, s)$ are known if either $m \leq 2, s$ is odd, or $s=2$.

In the first edition of General Galois Geometries it was wrongly conjectured that any projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(3, s)$ is one of the following:
(a) $m=0$ and $\mathcal{S}$ is either the design formed by all points and all lines of $\operatorname{PG}(3, s)$, or $\mathcal{S}=H_{s}^{3}$, or $\mathcal{S}=N Q^{-}(3,2)$;
(b) $m=1$ and either $\mathcal{S}=\overline{W(3, s)}$, or $s \neq 2$ is even and $\mathcal{S}=N Q^{+}(3, s)$.

Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a geometry whose point set $\mathcal{P}$ is a subset of the point set of some $\mathrm{PG}(3, q), q>2$, and whose line set $\mathcal{B}$ is a non-empty set of lines of $\operatorname{PG}(3, q)$. If $\mathcal{P}$ generates $\operatorname{PG}(3, q)$, then $\operatorname{PG}(3, q)$ is the ambient space of $\mathcal{S}$. From Theorems 5.152 and 5.153 it follows that $\mathcal{S}$ is a projective $(0, \alpha)$-geometry with ambient space $\mathrm{PG}(3, q)$ if and only if every pencil of lines of $\mathrm{PG}(3, q)$ contains either 0 or $\alpha$, with $\alpha>1$, lines of $\mathcal{B}$.

A point set $\mathcal{K}$ of the non-singular hyperbolic quadric $\mathcal{H}_{5}$ of $\mathrm{PG}(5, q)$ is a $(0, \alpha)$ set if every line of $\mathcal{H}_{5}$ contains either 0 or $\alpha$ points of $\mathcal{K}$. By considering $\mathcal{H}_{5}$ as the Klein quadric $\mathcal{G}_{1,3}$, that is, as the image of the line set of $\operatorname{PG}(3, q)$ under the Klein correspondence, it is seen that any projective $(0, \alpha)$-geometry with ambient space $\mathrm{PG}(3, q), q>2$, is equivalent to a $(0, \alpha)$-set, with $\alpha>1$, of $\mathcal{H}_{5}$, and conversely.

For $q>2$, the deficiency of a projective $(0, \alpha)$-geometry $\mathcal{S}$ with ambient space $\mathrm{PG}(3, q)$, and also of the corresponding $(0, \alpha)$-set of $\mathcal{H}_{5}$, is $\delta=q(q+1-\alpha) / \alpha-m$. Four special cases are the following:
(1) $\mathcal{S}$ consists of all points and all lines of $\operatorname{PG}(3, q)$, with $\alpha=q+1, \delta=0$;
(2) $\mathcal{S}=\overline{W(3, q)}$, with $\alpha=q, \delta=0$;
(3) $\mathcal{S}=H_{q}^{3}$, with $\alpha=q, \delta=1$;
(4) $\mathcal{S}=N Q^{+}\left(3,2^{h}\right)$, with $\alpha=q / 2, \delta=q+1$.

For $\alpha<q$, with $q>2$ and $\alpha>1$, the $(0, \alpha)$-sets of $\mathcal{H}_{5}$, and so the projective $(0, \alpha)$-geometries with ambient space $\mathrm{PG}(3, q)$, are known in the following cases:
(a) $q=2^{h}, h>1$, for any $\alpha \in\left\{2,2^{2}, \ldots, 2^{h-1}\right\}$, and any $\delta \in\{1, q+1\}$;
(b) $q=2^{2 e+1}, e>0, \alpha=2$, for any $\delta \in\{q+\sqrt{2 q}+1, q-\sqrt{2 q}+1\}$.

See Section 5.10.
Lemma 5.160. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(n, s), n \geq 3$. If $P$ is any point of $\mathcal{P}$, then the $t+1$ lines of $\mathcal{B}$ through $P$ do not lie in the same hyperplane of $\mathrm{PG}(n, s)$.

Proof. Suppose that the $t+1$ lines of $\mathcal{B}$ through $P$ are contained in a hyperplane $\Pi_{n-1}$. If $l$ is one of these lines, then a point $P^{\prime} \in l$, with $P^{\prime} \neq P$, lies on $t+1$ lines $l, l_{1}, l_{2}, l_{3}, \ldots, l_{t}$ of $\mathcal{B}$. On $l_{i} \backslash\left\{P^{\prime}\right\}$ there are $\alpha-1(\geq 1)$ points which are joined to $P$ by a line of $\mathcal{B}$. It follows that $l_{i}$ is contained in $\Pi_{n-1}$ for $i=1,2, \ldots, t$. Since $\mathcal{S}$ is connected, repeated application of this argument shows that $\mathcal{S}$ is contained in $\Pi_{n-1}$, a contradiction.

Suppose that $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ is a projective $(0, \alpha)$-geometry with ambient space $\mathrm{PG}(n, s), n \geq 3$. Let $P \in \mathcal{P}$ and let $l_{1}, l_{2}, \ldots, l_{r}, r \geq 2$, be lines of $\mathcal{B}$ through $P$ that generate a $\operatorname{PG}\left(n^{\prime}, s\right)$, with $2 \leq n^{\prime} \leq n$. Further, let $\mathcal{S} \cap \operatorname{PG}\left(n^{\prime}, s\right)$ denote the structure formed by all points and lines of $\mathcal{S}$ in $\operatorname{PG}\left(n^{\prime}, s\right)$. By definition, the connected component of $\mathcal{S} \cap \operatorname{PG}\left(n^{\prime}, s\right)$ through $P$ is the structure $\mathcal{S}^{\prime}$ formed by all elements $T$ of $\mathcal{S} \cap \operatorname{PG}\left(n^{\prime}, s\right)$ for which there exist elements $T_{1}, T_{2}, \ldots, T_{u}$ of $\mathcal{S} \cap \operatorname{PG}\left(n^{\prime}, s\right)$ with $T \mathrm{I} T_{1} \mathrm{I} \cdots \mathrm{I} T_{u} \mathrm{I} P$. Then $\mathcal{S}^{\prime}$ is a projective $(0, \alpha)$-geometry with ambient space $\mathrm{PG}\left(n^{\prime}, s\right)$. In particular, each point of $\mathcal{S}^{\prime}$ is incident with the same number $t^{\prime}+1, t^{\prime} \geq 1$, of lines of $\mathcal{S}^{\prime}$.

Theorem 5.161. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(n, s), n \geq 4, s>2$. Then $\mathcal{S}$ is either the design formed by all points and lines of $\mathrm{PG}(n, s)$ or $\mathcal{S}=\overline{W(n, 2 k, s)}$ with $2 k \in\{2,4, \ldots, n+1\}$.

Proof. It is shown that $\alpha=s$ or $\alpha=s+1$.
(I) $n=4$

Let $P$ be a point of $\mathcal{S}$. By Lemma 5.160, there exist lines $l_{1}, l_{2}, l_{3}, l_{4}$ of $\mathcal{B}$ through $P$ that are not contained in a solid. Let $\mathrm{PG}(3, s)$ be the solid containing $l_{1}, l_{2}, l_{3}$. The connected component $\mathcal{S}^{\prime}$ of $\mathcal{S} \cap \mathrm{PG}(3, s)$ through $P$ is a projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(3, s)$. Since $s>2$, Corollary 5.155 implies that no plane of $\operatorname{PG}(3, s)$ contains exactly one line of $\mathcal{S}^{\prime}$. Considering all planes of $\operatorname{PG}(3, s)$ through $l_{1}$, it follows that the parameter $t^{\prime}$ of $\mathcal{S}^{\prime}$ is $(\alpha-1)(s+1)$. Hence the parameter $t$ of $\mathcal{S}$ satisfies $t>(\alpha-1)(s+1)$.

Let $l$ be any line of $\mathcal{S}$ through $P$, and assume that $l$ is contained in a plane $\pi$ such that $l$ is the only line of $\mathcal{S}$ in $\pi$. The other lines of $\mathcal{S}$ through $P$ are denoted by $l_{1}^{\prime}, l_{2}^{\prime}, \ldots, l_{t}^{\prime}$. The solid defined by $\pi$ and $l_{i}^{\prime}$ is denoted by $\pi_{i}$ for $i=1,2, \ldots, t$. Then $P$ belongs to at least $\alpha-2$ lines $l_{j}^{\prime}, j \neq i$, of $\pi_{i}$. Now suppose that $P$ is on exactly $\alpha$ lines of $\mathcal{S} \cap \pi_{i}$, for all $i=1,2, \ldots, t$; that is, the lines of $\mathcal{S} \cap \pi_{i}$ through $P$ lie in a plane. Considering all solids of $\operatorname{PG}(4, s)$ through $\pi$ shows that $t \leq(\alpha-1)(s+1)$, a contradiction. Hence there exist lines $l_{i}^{\prime}, l_{j}^{\prime}, j \neq i$, such that $\pi_{i}=\pi_{j}$ and with $l_{i}^{\prime}, l_{j}^{\prime}, l$ not coplanar. Since the plane $\pi$ of $\pi_{i}$ contains exactly one line of the connected component of $\mathcal{S} \cap \pi_{i}$ through $P$, so Corollary 5.155 gives a contradiction. Therefore each plane $\pi$ through $l$ contains exactly $s \alpha-s+\alpha$ lines of $\mathcal{S}$.

Now, let $\operatorname{PG}(3, s)$ be a solid in $\operatorname{PG}(4, s)$ not containing $P$. The $t+1$ lines of $\mathcal{B}$ through $P$ meet PG(3,s) in the $t+1$ points $P_{0}, P_{1}, \ldots, P_{t}$. From above, each line of $\operatorname{PG}(3, s)$ contains either 0 or $\alpha$ points of the set $\mathcal{V}=\left\{P_{0}, P_{1}, \ldots, P_{t}\right\}$. Considering all lines of $\operatorname{PG}(3, s)$ through $P_{0}$ gives that $t=\left(s^{2}+s+1\right)(\alpha-1)$. If $\pi$ is any plane of $\operatorname{PG}(3, s)$ through $P_{0}$, then $\pi \cap \mathcal{V}$ is a maximal $(s \alpha-s+\alpha ; \alpha)$-arc of $\pi$. Let $\alpha \neq s+1$ and let $l^{\prime}$ be a line of $\pi$ not meeting this arc. From the planes of $\operatorname{PG}(3, s)$ through $l^{\prime}$, it follows that $s \alpha-s+\alpha$ divides $t+1$. Hence $s \alpha-s+\alpha$ divides $s(s \alpha-s+\alpha)-s+\alpha$, and so $s \alpha-s+\alpha$ divides $s-\alpha$. Since $s \alpha-s+\alpha>s-\alpha$, so $s=\alpha$. Therefore either $\alpha=s+1$ or $\alpha=s$.
(II) $n>4$

Let $P$ be a point of $\mathcal{S}$. By Lemma 5.160, there exist lines $l_{1}, l_{2}, l_{3}, l_{4}$ of $\mathcal{B}$ through $P$ which generate a subspace $\operatorname{PG}(4, s)$ of $\operatorname{PG}(n, s)$. The connected component $\mathcal{S}^{\prime}$ of $\mathcal{S} \cap \mathrm{PG}(4, s)$ through $P$ is a projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(4, s)$. Hence, from (I), either $\alpha=s+1$ or $\alpha=s$.

Suppose that $\mathcal{S}$ is a projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(n, s)$, with $s>2, \alpha=s+1, n \geq 4$. Let $P$ be a point of $\mathcal{S}$, and let $l, l^{\prime}$ be two lines of $\mathcal{S}$ through $P$. Since $\alpha=s+1$, every line of the plane $l l^{\prime}$ is a line of $\mathcal{S}$. It follows that the union of all lines of $\mathcal{S}$ through $P$ is a subspace $\operatorname{PG}\left(n^{\prime}, s\right)$ of $\mathrm{PG}(n, s)$. Now, by Lemma 5.160, $n^{\prime}=n$. Hence $\mathcal{S}$ is the design formed by all points and all lines of $\operatorname{PG}(n, s)$.

Next, let $\mathcal{S}$ be a projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(n, s)$, with $s>2, \alpha=s, n \geq 4$. It is shown that $t=s^{n-1}-1$. Considering all planes containing a given line $l$ of $\mathcal{B}$ indicates that this is equivalent to proving that no plane through $l$ contains exactly one line of $\mathcal{B}$. By (I), this holds for $n=4$; in this case, $t=s^{3}-1$.

Now proceed by induction on $n$. For any line $l$ of $\mathcal{S}$, assume that it is contained in a plane $\pi$ and that no other line of $\mathcal{S}$ is in $\pi$. Let $P \in l$ and let the other lines of $\mathcal{B}$ through $P$ be $l_{1}, l_{2}, \ldots, l_{t}$. The solid through $\pi$ and $l_{i}$ is denoted by $\pi_{i}, i=1, \ldots, t$. Then $P$ belongs to at least $\alpha-2$ lines $l_{j}, j \neq i$, of $\pi_{i}$. Now suppose that $P$ is on exactly $\alpha$ lines of $\mathcal{S} \cap \pi_{i}$, for all $i=1, \ldots, t$. Considering all solids of $\operatorname{PG}(n, s)$ through $\pi$ shows that $t \leq s^{n-2}-1$. By Lemma 5.160, it may be assumed that $l, l_{1}, l_{2}, \ldots, l_{n-1}$ generate $\mathrm{PG}(n, s)$. Let $\mathrm{PG}(n-1, s)=l l_{1} \cdots l_{n-2}$ and let $\mathcal{S}^{\prime}$ be the connected component of $\mathcal{S} \cap \operatorname{PG}(n-1, s)$ through $P$. By the induction hypothesis, the parameter $t^{\prime}$ of $\mathcal{S}^{\prime}$ is $s^{n-2}-1$. Since $l_{n-1}$ is not in $\operatorname{PG}(n-1, s)$, so $t>s^{n-2}-1$, contradicting that $t \leq s^{n-2}-1$. Therefore, each plane through $l$ contains exactly $s^{2}$ lines of $\mathcal{B}$; this is equivalent to the relation $t=s^{n-1}-1$.

Let $P$ be any point of $\mathcal{S}$ and let $l_{0}, l_{1}, \ldots, l_{t}$ be the lines of $\mathcal{B}$ through $P$. Further, let $\Pi_{n-1}$ be a hyperplane not through $P$ and let $l_{i} \cap \Pi_{n-1}=P_{i}$ for $i=0,1, \ldots, t$. From above, any line of $\Pi_{n-1}$ meets $\mathcal{V}=\left\{P_{0}, P_{1}, \ldots, P_{t}\right\}$ in 0 or $s$ points. Hence $\mathcal{V}$ is the complement of a hyperplane of $\Pi_{n-1}$. Therefore, the union of $l_{0}, l_{1}, \ldots, l_{t}$ is the complement of a hyperplane of $\mathrm{PG}(n, s)$.

Now consider the incidence structure $\mathcal{S}^{\prime}$ formed by all points of $\operatorname{PG}(n, s)$ and its lines not in $\mathcal{B}$. By the above, the union of all lines of $\mathcal{S}^{\prime}$ through any point of $\mathrm{PG}(n, s)$ is a hyperplane. Hence $\mathcal{S}^{\prime}$ is a projective Shult space. Since $\operatorname{PG}(n, s)$ is the point set of $\mathcal{S}^{\prime}$, so either (b) or (e) of Theorem 5.52 occurs. In case (b), with the notation of Theorem 5.52, $r=n-2$ and $k=s+1$; then $\mathcal{S}=H_{s}^{n}=\overline{W(n, 2, s)}$. In case (e), $\mathcal{S}=\overline{W(n, 2 k, s)}$ with $2 k \in\{4,6, \ldots, n+1\}$.

Theorem 5.162. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a projective semi-partial geometry with ambient space $\operatorname{PG}(n, s), n \geq 4$. If $\alpha>1$ and $s>2$, then it is one of the following types:
(a) $\alpha=s+1$ and $\mathcal{S}$ is the design formed by all points and all lines of $\operatorname{PG}(n, s)$;
(b) $\alpha=s$ and $\mathcal{S}=H_{s}^{n}$;
(c) $\alpha=s, n$ is odd and $\mathcal{S}=\overline{W(n, s)}$.

Proof. First, $\mathcal{S}$ is a projective $(0, \alpha)$-geometry with ambient space $\operatorname{PG}(n, s)$, where $s>2, n \geq 4$. By Theorem 5.161, $\mathcal{S}$ is the design formed by all points and lines of $\mathrm{PG}(n, s)$ or $\mathcal{S}=\overline{W(n, 2 k, s)}$ with $2 k \in\{2,4, \ldots, n+1\}$. In Section 5.8, it was observed that $\overline{W(n, 2 k, s)}$ is a semi-partial geometry if and only if either $2 k=n+1$, in which case $n$ is odd, or $k=1$. When $k=1$, then $\mathcal{S}=\overline{W(n, 2, s)}$; however, when $2 k=n+1$, then $\mathcal{S}=\overline{W(n, n+1, s)}=\overline{W(n, s)}$.

Theorem 5.163. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a projective semi-partial geometry with ambient space $\mathrm{PG}(n, s), n \geq 3$ and $\alpha>1$. Then it is one of the following types:
(a) $\alpha=s+1$ and $\mathcal{S}$ is the design formed by all points and all lines of $\operatorname{PG}(n, s)$;
(b) $\alpha=s$ and $\mathcal{S}=H_{s}^{n}$;
(c) $\alpha=s=2$ and $\mathcal{S}=N Q^{-}(3,2)$.

Proof. For any plane $\pi$ containing at least two lines of $\mathcal{B}$, let $\bar{\pi}$ be the set of all lines of $\pi$ in $\mathcal{B}$; then $|\bar{\pi}|=s \alpha-s+\alpha$. Let $\overline{\mathcal{P}}$ denote the set of all these sets $\bar{\pi}$. Now consider the structure $\overline{\mathcal{S}}=(\overline{\mathcal{P}}, \mathcal{B}, \overline{\mathrm{I}})$, where, for $\bar{\pi} \in \overline{\mathcal{P}}$ and $l \in \mathcal{B}$, the relation $\bar{\pi} \overline{\mathrm{I}} l$ holds when $l \in \bar{\pi}$. Then $\overline{\mathcal{S}}$ is a $(0, \alpha)$-geometry with $\bar{\alpha}=\alpha, \bar{t}=(\alpha-1)(s+1), \bar{s}=t /(\alpha-1)-1$. Two lines of $\mathcal{B}$ are concurrent in $\overline{\mathcal{S}}$ if and only if they are concurrent in $\mathcal{S}$. Hence $\overline{\mathcal{S}}$ is also a dual semi-partial geometry.

First suppose that $\mathcal{S}$ is a partial geometry. Then, by Theorem 5.135, either (a) or (b) holds.

Now suppose that $\mathcal{S}$ is not a partial geometry. Then $s \geq t$ by Theorem 5.145; hence $\bar{s}<\bar{t}$. Again, by Theorem $5.145, \overline{\mathcal{S}}$ is a partial geometry. Consequently, for any line $l \in \mathcal{B}$ and any element $\bar{\pi} \in \overline{\mathcal{P}}$ with $l \notin \bar{\pi}$, the line $l$ is concurrent with $\alpha$ lines of $\mathcal{B}$ in $\pi$. So, for any point $P \in \mathcal{P}$ with $P \notin \pi$, the lines of $\mathcal{B}$ through $P$ are contained in the solid $P \pi$. Hence $n=3$ by Lemma 5.160. Now suppose that $m \neq 0$ and let $P^{\prime}$ be a point of $\mathcal{P}$ in $\pi$ which is on none of the $s \alpha-s+\alpha$ lines of $\mathcal{B}$ in $\pi$. If $P^{\prime} \in l^{\prime}$, with $l^{\prime} \in \mathcal{B}$, then $l^{\prime}$ does not meet any line of $\mathcal{B}$ in $\pi$, a contradiction. Therefore $m=0$. Since $\mathcal{S}$ is not a partial geometry, so $\mathcal{S}=N Q^{-}(3,2)$ by Theorem 5.152 .

Remark 5.164. The determination of all projective $(0,2)$-geometries with ambient space $\mathrm{PG}(n, 2)$ is complicated. However, this problem has been completely solved, and the main references are given in Section 5.10.

## Open problems

Concerning the determination of all projective $(0, \alpha)$-geometries with ambient space $\mathrm{PG}(n, s)$, for given $\alpha, n, s$, the following problems are still open.
(a) Determine all projective partial quadrangles, that is, $\alpha=1$, with ambient space $\operatorname{PG}(n, s), n \geq 4$.
(b) Determine all projective dual partial quadrangles, that is, $\alpha=1$, with ambient space $\mathrm{PG}(n, s), n \geq 3$. An infinite class of projective dual partial quadrangles, which are not generalised quadrangles, is given by (h) of Example 5.147.
(c) Determine all projective $(0, \alpha)$-geometries with ambient space $\operatorname{PG}(3, s)$ when $s=2^{h}, h>1$.

### 5.10 Notes and references

## Section 5.1

Theorem 5.4 is due to Tits [380], and Theorem 5.6 is due to Buekenhout and Shult [59]. Example (e) for a generalised quadrangle is taken from Hall [148]. Lemma 5.8 and Theorem 5.9 are from [59].

Now two important characterisations of Grassmann varieties are stated, in which generalised quadrangles play a central role. Let $\mathcal{S}=(\mathcal{P}, \mathcal{B})$ be a pair consisting of a non-empty finite set $\mathcal{P}$ of points and a set $\mathcal{B}$ of distinguished subsets of cardinality at least three of $\mathcal{P}$ called lines. For any point $P$ let $P^{\perp}$ be the set of all points collinear with $P$, and for any line $l$ let $l^{\perp}$ be the set of all points collinear with each point of $l$. Suppose that $\mathcal{S}$ is connected, that $\mathcal{P}$ contains at least two non-collinear points, and that $P^{\perp} \backslash\{P\}$ is connected for each point $P$. A subspace of $\mathcal{S}$ is a set $\mathcal{X}$ of pairwise collinear points such that any line meeting $\mathcal{X}$ in more than one point is contained in $\mathcal{X}$. A subspace that is not properly contained in a larger subspace is called a max space. Now consider the following conditions:
(a) for any point $P$ and any line $l$, the point $P$ is collinear with 0,1 or all points of $l$;
(b) if $P$ and $P^{\prime}$ are non-collinear points such that $\left|P^{\perp} \cap P^{\prime \perp}\right| \geq 2$, then $P^{\perp} \cap P^{\prime \perp}$ with the lines it contains is a generalised quadrangle;
(c) if $P \in \mathcal{P}$ and $l \in \mathcal{B}$ such that $P^{\perp} \cap l=\emptyset$ but $P^{\perp} \cap l^{\perp} \neq \emptyset$, then $P^{\perp} \cap l^{\perp}$ is a line;
( $c^{\prime}$ ) each line is contained in exactly two max spaces.
Theorem 5.165. If $\mathcal{S}$ satisfies (a), (b), (c), then either $\mathcal{S}$ is a non-degenerate Shult space of rank 3 or $\mathcal{S}$ is the incidence structure formed by all points and all lines of a Grassmann variety $\mathcal{G}_{r, n}$, with $n \geq 3$ and $1 \leq r \leq n-2$.

Theorem 5.166. If $\mathcal{S}$ satisfies (a), (b), (c'), then $\mathcal{S}$ is the incidence structure formed by all points and all lines of a Grassmann variety $\mathcal{G}_{r, n}, n \geq 3,1 \leq r \leq n-2$.

In the case of these Grassmann varieties, the generalised quadrangle of (b) is always the classical grid $\mathcal{Q}(3, q)$. The corresponding versions of these theorems have also been proved in the infinite case. Theorem 5.165 is due to Cooperstein [75] and Cohen [72], and Theorem 5.165 is due to Hanssens [154] and Hanssens and Thas [155].

## Section 5.2

This is taken from Payne and Thas [259].

Generalised quadrangles were introduced by Tits [379]. The classical generalised quadrangles, all of which are associated with classical groups, were first recognised as generalised quadrangles also by Tits. Higman [163, 164] first proved Theorem 5.14 by a complicated matrix-theoretic method. The argument given here was used by Bose and Shrikhande [38] to show that, when $t=s^{2}>1$, then each triad has $1+s$ centres; Cameron [63] first observed that the above technique also provides the inequality.

Concerning proper subquadrangles, the following theorem is due to Payne [254]; see also Thas [319], and Payne and Thas [259].

Theorem 5.167. Let $\mathcal{S}^{\prime}=\left(\mathcal{P}^{\prime}, \mathcal{B}^{\prime}, \mathrm{I}^{\prime}\right)$ be a proper subquadrangle of the generalised quadrangle $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$. Then the following hold:
(i) either $s=s^{\prime}$ or $s \geq s^{\prime} t^{\prime}$;
(ii) if $s=s^{\prime}$, then each external point is collinear with $1+s t^{\prime}$ points of $\mathcal{S}^{\prime}$;
(iii) if $s=s^{\prime} t^{\prime}$, then each external point is collinear with $1+s^{\prime}$ points of $\mathcal{S}^{\prime}$.

The dual holds similarly.
Now, generalised quadrangles with small parameters are briefly described. The detailed proofs of all these results can be found in Payne and Thas [259]. Here, let $\mathcal{S}=(\mathcal{P}, \mathcal{B}, \mathrm{I})$ be a generalised quadrangle of order $(s, t)$, with $2 \leq s \leq 4$ and $s \leq t$. By Theorems 5.13 and 5.14, $(s, t)$ is one of the following:

$$
\begin{aligned}
& (2,2),(2,4),(3,3),(3,5),(3,6),(3,9) \\
& (4,4),(4,6),(4,8),(4,11),(4,12),(4,16)
\end{aligned}
$$

A short proof shows that up to isomorphism there is only one generalised quadrangle of order 2 . The uniqueness of the generalised quadrangle of order $(2,4)$ was proved independently at least five times, by Seidel [282], Shult [284], Thas [317], Freudenthal [138] and Dixmier and Zara [123]. Payne [255] and independently Dixmier and Zara [123] showed that a generalised quadrangle of order 3 is isomorphic to $\mathcal{W}(3)$ or its dual $\mathcal{Q}(4,3)$. The uniqueness of the case $(3,5)$ was proved by Dixmier and Zara [123], who also proved the uniqueness of the case (3, 9); the latter was independently done by Cameron, for which see Payne and Thas [258]. The non-existence in the case of order $(3,6)$ was also shown in [123]. Payne [256] proved the uniqueness of the generalised quadrangle of order 4 . The long proof required a correction by Tits; see Payne and Thas [259]. Single examples are known in the cases $(4,6),(4,8),(4,16)$, but nothing is known about the cases $(4,11)$ and $(4,12)$.

## Section 5.3

Theorems 5.51, 5.52, 5.54 are taken from Buekenhout and Lefèvre [57, 58] and Lefèvre-Percsy [201]. Theorem 5.55 is due to Thas [318].

All finite projective generalised quadrangles were first determined by Buekenhout and Lefèvre [57] by a proof most of which is valid in the infinite case. Independently, Olanda [251, 252] gave a typically finite proof; Thas and De Winne [347]
gave a different combinatorial proof under the assumption that the 3-dimensional case is already settled.

The infinite case was settled by Dienst [121, 120]. For projective Shult spaces of rank at least three, the infinite case was completely solved in [58] and [201]. Because the generalised quadrangles, and more generally the Shult spaces, in this book are finite, the presentation of Buekenhout and Lefèvre has been modified.

All finite generalised quadrangles fully embedded in the affine space $\operatorname{AG}(d, q)$, for $d \geq 2$, were determined by Thas [325]. The 3-dimensional case was settled independently by Bichara [21].

## Section 5.4

For $d=3$, Theorem 5.58 is due to Lefèvre-Percsy [207], and, for $d>3$, to Thas and Van Maldeghem [357], although the former used a stronger definition for 'weak embedding', proved by the latter to be equivalent to the notion in Section 5.4. Weak embeddings of Shult spaces in $\operatorname{PG}(d, q), d \geq 3$, were introduced by Lefèvre-Percsy [204, 206, 207], but only in the case $d=3$ was a complete classification obtained. Theorem 5.59, which contains the complete classification in the case where the Shult space has rank at least three and is non-degenerate, is due to Thas and Van Maldeghem [354]; the degenerate case is handled in Theorem 5.61 and is also taken from Thas and Van Maldeghem [356]. For details on double-sixes, cubic surfaces, tritangent planes, trihedral pairs and the case $q=4$, see Chapter 20 of FPSOTD. Theorems 5.62 and 5.63 on lax embeddings of generalised quadrangles are due to Thas and Van Maldeghem [359, 364]; Theorem 5.64 on lax embeddings of Shult spaces is also taken from Thas and Van Maldeghem [358].

## Section 5.5

The detailed proofs of most of Theorems 5.67 to 5.116 can be found in Payne and Thas [259, 260]. Theorem 5.71, which is probably the oldest combinatorial characterisation of a class of generalised quadrangles, was discovered independently by several authors; for example, Singleton [293], Benson [16], and Tallini [306]. Theorem 5.72 is due to Thas [321], Theorems 5.74 and 5.75 to Thas [315], Theorems 5.76 and 5.77 to Payne and Thas [258], and Theorem 5.77 independently to Mazzocca [228].

Theorem 5.79 is taken from Thas [339]. The first three parts of Theorem 5.81 are due to Thas [324], part (iv) to Brown and Thas [49, 50], and Theorem 5.81(i) independently to Mazzocca [227]. Theorems 5.86 and 5.87 are taken from Thas [324] and Theorem 5.89 from Thas [327]. Theorem 5.91 on generalised quadrangles and dual nets is due to Payne and Thas [259, 260], and Theorem 5.93 on dual nets to Thas and De Clerck [346].

Theorem 5.94 was proved by Thas and Van Maldeghem [355], Theorem 5.95 in the even case by Thas and Payne [350], in the odd case by Brown [43], and a proof for both cases may be found in Brouns, Thas and Van Maldeghem [39] and in Brown [46]. Theorem 5.97 is taken from Tallini [306], Theorem 5.98 from Thas
[320], Theorem 5.99 from Thas and Payne [349], and Theorem 5.101 from Thas and Van Maldeghem [359]. Theorem 5.102 is due to Thas [321], Theorems 5.103 and 5.104 to Thas and Payne [349] and Thas [321], and Theorems 5.105, 5.106, 5.107 to Thas [321]. Theorem 5.108, which is a characterisation in terms of matroids, is taken from Mazzocca and Olanda [230]. A considerable shortening of the original proof was given by Payne and Thas [259, 260].

Theorem 5.109 is due to Ronan [269]. This approach includes infinite generalised quadrangles and relies on topological methods. Payne and Thas [259, 260] offer an 'elementary' treatment which is more combinatorial than topological, and which corrects a slight oversight in the case $t=2$. Theorem 5.111 is taken from Thas [327].

Theorem 5.116(i)-(v) is due to Payne and Thas [259, 260], while (vi) is due to Brown and Lavrauw [48]. The proof of Theorem 5.117 can be found in K. Thas [370, 375, 376], Theorem 5.118 in K. Thas [377], and Theorem 5.119 in Kantor [194] and K. Thas [368]. Theorem 5.120 on span-symmetric generalised quadrangles is due independently to Kantor [196] and K. Thas [371]. Theorem 5.121 was proved by Ealy [126], Theorem 5.122 by Thas [330, 331].

Using the language of BN pairs, Fong and Seitz [136, 137] obtained a characterisation of the finite generalised polygons, in particular the finite classical generalised quadrangles. Tits [381, 382, 383, 384] and Tits and Weiss [385] determined all finite and infinite Moufang generalised polygons; the finite case, in particular Theorem 5.123 , is essentially the theorem of Fong and Seitz. De Medts [99, 100] unified and shortened the proof of Tits and Weiss for generalised quadrangles. The proofs of the different parts of Theorem 5.124 can be found in Thas, Payne and Van Maldeghem [351], Van Maldeghem [391], Tent [309], Haot and Van Maldeghem [156, 157] and K. Thas and Van Maldeghem [378].

In order to state Theorem 5.97 the notion of linear space was used. Here, a linear space is an incidence structure $\mathcal{S}^{*}=\left(\mathcal{P}, \mathcal{B}^{*}, \in\right)$ with $\mathcal{P}$ a non-empty set, $\mathcal{B}^{*}$ a nonempty set of subsets of $\mathcal{P}$, where each of the subsets has cardinality at least two, and having the property that any two distinct elements (points) of $\mathcal{P}$ are contained in a unique element (line) of $\mathcal{B}^{*}$.

## Section 5.6

Partial geometries were introduced by Bose [36]. Theorem 5.132 is taken from Cameron, Goethals and Seidel [64]. The proper partial geometries $\mathcal{S}(\mathcal{K})$ are due to Thas [313, 316] and independently to Wallis [394]; the proper partial geometries $\mathcal{T}_{2}^{*}(\mathcal{K})$ are due to Thas [313, 316]. For surveys on partial geometries, see De Clerck [85], Thas [322], Brouwer and van Lint [42], De Clerck and Van Maldeghem [93], and De Clerck [87]; constructions of partial geometries are also contained in Mathon [226], De Clerck [86], De Clerck, Delanote, Hamilton and Mathon [90], and Hamilton and Mathon [151].

## Section 5.7

Theorem 5.135 is taken from De Clerck and Thas [91] and Theorem 5.136 is taken from Thas and De Clerck [346]. All finite partial geometries embedded in the affine space $\operatorname{AG}(d, q), d \geq 2$, were determined by Thas [325].

## Section 5.8

Partial quadrangles were introduced by Cameron [63], semi-partial geometries by Debroey and Thas $[111,112,113]$ and $(0, \alpha)$-geometries by De Clerck and Thas [92]. Theorems 5.138 to 5.145 are taken from [111]. Theorem 5.146 is due to Debroey $[109,110]$, but here a new and simpler proof is given. Most of the examples of semi-partial geometries can be found in Brouwer and van Lint [42], Cameron [63], Debroey and Thas [111], Thas [328], De Clerck and Thas [92], Hall [147], De Clerck and Van Maldeghem [93], Thas [342], De Clerck [87], De Winter [102], De Winter and Thas [106], Cossidente and Penttila [77], Devillers and Van Maldeghem [118], and De Winter and Van Maldeghem [108].

## Section 5.9

Lemmas 5.148, 5.149 and Theorems 5.152, 5.153, 5.163 are taken from De Clerck and Thas [92]. Theorem 5.151 is due to Debroey and Thas [113]; Theorems 5.156 and 5.157 are unpublished results of Thas. Several constructions of $(0, \alpha)$-sets of $\mathcal{H}_{5}$, or, equivalently, of projective $(0, \alpha)$-geometries with ambient space $\operatorname{PG}(3, q)$, are due to De Clerck, De Feyter, and Durante [88]. Lemma 5.160 and Theorems 5.161, 5.162 are taken from Thas, Debroey, and De Clerck [348].

Farmer and Hale [130] proved that any projective $(0, s)$-geometry with ambient space $\operatorname{PG}(n, q), s>2, n \geq 3$, is a $\overline{W(n, 2 k, s)}$ with $2 k \in\{2,4, \ldots, n+1\}$. For the results on (0,2)-geometries, see Shult [285], Hall [147], Thas, Debroey, and De Clerck [348], and GGG1, Section 26.9.

All finite semi-partial geometries embedded in the affine space $\operatorname{AG}(d, q)$, with $d \in\{2,3\}$, were determined by Debroey and Thas [112]. Many results on $(0, \alpha)$ geometries and semi-partial geometries embedded in $\operatorname{AG}(d, q)$ were obtained by De Clerck and Delanote [89], Brown, De Clerck, and Delanote [47], De Winter [103], and De Feyter [94, 95, 96, 97, 98]. In this series of papers, De Feyter determines all $(0,2)$-geometries and semi-partial geometries with $\alpha=2$ embedded in $\operatorname{AG}\left(d, 2^{h}\right)$, up to the classification of all sets of type $(0,1, k), k>2$, in $\operatorname{PG}\left(d-1,2^{h}\right)$.

## 6

## Arcs and caps

### 6.1 Introduction

A $(k ; r, s ; n, q)$-set $\mathcal{K}$ is defined to be a set of $k$ points in $\operatorname{PG}(n, q)$ with at most $r$ points in any $s$-space such that $\mathcal{K}$ is not contained in a proper subspace. This is a slight variation on the definition of Section 3.3 of PGOFF2, where the last condition is not present. The large question is to describe all such sets. Four questions particularly are of interest. The set $\mathcal{K}$ is complete if it is not contained in a $(k+1 ; r, s ; n, q)$ set.
I. Find the maximum value $m(r, s ; n, q)$ of $k$.
II. Characterise the sets, the maximum sets, with this value of $k$.
III. Find the size $m^{\prime}(r, s ; n, q)$ of the second-largest, complete $(k ; r, s ; n, q)$-set.
IV. Characterise the complete $(k ; r, s ; n, q)$-sets.

Question IV includes I, II, and III. The importance of III is that, if $\mathcal{K}$ is a $(k ; r, s ; n, q)$-set with $k>m^{\prime}(r, s ; n, q)$, then $\mathcal{K}$ is contained in a maximum set. So upper bounds on $m^{\prime}(r, s ; n, q)$ permit inductive arguments.

In fact, these questions are examined only when $r=s+1$, and then only in the cases $s=1$ and $s=n-1$.

A $(k ; 2,1 ; n, q)$-set is a $k$-set with at most two points on any line of $\operatorname{PG}(n, q)$ and is also called a $k$-cap. The number $m(2,1 ; n, q)$ is written as $m_{2}(n, q)$. The only precise values known are the following:

$$
\begin{align*}
& m_{2}(n, 2)=2^{n} ;  \tag{6.1}\\
& m_{2}(2, q)= \begin{cases}q+1, & q \text { odd } \\
q+2, & q \text { even; }\end{cases}  \tag{6.2}\\
& m_{2}(3, q)=q^{2}+1, \quad q>2  \tag{6.3}\\
& m_{2}(4,3)=20  \tag{6.4}\\
& m_{2}(5,3)=56  \tag{6.5}\\
& m_{2}(4,4)=41 \tag{6.6}
\end{align*}
$$

Upper bounds for $m_{2}(n, q)$ are determined in Sections 6.2 to 6.4. In the case that $s=n-1$, a $(k ; n, n-1 ; n, q)$-set is a $k$-set not contained in a hyperplane with at most $n$ points in any hyperplane of $\operatorname{PG}(n, q)$ and is also called a $k$-arc; for $n=2$, a $k$-cap and a $k$-arc are equivalent. The number $m(n, n-1 ; n, q)$ is written $m(n, q)$; by definition $m(2, q)=m_{2}(2, q)$. Values obtained in previous chapters are as follows:

$$
\begin{align*}
& m(n, q)=n+2 \quad \text { for } q \leq n+1 ;  \tag{6.7}\\
& m(2, q)= \begin{cases}q+1, & q \text { odd } \\
q+2, & q \text { even }\end{cases}  \tag{6.8}\\
& m(3, q)=q+1, \quad q>3 \tag{6.9}
\end{align*}
$$

All other values known and all the values determined in Sections 6.5 to 6.7 are $m(n, q)=q+1$ or $q+2$. This leads naturally to the following.

## Conjecture 6.1 (The Main Conjecture for Arcs).

(1) If $q>n+1$ with $q$ odd, then $m(n, q)=q+1$.
(2) If $q>n+1$, with $q$ even and $n \notin\{2, q-2\}$, then $m(n, q)=q+1$.

In deciding the value of $m(n, q)$, the value of $m^{\prime}(2, q)$, the size of the second largest complete arc in $\operatorname{PG}(2, q)$, is crucial. It is also useful to write, for $q \geq 5$,

$$
\begin{equation*}
f(q)=q-m^{\prime}(2, q) . \tag{6.10}
\end{equation*}
$$

For $q \leq 5$, there is only one complete plane arc and $m^{\prime}(2, q)$ is not defined. For other small values of $q$ the results are as in Table 6.1.

| $q$ | 7 | 8 | 9 | 11 | 13 | 16 | 17 | 19 | 23 | 25 | 27 | 29 | 31 | 32 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $m^{\prime}(2, q)$ | 6 | 6 | 8 | 10 | 12 | 13 | 14 | 14 | 17 | 21 | 22 | 24 | 22 | 24 |
| $f(q)$ | 1 | 2 | 1 | 1 | 1 | 3 | 3 | 5 | 6 | 4 | 5 | 5 | 9 | 8 |

Table 6.1. Complete plane arcs

Also

$$
\begin{equation*}
m^{\prime}(2, q) \leq q-\frac{1}{4} \sqrt{q}+\frac{25}{16}, \quad q \text { odd } \tag{6.11}
\end{equation*}
$$

the slightly weaker result

$$
\begin{equation*}
m^{\prime}(2, q) \leq q-\frac{1}{4} \sqrt{q}+\frac{7}{4}, \quad q \text { odd } \tag{6.12}
\end{equation*}
$$

has been frequently used. Further,

$$
\begin{align*}
& m^{\prime}(2, q) \leq q-\sqrt{q}+1, \quad q \text { even, } \quad q>2  \tag{6.13}\\
& m^{\prime}(2, q)=q-\sqrt{q}+1, q=2^{2 m}, \quad m>1 ;  \tag{6.14}\\
& m^{\prime}(2, q) \leq \frac{44}{45} q+\frac{8}{9}, \quad q \text { prime; }  \tag{6.15}\\
& m^{\prime}(2, q) \leq q-\frac{1}{4} \sqrt{p q}+\frac{29}{16} p+1, q=p^{2 m+1}, m \geq 1, p \text { odd; }  \tag{6.16}\\
& m^{\prime}(2, q) \leq q-\sqrt{2 q}+2, q=2^{2 m+1}, m \geq 1 ;  \tag{6.17}\\
& m^{\prime}(2, q) \leq q-\frac{1}{2} \sqrt{q}+5, \quad q=p^{h} \text { for } p \geq 5 ;  \tag{6.18}\\
& m^{\prime}(2, q) \leq q-\frac{1}{2} \sqrt{q}+3, \quad q=p^{h}, p \geq 3 ; \quad q=3^{2 e} \text { when } p=3 ; \\
& \quad q \geq 23^{2} \text { and } q \neq 3^{6} \text { or } 5^{5} ;  \tag{6.19}\\
& m^{\prime}(2, q) \leq q-22 \quad \text { when } q=5^{5} ;  \tag{6.20}\\
& m^{\prime}(2, q) \leq q-9 \quad \text { when } q=3^{6} ;  \tag{6.21}\\
& m^{\prime}(2, q) \leq q-9 \quad \text { when } q=23^{2} ;  \tag{6.22}\\
& m^{\prime}(2, q) \leq q-5 \quad \text { when } q=19^{2} ;  \tag{6.23}\\
& m^{\prime}(2, q)<q-1 \quad \text { when } q>13 \text { except possibly for } q=37,41,43, \\
& 47,49,53,59,61,67,71,73,79,81,83 . \tag{6.24}
\end{align*}
$$

It is convenient to record an elementary result which is subsequently applied in Section 6.3.

Lemma 6.2. If $A, B, C$ are three sets such that $C \supset A \cup B$, then

$$
|A \cap B| \geq|A|+|B|-|C| .
$$

Proof. $|A \cap B|=|A|+|B|-|A \cup B| \geq|A|+|B|-|C|$.

### 6.2 Caps and codes

Let $\mathcal{K}$ be the $k$-cap $\left\{P_{1}, \ldots, P_{k}\right\}$ where $P_{i}=\mathbf{P}\left(a_{i 0}, a_{i 1}, \ldots, a_{i n}\right)$. This gives the $k \times(n+1)$ matrix

$$
A=\left[a_{i j}\right] \quad i=1, \ldots, k ; j=0, \ldots, n,
$$

which is a matrix of $\mathcal{K}$. Any permutation of the rows of $A$ or multiplication of a row of $A$ by an element of $\mathbf{F}_{q}{ }^{*}$ gives another matrix of $\mathcal{K}$. For any projectivity $\mathfrak{T}$, write

$$
\mathcal{K} \mathfrak{T}=\left\{P_{1} \mathfrak{T}, \ldots, P_{k} \mathfrak{T}\right\}
$$

So the caps $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ are (projectively) equivalent if $\mathcal{K}_{1} \mathfrak{T}=\mathcal{K}_{2}$ for some projectivity $\mathfrak{T}$.

Lemma 6.3. Let $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ be caps with matrices $A_{1}$ and $A_{2}$. Then $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ are equivalent if and only if $A_{2}$ can be obtained from $A_{1}$ via a sequence of operations of the following type:
(C1) multiplication of a column by a non-zero scalar;
(C2) interchange of two columns;
(C3) addition of a scalar multiple of one column to another;
(R1) multiplication of a row by a non-zero scalar;
(R2) interchange of two rows.
Proof. The operation of $\mathfrak{T}$ on $\mathcal{K}_{1}$ corresponds to a sequence of operations of types $(\mathrm{C} 1),(\mathrm{C} 2)$, and (C3). The operations (R1) and (R2) leave $\mathcal{K}_{1}$ fixed.

If $A_{2}$ can be obtained from $A_{1}$ as in the lemma, then $A_{1}$ and $A_{2}$ are $C$-equivalent. An $[N, d]$-code over $\mathbf{F}_{q}$ is usually defined to be a $d$-dimensional subspace of the $N$ dimensional vector space $V(n, q)$. In this section, it is more convenient to replace a vector by its non-zero multiples. So an $[N, d]$-code is a $\Pi_{d-1}$ of $\mathrm{PG}(N-1, q)$. It is also convenient to represent the points of an $[N, d]$-code by column vectors rather than row vectors. A generator matrix $A$ for an [ $N, d]$-code $C$ is thus an $N \times d$ matrix whose columns generate $C$. Other generator matrices of $C$ are obtained from $A$ via operations of types (C1), (C2), (C3).

Two codes are equivalent if one can be obtained from the other by a permutation of the coordinate indices combined with multiplication of some coordinates by a non-zero scalar.

Lemma 6.4. Let $C_{1}$ and $C_{2}$ be codes with generator matrices $A_{1}$ and $A_{2}$. Then $C_{1}$ and $C_{2}$ are equivalent if and only if $A_{1}$ and $A_{2}$ are $C$-equivalent.

Proof. From the definition of equivalent codes, a generator matrix of $C_{2}$ is obtained from a generator matrix of $C_{1}$ by operations (R1) and (R2).

If $\mathcal{K}$ is a $k$-cap in $\operatorname{PG}(n, q)$ with matrix $A$, the code $C$ of $\mathcal{K}$ is the $[k, n+1]$ code with generator matrix $A$; such a code is a cap-code. It is assumed that $\mathcal{K}$ is not contained in a subspace of lower dimension than $n$.

Theorem 6.5. Let $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ be caps with codes $C_{1}$ and $C_{2}$. Then $\mathcal{K}_{1}$ is equivalent to $\mathcal{K}_{2}$ if and only if $C_{1}$ is equivalent to $C_{2}$.

Proof. This follows from Lemmas 6.3 and 6.4.
An $[N, d]$-code is projective if the rows of a generator matrix are distinct points of $\operatorname{PG}(N-1, q)$. Any cap-code is projective.

With, as usual, $\theta(n)=|\mathrm{PG}(n, q)|$, given a $[k, n+1]$-code $C$, denote by $M(C)$ a $k \times \theta(n)$ matrix whose columns are the points of $C$. Given a linearly independent set $\left\{X_{0}, \ldots, X_{t}\right\}$ of $\mathrm{PG}(k-1, q)$, let $M\left(X_{0}, \ldots, X_{t}\right)$ denote a $k \times \theta(t)$ matrix whose columns are the points $X_{j}$.

Lemma 6.6. The number of zeros in the $i$-th row of the matrix $M\left(X_{0}, \ldots, X_{t}\right)$ is $\theta(t)$ if all the $X_{j}$ have zero in the $i$-th row and is $\theta(t-1)$ otherwise.

Proof. Let $\Pi_{t}$ be the subspace spanned by $X_{0}, \ldots, X_{t}$. Intersect $\Pi_{t}$ with $\mathbf{V}\left(X_{i}\right)$. Then $\Pi_{t} \cap \mathbf{V}\left(X_{i}\right)=\Pi_{t}$ if $\Pi_{t} \subset \mathbf{V}\left(X_{i}\right)$ and $\Pi_{t} \cap \mathbf{V}\left(X_{i}\right)=\Pi_{t-1}$ if $\Pi_{t} \not \subset \mathbf{V}\left(X_{i}\right)$.

Given a projective $[k, n+1]$-code $C$, let $M_{1}$ be the matrix obtained from $M(C)$ by omitting one row and also those columns having a non-zero entry in that row. By Lemma $6.6, M_{1}$ is a $(k-1) \times \theta(n-1)$ matrix whose columns are the vectors of a [ $k-1, n]$-code $C_{1}$. The code $C_{1}$ is a residual code of $C$. The code $C$ has $k$ residuals, one for each row of $C$; some or all of these residuals may be equivalent codes. By identifying the vectors of $C_{1}$ with those of $C$ from which one zero entry has been omitted, $C_{1}$ can be regarded as a $[k, n]$-subcode of $C$. If $A_{1}$ is a generator matrix for a residual code $C_{1}$ of $C$, then $C$ is equivalent to a code with generator matrix

$$
A=\left[\begin{array}{cc}
0 & 1 \\
A_{1} & *
\end{array}\right]
$$

The matrix $A_{1}$ is a residual of $A$. If $C_{1}$ and $A_{1}$ are residuals of $C$ and $A$, then $C$ and $A$ are extensions of $C_{1}$ and $A_{1}$.

Theorem 6.7. A projective code $C$ is a cap-code if and only if every residual code of $C$ is projective.

Proof. Suppose $C_{1}$ with matrix $A_{1}$ is a non-projective residual of $C$ with matrix $A$ an extension of $A_{1}$. Then two rows, the $i$-th and $j$-th, say, of $A_{1}$ are the same, up to a scalar multiple; so the first, $(i+1)$-th and $(j+1)$-th rows of $A$ are collinear. So $C$ is not a cap-code.

Conversely, suppose $C$ is not a cap-code and let $A$ be any generator matrix of $C$. Then three rows, say the first, second and third of $A$, are collinear. However, using suitable column operations, $A$ is $C$-equivalent to a matrix whose first row is $(0,0, \ldots, 0,1)$. Since column operations preserve the collinearity of rows 1,2 and 3 , the residual obtained by omitting the first row is non-projective.

To fix ideas, consider the small example of the 4 -arc ( $=4$-cap) $\mathcal{K}$ in $\operatorname{PG}(2,2)$ with points $\mathbf{P}(1,0,0), \mathbf{P}(0,1,0), \mathbf{P}(0,0,1), \mathbf{P}(1,1,1)$. A matrix for $\mathcal{K}$ is

$$
A=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

It is a generator matrix for a $[4,3]$-code $C$ for which a suitable $M(C)$ is

$$
M(C)=\left[\begin{array}{lllllll}
1 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1
\end{array}\right]
$$

The residuals with respect to the four rows of $M(C)$ are

$$
\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 0
\end{array}\right], \quad\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 0
\end{array}\right], \quad\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 0
\end{array}\right], \quad\left[\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right] .
$$

Now, the weight distribution of a cap-code is considered. Let $X$ be a vector, that is, a column of the code $C$.

The weight of $X$, denoted $w(X)$, is the number of non-zero entries in $X$. Denote the vectors of a $[k, n+1]$-code $C$ by $X_{1}, X_{2}, \ldots, X_{\theta(n)}$ and let $w_{i}=w\left(X_{i}\right)$, for $i \in \mathbf{N}_{\theta(n)}$. Order the $X_{i}$ so that $w_{1} \geq w_{2} \geq \cdots \geq w_{\theta(n)}$. The ordered $\theta(n)$-tuple $\left(w_{1}, \ldots, w_{\theta(n)}\right)$ is the weight distribution of $C$. Equivalent codes have the same weight distribution. It turns out that cap-codes have large minimum weight. For a $[k, n+1]$-code $C$, let $C^{\perp}$ be the dual code; that is, $C^{\perp}$ is the $[k, k-n-1]$-code consisting of points $\mathbf{P}(Y)$ in $\mathrm{PG}(k-1, q)$ such that $X Y^{*}=0$ for all $X$ in $C$. If $C$ is a code of the cap $\mathcal{K}$, then $C^{\perp}$ has minimum weight at least four; for, if any vector in $C^{\perp}$ had three or less non-zero entries, its orthogonality with $C$ would force $C$ to be non-projective or would induce a collinearity of the corresponding three rows of $C$. Conversely, if $C^{\perp}$ has minimum weight at least four, then $C$ is a cap-code. Thus $m_{2}(n, q)$ is the maximum value of $N$ for which one error can be corrected and three detected with certainty by an $[N, N-n-1]$-code.

Theorem 6.8. Let $\mathcal{K}$ be a $k$-cap in $\mathrm{PG}(n, q)$ with code $C$. Then the minimum weight of $C$, as well as that of any residual, is at least $k-m_{2}(n-1, q)$.

Proof. Let $X$ be any vector in $C$ and suppose $X$ has $t$ zeros. Let $A$ be a generator matrix of $C$ with $X$ as first column. Since the rows of $A$ form a cap and since any subset of a cap is also a cap, it follows that those rows having a zero as first coordinate form a $t$-cap in a hyperplane of $\mathrm{PG}(n, q)$. Hence $t \leq m_{2}(n-1, q)$ and therefore $w(X)=k-t \geq k-m_{2}(n-1, q)$. The result holds for a residual $C_{1}$, since any vector in $C_{1}$ is obtained from a vector in $C$ by omitting one zero and so leaving the weight unchanged.

Lemma 6.9. Let $\left(w_{1}, \ldots, w_{\theta(n)}\right)$ be the weight distribution of a projective $[k, n+1]$ code C. Then

$$
\begin{gather*}
\sum w_{i}=k q^{n}  \tag{i}\\
\sum w_{i}^{2}=k q^{n-1}\{k(q-1)+1\} . \tag{ii}
\end{gather*}
$$

Proof. (i) By summing over columns, the number of non-zero entries in $M(C)$ is $\sum w_{i}$ and, by Lemma 6.6, is also $k q^{n}$ by summing over rows.
(ii) Let $Z_{1}, Z_{2}, \ldots, Z_{k}$ be the rows of the matrix $M(C)$ and also let $B$ be the $k(k-1)(q-1) \times \theta(n)$ matrix with rows $Z_{i}+\lambda Z_{j},(i, j) \in \mathbf{N}_{k}^{2}, i \neq j, \lambda \in \mathbf{F}_{q}{ }^{*}$. Since $C$ is projective, the rows of $B$ are all non-zero; so, by Lemma 6.6, each row has $\theta(n-1)$ zeros. The $i$-th column of $B$ has $w_{i}\left(w_{i}-1\right)+\left(k-w_{i}\right)\left(k-w_{i}-1\right)(q-1)$ zeros. Counting the zero entries of $B$ via columns and rows thus gives

$$
\begin{align*}
q \sum w_{i}^{2}-\{1+(2 k-1)(q-1)\} & \sum w_{i}+\theta(n) k(k-1)(q-1) \\
= & k(k-1)(q-1) \theta(n-1) \tag{6.27}
\end{align*}
$$

Substituting $\sum w_{i}$ from (6.25) gives the result.
Now write $m_{1}=m_{2}(n-1, q)$. Then Theorem 6.8 says that, for a cap-code, $w_{i} \geq k-m_{1}$. So consider the amended weights $u_{i}$ given by

$$
\begin{equation*}
u_{i}=w_{i}-\left(k-m_{1}\right) . \tag{6.28}
\end{equation*}
$$

Then $u_{1} \geq u_{2} \geq \cdots \geq u_{\theta(n)} \geq 0$ and $\left(u_{1}, \ldots, u_{\theta(n)}\right)$ is the amended weight distribution of $C$. For a residual code $C_{1}$ of $C$, let $\left(v_{1}, \ldots, v_{\theta(n-1)}\right)$ consist of the amended weights of the corresponding columns of $M(C)$ with

$$
v_{1} \geq v_{2} \geq \cdots \geq v_{\theta(n-1)} \geq 0
$$

each $v_{i}$ is some $u_{j}$. By abuse of language, $\left(v_{1}, \ldots, v_{\theta(n-1)}\right)$ is called the amended weight distribution of $C_{1}$.

Lemma 6.10. Let $C$ be a projective $[k, n+1]$-cap-code with amended weight distribution $\left(u_{1}, u_{2}, \ldots, u_{\theta(n)}\right)$. Then

$$
\begin{equation*}
\sum u_{i}=m_{1} \theta(n)-k \theta(n-1) \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\sum u_{i}^{2}=k^{2} \theta(n-2)+k\left(q^{n-1}-2 m_{1} \theta(n-1)\right)+m_{1}^{2} \theta(n) \tag{6.29}
\end{equation*}
$$

For a residual code $C_{1}$ of $C$ with amended weight distribution $\left(v_{1}, v_{2}, \ldots, v_{\theta(n-1)}\right)$,

$$
\begin{equation*}
\sum v_{i}=\left(m_{1}-1\right) \theta(n-1)-(k-1) \theta(n-2) \tag{iii}
\end{equation*}
$$

$$
\begin{align*}
& \sum v_{i}^{2}=(k-1)^{2} \theta(n-3)+(k-1)\left\{q^{n-2}-2\left(m_{1}-1\right) \theta(n-2)\right\}  \tag{iv}\\
&+\left(m_{1}-1\right)^{2} \theta(n-1)
\end{align*}
$$

Proof. Equations (6.29)-(6.32) are just restatements of the previous lemma.
It should be noted that (6.31) and (6.32) only hold because a residual of a capcode is projective, which is not true for general codes.

Theorem 6.11. Let C be a $[k, n+1]$-cap-code with weight distribution and amended weight distribution $\left(w_{1}, w_{2}, \ldots, w_{\theta(n)}\right)$ and $\left(u_{1}, u_{2}, \ldots, u_{\theta(n)}\right)$. Then

$$
\begin{equation*}
w_{1}+w_{2} \leq m_{1}(q-1)+k \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
u_{1}+u_{2} \leq m_{1}(q+1)-k \tag{6.33}
\end{equation*}
$$

For a residual of $C$ with amended weight distribution $\left(v_{1}, v_{2}, \ldots, v_{\theta(n-1)}\right)$,
(iii)

$$
\begin{equation*}
v_{1}+v_{2} \leq m_{1}(q+1)-q-k \tag{6.35}
\end{equation*}
$$

Proof. (i) By Lemma 6.6, each row of the $k \times(q+1)$ matrix $M\left(X_{1}, X_{2}\right)$ has at least one zero. Hence, counting the zeros of $M\left(X_{1}, X_{2}\right)$ gives

$$
\left(k-w_{1}\right)+\left(k-w_{2}\right)+\sum_{\lambda \in \mathbf{F}_{q^{*}}}\left\{k-w\left(X_{1}+\lambda X_{2}\right)\right\} \geq k .
$$

By Theorem 6.8, $w\left(X_{1}+\lambda X_{2}\right) \geq k-m_{1}$. So

$$
w_{1}+w_{2} \leq k+m_{1}(q-1)
$$

(ii), (iii) These follow immediately.

Now the bounds of Theorems 6.8 and 6.11 together with the identities of Lemma 6.10 give restrictions on $m_{2}(n, q)$.

Theorem 6.12. For $n \geq 4$ and $q \neq 2$,

$$
\begin{equation*}
m_{2}(n, q) \leq q m_{2}(n-1, q)-q+1 \tag{6.36}
\end{equation*}
$$

Proof. Induction on $n$ is used. Suppose $\mathcal{K}$ is a $k$-cap in $\operatorname{PG}(n, q)$ with code $C$. A residual code $C_{1}$ is a projective $[k-1, n]$-code. So, if $C_{1}$ has weight distribution $w_{1}^{\prime}, \ldots, w_{\theta(n-1)}^{\prime}$, then Lemma 6.9 gives

$$
\begin{equation*}
\sum w_{i}^{\prime}=(k-1) q^{n-1} \tag{6.37}
\end{equation*}
$$

and Theorem 6.8 gives

$$
\begin{equation*}
\sum w_{i}^{\prime} \geq\left(k-m_{1}\right) \theta(n-1) \tag{6.38}
\end{equation*}
$$

Hence (6.37) and (6.38) imply that

$$
\begin{equation*}
k \leq m_{1} q+\left(m_{1}-q^{n-1}\right)(q-1) /\left(q^{n-1}-1\right) \tag{6.39}
\end{equation*}
$$

Next, it is deduced by induction that $m_{2}(n, q) \leq q^{n-1}+1$. First, by Theorem 16.1.5 of FPSOTD, $m_{2}(3, q)=q^{2}+1$. However, the induction hypothesis is that $m_{1}=m_{2}(n-1, q) \leq q^{n-2}+1$. Then (6.39) gives

$$
k \leq q^{n-1}+1-\left(q^{n-1}-q^{n-2}\right) /\left(q^{n-1}-1\right)
$$

and so $k \leq q^{n-1}+1$. Hence $m_{1} \leq q^{n-2}+1$. Substituting this in the second occurrence of $m_{1}$ in (6.39) implies that

$$
k \leq m_{1} q+\left(q^{n-2}+1-q^{n-1}\right)(q-1) /\left(q^{n-1}-1\right) \leq m_{1} q-q+1 .
$$

Now (6.36) is improved by showing that equality cannot hold.
Theorem 6.13. For $n \geq 4$ and $q \neq 2$,

$$
\begin{equation*}
m_{2}(n, q) \leq q m_{2}(n-1, q)-q . \tag{6.40}
\end{equation*}
$$

Proof. Suppose $\mathcal{K}$ is a $k$-cap with $k=q m_{1}-q+1$. Let $C_{1}$ be any residual of the code $C$ of $\mathcal{K}$ and let $C_{1}$ have amended weight distribution $\left(v_{1}, \ldots, v_{\theta(n-1)}\right)$. Then (6.31) and (6.32) give

$$
\begin{align*}
\sum v_{i} & =m_{1}-1  \tag{6.41}\\
\sum v_{i}^{2} & =\left(m_{1}-1\right)\left\{q^{n-1}-(q-1)\left(m_{1}-1\right)\right\} \tag{6.42}
\end{align*}
$$

Since $\sum v_{i}^{2} \leq\left(\sum v_{i}\right)^{2}$,

$$
q^{n-1}-(q-1)\left(m_{1}-1\right) \leq m_{1}-1
$$

this gives $m_{1} \geq q^{n-2}+1$. However, in Theorem 6.12 it was shown inductively that $m_{1} \leq q^{n-2}+1$; that is, $m_{1}=q^{n-2}+1$. By (6.40) and since

$$
m_{2}(n-2, q) \leq q^{n-3}+1
$$

it now follows that $m_{2}(n-2, q)=q^{n-3}+1$. Proceeding in this way,

$$
m_{2}(s, q)=q^{s-1}+1
$$

for all $3 \leq s<n$. To prove the theorem, it therefore suffices to show that

$$
m_{2}(4, q)<q^{3}+1 .
$$

This is shown geometrically in Theorem 6.16.
Alternatively, suppose $\mathcal{K}$ is a $\left(q^{3}+1\right)$-cap in $\mathrm{PG}(4, q)$. Then (6.41) and (6.42) give

$$
\left(\sum v_{i}\right)^{2}=\sum v_{i}^{2}=q^{4}
$$

So

$$
\begin{aligned}
\left(v_{1}, v_{2}, \ldots, v_{\theta(n-1)}\right) & =\left(q^{2}, 0, \ldots, 0\right) \\
\left(w_{1}^{\prime}, w_{2}^{\prime}, \ldots, w_{\theta(n-1)}^{\prime}\right) & =\left(q^{3}, q^{3}-q^{2}, \ldots, q^{3}-q^{2}\right)
\end{aligned}
$$

Thus, each of the $k$ residuals of $C$ contains a vector of weight $q^{3}$. Since any vector of weight $q^{3}$ is contained in $\left(q^{3}+1\right)-q^{3}=1$ residual, there are $k$ distinct vectors of weight $q^{3}$ in $C$. In particular,

$$
w_{1}+w_{2}=2 q^{3} .
$$

However, from (6.33),

$$
w_{1}+w_{2} \leq\left(q^{2}+1\right)(q-1)+q^{3}+1<2 q^{3} .
$$

The next result is an improvement.

Theorem 6.14. In $\mathrm{PG}(n, q), q>2$,

$$
\begin{equation*}
m_{2}(n, q) \leq q m_{2}(n-1, q)-(q+1) \text { for } n \geq 4 \tag{i}
\end{equation*}
$$

(ii) $\quad m_{2}(n, q) \leq q^{n-4} m_{2}(4, q)-q^{n-4}-2 \theta(n-5)+1$ for $n \geq 5$.

Proof. (i) See Section 6.8.
(ii) This follows from (i) by induction.

For $q$ odd, there is a major improvement; the larger $n$ is, the better the improvement.

Theorem 6.15. In $\operatorname{PG}(n, q), n \geq 4, q=p^{h}$ with $p$ odd,

$$
m_{2}(n, q) \leq \frac{n h+1}{(n h)^{2}} q^{n}+m_{2}(n-1, q)
$$

### 6.3 The maximum size of a cap for $q$ odd

In this section some upper bounds for $m_{2}(n, q)$ are proved. First, a general bound is given that is useful in that it holds for all $q>2$. The first result is also implicit in Theorem 6.13.

Theorem 6.16. For $q>2$ and $n \geq 4$,

$$
\begin{equation*}
m_{2}(n, q) \leq q^{n-1} \tag{6.45}
\end{equation*}
$$

Proof. Suppose there exists a $k$-cap $\mathcal{K}$ with $k=q^{n-1}+1$. First, it is shown that, for $q$ even, any plane meets $\mathcal{K}$ in at most $q+1$ points. Suppose therefore that $\pi \cap \mathcal{K}$ is a $(q+2)$-arc for some plane $\pi$, and consider the $\theta(n-3)$ solids $\Pi_{3}^{(i)}$ through $\pi$, $i \in \mathbf{N}_{\theta(n-3)}$. If $\left|\Pi_{3}^{(i)} \cap(\mathcal{K} \backslash \pi)\right|=d_{i}$, then

$$
\begin{equation*}
\sum d_{i}=q^{n-1}+1-(q+2)=q^{n-1}-q-1 \tag{6.46}
\end{equation*}
$$

Since $m_{2}(3, q)=q^{2}+1$,

$$
d_{i}+q+2 \leq q^{2}+1
$$

whence

$$
\begin{equation*}
d_{i} \leq q^{2}-q-1 \tag{6.47}
\end{equation*}
$$

So

$$
\begin{aligned}
\sum d_{i} & \leq\left(q^{2}-q-1\right) \theta(n-3) \\
& =q^{n-1}-q-\theta(n-3) \\
& <q^{n-1}-q-1
\end{aligned}
$$

for $n \geq 4$. This contradiction implies that $\mathcal{K}$ has no $(q+2)$-arc as a plane section.
Now, for all $q>2$, let $P_{1}$ and $P_{2}$ be points of $\mathcal{K}$ and consider the $\theta(n-2)$ planes through the line $P_{1} P_{2}$. They contain at most

$$
(q-1) \theta(n-2)+2=q^{n-1}+1=k
$$

points. So each of these planes must meet $\mathcal{K}$ in a $(q+1)$-arc.
Consider a hyperplane $\Pi_{n-1}$ through $P_{1} P_{2}$. The $\theta(n-3)$ planes through $P_{1} P_{2}$ in $\Pi_{n-1}$ all meet $\mathcal{K} \backslash\left\{P_{1}, P_{2}\right\}$ in $q-1$ points, whence

$$
\left|\Pi_{n-1} \cap \mathcal{K}\right|=(q-1) \theta(n-3)+2=q^{n-2}+1
$$

So $\mathcal{K}^{\prime}=\Pi_{n-1} \cap \mathcal{K}$ is a $\left(q^{n-2}+1\right)$-cap. It follows from this argument that any hyperplane meeting $\mathcal{K}$ meets it either in a single point or in a $\left(q^{n-2}+1\right)$-cap. Let $Q$ be a point of $\mathcal{K}$. There are $q^{n-1}$ bisecants of $\mathcal{K}$ through $Q$ and so the number of unisecants through $Q$ is $\theta(n-1)-q^{n-1}=\theta(n-2)$. Let $\ell_{1}$ and $\ell_{2}$ be two of them. Then every line through $Q$ in the plane $\ell_{1} \ell_{2}$ is also a unisecant to $\mathcal{K}$, as otherwise the plane $\ell_{1} \ell_{2}$ would meet $\mathcal{K}$ in a $(q+1)$-arc with two unisecants at $Q$, a contradiction. So the set $S$ of points on the unisecants through $Q$ has the property that the line joining two points of $S$ is in $S$. Thus $S$ is a subspace and hence a hyperplane, which is called the tangent hyperplane to $\mathcal{K}$ at $Q$.

Let $P_{1}$ and $P_{2}$ be two points of $\mathcal{K}$ with tangent hyperplanes $T_{1}$ and $T_{2}$. As $T_{1}$ and $T_{2}$ are distinct, they meet in a $\Pi_{n-2}$ skew to $\mathcal{K}$. Let $r$ be the number of hyperplanes through $\Pi_{n-2}$ other than $T_{1}$ and $T_{2}$ which are tangent to $\mathcal{K}$ and $s$ the number of other hyperplanes through $\Pi_{n-2}$ meeting $\mathcal{K}$. So

$$
\begin{equation*}
r+s \leq q-1 \tag{6.48}
\end{equation*}
$$

Counting the points of $\mathcal{K} \backslash\left\{P_{1}, P_{2}\right\}$ gives

$$
\begin{equation*}
r+s\left(q^{n-2}+1\right)=q^{n-1}-1 \tag{6.49}
\end{equation*}
$$

However, from (6.48),

$$
\begin{align*}
r+s\left(q^{n-2}+1\right) & \leq q-1-s+s\left(q^{n-2}+1\right) \\
& =q-1+s q^{n-2} \\
& \leq q-1+(q-1) q^{n-2} \\
& =(q-1)\left(q^{n-2}+1\right) \tag{6.50}
\end{align*}
$$

But, $(q-1)\left(q^{n-2}+1\right)<q^{n-1}-1$. So (6.49) and (6.50) cannot both hold. This proves the theorem.

Now, Theorem 6.16 is improved first for $q$ odd and then for $q$ even. In both cases, however, it is necessary for $q$ to be sufficiently large. The main result for $q$ odd is a consequence of the following result, which appeared as the corollary of Theorem 18.4.8 of FPSOTD.

Theorem 6.17. In $\mathrm{PG}(3, q), q$ odd and $q \geq 67$, if $\mathcal{K}$ is a complete $k$-cap which is not an elliptic quadric, then

$$
k<q^{2}-\frac{1}{4} q^{3 / 2}+2 q
$$

More precisely,

$$
k \leq q^{2}-\frac{1}{4} q^{3 / 2}+R(q)
$$

where

$$
R(q)=(31 q+14 \sqrt{q}-53) / 16
$$

To obtain a similar result in $\operatorname{PG}(4, q)$, consider a $k$-cap $\mathcal{K}$ and examine the sections of $\mathcal{K}$ by three solids through a plane $\pi$ which has a sufficiently large intersection with $\mathcal{K}$.

Lemma 6.18. In $\mathrm{PG}(4, q), q \geq 67$ and odd, let $\mathcal{K}$ be a $k$-cap and $\pi$ a plane such that $\pi \cap \mathcal{K}$ is an s-arc with $s>q-\frac{1}{4} \sqrt{q}+\frac{7}{4}$. Then there do not exist three distinct solids $\alpha_{1}, \alpha_{2}, \alpha_{3}$ containing $\pi$ such that $\mathcal{K}_{i}=\alpha_{i} \cap \mathcal{K}$ is a $k_{i}$-cap with $k_{i}>q^{2}-\frac{1}{4} q^{3 / 2}+R(q)$ for $i=1,2,3$.

Proof. Suppose that the lemma is false. Then, by Theorem 6.17, each $\mathcal{K}_{i}$ is contained in a (unique) elliptic quadric $\mathcal{Q}_{i}$. So $\mathcal{Q}_{1} \cap \mathcal{Q}_{2} \cap \mathcal{Q}_{3}$ is the unique conic in $\pi$ containing $\pi \cap \mathcal{K}$.
(I) There exists a quadric $\mathcal{Q}$ meeting $\alpha_{i}$ in $\mathcal{Q}_{i}, i=1,2,3$

The set $\mathcal{M}=\mathcal{K}_{1} \cup \mathcal{K}_{2} \cup \mathcal{K}_{3}$ is an $m$-cap contained in $\mathcal{K}$ with

$$
m=s+\sum\left(k_{i}-s\right)=k_{1}+k_{2}+k_{3}-2 s .
$$

As $s \leq q+1$, so

$$
\begin{align*}
m & >3\left(q^{2}-\frac{1}{4} q^{3 / 2}+R(q)\right)-2(q+1) \\
& =3\left(q^{2}-\frac{1}{4} q^{3 / 2}\right)+\frac{1}{16}(61 q+42 \sqrt{q}-191) \tag{6.51}
\end{align*}
$$

There are two possibilities for $\mathcal{Q}$. Either $\mathcal{Q}=\mathcal{P}_{4}$, the non-singular quadric, or else $\mathcal{Q}=\Pi_{0} \mathcal{E}_{3}$, the singular quadric with vertex $\Pi_{0}$ and base $\mathcal{E}_{3}$.
(a) $\mathcal{Q}=\mathcal{P}_{4}$

First, $\mathcal{P}_{4}$ comprises $\left(q^{2}+1\right)(q+1)$ points on the same number of lines with $q+1$ lines through a point. Through each point of a line $\ell$ on $\mathcal{P}_{4}$ there pass $q$ other lines, whence $q(q+1)$ lines $\ell^{\prime}$ on $\mathcal{P}_{4}$ meet $\ell$. No two of these lines $\ell^{\prime}$ meet off $\ell$, as otherwise their plane would meet $\mathcal{P}_{4}$ in a cubic curve. Also, $\mathcal{P}_{4}$ contains $q^{2}(q+1)$ points off $\ell$. So, through each point of $\mathcal{P}_{4} \backslash \ell$ there is exactly one line $\ell^{\prime}$. The $m$-cap $\mathcal{M}$ has at most two points on $\ell$ and on each $\ell^{\prime}$, and every point of $\mathcal{M}$ lies on $\ell$ or some $\ell^{\prime}$. Hence

$$
\begin{equation*}
m \leq 2+2 q(q+1)=2\left(q^{2}+q+1\right) \tag{6.52}
\end{equation*}
$$

From (6.51) and (6.52),

$$
3\left(q^{2}-\frac{1}{4} q^{3 / 2}\right)+\frac{1}{16}(61 q+42 \sqrt{q}-191)<m \leq 2\left(q^{2}+q+1\right)
$$

Hence

$$
q^{2}-\frac{3}{4} q^{3 / 2}+\frac{3}{4}(29 q+42 \sqrt{q}-223)<0
$$

a contradiction.
(b) $\mathcal{Q}=\Pi_{0} \mathcal{E}_{3}$

Through $\Pi_{0}$ there are $q^{2}+1$ generators of $\mathcal{Q}$ each containing at most two points of $\mathcal{M}$. So

$$
\begin{equation*}
m \leq 2\left(q^{2}+1\right) \tag{6.53}
\end{equation*}
$$

From (6.51) and (6.53),

$$
3\left(q^{2}-\frac{1}{4} q^{3 / 2}\right)+\frac{1}{16}(61 q+42 \sqrt{q}-191)<m \leq 2\left(q^{2}+1\right)
$$

Hence

$$
q^{2}-\frac{3}{4} q^{3 / 2}+\frac{1}{16}(61 q+42 \sqrt{q}-223)<0
$$

a contradiction.
(II) There is a pencil $\Phi$ of quadric hypersurfaces through $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ none of which contains $\mathcal{Q}_{3}$

The members of $\Phi$ cut out on $\alpha_{3}$ a pencil $\Phi^{\prime}$ of quadric surfaces all containing the conic $\mathcal{C}$, the unique conic through $\pi \cap \mathcal{K}$. One member of $\Phi^{\prime}$ is $\pi$ repeated, and $\mathcal{Q}_{3} \notin \Phi^{\prime}$. So $\Phi^{\prime}$ cuts out on $\mathcal{Q}_{3}$ a set of quartic curves $\mathcal{C} \cup \mathcal{C}^{\prime}$ with $\mathcal{C}^{\prime}$ quadric curves in planes $\pi^{\prime}$ of a pencil in $\alpha_{3}$; each quadric $\mathcal{C}^{\prime}$ is either a conic or a point. Denote the set of quadrics $\mathcal{C}^{\prime}$ by $\Psi$. Then $\mathcal{C} \in \Psi$ and the planes $\pi^{\prime}$ have a common line $\ell$ in $\pi$.

As $k_{3}-(q+1)>2(q+1)+(q-2)\left(q-\frac{1}{4} \sqrt{q}\right)$, there are at least three planes $\pi^{\prime}$ other than $\pi$ meeting $\mathcal{K}_{3}$ in a $k^{\prime}$-arc $\mathcal{K}^{\prime}$ with $k^{\prime}>q-\frac{1}{4} \sqrt{q}$. Since $\mathcal{K}^{\prime} \subset \mathcal{Q}_{3}$, each of these $\mathcal{K}^{\prime}$ is contained in a conic $\mathcal{C}^{\prime}=\pi^{\prime} \cap \mathcal{Q}_{3}$. For at least one of these planes the quadric $\mathcal{V}$ of $\Phi$ meeting $\mathcal{Q}_{3}$ in $\mathcal{C} \cup \mathcal{C}^{\prime}$ is non-singular. It is now shown that, for such a $\mathcal{K}^{\prime}$, there exists a line $P^{\prime} P_{1} P_{2}$, where $P^{\prime} \in \mathcal{K}^{\prime}, P_{1} \in \mathcal{K}_{1}, P_{2} \in \mathcal{K}_{2}$.

Take a point $P^{\prime} \in \mathcal{C}^{\prime} \backslash \mathcal{C}$. Since it is simple for $\mathcal{V}$, the tangent space $T_{P^{\prime}}(\mathcal{V})$ to $\mathcal{V}$ at $P^{\prime}$ meets $\mathcal{V}$ in a cone $P^{\prime} \mathcal{P}_{2}$. So there are $q+1$ lines $\ell^{\prime}$ of $\mathcal{V}$ in $T_{P^{\prime}}(\mathcal{V})$. As $\mathcal{C}^{\prime}$ is non-singular, the space $T_{P^{\prime}}(\mathcal{V})$ does not contain $\mathcal{C}$. Consequently, $T_{P^{\prime}}(\mathcal{V})$ meets $\mathcal{C}$ in at most two points whence at most two lines $\ell^{\prime}$ meet $\pi$. The others, in number at least $q-1$, all meet $\alpha_{1}$ in a point $P_{1}$ of $\mathcal{Q}_{1}$ and $\alpha_{2}$ in a point $P_{2}$ of $\mathcal{Q}_{2}$, with $P_{1}, P_{2}$ not in $\mathcal{C}$. Also $P_{1} \neq P_{2}$ since $\alpha_{1} \cap \alpha_{2}=\pi$ and $P_{1}, P_{2} \notin \pi$. Further, $P_{i} \neq P^{\prime}$ for $i=1,2$, since every point of $\alpha_{i} \cap \mathcal{C}^{\prime}$ lies on $\mathcal{C}$.

Let $P^{\prime} \in \mathcal{K}^{\prime} \backslash \mathcal{C}$ and note that $\left|\mathcal{K}^{\prime} \backslash \mathcal{C}\right|>q-\frac{1}{4} \sqrt{q}-2$. For each such $P^{\prime}$, there are at least $q-1$ points $P_{1}$. Conversely, each $P_{1}$ is derived from at most two $P^{\prime}$, namely $\mathcal{K}^{\prime} \cap T_{P_{1}}(\mathcal{V})$, unless $T_{P_{1}}(\mathcal{V})$ contains $\pi^{\prime}$ and hence $\mathcal{K}^{\prime}$. The exceptional case can only occur twice, when $P_{1}$ lies on the polar line of the plane $\pi^{\prime}$. Thus each $P^{\prime}$ gives at least $q-3$ points $P_{1}$, apart from the exceptions; each $P_{1}$ comes from at most two $P^{\prime}$. Thus, with $A=\left\{P_{1} \in \mathcal{Q}_{1}\right.$ obtainable from some $\left.P^{\prime} \in \mathcal{K}^{\prime}\right\}$,

$$
\begin{aligned}
|A| & >\frac{1}{2}\left(q-\frac{1}{4} \sqrt{q}-2\right)(q-3) \\
& =\frac{1}{2} q^{2}-\frac{1}{8} q^{3 / 2}-\frac{5}{2} q+\frac{3}{8} \sqrt{q}+3 .
\end{aligned}
$$

Let $B=\mathcal{K}_{1}, C=\mathcal{Q}_{1}$ and $\mathcal{K}_{1}^{*}=\left\{P_{1} \in \mathcal{K}_{1}\right.$ obtainable from some $\left.P^{\prime} \in \mathcal{K}^{\prime}\right\}$. Then $\mathcal{K}_{1}^{*}=A \cap B$. So, by Lemma 6.2,

$$
\begin{aligned}
\left|\mathcal{K}_{1}^{*}\right| & >\frac{1}{2} q^{2}-\frac{1}{8} q^{3 / 2}-\frac{5}{2} q+\frac{3}{8} \sqrt{q}+3+\left(q^{2}-\frac{1}{4} q^{3 / 2}+R(q)\right)-\left(q^{2}+1\right) \\
& =\frac{1}{2} q^{2}-\frac{3}{8} q^{3 / 2}-\frac{1}{16}(9 q-20 \sqrt{q}+21)
\end{aligned}
$$

The line $P^{\prime} P_{1}$ with $P^{\prime}$ in $\mathcal{K}^{\prime}$ and $P_{1}$ in $\mathcal{K}_{1}^{*}$ meets $\alpha_{2}$ in a point $P_{2}$ of $\mathcal{Q}_{2} \backslash \mathcal{C}$. Such a $P_{2}$ is obtained at most twice when $\left|T_{P_{2}}(\mathcal{V}) \cap \mathcal{K}^{\prime}\right| \leq 2$, unless $T_{P_{2}}(\mathcal{V}) \supset \pi^{\prime}$, which can occur for at most two points $P_{2}$, where the polar line of $\pi^{\prime}$ meets $\mathcal{Q}_{2}$. Thus, with $A=\left\{P_{2} \in \mathcal{Q}_{2}\right.$ obtainable from some $\left.P_{1} P^{\prime}\right\}$,

$$
\begin{aligned}
|A| & \geq 2+\frac{1}{2}\left(\left|\mathcal{K}_{1}^{*}\right|-2\left|\mathcal{K}^{\prime} \backslash \mathcal{C}\right|\right) \geq 2+\frac{1}{2}\left|\mathcal{K}_{1}^{*}\right|-(q+1) \\
& =\frac{1}{4} q^{2}-\frac{3}{16} q^{3 / 2}-\frac{1}{32}(41 q-20 \sqrt{q}-11)
\end{aligned}
$$

Now, let $B=\mathcal{K}_{2}$ and $C=\mathcal{Q}_{2}$. Therefore, if

$$
\mathcal{K}_{2}^{*}=\left\{P_{2} \in \mathcal{K}_{2} \mid P^{\prime} P_{1} P_{2} \text { is a line with } P^{\prime} \in \mathcal{K}^{\prime}, P_{1} \in \mathcal{K}_{1}^{*}\right\}
$$

Lemma 6.2 gives

$$
\begin{aligned}
\left|\mathcal{K}_{2}^{*}\right|> & >\frac{1}{4} q^{2}-\frac{3}{16} q^{3 / 2}-\frac{1}{32}(41 q-20 \sqrt{q}-11) \\
& \quad+\left(q^{2}-\frac{1}{4} q^{3 / 2}+R(q)\right)-\left(q^{2}+1\right) \\
& =\frac{1}{4} q^{2}-\frac{7}{16} q^{3 / 2}+\frac{1}{32}(21 q+48 \sqrt{q}-127) \\
& >0
\end{aligned}
$$

So there is a line meeting $\mathcal{K}^{\prime}, \mathcal{K}_{1}, \mathcal{K}_{2}$ in distinct points. Therefore $\mathcal{K}$ is not a cap, which provides the desired contradiction.

Theorem 6.19. In $\mathrm{PG}(n, q), n \geq 4, q \geq 197$ and odd,

$$
m_{2}(n, q)<q^{n-1}-\frac{1}{4} q^{n-3 / 2}+2 q^{n-2} .
$$

In fact, for $q \geq 67$ and odd,

$$
\begin{aligned}
m_{2}(n, q) & <q^{n-1}-\frac{1}{4} q^{n-3 / 2} \\
& +\frac{1}{16}\left(31 q^{n-2}+22 q^{n-5 / 2}-112 q^{n-3}-14 q^{n-7 / 2}+69 q^{n-4}\right) \\
& -2\left(q^{n-5}+q^{n-6}+\cdots+q+1\right)+1
\end{aligned}
$$

where there is no term $-2\left(q^{n-5}+\cdots+1\right)$ for $n=4$.
Proof. Let $\mathcal{K}$ be a $k$-cap in $\operatorname{PG}(n, q)$.
(I) $n=4$
(a) There is no plane $\pi$ such that $\pi \cap \mathcal{K}$ is an $s$-arc with

$$
s>q-\frac{1}{4} \sqrt{q}+\frac{7}{4} .
$$

Take a line $\ell$ meeting $\mathcal{K}$ in two points. There are $q^{2}+q+1$ planes $\pi$ through $\ell$ each meeting $\mathcal{K}$ in an $m$-arc with $m \leq q-\frac{1}{4} \sqrt{q}+\frac{7}{4}$. So

$$
\begin{aligned}
k & \leq 2+\left(q^{2}+q+1\right)\left(q-\frac{1}{4} \sqrt{q}-\frac{1}{4}\right) \\
& =q^{3}-\frac{1}{4} q^{5 / 2}+\frac{1}{4}\left(3 q^{2}-q^{3 / 2}+3 q-\sqrt{q}-1\right) \\
& <q^{3}-\frac{1}{4} q^{5 / 2}+\frac{1}{16}\left(31 q^{2}+22 q^{3 / 2}-112 q-14 q^{1 / 2}+85\right) .
\end{aligned}
$$

(b) There is a plane $\pi$ such that $\pi \cap \mathcal{K}$ is an $s$-arc with $s>q-\frac{1}{4} \sqrt{q}+\frac{7}{4}$.

Then, by Lemma 6.18 , for $q \geq 67$, there are at most two solids through $\pi$ meeting $\mathcal{K}$ in an elliptic quadric, and, for the other $q-1$ solids $\alpha$ through $\pi$,

$$
|\alpha \cap \mathcal{K}| \leq q^{2}-\frac{1}{4} q^{3 / 2}+R(q) .
$$

So

$$
\begin{aligned}
k & \leq s+2\left(q^{2}+1-s\right)+(q-1)\left[q^{2}-\frac{1}{4} q^{3 / 2}+\frac{1}{16}(31 q+14 \sqrt{q}-53)-s\right] \\
& =q^{3}-\frac{1}{4} q^{5 / 2}+\frac{1}{16}\left(47 q^{2}+18 q^{3 / 2}-84 q-14 q^{1 / 2}+85\right)-s q \\
& <q^{3}-\frac{1}{4} q^{5 / 2}+\frac{1}{16}\left(47 q^{2}+18 q^{3 / 2}-84 q-14 q^{1 / 2}+85\right)-q\left(q-\frac{1}{4} \sqrt{q}+\frac{7}{4}\right) \\
& =q^{3}-\frac{1}{4} q^{5 / 2}+\frac{1}{16}\left(31 q^{2}+22 q^{3 / 2}-112 q-14 q^{1 / 2}+85\right) \\
& <q^{3}-\frac{1}{4} q^{5 / 2}+2 q^{2} \text { for } q \geq 197 .
\end{aligned}
$$

(II) $n>4$

The induction formula of Theorem 6.14 gives that

$$
\begin{aligned}
m_{2}(n, q) \leq & q^{n-4} m_{2}(4, q)-q^{n-4}-2\left(q^{n-5}+\cdots+1\right)+1 \\
< & q^{n-1}-\frac{1}{4} q^{n-3 / 2}+\frac{1}{16}\left(31 q^{n-2}+22 q^{n-5 / 2}\right. \\
& \left.\quad-112 q^{n-3}-14 q^{n-7 / 2}+69 q^{n-4}\right) \\
& \quad-2\left(q^{n-5}+\cdots+1\right)+1 \text { for } q \geq 67 \\
< & q^{n-1}-\frac{1}{4} q^{n-3 / 2}+2 q^{n-2}-q^{n-4} \\
& \quad-2\left(q^{n-5}+\cdots+1\right)+1 \text { for } q \geq 197 \\
< & q^{n-1}-\frac{1}{4} q^{n-3 / 2}+2 q^{n-2} \text { for } q \geq 197
\end{aligned}
$$

### 6.4 The maximum size of a cap for $q$ even

Before looking at an upper bound for $m_{2}(n, q)$ for $q$ even and $q>2$, it is necessary to improve the upper bound for $m_{2}^{\prime}(3, q)$, the size of the second largest cap in $\operatorname{PG}(3, q)$;
alternatively, if a $k$-cap of $\operatorname{PG}(3, q)$ has $k>m_{2}^{\prime}(3, q)$, then it is contained in a $\left(q^{2}+1\right)$-cap. In Theorem 18.3.2 of FPSOTD it was shown that, for $q$ even with $q>2$,

$$
m_{2}^{\prime}(3, q) \leq q^{2}-\frac{1}{2} \sqrt{q}+1
$$

For any $k$-cap $\mathcal{K}$ in $\operatorname{PG}(n, q)$, as above, a 1 -secant line is called a tangent or a unisecant, a 2 -secant line is a bisecant, and a 0 -secant line is an external line. Also, let $t$ be the number of tangents through a point $P$ of $\mathcal{K}$; for a point $Q$ not in $\mathcal{K}$, let $\sigma_{1}(Q)$ be the number of tangents through $Q$ and let $\sigma_{2}(Q)$ be the number of bisecants through $Q$.

Lemma 6.20. For a $k$-cap $\mathcal{K}$ in $\operatorname{PG}(n, q)$,
(i) $t+k=\theta(n-1)+1$;
(ii) $\sigma_{1}(Q)+2 \sigma_{2}(Q)=k$.

Lemma 6.21. In $\operatorname{PG}(n, q)$ with $q$ even, if $Q$ is a point not on the $k$-cap $\mathcal{K}$ such that $\sigma_{2}(Q) \geq 1$, then $\sigma_{1}(Q) \leq t$.

Proof. See Lemma 18.3.1 of FPSOTD, where the proof is given for $\mathrm{PG}(3, q)$, but it extends immediately to $\mathrm{PG}(n, q)$.

Corollary 6.22. If $\mathcal{K}$ is a complete $k$-cap of $\mathrm{PG}(n, q)$, with $n \geq 3$ and $q$ even, then $\sigma_{1}(Q) \leq t$ for all points $Q$ off $\mathcal{K}$.

Lemma 6.23. Let $\mathcal{K}$ be a complete $k$-cap in $\operatorname{PG}(3, q)$ with $q$ even. If $\Pi$ is a plane such that $|\Pi \cap \mathcal{K}|=x$, then $t(t-1) \geq q(q+2-x) x$.

Proof. As each of the $q^{2}+q+1$ lines through a point $P \in \mathrm{PG}(3, q) \backslash \Pi$ meets $\Pi$ in a point, each of the $t(k-x)$ tangents through the points of $\mathcal{K} \backslash \Pi$ meets $\Pi$ in a point of $\Pi \backslash \mathcal{K}$. As there are $x(q+2-x)$ tangents to $\mathcal{K}$ on $\Pi$, so, counting the pairs $(Q, \ell)$ with $\ell$ a tangent of $\mathcal{K}, Q \in \Pi \backslash \mathcal{K}$ and $Q \in \ell$,

$$
\begin{aligned}
\sum_{Q \in \Pi \backslash \mathcal{K}} \sigma_{1}(Q) & =t(k-x)+x(q+2-x) q \\
& \leq t\left(q^{2}+q+1-x\right)=t(t+k-1-x)
\end{aligned}
$$

Hence $t(t-1) \geq q(q+2-x) x$.
Theorem 6.24. For $q$ even, $q \geq 8$,

$$
m_{2}^{\prime}(3, q) \leq q^{2}-q+5
$$

Proof. Let $\mathcal{K}$ be a complete $k$-cap in $\operatorname{PG}(3, q)$, with $q$ even, $q \geq 8$ and $k<q^{2}+1$. Suppose there exists a plane $\Pi_{0}$ such that $4 \leq\left|\Pi_{0} \cap \mathcal{K}\right| \leq q-2$. Let $x_{0}=\left|\Pi_{0} \cap \mathcal{K}\right|$ and $f(y)=q(q+2-y) y$. Then, by Lemma 6.23,

$$
t(t-1) \geq f(4)=f(q-2)=4 q(q-2)
$$

So

$$
t \geq \frac{1}{2}\{1+\sqrt{1+16 q(q-2)}\} \geq 2 q-2
$$

Therefore $k \leq q^{2}-q+5$.
Suppose that either $|\Pi \cap \mathcal{K}| \leq 3$ or $|\Pi \cap \mathcal{K}| \geq q-1$ for any plane $\Pi$ of $\operatorname{PG}(3, q)$. Let $l_{1}, \ldots, l_{t}$ be the $t$ tangents to $\mathcal{K}$ through a point $P \in \mathcal{K}$. There are three cases to consider.
(I) There exists exactly one plane $\Pi_{l_{i}}$ through any $l_{i}$ such that $\left|\Pi_{l_{i}} \cap \mathcal{K}\right| \leq 3$ for $1 \leq i \leq t$

Suppose that there is exactly one plane $\Pi$ through $P$ with $|\Pi \cap \mathcal{K}| \leq 3$. Then $\Pi_{l_{i}}=\Pi$ for all $i$. Hence all tangents to $\mathcal{K}$ through $P$ are in $\Pi$. Therefore $t \leq q+1$ and so $k \geq q^{2}+1$, a contradiction. So there are at least two planes $\Pi_{j}, j=1,2$, through $P$ such that $\left|\Pi_{j} \cap \mathcal{K}\right| \leq 3$. Each plane $\Pi_{j}$ contains at least $q-1$ tangents to $\mathcal{K}$ through $P$. Thus $t \geq 2(q-1)$ and so $k \leq q^{2}-q+4$.
(II) There exist two planes through some tangent $l_{c}, 1 \leq c \leq t$, with at most three points in $\mathcal{K}$

Any plane through $l_{c}$ meets $\mathcal{K}$ in at most $q+1$ points since $l_{c}$ is a tangent of $\mathcal{K}$. Counting the points of $\mathcal{K}$ on the $q+1$ planes through $l_{c}$ shows that

$$
k-1 \leq 2 \times 2+(q-1) q .
$$

So $k \leq q^{2}-q+5$.
(III) There is no plane through some tangent $l_{d}, 1 \leq d \leq t$, with at most three points in $\mathcal{K}$

Then $\left|\Pi_{i} \cap \mathcal{K}\right| \geq q-1$ for any plane $\Pi_{i}$ through $l_{d}$. By (6.13), $\Pi_{i} \cap \mathcal{K}$ can be completed to a $(q+2)$-arc, which meets $l_{d}$ in a point $P_{i}$ other than $P$. As there are $q+1$ points $P_{i}$ and only $q$ points on $l_{d}$ for them to occupy, so two of the $P_{i}$ coincide; say $P_{1}=P_{2}$. Thus the number of tangents to $\mathcal{K}$ through $P$ includes the joins of $P_{1}$ to the points of $\Pi_{1} \cap \mathcal{K}$ and $\Pi_{2} \cap \mathcal{K}$. Hence $t \geq \sigma_{1}\left(P_{1}\right) \geq 2(q-2)+1$, whence $k \leq q^{2}-q+5$.

Theorem 6.25. In $\mathrm{PG}(3,4)$,
(i) $m_{2}^{\prime}(3,4)=14$;
(ii) a complete 14-cap consists of the points on the generators of a cone $P \beta$, where $P$ is the vertex and $\beta$ is a $\operatorname{PG}(2,2)$, outside a $\operatorname{PG}(3,2)$ containing $P$ and $\beta$.

Proof. See Section 6.8.
Theorem 6.26. Let $q$ be even.
(i) For $q \geq 8$,

$$
m_{2}^{\prime}(3, q)<q^{2}-(\sqrt{5}-1) q+5
$$

(ii) For $q \geq 16$,

$$
m_{2}^{\prime}(3, q) \leq q^{2}-q+2
$$

(iii) For $q \geq 128$,

$$
m_{2}^{\prime}(3, q) \leq q^{2}-2 q+8
$$

Proof. See Section 6.8.
Now the maximum number of points on a cap in $\operatorname{PG}(4, q)$ is considered.
Theorem 6.27. For $q$ even, and $q \geq 8$,

$$
m_{2}(4, q) \leq q^{3}-q^{2}+6 q-3
$$

Proof. Suppose there exists a complete $k$-cap $\mathcal{K}$ in $\operatorname{PG}(4, q)$ with

$$
\begin{equation*}
k>q^{3}-q^{2}+6 q-3 \tag{6.54}
\end{equation*}
$$

Then, with $t$ the number of tangents through a point of $\mathcal{K}$,

$$
\begin{equation*}
t<2 q^{2}-5 q+5 \tag{6.55}
\end{equation*}
$$

by Lemma 6.20(i). A contradiction is obtained in several stages.
(I) $\mathcal{K}$ contains no plane $q$-arc

Suppose that $\pi$ is a plane such that $\pi \cap \mathcal{K}$ is a $q$-arc $\mathcal{Q}$. Consider two subcases.
(a) Suppose there exist three solids $\delta_{1}, \delta_{2}, \delta_{3}$ containing the plane $\pi$ such that, for $i=1,2,3$,

$$
\left|\delta_{i} \cap \mathcal{K}\right|>q^{2}-q+5
$$

Then, by Theorem 6.24, $\delta_{i} \cap \mathcal{K}$ can be completed to an ovoid $\mathcal{O}_{i}$. So $\mathcal{O}_{i} \cap \pi$ is a $(q+1)$-arc $\mathcal{Q} \cup\left\{N_{i}\right\}$. However, since $\mathcal{Q}$ can be contained in no more than two $(q+1)$-arcs, at least two of the $N_{i}$ coincide; say $N_{1}=N_{2}$. The joins of $N_{1}$ to the points of $\delta_{1} \cap \mathcal{K}$ and $\delta_{2} \cap \mathcal{K}$ are all tangents to $\mathcal{K}$. Hence

$$
\begin{equation*}
\sigma_{1}\left(N_{1}\right)>2\left(q^{2}-2 q+5\right)+q . \tag{6.56}
\end{equation*}
$$

Since $\mathcal{K}$ is complete, $\sigma_{1}\left(N_{1}\right) \leq t$ by Lemma 6.21. So (6.55) and (6.56) imply that

$$
2 q+5<0
$$

a contradiction.
(b) If there are at most two solids $\delta_{1}$ and $\delta_{2}$ through $\pi$ such that, for $i=1,2$,

$$
\left|\delta_{i} \cap \mathcal{K}\right|>q^{2}-q+5,
$$

then, counting the points of $\mathcal{K}$ on the solids through $\pi$,

$$
\begin{aligned}
k & \leq(q-1)\left(q^{2}-2 q+5\right)+2\left(q^{2}+1-q\right)+q \\
& =q^{3}-q^{2}+6 q-3
\end{aligned}
$$

in contradiction to (6.54).
(II) There exists no solid $\delta$ such that $q^{2}+1>|\delta \cap \mathcal{K}|>q^{2}-q+5$

Suppose $\delta$ exists. Let $\delta \cap \mathcal{K}=\mathcal{K}^{\prime}$. Then $\mathcal{K}^{\prime}$ can be completed to an ovoid $\mathcal{O}$ by Theorem 6.24. Let $N \in \mathcal{O} \backslash \mathcal{K}^{\prime}$ and let $N^{\prime} \in \mathcal{K}^{\prime}$. Consider the $q+1$ planes of $\delta$ through $N N^{\prime}$. Since each of these planes meets $\mathcal{O}$ in a $(q+1)$-arc, each plane meets $\mathcal{K}^{\prime}$ in at most a $q$-arc. By (I), there is no $q$-arc on $\mathcal{K}$; so each of these planes meets $\mathcal{K}^{\prime}$ in at most a $(q-1)$-arc. Therefore a count on the points of $\mathcal{K}^{\prime}$ gives

$$
q^{2}-q+5<\left|\mathcal{K}^{\prime}\right| \leq(q+1)(q-2)+1,
$$

whence $6<0$, a contradiction.
(III) For a point $N$ not in $\mathcal{K}$, there do not exist planes $\pi_{1}, \pi_{2}$ with $\pi_{1} \cap \pi_{2}=\{N\}$ and such that $\pi_{i} \cap \mathcal{K}$ is a $(q+1)$-arc with nucleus $N$ for $i=1,2$

Suppose $\pi_{1}$ and $\pi_{2}$ exist. Let $\delta$ be a solid containing $\pi_{1}$. Then $\delta \cap \mathcal{K}$ contains at least $q+2$ tangents through $N$, of which $q+1$ are in $\pi_{1}$ and one of which is in $\pi_{2}$; so $|\delta \cap \mathcal{K}|<q^{2}+1$. Suppose now that

$$
|\delta \cap \mathcal{K}| \leq q^{2}-q+5
$$

for any such solid $\delta$. Then a count on the points of $\mathcal{K}$ in the solids through $\pi_{1}$ gives

$$
k \leq(q+1)\left(q^{2}-2 q+5\right)+(q+1)
$$

that is,

$$
\begin{equation*}
k \leq q^{3}-q^{2}+4 q+6 \tag{6.57}
\end{equation*}
$$

But (6.54) and (6.57) imply that $2 q-9<0$, a contradiction; thus there exists a solid $\delta$ such that

$$
q^{2}+1>|\delta \cap \mathcal{K}|>q^{2}-q+5
$$

But this contradicts (II). So $\pi_{1}$ and $\pi_{2}$ do not exist.
(IV) The tangents through any point $Q$ off $\mathcal{K}$ lie in a solid

Let $\delta$ be a solid not containing $Q$ and let $\mathcal{V}$ be the set of intersections of tangents to $\mathcal{K}$ through $Q$ with $\delta$. It is shown that each point of $\mathcal{V}$ is on at least two lines of $\mathcal{V}$.

Let $R \in \mathcal{V}$ and let $r$ be the corresponding tangent. Suppose, for at most one plane $\pi$ through $r$, that $|\pi \cap \mathcal{K}|=q+1$. Then, since there is no $q$-arc on $\mathcal{K}$, counting the points of $\mathcal{K}$ on the planes through $r$ gives

$$
k \leq\left(q^{2}+q\right)(q-2)+q+1
$$

a contradiction to (6.54).
Now let $\pi_{1}$ and $\pi_{2}$ be planes through $r$ meeting $\mathcal{K}$ in $(q+1)$-arcs. If $Q$ is the nucleus of both $\pi_{1} \cap \mathcal{K}$ and $\pi_{2} \cap \mathcal{K}$, then there are two lines of $\mathcal{V}$ through $R$, namely $\pi_{1} \cap \delta$ and $\pi_{2} \cap \delta$. Therefore, suppose that $Q$ is not the nucleus of $\pi_{1} \cap \mathcal{K}$. If, for at most one solid $\delta^{\prime}$ through $\pi_{1}$, the equality $\left|\delta^{\prime} \cap \mathcal{K}\right|=q^{2}+1$ holds, then, by (II),

$$
k \leq q^{2}+1+q\left(q^{2}-q+5-q-1\right),
$$

whence

$$
\begin{equation*}
k \leq q^{3}-q^{2}+4 q+1 . \tag{6.58}
\end{equation*}
$$

But (6.58) contradicts (6.54). Thus there are two solids $\delta_{1}$ and $\delta_{2}$ through $\pi_{1}$ for which $\delta_{i} \cap \mathcal{K}=\mathcal{O}_{i}$ is an ovoid. Then $Q$ is the nucleus of a $(q+1)$-arc $\mathcal{M}_{i}$ on $\mathcal{O}_{i}$ for $i=1,2$. The tangents of $\mathcal{M}_{i}$ meet $\delta$ in a line $\ell_{i}$ through $R$, and the lines $\ell_{1}$ and $\ell_{2}$ are distinct since $Q$ is not the nucleus of $\pi_{1} \cap \mathcal{K}$. Thus $R$ always lies on at least two lines of $\mathcal{V}$.

If there existed two skew lines in $\mathcal{V}$, then there would be two planes $\pi_{1}$ and $\pi_{2}$ through $Q$ with $\pi_{1} \cap \pi_{2}=\{Q\}$ and $Q$ the nucleus of both $\pi_{1} \cap \mathcal{K}$ and $\pi_{2} \cap \mathcal{K}$, in contradiction to (III). Thus the lines of $\mathcal{V}$ either all have a common point or all lie in a plane. Since each point of $\mathcal{V}$ is on at least two lines of $\mathcal{V}$, all lines of $\mathcal{V}$ lie in plane. Hence $\mathcal{V}$ is a subset of a plane and the tangents to $\mathcal{K}$ through $Q$ lie in a solid.
(V) The final contradiction is obtained by counting the tangents of $\mathcal{K}$

Consider the function

$$
G(x)=x\left(q^{3}+q^{2}+q+2-x\right)
$$

It attains its maximum value for $x=\frac{1}{2}\left(q^{3}+q^{2}+q+2\right)$. Since, by Theorem 6.16 and (6.54),

$$
q^{3} \geq k>q^{3}-q^{2}+6 q-3>\frac{1}{2}\left(q^{3}+q^{2}+q+2\right)
$$

so

$$
\begin{equation*}
k t=k\left(q^{3}+q^{2}+q+2-k\right) \geq G\left(q^{3}\right)=q^{3}\left(q^{2}+q+2\right) \tag{6.59}
\end{equation*}
$$

By (IV), all tangents through a point $Q$ off $\mathcal{K}$ lie in a solid, which contains at most $q^{2}+1$ points of $\mathcal{K}$. However, an ovoid has exactly $q+1$ tangents through an external point. So, through $Q$, there are at most $q^{2}$ tangents of $\mathcal{K}$. A count of the pairs $(R, r)$ where $R$ is a point off $\mathcal{K}$ and $r$ a tangent to $\mathcal{K}$ through $R$ gives

$$
\begin{equation*}
\left(q^{4}+q^{3}+q^{2}+q+1-k\right) q^{2} \geq k t q . \tag{6.60}
\end{equation*}
$$

From (6.54), (6.59) and (6.60),

$$
\begin{array}{r}
\left(q^{4}+q^{3}+q^{2}+q+1-q^{3}+q^{2}-6 q+3\right) q \\
>k t \geq q^{3}\left(q^{2}+q+2\right)
\end{array}
$$

Hence

$$
q^{4}+2 q^{2}-5 q+4>q^{4}+q^{3}+2 q^{2}
$$

and

$$
q^{3}+5 q-4<0
$$

the final contradiction.
Similar methods give an improvement to this result.

Theorem 6.28. (i) $m_{2}(4,8) \leq 479$;
(ii) for $q$ even, $q>8$,

$$
m_{2}(4, q)<q^{3}-q^{2}+2 \sqrt{5} q-8
$$

(iii) for $q$ even, $q \geq 128$,

$$
m_{2}(4, q) \leq q^{3}-2 q^{2}+14 q-20 .
$$

Proof. See Section 6.8.
Finally, upper bounds for the size of a $k$-cap in $\operatorname{PG}(n, q)$ can be obtained when $q$ is even, $q>2$ and $n \geq 5$.

Theorem 6.29. Let $q$ be even, with $q>2$ and $n \geq 5$.
(i) $m_{2}(n, 4) \leq \frac{118}{3} \cdot 4^{n-4}+\frac{5}{3}$;
(ii) $m_{2}(n, 8) \leq 478 \cdot 8^{n-4}-2\left(8^{n-5}+\cdots+8+1\right)+1$;
(iii) $m_{2}(n, q) \leq q^{n-1}-(n-4) q^{n-2}+(n-3)^{2} q^{n-3}$ for $q \geq 8$ and $4 \leq n \leq 2 q / 3$;
(iv) $m_{2}(5, q)<q^{4}-q^{3}+5 q^{2}+3 q-1$ for $q \geq 16$;
(v) $m_{2}(n, q)<q^{n-1}-q^{n-2}+5 q^{n-3}+2 q^{n-4}+2\left(q^{n-5}+q^{n-6}+\cdots+q\right)+q-1$ for $q \geq 16$ and $n>5$;
(vi) $m_{2}(n, q)<q^{n-1}-q^{n-2}+2 \sqrt{5} q^{n-3}-9 q^{n-4}-2\left(q^{n-5}+q^{n-6}+\cdots+q+1\right)+1$ for $q \geq 16$;
(vii) $m_{2}(n, q) \leq q^{n-1}-2 q^{n-2}+14 q^{n-3}-21 q^{n-4}-2\left(q^{n-5}+q^{n-6}+\cdots+q+1\right)+1$ for $q \geq 128$.

Proof. Parts (i), (ii), (vi), (vii) follow from (6.6), Theorem 6.28 and Theorem 6.14(ii). For (iii), (iv) and (v), see Section 6.8.

### 6.5 General properties of $\boldsymbol{k}$-arcs and normal rational curves

As in Section 21.1 of FPSOTD, a rational curve $\mathcal{C}_{d}$ of order $d$ in $\operatorname{PG}(n, q)$ is the set of points

$$
\begin{equation*}
\left\{P\left(t_{0}, t_{1}\right)=\mathbf{P}\left(g_{0}\left(t_{0}, t_{1}\right), \ldots, g_{n}\left(t_{0}, t_{1}\right)\right) \mid t_{0}, t_{1} \in \mathbf{F}_{q}\right\} \tag{6.61}
\end{equation*}
$$

where each $g_{i}$ is a binary form of degree $d$ and they have no non-trivial common factor. The curve $\mathcal{C}_{d}$ may also be written

$$
\begin{equation*}
\left\{P(t)=\mathbf{P}\left(f_{0}(t), f_{1}(t), \ldots, f_{n}(t)\right) \mid t \in \mathbf{F}_{q}^{+}\right\} \tag{6.62}
\end{equation*}
$$

where $f_{i}(t)=g_{i}(1, t)$. As the $g_{i}$ have no non-trivial common factor, at least one $f_{i}$ has degree $d$. Also $\mathcal{C}_{d}$ is normal if it is not the projection of a rational $\mathcal{C}_{d}^{\prime}$ in $\mathrm{PG}(n+1, q)$, where $\mathcal{C}_{d}^{\prime}$ is not contained in a hyperplane.

Theorem 6.30. Let $\mathcal{C}_{d}$ be a normal rational curve in $\operatorname{PG}(n, q)$ not contained in a hyperplane. Then
(i) $q \geq n$;
(ii) $d=n$;
(iii) $\mathcal{C}_{n}$ is projectively equivalent to

$$
\begin{equation*}
\left\{P(t)=\mathbf{P}\left(t^{n}, t^{n-1}, \ldots, t, 1\right) \mid t \in \mathbf{F}_{q}^{+}\right\} \tag{6.63}
\end{equation*}
$$

(iv) $\mathcal{C}_{n}$ consists of $q+1$ points no $n+1$ in a hyperplane;
(v) if $q \geq n+2$, there is a unique $\mathcal{C}_{n}$ through any $n+3$ points of $\mathrm{PG}(n, q)$ no $n+1$ of which lie in a hyperplane;
(vi) there is a subgroup $H$ of $\operatorname{PGL}(n+1, q)$ isomorphic to $\operatorname{PGL}(2, q)$ that acts 3 -transitively on $\mathcal{C}_{n}$.

Proof. (i)-(v) See Theorem 21.1.1 of FPSOTD.
(vi) With $\mathcal{C}_{n}$ as in (6.63), the transformation $\tau$ given by $t \mapsto(a t+b) /(c t+d)$, with $a d-b c \neq 0$ induces the transformation

$$
\begin{aligned}
& \left(t^{n}, t^{n-1}, \ldots, t, 1\right) \\
& \mapsto\left((a t+b)^{n},(a t+b)^{n-1}(c t+d), \ldots,(a t+b)(c t+d)^{n-1},(c t+d)^{n}\right) \\
& =\left(t^{n}, t^{n-1}, \ldots, t, 1\right) T
\end{aligned}
$$

for a suitable non-singular matrix $T$. Hence $H=\{T \mid \tau \in \operatorname{PGL}(2, q)\}$.
Now, further properties of $\mathcal{C}_{n}$ are considered. With $\mathcal{C}_{n}$ as in (6.61), write the derivative $\partial g_{j} / \partial t_{i}=g_{j}^{i}$. If, for a given $i$ in $\{0,1\}$, not all $g_{j}^{i}\left(t_{0}, t_{1}\right)$ are zero, then the point with $g_{j}^{i}\left(t_{0}, t_{1}\right)$ as $(j+1)$ th coordinate is denoted by $P^{i}\left(t_{0}, t_{1}\right)$. If such is the case for both $i$ and if $P\left(t_{0}, t_{1}\right) \neq P^{i}\left(t_{0}, t_{1}\right)$ also for both $i$, then

$$
P\left(t_{0}, t_{1}\right) P^{0}\left(t_{0}, t_{1}\right)=P\left(t_{0}, t_{1}\right) P^{1}\left(t_{0}, t_{1}\right)
$$

since

$$
t_{0} g_{j}^{0}\left(t_{0}, t_{1}\right)+t_{1} g_{j}^{1}\left(t_{0}, t_{1}\right)=n g_{j}\left(t_{0}, t_{1}\right)
$$

For at least one $i$ in $\{0,1\}$, the point $P^{i}\left(t_{0}, t_{1}\right)$ exists and is distinct from $P\left(t_{0}, t_{1}\right)$; for such an $i$, the line $P\left(t_{0}, t_{1}\right) P^{i}\left(t_{0}, t_{1}\right)$ is the tangent of $\mathcal{C}_{n}$ at $P$ and is denoted by $\ell_{p}$.

Lemma 6.31. Let $q \geq n \geq 3$, let $\mathcal{C}_{n}$ be a normal rational curve, and let $P$ be a point of $\mathcal{C}_{n}$.
(i) The image of the projection map $\mathcal{G}$ of $\mathcal{C}_{n} \backslash\{P\}$ from $P$ onto a hyperplane $\Pi$ not containing $P$ together with $P^{\prime}=\ell_{P} \cap \Pi$ is a normal rational curve in $\Pi$, and is denoted by $\mathcal{C}_{n} \mathcal{G}$.
(ii) No two tangents to $\mathcal{C}_{n}$ intersect.
(iii) If $\ell_{P}$ lies in a hyperplane $\Pi^{\prime}$, then $\left|\Pi^{\prime} \cap \mathcal{C}_{n}\right| \leq n-1$.
(iv) $\ell_{P} \cap \mathcal{C}_{n}=\{P\}$.
(v) If $Q, R \in \mathcal{C}_{n} \backslash\{P\}$, then $Q R$ does not meet $\ell_{P}$.

Proof. (i) Take $\mathcal{C}_{n}$ in canonical form

$$
\left\{P(t)=\mathbf{P}\left(t^{n}, t^{n-1}, \ldots, t, 1\right) \mid t \in \mathbf{F}_{q}^{+}\right\}
$$

By Theorem $6.30(\mathrm{vi})$, choose $P=\mathbf{U}_{0}$. Let $\mathcal{G}^{\prime}$ be the projection of $\Pi$ from $P$ onto the hyperplane $\mathbf{u}_{0}$. Then, for $t \in \mathbf{F}_{q}$,

$$
P \mathcal{G} \mathcal{G}^{\prime}=\mathbf{P}\left(0, t^{n-1}, t^{n-2}, \ldots, t, 1\right)
$$

Also the tangent $\ell_{P}=\mathbf{U}_{0} \mathbf{U}_{1}$, which meets $\mathbf{u}_{0}$ in $\mathbf{U}_{1}$. So $\left\{P \mathcal{G} \mathcal{G}^{\prime} \mid t \in \mathbf{F}_{q}\right\} \cup\left\{\mathbf{U}_{1}\right\}$ is the normal rational curve

$$
\left\{\mathbf{P}\left(0, t^{n-1}, t^{n-2}, \ldots, t, 1\right) \mid t \in \mathbf{F}_{q}^{+}\right\} .
$$

Thus $\mathcal{C}_{n} \mathcal{G}$ is a normal rational curve of degree $n-1$ in $\Pi$.
(ii) Let $P=P(t)$ and $Q=P(s), s, t \in \mathbf{F}_{q}, s \neq t$. To show that $\ell_{P} \cap \ell_{Q}=\emptyset$, consider the matrix

$$
\left[\begin{array}{ccccccc}
t^{n} & t^{n-1} & \cdots & t^{3} & t^{2} & t & 1 \\
n t^{n-1} & (n-1) t^{n-2} & \cdots & 3 t^{2} & 2 t & 1 & 0 \\
s^{n} & s^{n-1} & \cdots & s^{3} & s^{2} & s & 1 \\
n s^{n-1} & (n-1) s^{n-2} & \cdots & 3 s^{2} & 2 & s & 1
\end{array}\right] .
$$

It has rank 4 , since the submatrix formed by the last four columns has determinant $(t-s)^{4}$. So, when $P, Q \neq \mathbf{U}_{0}$, the lines $\ell_{P}$ and $\ell_{Q}$ do not meet. By the transitivity of the group, this is also true when $P=\mathbf{U}_{0}$.
(iii) Let $\Pi^{\prime}=\mathbf{V}\left(a_{0} X_{0}+a_{1} X_{1}+\cdots+a_{n} X_{n}\right)$ and take $P=\mathbf{U}_{0}$. From (i), $\ell_{P}=\mathbf{U}_{0} \mathbf{U}_{1}$; so $\ell_{P}$ lies in $\Pi^{\prime}$ if and only if $a_{0}=a_{1}=0$. Hence, apart from $P$, a point $P(t)$ of $\mathcal{C}_{n}$ lies in $\Pi^{\prime}$ if and only if

$$
a_{2} t^{n-2}+\cdots+a_{n}=0
$$

This has at most $n-2$ solutions.
(iv) $\mathbf{U}_{0} \mathbf{U}_{1} \cap \mathcal{C}_{n}=\left\{\mathbf{U}_{0}\right\}$.
(v) Take $P=\mathbf{U}_{0}, Q=\mathbf{U}_{n}$, and $R=\mathbf{U}$.

Theorem 6.32. If $q \geq n+2$, then
(i) the group $G\left(\mathcal{C}_{n}\right)$ of projectivities in $\mathrm{PG}(n, q)$ fixing $\mathcal{C}_{n}$ is isomorphic to the projective linear group $\operatorname{PGL}(2, q)$, given by the transformations

$$
t \mapsto(a t+b) /(c t+d),
$$

with $a d-b c \neq 0$, acting on (6.63);
(ii) the number of normal rational curves in $\mathrm{PG}(n, q)$ is

$$
\begin{aligned}
\nu_{n} & =q^{(n-1)(n+2) / 2}[3, n+1]_{-} \\
& =\prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right) /\left\{q\left(q^{2}-1\right)(q-1)\right\}
\end{aligned}
$$

Proof. (i) From Theorem $6.30(\mathrm{vi})$, there is a subgroup $H$ of $G\left(\mathcal{C}_{n}\right)$ isomorphic to $\operatorname{PGL}(2, q)$. It must be shown that $H=G\left(\mathcal{C}_{n}\right)$.

Now, suppose that an element $\mathcal{U}$ of $G\left(\mathcal{C}_{n}\right)$ is given by the matrix $A=\left[a_{i j}\right]$, with $0 \leq i, j \leq n$, and $\mathcal{C}_{n}$ is taken in the form (6.63). Since

$$
\begin{aligned}
\left(t^{n}, t^{n-1}, \ldots, t, 1\right) A & =\left(\sum_{i=0}^{n} a_{i 0} t^{n-i}, \sum_{i=0}^{n} a_{i 1} t^{n-i}, \ldots, \sum_{i=0}^{n} a_{i n} t^{n-i}\right) \\
& =\left(s^{n}, s^{n-1}, \ldots, s, 1\right)
\end{aligned}
$$

there exists a permutation $\rho_{n}$ of $\mathbf{F}_{q}{ }^{+}$such that $t \rho_{n}=s$, whence

$$
t \rho_{n}=\sum_{i=0}^{n} a_{i 0} t^{n-i} / \sum_{i=0}^{n} a_{i 1} t^{n-i}
$$

It is now shown by induction on $n$ that there exist $a, b, c, d$ in $\mathbf{F}_{q}$ with $a d-b c \neq 0$ such that

$$
t \rho_{n}=(a t+b) /(c t+d)
$$

For $n=1$,

$$
t \rho_{n}=\left(a_{00} t+a_{10}\right) /\left(a_{01} t+a_{11}\right)
$$

so the result is proved.
Assume that the result is true for

$$
\mathcal{C}_{n-1}=\left\{\mathbf{P}\left(t^{n-1}, t^{n-2}, \ldots, t, 1,0\right) \mid t \in \mathbf{F}_{q}^{+}\right\}, n \geq 2 .
$$

By the transitivity of $H$, take $\mathbf{U}_{n} \mathcal{U}=\mathbf{U}_{n}$; hence $a_{n i}=0,0 \leq i \leq n-1$, and $a_{n 0}=a_{n 1}=0$ in particular. So

$$
\begin{aligned}
t \rho_{n} & =\sum_{i=0}^{n-1} a_{i 0} t^{n-i} / \sum_{i=0}^{n-1} a_{i 1} t^{n-i} \\
& =\sum_{i=0}^{n-1} a_{i 0} t^{n-1-i} / \sum_{i=0}^{n-1} a_{i 1} t^{n-1-i}
\end{aligned}
$$

Since the tangent at $\mathbf{U}_{n}$ is fixed, also $a_{n-1, i}=0$ for $0 \leq i \leq n-2$.
Let $\mathcal{G}$ be the projection map from $\mathbf{U}_{n}$ onto $\mathbf{u}_{n}$. Then, as in Lemma 6.31(i), let $\mathcal{C}_{n-1}=\mathcal{C}_{n} \mathcal{G}$. Let $A^{\prime}=\left[a_{i j}^{\prime}\right], 0 \leq i, j \leq n-1$ with $a_{i j}^{\prime}=a_{i j}$. Also let $\mathcal{U}^{\prime}$ be the projectivity on $\mathbf{u}_{n}$ corresponding to the matrix $A^{\prime}$. Then, for $t \in \mathbf{F}_{q}{ }^{+} \backslash\{0\}$,

$$
\mathbf{P}\left(t^{n}, \ldots, t, 1\right) \mathcal{G} \mathcal{U}^{\prime}=\mathbf{P}\left(t^{n-1}, \ldots, t, 1,0\right) \mathcal{U}^{\prime}=\mathbf{P}\left(t^{n}, \ldots, t, 1\right) \mathcal{U G} \in \mathcal{C}_{n-1}
$$

Also $\mathbf{U}_{n-1} \mathcal{U}^{\prime}=\mathbf{U}_{n-1} \in \mathcal{C}_{n-1}$. Since $\mathcal{C}_{n-1} \mathcal{U}^{\prime}$ is also a normal rational curve of order $n-1$, so $\mathcal{C}_{n-1} \mathcal{U}^{\prime}=\mathcal{C}_{n-1}$ by Theorem $6.30(\mathrm{v})$. So $\mathcal{U}^{\prime}$ is a projectivity of $\mathbf{u}_{n}$ fixing $\mathcal{C}_{n-1}$. However,

$$
\begin{aligned}
t \rho_{n-1} & =\sum_{i=0}^{n-1} a_{i 0}^{\prime} t^{n-i-1} / \sum_{i=0}^{n-1} a_{i 1}^{\prime} t^{n-1-i} \\
& =\sum_{i=0}^{n-1} a_{i 0} t^{n-1-i} / \sum_{i=0}^{n-1} a_{i 1} t^{n-1-i} \\
& =t \rho_{n}
\end{aligned}
$$

By the induction hypothesis, $\rho_{n}$ has the required form.
(ii) Since $\mathcal{C}_{n}$ is projectively unique and since $G\left(\mathcal{C}_{n}\right)=\operatorname{PGL}(2, q)$, so

$$
\nu_{n}=|\mathrm{PGL}(n+1, q)| /|\mathrm{PGL}(2, q)|
$$

Now consider the existence of $k$-arcs in $\operatorname{PG}(n, q)$.
Theorem 6.33. $A$-arc in $\operatorname{PG}(n, q), k \geq n+4$, exists if and only if a $k$-arc exists in $\mathrm{PG}(k-n-2, q)$.

Proof. Choose $n+1$ points of a $k$-arc $\mathcal{K}$ as the simplex of reference. Consider the $(k-n-1) \times(n+1)$ matrix $M$ whose rows are the vectors of the other $k-n-1$ points of $\mathcal{K}$. Since no $n+1$ points of $\mathcal{K}$ lie in a hyperplane, taking $n-s+1$ points, where $0 \leq s \leq \min (k-n-1, n+1)$, of the simplex of reference and $s$ other points shows that all $s \times s$ minors of $M$ are non-zero. So now take the rows of the transpose $M^{*}$ as vectors of points in $\mathrm{PG}(k-n-2, q)$ and add the simplex of reference in this space. This gives a $k$-arc $\mathcal{K}^{\prime}$ in $\mathrm{PG}(k-n-2, q)$. The process is reversible.

As in Chapter 3, let $\mathcal{G}_{r, n}$ denote the Grassmannian of $r$-spaces in $\operatorname{PG}(n, q)$. Let $\mathcal{A}_{k, n}$ be the set of all $k$-arcs in $\operatorname{PG}(n, q)$. Now consider a relation between $\mathcal{G}_{n, k-1}$ and $\mathcal{A}_{k, n}$.

Let $\mathcal{K}=\left\{P_{1}, \ldots, P_{k}\right\}$ be a $k$-arc in $\operatorname{PG}(n, q)$ with $k \geq n+3$, let $G(\mathcal{K})$ be the group of projectivities fixing $\mathcal{K}$, and let $g(\mathcal{K})=|G(\mathcal{K})|$. Let $P_{i}=\mathbf{P}\left(X_{i}\right)$. Then to $\mathcal{K}$ there correspond $(q-1)^{k} k$ ! matrices each with $k$ rows and $n+1$ columns:

$$
\left[\begin{array}{c}
\rho_{1} X_{i 1}  \tag{6.64}\\
\rho_{2} X_{i 2} \\
\vdots \\
\rho_{k} X_{i k}
\end{array}\right]
$$

Here $\left\{i_{1}, \ldots, i_{k}\right\}=\{1, \ldots, k\}$ and $\rho_{i} \in \mathbf{F}_{q}{ }^{*}$. Every subdeterminant of order $n+1$ is non-zero, since $\mathcal{K}$ is a $k$-arc. This matrix is denoted by

$$
\begin{equation*}
M=M_{R, \sigma} \tag{6.65}
\end{equation*}
$$

where $R=\left(\rho_{1}, \ldots, \rho_{k}\right)$ and $\sigma=\left(i_{1}, \ldots, i_{k}\right)$. Now, take the columns of $M_{R, \sigma}$ as the vectors of $n+1$ points in $\operatorname{PG}(k-1, q)$. These points define a $\operatorname{PG}(n, q)$ which is denoted $\Pi_{n}(M)$. From the $(q-1)^{k} k$ ! matrices $M$, the $(q-1)^{k} k$ ! subspaces $\Pi_{n}(M)$ of $\operatorname{PG}(k-1, q)$ are obtained; these are not necessarily distinct. Suppose that for two matrices $M$ and $M^{\prime}$ the equation $\Pi_{n}(M)=\Pi_{n}\left(M^{\prime}\right)$ holds. Then there exists a unique non-singular $(n+1) \times(n+1)$ matrix $A$ such that

$$
\begin{equation*}
M A=M^{\prime} \tag{6.66}
\end{equation*}
$$

However (6.65) also defines a unique projectivity of $\mathrm{PG}(n, q)$ fixing $\mathcal{K}$.
Conversely, if $B$ is the matrix of a projectivity fixing $\mathcal{K}$, then

$$
\Pi_{n}(\rho M B)=\Pi_{n}(M)
$$

for all $\rho \neq 0$; that is, $(q-1) g(\mathcal{K})$ matrices $M$ give the same $\Pi_{n}(M)$. So, to $\mathcal{K}$, there correspond

$$
\begin{equation*}
\chi(\mathcal{K})=(q-1)^{k-1} k!/ g(\mathcal{K}) \tag{6.67}
\end{equation*}
$$

distinct subspaces $\Pi_{n}$ of $\mathrm{PG}(k-1, q)$.
The Grassmannian $\mathcal{G}_{n, k-1}$ is embedded in $\operatorname{PG}(N, q)$, with $N=\mathbf{c}(k, n+1)-1$, and contains

$$
[k-n, k]_{-} /[1, n+1]_{-}
$$

points, Section 3.2. From above, it follows that to the $k$-arc $\mathcal{K}$ correspond $\chi(\mathcal{K})$ points of $\mathcal{G}_{n, k-1}$ lying in no face of the simplex of reference of $\operatorname{PG}(N, q)$. Now consider how many $k$-arcs correspond to one of these $\chi(\mathcal{K})$ points $Q$ of $\mathcal{G}_{n, k-1}$. To $Q$ corresponds one $\Pi_{n}^{\prime}$ of $\mathrm{PG}(k-1, q)$. The number of ordered $(n+1)$-tuples $\left(Q_{1}, \ldots, Q_{n+1}\right)$ of linearly independent points of $\Pi_{n}^{\prime}$ is

$$
\phi=\prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right) /(q-1)^{n+1}
$$

So, to $\Pi_{n}^{\prime}$ there correspond

$$
(q-1)^{n+1} \phi=\prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right)
$$

matrices $M$.
Suppose now that the two $k \times(n+1)$ matrices $Y$ and $Z$ have, as their columns, vectors of $n+1$ linearly independent points of $\Pi_{n}^{\prime}$ and give the same $k$-arc $\mathcal{K}^{\prime}$ of $\mathrm{PG}(n, q)$. Then

$$
Y A=Z
$$

for a unique non-singular $(n+1) \times(n+1)$ matrix $A$, which consequently defines a projectivity of $\operatorname{PG}(n, q)$ fixing $\mathcal{K}^{\prime}$. Conversely, a projectivity of $\operatorname{PG}(n, q)$ fixing $\mathcal{K}^{\prime}$ gives $q-1$ matrices corresponding to $\Pi_{n}^{\prime}$. So $\mathcal{K}^{\prime}$ comes from $(q-1) g\left(\mathcal{K}^{\prime}\right)$ matrices corresponding to $\Pi_{n}^{\prime}$.

Since the $k$-arcs $\mathcal{K}$ and $\mathcal{K}^{\prime}$ come from two ordered $(n+1)$-tuples of linearly independent points of $\Pi_{n}^{\prime}$, they are projectively equivalent; hence $g(\mathcal{K})=g\left(\mathcal{K}^{\prime}\right)$. So, to $Q$ of $\mathcal{G}_{n, k-1}$ there correspond

$$
\prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right) /[(q-1) g(\mathcal{K})]
$$

$k$-arcs of $\operatorname{PG}(n, q)$ and these are precisely the ones projectively equivalent to $\mathcal{K}$.
Let $\mathcal{V}_{n, k-1}$ denote the set of points of $\mathcal{G}_{n, k-1}$ on no face of the simplex of reference and let $\mathcal{V}_{n, k-1}(\mathcal{K})$ denote the set of $\chi(\mathcal{K})$ points corresponding to the $k$-arc $\mathcal{K}$. Hence $\mathcal{V}_{n, k-1}$ is partitioned by the sets $\mathcal{V}_{n, k-1}(\mathcal{K})$. In $\mathcal{A}_{k, n}$, which is the set of $k$-arcs of $\operatorname{PG}(n, q)$, let $\mathcal{A}_{k, n}(\mathcal{K})$ denote the set of $k$-arcs corresponding to a point of $\mathcal{V}_{n, k-1}(\mathcal{K})$. Then the sets $\mathcal{A}_{k, n}(\mathcal{K})$ partition $\mathcal{A}_{k, n}$. If $\mathcal{A}_{k, n}(\mathcal{K})$ is mapped onto $\mathcal{V}_{n, k-1}(\mathcal{K})$, then a bijection of the quotient set corresponding to the partition of $\mathcal{A}_{k, n}$ and the quotient set corresponding to the partition of $\mathcal{V}_{n, k-1}$ is obtained. This discussion gives the following results.

Theorem 6.34. (i)

$$
\begin{equation*}
\left|\mathcal{A}_{k, n}(\mathcal{K})\right|=\prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right) /[(q-1) g(\mathcal{K})] \tag{6.68}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\left|\mathcal{V}_{n, k-1}(\mathcal{K})\right| /\left|\mathcal{A}_{k, n}(\mathcal{K})\right|=(q-1)^{k} k!/ \prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right) \tag{6.69}
\end{equation*}
$$

(iii)

$$
\begin{equation*}
\left|\mathcal{V}_{n, k-1}\right| /\left|\mathcal{A}_{k, n}\right|=(q-1)^{k} k!/ \prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right) \tag{6.70}
\end{equation*}
$$

Theorem 6.35. For $q \geq \max (n+2, k-n), n \geq 2, k \geq n+4$,

$$
\begin{align*}
\left|\mathcal{A}_{k, k-2-n}\right| /\left|\mathcal{A}_{k, n}\right| & =\nu_{k-2-n} / \nu_{n} \\
& =\prod_{i=0}^{k-2-n}\left(q^{k-n-1}-q^{i}\right) / \prod_{i=0}^{n}\left(q^{n+1}-q^{i}\right) . \tag{6.71}
\end{align*}
$$

Proof. To a point of $\mathcal{V}_{n, k-1}$ there corresponds a $\Pi_{n}$ of $\operatorname{PG}(k-1, q)$ skew to every ( $k-2-n$ )-dimensional edge of the simplex of reference of $\mathrm{PG}(k-1, q)$, and conversely. By the principle of duality, the number of such $\Pi_{n}$ is the same as the number of $\Pi_{k-2-n}$ of $\mathrm{PG}(k-1, q)$ skew to every $n$-dimensional edge of the simplex of reference. Hence

$$
\begin{equation*}
\left|\mathcal{V}_{n, k-1}\right|=\left|\mathcal{V}_{k-2-n, k-1}\right| . \tag{6.72}
\end{equation*}
$$

The result now follows from (6.70), (6.72) and Theorem 6.30(vii).

There are numerous consequences that can be drawn from Theorems 6.33 and 6.35. For the moment, only results that follow from properties of $\operatorname{PG}(2, q)$ and $\mathrm{PG}(3, q)$ are considered.

Corollary 6.36. (i) $m(q-3, q)=q+1$ for $q \geq 5$;
(ii) $m(q-2, q)=q+1$ for $q$ odd with $q \geq 5$;
(iii) $m(q-2, q)=q+2$ for $q$ even with $q \geq 4$.

Proof. (i) For $q \geq 5, \quad\left|\mathcal{A}_{q+2,3}\right|=0 \Rightarrow\left|\mathcal{A}_{q+2, q-3}\right|=0$.
(ii) For $q$ odd with $q \geq 5, \quad\left|\mathcal{A}_{q+2,2}\right|=0 \Rightarrow\left|\mathcal{A}_{q+2, q-2}\right|=0$.
(iii) (a) For $q$ even with $q \geq 4, \quad\left|\mathcal{A}_{q+2,2}\right|>0 \Rightarrow\left|\mathcal{A}_{q+2, q-2}\right|>0$;
(b) also, for $q$ even, $\quad\left|\mathcal{A}_{q+3,3}\right|=0 \Rightarrow\left|\mathcal{A}_{q+3, q-2}\right|=0$.

Corollary 6.37. For $q \geq n+3, n \geq 2$, if every $(q+1)$-arc of $\mathrm{PG}(n, q)$ is a normal rational curve, then every $(q+1)$-arc of $\mathrm{PG}(q-n-1, q)$ is a normal rational curve.

Proof. For $q \geq n+3, n \geq 2$,

$$
\left|\mathcal{A}_{q+1, q-n-1}\right|=\nu_{q-n-1} \Longleftrightarrow\left|\mathcal{A}_{q+1, n}\right|=\nu_{n} .
$$

### 6.6 The maximum size of an arc and the characterisation of such arcs

In Sections 21.2 and 21.3 of FPSOTD it is shown that $m(3, q)=q+1$ for $q>3$; also a $(q+1)$-arc is a twisted cubic for $q$ odd, while, for $q$ even, it is of the form

$$
\left\{\mathbf{P}\left(t^{2^{m}+1}, t^{2^{m}}, t, 1\right) \mid t \in \mathbf{F}_{2^{h}} \cup\{\infty\}\right\}
$$

for some $m$ coprime to $h$. This result is now generalised to higher dimensions.
Theorem 6.38. Let $\mathcal{K}$ be a $k$-arc in $\mathrm{PG}(n, q)$ with $k \geq n+3 \geq 6$. If there exist points $P_{0}$ and $P_{1}$ in $\mathcal{K}$ such that the projections $\mathcal{K}_{0}$ of $\mathcal{K} \backslash\left\{P_{0}\right\}$ from $P_{0}$ and $\mathcal{K}_{1}$ of $\mathcal{K} \backslash\left\{P_{1}\right\}$ from $P_{1}$ onto a hyperplane $\Pi_{n-1}$ are both contained in normal rational curves in $\Pi_{n-1}$, then $\mathcal{K}$ is contained in a unique normal rational curve of $\operatorname{PG}(n, q)$.

Proof. Let $\mathcal{L}=\left\{P_{0}, \ldots, P_{n+2}\right\}$ be an $(n+3)$-arc in $\mathcal{K}$. For $i=0,1$, let $\mathcal{L}_{i}$ and $\mathcal{K}_{i}$ be the projections from $P_{i}$ of $\mathcal{L} \backslash\left\{P_{i}\right\}$ and $\mathcal{K} \backslash\left\{P_{i}\right\}$ onto $\Pi_{n-1}$. By Theorem 6.30(v), there exist unique normal rational curves $\mathcal{C}$ in $\operatorname{PG}(n, q)$ and $\mathcal{C}^{(0)}, \mathcal{C}^{(1)}$ in $\Pi_{n-1}$ such that $\mathcal{L} \subset \mathcal{C}, \mathcal{L}_{0} \subset \mathcal{C}^{(0)}, \mathcal{L}_{1} \subset \mathcal{C}^{(1)}$. Since $\mathcal{K}_{0}$ and $\mathcal{K}_{1}$ are assumed to be in normal rational curves, so $\mathcal{K}_{0} \subset \mathcal{C}^{(0)}$ and $\mathcal{K}_{1} \subset \mathcal{C}^{(1)}$. As $\mathcal{K}$ is contained in $P_{0} \mathcal{K}_{0}$ and in $P_{1} \mathcal{K}_{1}$, so

$$
\begin{equation*}
\mathcal{K} \backslash\left\{P_{0}, P_{1}\right\} \subset\left(P_{0} \mathcal{C}^{(0)} \cap P_{1} \mathcal{C}^{(1)}\right) \backslash P_{0} P_{1} \tag{6.73}
\end{equation*}
$$

the right-hand side of (6.73) is now shown to lie in $\mathcal{C}$.
Let $\mathcal{C}=\left\{Q_{j} \mid j \in \overline{\mathbf{N}}_{q}\right\}$ with $Q_{j}=P_{j}$ for $j \in \overline{\mathbf{N}}_{n+2}$. Also let $\mathcal{D}^{(i)}$ be the projection of $\mathcal{C} \backslash\left\{P_{i}\right\}$ onto $\Pi_{n-1}$ from $P_{i}$ for $i=0$, Since $\mathcal{D}^{(i)} \cup\left\{\ell_{P_{i}} \cap \Pi_{n-1}\right\}$
is a normal rational curve in $\Pi_{n-1}$ containing $\mathcal{L}_{i}$ by Lemma 6.31(i), so it coincides with $\mathcal{C}^{(i)}$ by Theorem $6.30(\mathrm{v})$. Thus a line on the cone $P_{i} \mathcal{C}^{(i)}$ other than $P_{0} P_{1}$ is either the tangent $\ell_{P_{i}}$ or a line $P_{i} Q_{j}$, where $j \neq 0,1$. Let $\ell_{0}$ be a line on $P_{0} \mathcal{C}^{(0)}$ and $\ell_{1}$ a line on $P_{1} \mathcal{C}^{(1)}$ such that neither line is $P_{0} P_{1}$ but with $\ell_{0}$ and $\ell_{1}$ intersecting. If $\ell_{0}=\ell_{P_{0}}$, then $\ell_{1} \neq \ell_{P_{1}}$ by Lemma 6.31(ii); thus $\ell_{1}=P_{1} Q_{j}$ for some $j \neq 0,1$. Since the plane $\pi=\ell_{0} \ell_{1}$ contains $P_{0}, P_{1}, Q_{j}$, there exists a hyperplane containing $n$ points of $\mathcal{C}_{n}$ as well as $\ell_{0}$, contradicting Lemma 6.31(iii). Thus $\ell_{0}=P_{0} Q_{u}$ and $\ell_{1}=P_{1} Q_{v}$ for $u, v \neq 0,1$. Since $\pi$ contains at most three points of $\mathcal{C}$, so $Q_{u}=Q_{v}$. Hence $\ell_{0} \cap \ell_{1}$ is a point of $\mathcal{C}$. Thus $\mathcal{K} \backslash\left\{P_{0}, P_{1}\right\} \subset \mathcal{C} \backslash\left\{P_{0}, P_{1}\right\}$, whence $\mathcal{K} \subset \mathcal{C}$.

Theorem 6.39. (i) Let $\mathcal{K}$ be a $(q+2)$-arc in $\mathrm{PG}(n, q)$ with $q+1 \geq n+3 \geq 6$. If $P_{0}$ and $P_{1}$ are points of $\mathcal{K}$ and $\Pi_{n-1}$ is a hyperplane containing neither $P_{0}$ nor $P_{1}$, then the projections $\mathcal{K}_{0}$ of $\mathcal{K} \backslash\left\{P_{0}\right\}$ and $\mathcal{K}_{1}$ of $\mathcal{K} \backslash\left\{P_{1}\right\}$ from $P_{0}$ and $P_{1}$ onto $\Pi_{n-1}$ cannot both be normal rational curves.
(ii) If every $(q+1)$-arc in $\mathrm{PG}(n-1, q)$, with $q+1 \geq n+3 \geq 6$, is a normal rational curve, then $m(n, q)=q+1$.

Proof. (i) Suppose $\mathcal{K}_{0}$ and $\mathcal{K}_{1}$ are normal rational curves in $\Pi_{n-1}$. For a point $P$ in $\mathcal{K} \backslash\left\{P_{0}, P_{1}\right\}$, let $\mathcal{K}^{\prime}$ be the $(q+1)$-arc $\mathcal{K} \backslash\{P\}$. Then, by Theorem $6.38, \mathcal{K}^{\prime}$ is a normal rational curve in $\operatorname{PG}(n, q)$. Let $\ell_{P_{i}}$ be the tangent of $\mathcal{K}^{\prime}$ at $P_{i}$ for $i=0$ and 1, and let $\mathcal{K}_{i}^{\prime}$ be the projection of $\mathcal{K}^{\prime} \backslash\left\{P_{i}\right\}$ from $P_{i}$ onto $\Pi_{n-1}$. Then $\mathcal{K}^{\prime} \cup\left\{\ell_{P_{i}} \cap \Pi_{n-1}\right\}$ is a normal rational curve in $\Pi_{n-1}$ by Lemma 6.31(i). So $\mathcal{K}_{i}=\mathcal{K}_{i}^{\prime} \cup\left\{\ell_{P_{i}} \cap \Pi_{n-1}\right\}$ since both curves have $q$ points in common and $q \geq n-1+3$. Thus $\ell_{P_{i}}=P_{i} P$ contradicting Lemma 6.31(ii).
(ii) If there is a $(q+2)$-arc $\mathcal{K}$ in $\operatorname{PG}(n, q)$, then $\mathcal{K}_{0}$ and $\mathcal{K}_{1}$ are $(q+1)$-arcs and so normal rational curves, contradicting (i).

Theorem 6.40. In $\mathrm{PG}(4, q), q \geq 5$,

$$
m(4, q)=q+1
$$

Proof. (i) For $q$ odd, since every $(q+1)$-arc in $\operatorname{PG}(3, q)$ is a twisted cubic, the result follows by Theorem 6.39(ii).
(ii) For $q$ even, suppose there exists a $(q+2)$-arc $\mathcal{K}=\left\{P, Q, R_{1}, R_{2}, \ldots, R_{q}\right\}$. Take a solid $\Pi_{3}$ in $\operatorname{PG}(4, q)$ containing neither $P$ nor $Q$. Let $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ be the projections of $\mathcal{K} \backslash\{P\}$ and $\mathcal{K} \backslash\{Q\}$ onto $\Pi_{3}$ from $P$ and $Q$. In Theorem 21.3.10 of FPSOTD, it is shown that, at any point $L$ of a $(q+1)$-arc $\mathcal{L}$, there are precisely two lines, called special unisecants, such that every plane through such a unisecant meets $\mathcal{L}$ in at most one point other than $L$; further, the special unisecants to $\mathcal{L}$ are the generators of a hyperbolic quadric $\mathcal{H}_{3}$. Let $\mathcal{H}_{3}^{(1)}$ and $\mathcal{H}_{3}^{(2)}$ be the corresponding quadrics containing $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$. Also, let $P Q \cap \Pi_{3}=S$, let $P R_{i} \cap \Pi_{3}=P_{i}$, and let $Q R_{i} \cap \Pi_{3}=Q_{i}, i \in \mathbf{N}_{q}$. Then $\mathcal{K}_{1}=\left\{S, P_{1}, \ldots, P_{q}\right\}$ and $\mathcal{K}_{2}=\left\{S, Q_{1}, \ldots, Q_{q}\right\}$. Since the plane $P Q R_{j}$ meets $\Pi_{3}$ in a line, so $S, P_{j}, Q_{j}$ are collinear, for $j \in \mathbf{N}_{q}$, on the line $\ell_{j}$. Also let $\ell$ and $m$ be the special unisecants at $S$ to $\mathcal{K}_{1}$. Then, each of the $q$ planes $\ell \ell_{j}$ meets $\mathcal{K}_{1}$ in precisely two points $S$ and $P_{j}$, and also meets $\mathcal{K}_{2}$ in precisely two points $S$ and $Q_{j}$. So $\ell$, and similarly $m$, is a special unisecant to $\mathcal{K}_{2}$
at $S$. Thus the two quadric cones $P \mathcal{H}_{3}^{(1)}$ and $Q \mathcal{H}_{3}^{(2)}$ contain the planes $\ell(P Q)$ and $m(P Q)$. They therefore intersect residually in a quadric surface $\mathcal{W}_{3}$ which either (a) lies in a solid $\Pi_{3}^{\prime}$, or (b) lies in no solid. However, $\mathcal{W}_{3}$ contains $R_{1}, \ldots, R_{q}$. In case (a), $\Pi_{3}^{\prime}$ contains at most four points of $\mathcal{K}$ and so $q \leq 4$. In case (b), $\mathcal{W}_{3}$ is a pair of planes with just one common point, which can contain at most six points of $\mathcal{K}$, whence $q \leq 6$. Thus both (a) and (b) are impossible.

Theorem 6.41. In $\mathrm{PG}(n, q), q$ odd, $n \geq 3$,
(i) if $\mathcal{K}$ is a $k$-arc with $k>q-\frac{1}{4} \sqrt{q}+n-\frac{1}{4}$, then $\mathcal{K}$ lies on a unique normal rational curve;
(ii) if $q>(4 n-5)^{2}$, every $(q+1)$-arc is is a normal rational curve;
(iii) if $q>(4 n-9)^{2}$,

$$
m(n, q)=q+1
$$

Proof. (i) This follows by induction from Theorem 6.38 and Theorem 10.25 of PGOFF2.
(ii) $q+1>q-\frac{1}{4} \sqrt{q}+n-\frac{1}{4} \Leftrightarrow q>(4 n-5)^{2}$.
(iii) This follows from Theorem 6.39(ii) and part (ii).

The next result shows that, in part (ii) of this theorem, some restriction on $q$ is necessary.

Theorem 6.42. In $\mathrm{PG}(4, q)$, $q$ odd,
(i) for $q \leq 7, a(q+1)$-arc is a normal rational curve;
(ii) for $q=9$, there exist precisely two projectively distinct 10-arcs, the normal rational curve and one other.

Proof. (i) For $q=3$ and 5, the result is immediate. For $q=7$, Corollary 6.37 with $n=2$ can be applied.
(ii) With $\mathbf{F}_{9} \backslash\{0\}=\left\{\sigma^{i} \mid i \in \overline{\mathbf{N}}_{7}, \sigma^{2}=\sigma+1\right\}$, every 10 -arc in $\operatorname{PG}(4,9)$ other than a normal rational curve is projectively equivalent to

$$
\mathcal{K}=\left\{\mathbf{P}\left(1, t, t^{2}+\sigma t^{6}, t^{3}, t^{4}\right) \mid t \in \mathbf{F}_{9}\right\} \cup\{\mathbf{P}(0,0,0,0,1)\}
$$

see Section 6.8. The 10 -arc $\mathcal{K}$ projects to the unique complete 8 -arc in $\operatorname{PG}(2,9)$, as in Section 14.7 of PGOFF2.

Remark 6.43. Theorem 6.33 and Corollary 6.36 can be applied to the previous results.

The situation is surprisingly different for $(q+1)$-arcs in $\operatorname{PG}(4, q)$ with $q$ even, as is now demonstrated.

Let $\mathcal{K}=\left\{P_{0}, P_{1}, \ldots, P_{q}\right\}$ be a $(q+1)$-arc in $\operatorname{PG}(4, q), q=2^{h}, h \geq 3$. At each point $P_{i}$ of $\mathcal{K}$ there is an induced incidence structure $\mathcal{S}\left(P_{i}\right)$ isomorphic to $\operatorname{PG}(3, q)$, whose points, lines, and planes are the lines, planes and solids of $\mathrm{PG}(4, q)$ through $P_{i}$; the incidence is that induced by $\operatorname{PG}(4, q)$. As usual, a subspace of dimension $r$
is denoted $\Pi_{r}$; however, $\Pi_{s}^{i}$ also denotes an $s$-dimensional subspace of $\mathcal{S}\left(P_{i}\right)$. Thus a $\Pi_{r}$ through $P_{i}$ is also a $\Pi_{r-1}^{i}$. This notation is only used for the remainder of this section.

From the definition of $\mathcal{K}$ any solid through $P_{i}$ contains at most three other points of $\mathcal{K}$. Thus the set of $q$ lines $P_{i} P_{j}, j \in \overline{\mathbf{N}}_{q} \backslash\{i\}$, is a $q$-arc $\mathcal{K}_{i}$ of $\mathcal{S}\left(P_{i}\right)$. By Theorem 6.71 for $q>16$, this arc $\mathcal{K}_{i}$ can be completed to a $(q+1)$-arc $\mathcal{K}_{i}^{\prime}$ of $\mathcal{S}\left(P_{i}\right)$ by adding a unique $\Pi_{1}$ through $P_{i}$; for $q \leq 16$, see Section 6.8. Let this line be denoted $\ell_{i}$ and called the tangent line to $\mathcal{K}$ at $P_{i}$. From Theorem 21.3.10 of FPSOTD, the points of $\mathcal{K}_{i}^{\prime}$ lie on a hyperbolic quadric, denoted $\mathcal{Q}_{i}$. Let $\mathcal{S}_{i}$ denote the quadric cone of $\operatorname{PG}(4, q)$ whose points lie on the $\Pi_{0}^{i}$ of $\mathcal{Q}_{i}$; that is, $\mathcal{S}_{i}=P_{i} \mathcal{H}_{3}$, where $\mathcal{H}_{3}$ is a solid section of $\mathcal{Q}_{i}$ regarded as a set of $\Pi_{0}$.

Lemma 6.44. (i) The tangent lines $\ell_{i}$ of $\mathcal{K}$ are pairwise skew.
(ii) For $i \neq j$, the solid $\ell_{i} \ell_{j}$ meets $\mathcal{K}$ in $\left\{P_{i}, P_{j}\right\}$.
(iii) There is a unique plane $\alpha_{i j}$ through $P_{i}$ and $P_{j}$ which is both $a \Pi_{1}^{i}$ of $\mathcal{Q}_{i}$ and a $\Pi_{1}^{j}$ of $\mathcal{Q}_{j}$. Further, $P_{i} \ell_{j}$ is $a \Pi_{1}^{i}$ of $\mathcal{Q}_{i}$ and $P_{j} \ell_{i}$ is $a \Pi_{1}^{j}$ of $\mathcal{Q}_{j}$.

Proof. (i) By construction, $\ell_{i} \cap \mathcal{K}=\left\{P_{i}\right\}$. Suppose $\ell_{i} \cap \ell_{j}$ is a $\Pi_{0}$; then $\ell_{i} \ell_{j}$ is a $\Pi_{2}$ as well as a $\Pi_{1}^{i}$ and a $\Pi_{1}^{j}$. By Theorem 21.3.10 of FPSOTD, through $P_{i} P_{j}$ there are exactly two special unisecants $\Pi_{1}^{i}$ of $\mathcal{K}_{i}^{\prime}$, and these are generators of $\mathcal{Q}_{i}$. Any $\Pi_{3}$ containing a special unisecant $\Pi_{1}^{i}$ of $\mathcal{K}_{i}^{\prime}$ through $P_{i} P_{j}$ meets $\mathcal{K}_{i}^{\prime}$ in at most one $\Pi_{0}^{i}$ other than $P_{i} P_{j}$. Hence, for $\ell_{i} \not \subset \Pi_{3}$, any such $\Pi_{3}$ meets $\mathcal{K}$ in $P_{i}, P_{j}$, and at most one further point; for $\ell_{i} \subset \Pi_{3}$, it meets $\mathcal{K}$ in $P_{i}, P_{j}$. Since $\ell_{i} \subset \Pi_{3}$ if and only if $\ell_{j} \subset \Pi_{3}$, these two $\Pi_{1}^{i}$ of $\mathcal{Q}_{i}$ are also $\Pi_{1}^{j}$ of $\mathcal{Q}_{j}$ through $P_{i} P_{j}$. Thus the two cones $\mathcal{S}_{i}$ and $\mathcal{S}_{j}$ intersect in these $\Pi_{2}$ and hence residually in a quadric surface $\mathcal{Q}$. Since $\mathcal{K} \backslash\left\{P_{i}, P_{j}\right\}$ is in $\mathcal{Q}$ and $q+1 \geq 9$, the surface $\mathcal{Q}$ does not contain a plane. So $\mathcal{Q}$ lies in a solid and also contains the $q-1 \geq 7$ points of $\mathcal{K} \backslash\left\{P_{i}, P_{j}\right\}$, a contradiction.
(ii), (iii) Project $\mathcal{K} \backslash\left\{P_{i}, P_{j}\right\}$ from $P_{i} P_{j}$ onto a plane $\Pi_{2}$ skew to $P_{i} P_{j}$; the projection of $\mathcal{K} \backslash\left\{P_{i}, P_{j}\right\}$ is a $(q-1)$-arc $\mathcal{K}^{\prime}$ of $\Pi_{2}$. Then both $P_{j} \ell_{i} \cap \Pi_{2}=\{Q\}$ and $P_{i} \ell_{j} \cap \Pi_{2}=\left\{Q^{\prime}\right\}$ extend $\mathcal{K}^{\prime}$ to a $q$-arc. From Section 10.3 of PGOFF2, $\mathcal{K}^{\prime} \cup\left\{Q, Q^{\prime}\right\}$ is a $(q+1)$-arc. Hence $\ell_{i} \ell_{j} \cap \mathcal{K}=\left\{P_{i}, P_{j}\right\}, P_{i} \ell_{j}$ is a $\Pi_{1}^{i}$ of $\mathcal{Q}_{i}$ and $P_{j} \ell_{i}$ is a $\Pi_{1}^{j}$ of $\mathcal{Q}_{j}$. Let $Q^{\prime \prime}$ be the unique point of $\Pi_{2}$ which extends $\mathcal{K}^{\prime} \cup\left\{Q, Q^{\prime}\right\}$ to a $(q+2)$-arc. Then the plane $Q^{\prime \prime} P_{i} P_{j}=\alpha_{i j}$ is both a $\Pi_{1}^{i}$ of $\mathcal{Q}_{i}$ and a $\Pi_{1}^{j}$ of $\mathcal{Q}_{j}$.
Lemma 6.45. For a given $i$, the planes $P_{i} \ell_{j}$, for $j$ in $\overline{\mathbf{N}}_{q} \backslash\{i\}$, are $q$ of the $\Pi_{1}^{i}$ of a regulus $\mathcal{R}_{i}$ of $\mathcal{Q}_{i}$.

Proof. Let $\ell_{j}$ and $\ell_{k}$ be distinct lines of $\mathcal{K}$ with $j, k \neq i$. By Lemma 6.44(ii), the point $P_{i} \notin \ell_{j} \ell_{k}$, and hence $P_{i} \ell_{j}$ and $P_{i} \ell_{k}$ are skew $\Pi_{1}^{i}$; they are generators of $\mathcal{Q}_{i}$, by Lemma 6.44(iii), and so belong to a regulus $\mathcal{R}_{i}$.

Lemma 6.46. Let $g_{i}$ and $g_{i}^{\prime}$ be the two $\Pi_{1}^{i}$ of $\mathcal{Q}_{i}$ through $\ell_{i}$ and let $g_{i} \in \mathcal{R}_{i}$. Then $g_{i}^{\prime} \cap \ell_{j}$ is a $\Pi_{0}$, for $j \neq i$.
Proof. Let $g_{i}^{\prime}$ belong to the regulus $\mathcal{R}_{i}^{\prime}$ complementary to $\mathcal{R}_{i}$. By the previous lemma, $P_{i} \ell_{j} \in \mathcal{R}_{i}$ for $j \neq i$. Since lines of complementary reguli meet, so $g_{i}^{\prime} \cap P_{i} \ell_{j}$ is a $\Pi_{0}^{i}$. Thus $g_{i}^{\prime} \cap \ell_{j}$ is a $\Pi_{0}$.

Corollary 6.47. Through each $\ell_{i}$ there are two $\Pi_{1}^{i}$ of $\mathcal{Q}_{i}$; they are $g_{i}$, which is skew to all $\ell_{j}$ for $j \neq i$, and $g_{i}^{\prime}$, which meets all $\ell_{j}$ for $j \neq i$.

Lemma 6.48. The $q+1$ generators $g_{i}^{\prime}$ of $\mathcal{Q}_{i}$ contain a unique $\Pi_{1}$, denoted by $\ell$, which is disjoint from $\mathcal{K}$ and meets the $\ell_{i}$ in distinct points.

Proof. For $i \neq j$, let $g_{i}^{\prime} \cap \ell_{j}=\{Q\}$ and $g_{j}^{\prime} \cap \ell_{i}=\{R\}$. Since $\ell_{i}$ and $\ell_{j}$ are skew, so $Q$ and $R$ are distinct points. Since $\ell_{i} \subset g_{i}^{\prime}$ and $\ell_{j} \subset g_{j}^{\prime}$, so $g_{i}^{\prime} \cap g_{j}^{\prime}=Q R$. Thus $g_{0}^{\prime}, \ldots, g_{q}^{\prime}$ are $q+1$ planes $\Pi_{2}$, meeting in pairs in a $\Pi_{1}$; so either they pass through a common $\Pi_{1}$ or they lie in a common $\Pi_{3}$. The latter is impossible since $\mathcal{K}$ lies in the space they generate. So they meet in a $\Pi_{1}$, denoted by $\ell$. Now, $\ell$ is disjoint from $\mathcal{K}$, since otherwise every $g_{i}^{\prime}$ would contain $\ell \cap \mathcal{K}$. Since $\ell_{i} \subset g_{i}^{\prime}$ and $\ell_{i} \not \subset g_{j}^{\prime}, j \neq i$, so $\left|\ell_{i} \cap \ell\right|=1$. Since the $\ell_{i}$ are skew, each point of $\ell$ lies on a unique tangent line $\ell_{i}$ of $\mathcal{K}$.

Theorem 6.49. In $\mathrm{PG}(4, q), q=2^{h}$, every $(q+1)$-arc $\mathcal{K}$ is a normal rational curve.
Proof. For $h=1$ and 2, the result is immediate. So, let $h \geq 3$ and use the above notation. For $\mathcal{K}=\left\{P_{0}, \ldots, P_{q}\right\}$, it is possible to choose coordinates so that
$P_{0}=\mathbf{U}_{0}, P_{1}=\mathbf{U}_{4}, A=\alpha_{01} \cap g_{0} \cap g_{1}=\mathbf{U}_{2}, B=\ell \cap \ell_{1}=\mathbf{U}_{3}, C=\ell \cap \ell_{0}=\mathbf{U}_{1}$, and $\mathbf{U}$ is any point of $\mathcal{K} \backslash\left\{P_{0}, P_{1}\right\}$. Note that

$$
\ell \ell_{0}=g_{0}^{\prime}, \ell \ell_{1}=g_{1}^{\prime}, A \ell_{0}=g_{0}, A \ell_{1}=g_{1}
$$

and $P_{0} P_{1} A=\alpha_{01}$.
Let $\beta_{1}=g_{1} g_{1}^{\prime}=\mathbf{u}_{0}$ and consider the $(q+1)$-arc $\beta_{1} \cap \mathcal{K}_{0}^{\prime}$. This $(q+1)$-arc (in a $\Pi_{3}$ ) contains the points $C=\mathbf{U}_{1}, P_{1}=\mathbf{U}_{4}$, and $P_{0} \mathbf{U} \cap \beta_{1}=\mathbf{P}(0,1,1,1,1)$. The special unisecants of $\beta_{1} \cap \mathcal{K}_{0}^{\prime}$ at $C$ and $P_{1}$ are the intersections of $\beta_{1}$ with the $\Pi_{1}^{0}$ of $\mathcal{Q}_{0}$ containing $\ell_{0}$ and $P_{0} P_{1}$; these unisecants are therefore

$$
C A=g_{0} \cap \beta_{1}, C B=\ell=g_{0}^{\prime} \cap \beta_{1}, P_{1} B=P_{0} \ell_{1} \cap \beta_{1}, P_{1} A=\alpha_{01} \cap \beta_{1}
$$

Thus these unisecants intersect at $A=\mathbf{U}_{2}$ and $B=\mathbf{U}_{3}$.
It now follows from Theorem 21.3.15 of FPSOTD and its proof that

$$
\mathcal{K}_{0}=\beta_{1} \cap \mathcal{K}_{0}^{\prime}=\left\{\mathbf{P}\left(0,1, \mu, \mu^{\sigma}, \mu^{\sigma+1}\right) \mid \mu \in \mathbf{F}_{q}^{+}\right\}
$$

where $\sigma$ is a generator of the automorphism group of $\mathbf{F}_{q}$; hence $x^{\sigma}=x^{2^{n}}$ for some $n$ coprime to $h$. Since, by definition, $\mathcal{K}_{0}$ is $\ell_{0} \cap \beta_{1}$ together with a projection of $\mathcal{K} \backslash\left\{\mathbf{U}_{0}\right\}$ from $\mathbf{U}_{0}$,

$$
\mathcal{K}=\left\{\mathbf{P}\left(1, f(\mu), \mu f(\mu), \mu^{\sigma} f(\mu), \mu^{\sigma+1} f(\mu)\right) \mid \mu \in \mathbf{F}_{q}^{+}\right\}
$$

for some function $f: \mathbf{F}_{q} \rightarrow \mathbf{F}_{q}$ with $f(0)=0, f(1)=1$.

Next consider the $(q+1)$-arc $\beta_{0} \cap \mathcal{K}_{1}^{\prime}$, where $\beta_{0}=g_{0} g_{0}^{\prime}=\mathbf{u}_{4}$. Similarly to the above,

$$
\mathcal{K}_{1}=\beta_{0} \cap \mathcal{K}_{1}^{\prime}=\left\{\mathbf{P}\left(1, \lambda, \lambda^{\tau}, \lambda^{\tau+1}, 0\right) \mid \lambda \in \mathbf{F}_{q}^{+}\right\}
$$

where $\tau$ is an automorphism of $\mathbf{F}_{q}$ such that $x^{\tau}=x^{2^{m}}$ with $m$ coprime to $h$. Since $\mathcal{K}_{1}$ is $\ell_{1} \cap \beta_{0}$ together with a projection of $\mathcal{K} \backslash\left\{\mathbf{U}_{4}\right\}$ from $\mathbf{U}_{4}$, so

$$
\mathcal{K}=\left\{\mathbf{P}\left(1, \lambda, \lambda^{\tau}, \lambda^{\tau+1}, f^{\prime}(\lambda)\right) \mid \lambda \in \mathbf{F}_{q}\right\} \cup\left\{\mathbf{U}_{4}\right\}
$$

where $f^{\prime}$ is a function on $\mathbf{F}_{q}$ with $f^{\prime}(0)=0, f^{\prime}(1)=1$. The two forms for $\mathcal{K}$ are the same if, for all $\lambda$ and $\mu$ in $\mathbf{F}_{q}$,

$$
f(\mu)=\lambda, \mu f(\mu)=\lambda^{\tau}, \mu^{\sigma} f(\mu)=\lambda^{\tau+1}, \mu^{\sigma+1} f(\mu)=f^{\prime}(\lambda)
$$

Hence

$$
\mu=\lambda^{\tau-1}, \mu^{\sigma-1}=\lambda, \text { and } \quad \lambda=\left(\lambda^{\tau-1}\right)^{\sigma-1}
$$

From the definitions of $\tau$ and $\sigma$,

$$
\lambda^{\tau}=\lambda^{2^{m}}, \quad \lambda^{\sigma}=\lambda^{2^{n}}
$$

Let $1 \leq n \leq m<h$; so, $\bmod \left(2^{h}-1\right)$,

$$
\begin{aligned}
\left(2^{m}-1\right)\left(2^{n}-1\right) & \equiv 1 \\
2^{m+n}-2^{m}-2^{n} & \equiv 0 \\
2^{m}-2^{m-n}-1 & \equiv 0
\end{aligned}
$$

Since $0 \leq 2^{m}-2^{m-n}-1<2^{h}-1$, so

$$
2^{m}-2^{m-n}-1=0
$$

Therefore $m=n=1$. Thus

$$
\mathcal{K}=\left\{\mathbf{P}\left(1, \lambda, \lambda^{2}, \lambda^{3}, \lambda^{4}\right) \mid \lambda \in \mathbf{F}_{q}^{+}\right\},
$$

where $\lambda=\infty$ gives the point $\mathbf{U}_{4}$.
Theorem 6.50. For $q \geq 5, n \geq 5$,

$$
m(n, q) \leq \begin{cases}q+n-3, & q \text { odd } \\ q+n-4, & q \text { even }\end{cases}
$$

Proof. For $q$ odd, the result follows from Theorem 6.39 and induction, using the fact that a $(q+1)$-arc in $\operatorname{PG}(3, q)$ is a normal rational curve. For $q$ even, a similar argument applies, but now the fact that a $(q+1)$-arc in $\mathrm{PG}(4, q)$ is a normal rational curve must be used.
Theorem 6.51. (i) If $n \leq 2 p-3, q=p^{h}$, with $p$ prime, then $m(n, q)=q+1$.
(ii) If $q \geq n+1 \geq p+1 \geq 4, q=p^{h}$, with $p$ prime, then $m(n, q) \leq q-p+n+1$.
(iii) For $n \leq p-1$, all $(q+1)$-arcs are normal rational curves.

Remark 6.52. Theorem 6.33 and Corollary 6.36 can be applied to Theorem 6.51.
Theorem 6.53. If $p$ is a prime with $p>n+1$, then $m(n, p)=p+1$.
Proof. See Section 6.8.

### 6.7 Arcs and hypersurfaces

In this section, a connection is obtained between arcs and hypersurfaces. The main aim is to obtain an upper bound for $m(n, q)$ with $q$ even. To do this, a more sophisticated notion of algebraic variety than in the previous chapters is required.

Let $H, H_{1}, \ldots, H_{r}$ be forms in $\Omega=\mathbf{F}_{q}\left[X_{0}, \ldots, X_{n}\right]$; in fact, $H, H_{1}, \ldots, H_{r}$ are always linear. The variety $\mathcal{A}$ in $\operatorname{PG}(n, q)$ defined by $H$ and $H_{1}, \ldots, H_{r}$ is denoted

$$
\mathcal{A}=\mathbf{A}\left(H, H_{1}, \ldots, H_{r}\right)
$$

and consists of the pair $(\mathbf{V}(\mathcal{A}), \mathbf{I}(\mathcal{A}))$, where $\mathbf{V}(\mathcal{A})=\mathbf{V}\left(H, H_{1}, \ldots, H_{r}\right)$ is the set of zeros of $H, H_{1}, \ldots, H_{r}$ in $\operatorname{PG}(n, q)$ and $\mathbf{I}(\mathcal{A})=\mathbf{I}\left(H, H_{1}, \ldots, H_{r}\right)$ is the ideal generated by $H, H_{1}, \ldots, H_{r}$ in $\Omega$; that is,

$$
\begin{gathered}
\mathbf{V}(\mathcal{A})=\left\{\mathbf{P}(X) \in \mathrm{PG}(n, q) \mid H(X)=H_{1}(X)=\cdots=H_{r}(X)=0\right\} \\
\mathbf{I}(\mathcal{A})=\left\{F \in \Omega \mid F=G H+G_{1} H_{1}+\cdots+G_{r} H_{r}\right. \\
\left.\quad \text { for some } G, G_{1}, \ldots, G_{r} \in \Omega\right\}
\end{gathered}
$$

The number of points in $\mathbf{V}(\mathcal{A})$ is denoted by $|\mathcal{A}|$.
If $\mathcal{A}$ and $\mathcal{B}$ are varieties in $\operatorname{PG}(n, q)$, then $\mathcal{A}$ is algebraically contained in $\mathcal{B}$, denoted $\mathcal{A} \subset \mathcal{B}$, if $\mathbf{I}(\mathcal{A}) \supset \mathbf{I}(\mathcal{B})$. The varieties $\mathcal{A}$ and $\mathcal{B}$ are (algebraically) equal if $\mathbf{I}(\mathcal{A})=\mathbf{I}(\mathcal{B})$. A variety $\mathcal{A}=\mathbf{A}(H)$ with $\operatorname{deg} H=d$ is a hypersurface of degree $d$.

If $\mathcal{A}=\mathbf{A}\left(H, H_{1}, \ldots, H_{r}\right)$ is a variety with $H, H_{i} \neq 0$, all $i$, and $H_{r+1}, \ldots, H_{u}$ are other linear forms in $\Omega \backslash\{0\}$, then

$$
\mathcal{A} \cap \pi_{1} \cap \cdots \cap \pi_{u}=\mathcal{A} \cap \pi_{r+1} \cap \cdots \cap \pi_{u}
$$

is the variety $\mathbf{A}\left(H, H_{1}, \ldots, H_{u}\right)$, where $\pi_{j}$ is the hyperplane $\mathbf{V}\left(H_{j}\right), j=1, \ldots, u$. As $H_{1}, \ldots, H_{r}$ are linear, the terms $\mathbf{V}\left(H_{j}\right)$ and $\mathbf{A}\left(H_{j}\right)$ are used interchangeably.

Theorem 6.54. In $\Sigma=\operatorname{PG}(n, q), n \geq 3$, let $\mathcal{K}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}$ be a set of hyperplanes, any three of which are linearly independent, and such that to $\pi_{i}$ is associated a hypersurface $\Phi_{i}$ of $\Sigma$ of degree $d$ with the following properties:
(a) $\Phi_{i} \cap \pi_{i} \cap \pi_{j}=\Phi_{j} \cap \pi_{i} \cap \pi_{j}$ for all distinct $i, j$;
(b) $\left|\Phi_{i} \cap \pi_{i} \cap \pi_{j}\right|<\theta(n-2)$ for all distinct $i, j$;
(c) $\left|\Phi_{i} \cap \pi_{i} \cap \pi_{j} \cap \pi_{u}\right|<\theta(n-3)$ for all distinct $i, j, u$.

Then there exists a hypersurface $\Phi$ in $\Sigma$ of degree d such that, for all $i$,

$$
\begin{equation*}
\Phi \cap \pi_{i}=\Phi_{i} \cap \pi_{i} . \tag{6.74}
\end{equation*}
$$

Proof. The proof is by induction on $k$. For $k=1$, there is nothing to prove. Suppose that $k \geq 2$ and that the statement holds for $k-1$. Let $\Phi^{\prime}$ be a hypersurface of degree $d$ such that, for $1 \leq i \leq k-1$,

$$
\begin{equation*}
\Phi^{\prime} \cap \pi_{i}=\Phi_{i} \cap \pi_{i} . \tag{6.75}
\end{equation*}
$$

Then, for $1 \leq i \leq k-1$,

$$
\begin{equation*}
\Phi^{\prime} \cap \pi_{k} \cap \pi_{i}=\Phi_{i} \cap \pi_{i} \cap \pi_{k}=\Phi_{k} \cap \pi_{k} \cap \pi_{i} \tag{6.76}
\end{equation*}
$$

Let $\Phi^{\prime}=\mathbf{A}\left(D^{\prime}\right), \Phi_{k}=\mathbf{A}\left(D_{k}\right)$ and $\pi_{j}=\mathbf{A}\left(H_{j}\right), j=1, \ldots, k$. By (6.76), for $1 \leq i \leq k-1$,

$$
\mathbf{I}\left(D^{\prime}, H_{k}, H_{i}\right)=\mathbf{I}\left(D_{k}, H_{k}, H_{i}\right)
$$

So

$$
D^{\prime}=u_{i} D_{k}+r_{i} H_{k}+s_{i} H_{i}
$$

where $u_{i}, r_{i}, s_{i} \in \mathbf{F}_{q}\left[X_{0}, \ldots, X_{n}\right]$. Comparing terms of degree $d$ shows that

$$
\begin{equation*}
D^{\prime}+t_{i} D_{k} \in \mathbf{I}\left(H_{k}, H_{i}\right) \tag{6.77}
\end{equation*}
$$

with $t_{i} \in \mathbf{F}_{q}$; here $t_{i} \neq 0$, since otherwise $\left|\Phi^{\prime} \cap \pi_{k} \cap \pi_{i}\right| \geq \theta(n-2)$, whence $\left|\Phi_{i} \cap \pi_{i} \cap \pi_{k}\right| \geq \theta(n-2)$, a contradiction.

It is now shown that $t_{i}=t_{j}$. From (6.77),

$$
\begin{equation*}
\left(t_{i}-t_{j}\right) D_{k}=\left(D^{\prime}+t_{i} D_{k}\right)-\left(D^{\prime}+t_{j} D_{k}\right) \in \mathbf{I}\left(H_{k}, H_{i}, H_{j}\right) \tag{6.78}
\end{equation*}
$$

Since $D_{k} \notin \mathbf{I}\left(H_{k}, H_{i}, H_{j}\right)$ by (c), so (6.78) implies that $t_{i}-t_{j}=0$. Write $t_{i}=\lambda$ and note that $\lambda \neq 0$. Next, choose coordinates so that $\pi_{k}=\mathbf{A}\left(X_{0}\right)$ and

$$
\pi_{i}=\mathbf{A}\left(a_{i 0} X_{0}+\cdots+a_{i n} X_{n}\right) \text { for } 1 \leq i \leq k-1
$$

For $1 \leq i \leq k-1$, put

$$
D^{\prime}+\lambda D_{k}=G H_{k}+G_{i}\left(H_{i}-a_{i 0} H_{k}\right)
$$

where $G_{i}$ is chosen so that it contains no terms in $X_{0}$. Thus

$$
D^{\prime}+\lambda D_{k}-G H_{k}=G_{i}\left(H_{i}-a_{i 0} H_{k}\right)=G_{j}\left(H_{j}-a_{j 0} H_{k}\right)
$$

Hence

$$
\begin{equation*}
G_{j}\left(H_{j}-a_{j 0} H_{k}\right)=F \prod_{i=1}^{k-1}\left(H_{i}-a_{i 0} H_{k}\right) \tag{6.79}
\end{equation*}
$$

since $\pi_{k}, \pi_{i}, \pi_{j}$ are linearly independent for distinct $k, i, j$.
Finally, it is shown that $\Phi=\mathbf{A}(D)$, with

$$
D=D^{\prime}-F \prod_{i=1}^{k-1} H_{i}
$$

has the required properties. The only thing to check is that $\Phi \cap \pi_{k}=\Phi_{k} \cap \pi_{k}$; that is, $\mathbf{I}\left(D, H_{k}\right)=\mathbf{I}\left(D_{k}, H_{k}\right)$. This can be shown as follows:

$$
\begin{aligned}
\mathbf{I}\left(D, H_{k}\right) & =\mathbf{I}\left(D^{\prime}-F \prod_{i=1}^{k-1} H_{i}, H_{k}\right) \\
& =\mathbf{I}\left(D^{\prime}-F \prod_{i=1}^{k-1}\left(H_{i}-a_{i 0} H_{k}\right), H_{k}\right) \\
& =\mathbf{I}\left(G H_{k}-\lambda D_{k}, H_{k}\right) \\
& =\mathbf{I}\left(D_{k}, H_{k}\right)
\end{aligned}
$$

Remark 6.55. For $k \geq 3$, hypothesis (b) follows from the others. This is because $\left|\Phi_{i} \cap \pi_{i} \cap \pi_{j}\right|=\theta(n-2)$ implies $\left|\Phi_{i} \cap \pi_{i} \cap \pi_{j} \cap \pi_{u}\right|=\theta(n-3)$, contradicting (c).

Theorem 6.56. In $\Sigma=\operatorname{PG}(n, q), n \geq 3$, let $\mathcal{K}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}, k \geq n$, be a set of hyperplanes, any $n$ of which are linearly independent, such that, for each plane $\pi_{i_{1}} \cap \pi_{i_{2}} \cap \cdots \cap \pi_{i_{n-2}}$, there is an associated hypersurface $\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}$ of degree $d$. Suppose
(a) $\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{1}} \cap \pi_{i_{2}} \cap \cdots \cap \pi_{i_{n-1}}=\mathcal{C}_{\left\{j_{1}, \ldots, j_{n-2}\right\}} \cap \pi_{j_{1}} \cap \cdots \cap \pi_{j_{n-1}}$ for all subsets $\left\{i_{1}, \ldots, i_{n-1}\right\}=\left\{j_{1}, \ldots, j_{n-1}\right\}$ of size $n-1$ of $\{1,2, \ldots, k\}$;
(b) $\left|\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{1}} \cap \pi_{i_{2}} \cap \cdots \cap \pi_{i_{n}}\right|=0$ for any subset $\left\{i_{1}, \ldots, i_{n}\right\}$ of size $n$ of $\{1, \ldots, k\}$.

Then there exist hypersurfaces $\Phi, \Phi_{1}, \ldots, \Phi_{k}$ in $\Sigma$ of degree $d$ such that
(i) $\Phi_{i_{1}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}=\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}$ for all distinct $i_{1}, \ldots, i_{n-2}$;
(ii) $\Phi \cap \pi_{i}=\Phi_{i} \cap \pi_{i}$ for $1 \leq i \leq k$.

Proof. For $n=3$, the statement holds by the previous theorem and the subsequent remark. Consider the 3 -space $\pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-3}}$. Again, by the previous theorem and remark, in this 3 -space and so in $\Sigma$, there exists a hypersurface $\Phi_{\left\{i_{1}, \ldots, i_{n-3}\right\}}$ of degree $d$ with

$$
\Phi_{\left\{i_{1}, \ldots, i_{n-3}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}=\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}
$$

for any $i_{n-2} \in \mathbf{N}_{k} \backslash\left\{i_{1}, \ldots, i_{n-3}\right\}$. Also, in each 4 -space $\pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-4}}$ and so in $\Sigma$, there exists a hypersurface $\Phi_{\left\{i_{1}, \ldots, i_{n-4}\right\}}$ of degree $d$ with

$$
\Phi_{\left\{i_{1}, \ldots, i_{n-4}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-3}}=\Phi_{\left\{i_{1}, \ldots, i_{n-3}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-3}}
$$

for any $i_{n-3} \in \mathbf{N}_{k} \backslash\left\{i_{1}, \ldots, i_{n-4}\right\}$. For distinct $i_{n-3}, i_{n-2}$ in $\mathbf{N}_{k} \backslash\left\{i_{1}, \ldots, i_{n-4}\right\}$,

$$
\begin{aligned}
\Phi_{\left\{i_{1}, \ldots, i_{n-4}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} & =\Phi_{\left\{i_{1}, \ldots, i_{n-3}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} \\
& =\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} .
\end{aligned}
$$

Continuing in this way,

$$
\Phi_{i_{1}} \cap \pi_{i_{1}} \cap \pi_{i_{2}}=\Phi_{\left\{i_{1}, i_{2}\right\}} \cap \pi_{i_{1}} \cap \pi_{i_{2}}
$$

for hypersurfaces $\Phi_{i_{1}}, \Phi_{\left\{i_{1}, i_{2}\right\}}$ of degree $d$ and any $i_{2}$ in $\mathbf{N}_{k} \backslash\left\{i_{1}\right\}$. Hence, for distinct $i_{2}, \ldots, i_{n-2}$ in $\mathbf{N}_{k} \backslash\left\{i_{1}\right\}$,

$$
\begin{aligned}
\Phi_{i_{1}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} & =\Phi_{\left\{i_{1}, i_{2}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} \\
& =\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} .
\end{aligned}
$$

Finally, a hypersurface $\Phi$ of degree $d$ in $\Sigma$ is obtained such that, for any $i_{1}$ in $\mathbf{N}_{k}$ and for any $i_{2}, \ldots, i_{n-2}$ in $\mathbf{N}_{k} \backslash\left\{i_{1}\right\}$,

$$
\begin{aligned}
\Phi \cap \pi_{i_{1}} & =\Phi_{i_{1}} \cap \pi_{i_{1}} \\
\Phi \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} & =\Phi_{i_{1}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} \\
& =\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}} .
\end{aligned}
$$

## The essential construction

In $\operatorname{PG}(n, q), n \geq 3, q=2^{h}$, let $\mathcal{K}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}, k \geq n+1$, be an arc of hyperplanes; that is, every $n+1$ hyperplanes in $\mathcal{K}$ are linearly independent or, equivalently, no $n+1$ hyperplanes in $\mathcal{K}$ have a point in common. For distinct $i_{1}, \ldots, i_{n-1}$, there are exactly $t=q+n-k$ points on the line $\pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-1}}$ contained in no other hyperplane of $\mathcal{K}$. With $S=\left\{i_{1}, \ldots, i_{n-1}\right\}$, denote this set of $t$ points by

$$
\mathbf{Z}_{S}=\left\{\mathbf{Z}_{S}^{(1)}, \ldots, \mathbf{Z}_{S}^{(t)}\right\}
$$

In the plane $\Pi_{2}=\pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}$, the other points of $\mathcal{K}$ cut out a $(k-n+2)$-arc of lines. As $q+2-(k-n+2)=t$, so by Theorem 10.1 of PGOFF2, the points in $\mathbf{Z}_{S}$ lie on an algebraic curve $\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}$ of degree $t$ in $\Pi_{2}$ with

$$
\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{n-1}}=\mathbf{Z}_{S} .
$$

Also

$$
\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{n-1}}=\mathcal{C}_{\left\{j_{1}, \ldots, j_{n-2}\right\}} \cap \pi_{j_{n-1}}
$$

for all equal subsets $\left\{i_{1}, \ldots, i_{n-1}\right\}$ and $\left\{j_{1}, \ldots, j_{n-1}\right\}$ of size $n-1$ in $\mathbf{N}_{k}$. Further,

$$
\left|\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{n-1}} \cap \pi_{i_{n}}\right|=0
$$

for any subset $\left\{i_{1}, \ldots, i_{n}\right\}$ of size $n$ in $\mathbf{N}_{k}$.
By Theorem 6.56, the curves $\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}$ for a fixed $i$ are algebraically contained in a hypersurface $\Phi_{i_{1}}$ in $\pi_{i_{1}}$ of degree $t$ with

$$
\Phi_{i_{1}} \cap \pi_{i_{2}} \cap \cdots \cap \pi_{i_{n-2}}=\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}
$$

the varieties $\Phi_{1}, \ldots, \Phi_{k}$ are algebraically contained in a hypersurface $\Phi=\Phi(\mathcal{K})$ of $\mathrm{PG}(n, q)$ of degree $t$ with $\Phi \cap \pi_{i}=\Phi_{i}$ for $1 \leq i \leq k$. The hypersurface $\Phi=\Phi(\mathcal{K})$ is the hypersurface associated to $\mathcal{K}$.

Theorem 6.57. In $\mathrm{PG}(n, q)$ with $n \geq 3$, and $q=2^{h}$, let $\mathcal{K}=\left\{\pi_{1}, \ldots, \pi_{k}\right\}$, where $k \geq n+1$, be a $k$-arc of hyperplanes. For distinct $i_{1}, i_{2}, \ldots, i_{n-1}$ in $\mathbf{N}_{k}$, let $Z_{\left\{i_{1}, \ldots, i_{n-1}\right\}}$ denote the set of $t=q+n-k$ points on the line $\pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-1}}$ that lie on no other hyperplane of $\mathcal{K}$. Then
(i) there exists a curve $\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}$ of degree $t$ in the plane $\pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}$ such that

$$
\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} \cap \pi_{i_{n-1}}=Z_{\left\{i_{1}, \ldots, i_{n-1}\right\}} ;
$$

(ii) for fixed $i$, the curves $\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}$ are algebraically contained in a hypersurface $\Phi_{i_{1}}$ of $\pi_{i_{1}}$ of degree $t$ with $\Phi_{i_{1}} \cap \pi_{i_{2}} \cap \cdots \cap \pi_{i_{n-2}}=\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}$ and each variety $\Phi_{i_{1}}$ is algebraically contained in a hypersurface $\Phi=\Phi(\mathcal{K})$ of $\mathrm{PG}(n, q)$ of degree $t$ with $\Phi(\mathcal{K}) \cap \pi_{i}=\Phi_{i}$;
(iii) if $k>\frac{1}{2} q+n-1$, the hypersurface $\Phi(\mathcal{K})$ is unique;
(iv) with $k>\frac{1}{2} q+n-1$, if $\mathcal{L}=\left\{\pi_{1}, \ldots, \pi_{k}, \ldots, \pi_{u}\right\}$ is an arc of hyperplanes containing $\mathcal{K}$, the hypersurface $\Phi(\mathcal{K})$ has components $\Phi(\mathcal{L}), \pi_{k+1}, \ldots, \pi_{u}$;
(v) if $k>\frac{1}{2} q+n-1$, there is a bijection between hyperplanes of $\mathrm{PG}(n, q)$ extending $\mathcal{K}$ to a $(q+1)$-arc and linear components over $\mathbf{F}_{q}$ of $\Phi(\mathcal{K})$.

Proof. (i), (ii) These were proved in the previous theorem and the subsequent remarks.
(iii) Since $k-n+2>t=q-k+n$, it follows from Theorem 10.1 of PGOFF2 that the curve $\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}}$ is unique. Suppose $\Phi$ and $\Phi^{\prime}$ are distinct hypersurfaces of degree $t$ for which

$$
\Phi \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}=\Phi^{\prime} \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-2}}=\mathcal{C}_{\left\{i_{1}, \ldots, i_{n-2}\right\}} .
$$

Let $\Phi=\mathbf{A}(D)$ and $\Phi^{\prime}=\mathbf{A}\left(D^{\prime}\right)$.
First, let $n=3$ and fix an index $i_{1}$. As in Theorem 6.54, there exists $\lambda$ in $\mathbf{F}_{q}{ }^{*}$ for which $D+\lambda D^{\prime}$ vanishes at all points of the $k-1$ lines $\pi_{i_{1}} \cap \pi_{i_{2}}$ with $i_{2} \neq i_{1}$. The surfaces $\Phi$ and $\Phi^{\prime}$ both have degree $t=q+3-k$. Since $k>\frac{1}{2} q+2$, so $k-1>t=q+3-k$. Therefore $D+\lambda D^{\prime}$ vanishes at all points of $\pi_{i_{1}}$. Since the surface $\Phi^{\prime \prime}=\mathbf{A}\left(D+\lambda D^{\prime}\right)$ contains all points of the lines $\pi_{i_{1}} \cap \pi_{i_{2}}$ it follows that $\Phi^{\prime \prime}$ has the $k$ planes $\pi_{1}, \ldots, \pi_{k}$ as components. However, $k>t=\operatorname{deg}\left(\Phi^{\prime \prime}\right)$, a contradiction. So $\Phi^{\prime}=\Phi$.

Next, let $n>3$ and proceed by induction on $n$. Since $k-1>\frac{1}{2} q+(n-1)-1$, assume that the varieties $\Phi_{i_{1}}=\Phi_{i_{1}}^{\prime}$ are unique for $i_{1}$ in $\mathbf{N}_{k}$. Fix an index $i_{1}$. Again, as in Theorem 6.54, there exists $\lambda$ in $\mathbf{F}_{q}{ }^{*}$ such that $D+\lambda D^{\prime}$ vanishes at all points of the ( $n-2$ )-spaces $\pi_{i_{1}} \cap \pi_{i_{2}}$, of which there are $k-1$. Now, both $\Phi$ and $\Phi^{\prime}$ have degree $t=q+n-k$. Since $k>\frac{1}{2} q+n-1$, so $k-1>t$. Hence $D+\lambda D^{\prime}$ vanishes at all points of $\pi_{i_{1}}$. Since $\Phi^{\prime \prime}=\mathbf{A}\left(D+\lambda D^{\prime}\right)$ contains all points of $\pi_{i_{1}} \cap \pi_{i_{2}}$ the hypersurface $\Phi^{\prime \prime}$ has the $k$ hyperplanes as components. As $k>t=\operatorname{deg}\left(\Phi^{\prime \prime}\right)$, a contradiction is obtained and $\Phi=\Phi^{\prime}$.
(iv) $\Phi(\mathcal{K}) \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-1}}$ consists of the set $\Phi(\mathcal{L}) \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-1}}$ together with the points

$$
\pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-1}} \cap \pi_{k+1}, \ldots, \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n-1}} \cap \pi_{u}
$$

Since $\Phi(\mathcal{K})$ is unique, the required factorisation is obtained.
(v) Suppose $\mathcal{K} \cup\{\pi\}$ is a $(k+1)$-arc of hyperplanes. By (iv), $\pi$ is a linear component of $\Phi(\mathcal{K})$. Conversely, let $\sigma$ be a linear component over $\mathbf{F}_{q}$ of $\mathcal{K}$. Let $\pi_{i_{1}}, \ldots, \pi_{i_{n}}$ be any $n$ hyperplanes in $\mathcal{K}$. Then these $n$ hyperplanes and $\sigma$ have no
point in common, since such a point would lie on $\Phi(\mathcal{K}) \cap \pi_{i_{1}} \cap \cdots \cap \pi_{i_{n}}$, contradicting the defining property of $\Phi(\mathcal{K})$. So no $n+1$ hyperplanes in $\mathcal{K} \cup\{\sigma\}$ have a point in common, whence $\mathcal{K} \cup\{\sigma\}$ is a $(k+1)$-arc of hyperplanes.

Theorem 6.58. Let $\mathcal{K}=\left\{\pi_{1}, \ldots, \pi_{k}\right\}$ be a $k$-arc of hyperplanes in $\mathrm{PG}(n, q), n \geq 3$ and $q=2^{s}$. If $k>\frac{1}{2} q+n-1$, then $\mathcal{K}$ is contained in a unique complete arc.

Proof. Let $\mathcal{K}^{\prime}$ and $\mathcal{K}^{\prime \prime}$ be distinct complete arcs of hyperplanes containing $\mathcal{K}$, and assume that $\pi \in \mathcal{K}^{\prime} \backslash \mathcal{K}^{\prime \prime}$. By Theorem 6.57(v), $\pi$ is a component of $\Phi(\mathcal{K})$. Since $\pi \notin \mathcal{K}^{\prime \prime}$, by part (iv), the hyperplane $\pi$ is a component of $\Phi\left(\mathcal{K}^{\prime \prime}\right)$. Again, by part (v) the $\operatorname{arc} \mathcal{K}^{\prime \prime}$ can be extended to an arc $\mathcal{K}^{\prime \prime} \cup\{\pi\}$ where $\pi \notin \mathcal{K}^{\prime \prime}$. This contradicts the completeness of $\mathcal{K}^{\prime \prime}$.

Now these results are applied in $\operatorname{PG}(3, q), q=2^{h}$. First, the necessary results for $n=3$ are restated.

Theorem 6.59. Let $\mathcal{K}=\left\{\pi_{1}, \ldots, \pi_{k}\right\}$ be a $k$-arc of planes in $\Sigma=\operatorname{PG}(3, q)$, with $q=2^{h}$. For any two distinct planes $\pi_{i}$ and $\pi_{j}$, let $Z_{i j}$ be the set of points of $\pi_{i} \cap \pi_{j}$ in exactly two planes of $\mathcal{K}$. Then
(i) there exists an algebraic curve $\mathcal{C}_{i}$ in $\pi_{i}$ containing all sets $Z_{i j}$ and such that $\mathcal{C}_{i} \cap \pi_{j}=Z_{i j}$;
(ii) there exists an algebraic surface $\Phi=\Phi(\mathcal{K})$ of degree $t=q+3-k$ algebraically containing the curves $\mathcal{C}_{i}$ and with $\Phi \cap \pi_{i}=\mathcal{C}_{i}$.
Suppose further that $k>\frac{1}{2} q+2$. Then
(iii) the surface $\Phi$ is unique;
(iv) if $\mathcal{L}=\mathcal{K} \cup\left\{\pi_{k+1}, \ldots, \pi_{u}\right\}$ is a u-arc of planes, $u>k$, the surface $\Phi(\mathcal{K})$ factors into $\Phi(\mathcal{L}), \pi_{k+1}, \ldots, \pi_{u}$;
(v) there is a bijection between planes of $\Sigma$ extending $\mathcal{K}$ to a $(k+1)$-arc and linear components over $\mathbf{F}_{q}$ of $\Phi(\mathcal{K})$;
(vi) $\mathcal{K}$ is contained in a unique complete arc of $\Sigma$.

Lemma 6.60. Let $k>q-\sqrt{q}+2, q=2^{h}$. With notation as in Theorem 6.59,
(i) the curve $\mathcal{C}_{i}$ of degree $t=q+3-k$ factors into $t$ lines forming an arc of lines in $\pi_{i}$;
(ii) these $t$ lines $\ell_{i 1}, \ldots, \ell_{i t}$, called $S$-lines, together with the $k-1$ lines $\pi_{i} \cap \pi_{j}$, $j \in \mathbf{N}_{k} \backslash\{i\}$, form a $(q+2)$-arc of lines in $\pi_{i}$;
(iii) each $S$-line lies in a unique plane of $\mathcal{K}$;
(iv) each point $P$ on an $S$-line lies on exactly one other $S$-line.

Proof. (i) This follows from Section 10.3 of PGOFF2.
(ii),(iii) These follow from Theorem 6.59.
(iv) Each point $Z_{i j}^{(u)}$ in $Z_{i j}$ lies on one $S$-line $\ell_{i a}$ in $\pi_{i}$ and on one $S$-line $\ell_{j b}$ in $\pi_{j}$. If $P$ is on $\ell_{i a}$ and is not of type $Z_{i j}^{(u)}$, then, by (ii), $P$ lies on exactly one other $S$-line, which will be of type $\ell_{j b}$ with $b \neq a$.

Theorem 6.61. Let $\mathcal{K}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}$ be an arc of planes in $\Sigma=\operatorname{PG}(3, q)$, with $q=2^{h}$ and $k>\frac{1}{2} q+2$. Assume that $\mathcal{K}$ is contained in a $(q+1)$-arc $\mathcal{L}$ of planes in $\Sigma$. Then
(i) $\Phi(\mathcal{K})$ factors into $t-2$ linear components over $\mathbf{F}_{q}$ and one quadratic component $\mathcal{H}$, where $t=q+3-k$ and $\mathcal{H}$ is a hyperbolic quadric $\mathcal{H}_{3}$;
(ii) $\Phi(\mathcal{L})=\mathcal{H}$;
(iii) each plane of $\mathcal{L}$ is a tangent plane to $\mathcal{H}$;
(iv) for any plane $\pi$ in $\mathcal{L}$ the planes of $\mathcal{L} \backslash \mathcal{H}$ together with $\mathcal{H}$ cut out a $(q+2)$-arc of lines in $\pi$.

Proof. (i), (ii) Let $\mathcal{L}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{q+1}\right\}$. By the definition of an arc, $q>2$. From Theorem $6.59(\mathrm{iv}), \Phi(\mathcal{K})$ factors into $\Phi(\mathcal{L}), \pi_{k+1}, \ldots, \pi_{q+1}$ with $\Phi(\mathcal{L})=\mathcal{H}$ of degree 2 . Since $q>2$, Theorem 21.3.8 of FPSOTD says that $\mathcal{L}$ is complete. From Theorem 6.59(v), the quadric $\mathcal{H}$ is irreducible.

Let $\pi_{k+1}=\pi_{1}^{\prime}, \ldots, \pi_{q+1}=\pi_{t-2}^{\prime}$. Each plane $\pi_{j}^{\prime}$ in $\mathcal{L} \backslash \mathcal{K}$ intersects each plane $\pi_{i}$ of $\mathcal{K}$ in a line. Also, if $\pi_{j}^{\prime}, \pi_{u}^{\prime}, \pi_{v}^{\prime}$ are distinct, then $\pi_{j}^{\prime} \cap \pi_{u}^{\prime} \cap \pi_{v}^{\prime} \cap \pi_{i}=\emptyset$ since these four planes belong to an arc. Therefore the $t-2$ planes $\pi_{1}^{\prime}, \ldots, \pi_{t-2}^{\prime}$ cut out a $(t-2)$-arc of lines in $\pi_{i}$.

Let $\mathcal{C}_{i}$ be the curve of degree $t$ in $\pi_{i}$ corresponding to the arc $\mathcal{K}$. Then $\mathcal{C}_{i}$ has $t-2$ linear components $\pi_{1}^{\prime} \cap \pi_{i}, \ldots, \pi_{t-2}^{\prime} \cap \pi_{i}$ and one component $\mathcal{H}^{(i)}=\mathcal{H} \cap \pi_{i}$ of degree 2 . For each $j \neq i$ with $\pi_{j}$ in $\mathcal{K}$, each of the lines $\pi_{u}^{\prime} \cap \pi_{i}$ contains exactly one of the $t$ points $Z_{i j}^{(u)}$. If $a \neq b$, then $\pi_{a}^{\prime} \cap \pi_{i} \cap Z_{i j} \neq \pi_{b}^{\prime} \cap \pi_{i} \cap Z_{i j}$ since otherwise $\pi_{a}^{\prime}, \pi_{b}^{\prime}, \pi_{i}$ and $\pi_{j}$ have a point in common, contradicting that these four planes are part of an arc of planes of $\Sigma$. Therefore $\mathcal{H}^{(i)}$ contains exactly two points of $Z_{i j}$, say $Z_{i j}^{(1)}$ and $Z_{i j}^{(2)}, i \neq j$. Then $\left|\mathcal{H}^{(i)}\right| \geq 2(k-1)>q+2$. Since $\left|\mathcal{H}^{(i)}\right|>q+2$, so $\mathcal{H} \cap \pi_{i}$ cannot be a conic. It follows that $\mathcal{H} \cap \pi_{i}$ factors into a pair of distinct lines $x_{i}, y_{i}$ with $x_{i} \cap Z_{i j}=Z_{i j}^{(1)}, y_{i} \cap Z_{i j}=Z_{i j}^{(2)}$, and $Z_{i j}^{(1)} \neq Z_{i j}^{(2)}$. Hence each plane of $\mathcal{K}$ contains exactly two lines of $\mathcal{H}$. Further, each line of $\mathcal{H}$ is on at most one plane of $\mathcal{K}$. So $\mathcal{H}$ contains at least $2 k>q+4$ lines. It follows that $\mathcal{H}$ cannot be a cone and is in fact a hyperbolic quadric of $\Sigma$.
(iii), (iv) Let $\pi$ be any plane of $\mathcal{L}$. The planes of $\mathcal{L} \backslash\{\pi\}$ cut out a $q$-arc of lines in $\pi$ since $\mathcal{L}$ is an arc of planes in $\Sigma$. Hence $\Phi(\mathcal{L}) \cap \pi$ is a curve $\mathcal{C}$ of degree 2. Also, since $q+1>q-\sqrt{q}+2$, it follows from Section 10.3 of PGOFF2 that $\mathcal{C}$ factors into two lines $\ell, m$, which are therefore lines of $\Phi(\mathcal{L})$. Since $\Phi(\mathcal{L})$ is a hyperbolic quadric, (iii) follows. By Lemma 6.60(ii), part (iv) also follows.

For the remainder of this section assume that $q>2$.
Lemma 6.62. Let $\mathcal{K}$ be a $k$-arc of planes in $\operatorname{PG}(3, q), q=2^{h}$. If

$$
(q-1) / t^{2}+2 / t>t
$$

with $t=q+3-k$, then $k>q-\sqrt{q}+2$.
Proof. Suppose that $k \leq q-\sqrt{q}+2$; that is, $\sqrt{q} \leq t-1$. Therefore

$$
(q-1) /(q+1+2 \sqrt{q}) \geq(q-1) t^{2}
$$

This implies that

$$
t-2 / t \geq \sqrt{q}+1-2 / t \geq \sqrt{q}+1-2 /(\sqrt{q}+1)>1>(q-1) / t^{2}
$$

So $t-2 / t>(q-1) / t^{2}$, a contradiction.
Theorem 6.63. Let $\mathcal{K}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}$ be a complete $k$-arc of planes in the space $\Sigma=\operatorname{PG}(3, q), q=2^{h}$. If $(q-1) / t^{2}+2 / t>t$, then each $\mathcal{C}_{i}$ factors into $t S$-lines and each $S$-line belongs to a hyperbolic quadric algebraically contained in $\Phi(\mathcal{K})$.

Proof. From Lemmas 6.60(i) and 6.62, the curve $\mathcal{C}_{i}$ in $\pi_{i}$ factors into $t S$-lines. Let $\ell_{i u}$ be a fixed $S$-line in $\pi_{i}$. By Lemma 6.60(iv), there are exactly $q+1 S$-lines distinct from $\ell_{i u}$ having a point in common with $\ell_{i u}$; denote these by $\ell_{1}, \ell_{2}, \ldots, \ell_{q+1}$. Let $i, j, g$ be distinct. The $S$-lines in $\pi_{j}$ are the lines $\ell_{j v}$ and the $S$-lines in $\pi_{g}$ are denoted by $\ell_{g w}$. Let $f_{v w}$ be the number of lines $\ell_{r}$ having a point in common with $\ell_{j v}$ and $\ell_{g w}$. If $\ell_{r}$ is not in $\pi_{j}$ nor in $\pi_{g}$, then $\ell_{r}$ is concurrent with one line of type $\ell_{j v}$ and one of type $\ell_{g w}$. If $\ell_{r}$ is in the plane $\pi_{j}$, then it is concurrent with $t$ lines $\ell_{j v}$ and one line $\ell_{g w}$. If $\ell_{r}$ is in $\pi_{g}$, it is concurrent with $t$ lines $\ell_{g w}$ and one line $\ell_{j v}$. Consequently,

$$
\sum_{v, w=1}^{t} f_{v w}=q-1+2 t
$$

Averaging gives $\bar{f}=(q-1) / t^{2}+2 / t$. Therefore there exist two $S$-lines, say $\ell_{j v}=\ell^{\prime}$ and $\ell_{g w}=\ell^{\prime \prime}$, for which $f_{v w} \geq \bar{f}=(q-1) / t^{2}+2 / t$. Now it is shown that $\ell_{i u}=\ell, \ell^{\prime}$ and $\ell^{\prime \prime}$ are mutually skew.

Suppose for example that $\ell^{\prime}$ and $\ell^{\prime \prime}$ meet in a point $P$. Since

$$
f_{v w} \geq(q-1) / t^{2}+2 / t
$$

and since, by Lemma 6.60(iv), $P$ lies on exactly two $S$-lines, the plane $\ell^{\prime} \ell^{\prime \prime}$ contains at least $(q-1) / t^{2}+2 / t S$-lines. Because $\ell^{\prime} \ell^{\prime \prime} \cap \Phi(\mathcal{K})$ is an algebraic curve of degree $t$ or $\ell^{\prime} \ell^{\prime \prime}$ is a component of $\Phi=\Phi(\mathcal{K})$, so $(q-1) / t^{2}+2 / t \leq t$ or else the plane $\ell^{\prime} \ell^{\prime \prime}$ is a component of $\Phi$. By assumption $(q-1) / t^{2}+2 / t>t$; so the plane $\ell^{\prime} \ell^{\prime \prime}$ is a component of $\Phi$. But then, by Theorem $6.59(\mathrm{v})$, the plane $\ell^{\prime} \ell^{\prime \prime}$ extends $\mathcal{K}$, contradicting the fact that $\mathcal{K}$ is complete. It follows that the lines $\ell, \ell^{\prime}, \ell^{\prime \prime}$ are mutually skew.

If $\lambda$ is the integer defined by $(q-1) / t^{2}+2 / t+1>\lambda \geq(q-1) / t^{2}+2 / t$, then there are at least $\lambda S$-lines of the form $\ell_{i}$, say $\ell_{1}, \ldots, \ell_{\lambda}$, which meet $\ell, \ell^{\prime}, \ell^{\prime \prime}$. Hence $\ell_{1}, \ell_{2}, \ldots, \ell_{\lambda}$ belong to a regulus $\mathcal{R}$. Let $m$ be a line of the complementary regulus $\mathcal{R}^{\prime}$. Then $m$ has at least $\lambda>t$ points in common with $\Phi=\Phi(\mathcal{K})$. Consequently, $m$ is a line of $\Phi$. So the hyperbolic quadric $\mathcal{H}_{3}$ with reguli $\mathcal{R}, \mathcal{R}^{\prime}$ is a component of $\Phi$. Therefore, each $S$-line $\ell_{i u}$ belongs to a hyperbolic quadric which is algebraically contained in $\Phi$.

Lemma 6.64. If $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$, then, for any plane $\pi$ of $\mathrm{PG}(3, q)$, the curve $\Phi \cap \pi$ is reducible over $\overline{\mathbf{F}}_{q}$.

Proof. As $k>q-\sqrt{q}+2$ and since there is an integer between $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}$ and $q+1$, so $q \geq 32$. It may be assumed that no $S$-line is contained in $\pi$. Then any $S$-line has exactly one point in common with $\pi$. Since the number of $S$-lines is equal to $k(q+3-k)=k t$ and each point is on either zero or two $S$-lines, so

$$
|\Phi \cap \pi| \geq k t / 2
$$

Suppose that $\Phi \cap \pi$ is absolutely irreducible, that is, irreducible over $\overline{\mathbf{F}}_{q}$. By Corollary 2.29 of PGOFF2,

$$
(q+3-k) k / 2 \leq q+1+(q+2-k)(q+1-k) \sqrt{q} .
$$

Consequently, either $k \geq q+1$ or $k \leq q-\frac{1}{2} \sqrt{q}+\frac{9}{4}-1 /(4+8 \sqrt{q})<q-\frac{1}{2} \sqrt{q}+\frac{9}{4}$, a contradiction. Therefore $\Phi \cap \pi$ is reducible over $\overline{\mathbf{F}}_{q}$.

Lemma 6.65. If $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$, and $k$ is even, then, for each plane $\pi$ of $\mathrm{PG}(3, q)$, the curve $\Phi \cap \pi=\mathcal{C}$ contains a line as a component over $\mathbf{F}_{q}$.

Proof. It may be assumed that no $S$-line is contained in $\pi$. By Lemma 6.64, the curve $\mathcal{C}$ is reducible over $\overline{\mathbf{F}}_{q}$. Also $2<t<\frac{1}{2} \sqrt{q}+\frac{3}{4}$ and $q \geq 32$. If $\mathcal{C}^{\prime}$ is an absolutely irreducible component of $\mathcal{C}$ of degree $m$, with $m \geq 4$, then it can now be shown that $\left|\mathcal{C}^{\prime}\right|<(q+1) m / 2$.

If $\mathcal{C}^{\prime}$ is not defined over $\mathbf{F}_{q}$ then $\left|\mathcal{C}^{\prime}\right| \leq m^{2}$, Lemma 2.24(i) of PGOFF2; if $\mathcal{C}^{\prime}$ is defined over $\mathbf{F}_{q}$ then, by the Hasse-Weil bound, $\left|\mathcal{C}^{\prime}\right| \leq q+1+(m-1)(m-2) \sqrt{q}$. Since $q+1+(m-1)(m-2) \sqrt{q} \geq m^{2}$, it follows that $\left|\mathcal{C}^{\prime}\right| \leq q+1+(m-1)(m-2) \sqrt{q}$.

Suppose that

$$
q+1+(m-1)(m-2) \sqrt{q} \geq(q+1) m / 2
$$

Then, either

$$
\frac{1}{4} \sqrt{q}+\frac{3}{2}+1 /(4 \sqrt{q})+\frac{1}{4}\left\{(\sqrt{q}-2)^{2}+2-4 / \sqrt{q}+1 / q\right\}^{1 / 2} \leq m
$$

or

$$
\frac{1}{4} \sqrt{q}+\frac{3}{2}+1 /(4 \sqrt{q})-\frac{1}{4}\left\{(\sqrt{q}-2)^{2}+2-4 / \sqrt{q}+1 / q\right\}^{2} \geq m
$$

Hence, either

$$
m>\frac{1}{4} \sqrt{q}+\frac{3}{2}+\frac{1}{4}(\sqrt{q}-2)=\frac{1}{2} \sqrt{q}+1
$$

or

$$
m<\frac{1}{4} \sqrt{q}+\frac{3}{2}+1 /(4 \sqrt{q})-\frac{1}{4}(\sqrt{q}-2)=2+1 /(4 \sqrt{q})
$$

This contradicts that $4 \leq m<t<\frac{1}{2} \sqrt{q}+\frac{3}{2}$. Hence $\left|\mathcal{C}^{\prime}\right|<(q+1) m / 2$.
If $\mathcal{C}^{\prime \prime}$ is an absolutely irreducible component of $\mathcal{C}$ of odd degree $m$, with $m \geq 5$, then it is now shown that $\left|\mathcal{C}^{\prime \prime}\right|<\frac{1}{2}(m-3)(q+1)+q+1+2 \sqrt{q}$. Note that, by the Hasse-Weil bound, $q+1+2 \sqrt{q}$ is the maximum number of points of an absolutely irreducible plane cubic curve over $\mathbf{F}_{q}$.

As for $\mathcal{C}^{\prime}$,

$$
\left|\mathcal{C}^{\prime \prime}\right| \leq q+1+(m-1)(m-2) \sqrt{q}
$$

Since $5 \leq m \leq q+1-k<\frac{1}{2} \sqrt{q}-\frac{5}{4}$, so $q \geq 256$. Assume that

$$
\frac{1}{2}(m-3)(q+1)+q+1+2 \sqrt{q} \leq q+1+(m-1)(m-2) \sqrt{q} .
$$

Then, either

$$
m \leq \frac{1}{4} \sqrt{q}+1 /(4 \sqrt{q})+\frac{3}{2}-\frac{1}{4}\left\{(\sqrt{q}-6)^{2}+2-12 / \sqrt{q}+1 / q\right\}^{1 / 2}
$$

or

$$
m \geq \frac{1}{4} \sqrt{q}+1 /(4 \sqrt{q})+\frac{3}{2}+\frac{1}{4}\left\{(\sqrt{q}-6)^{2}+2-12 / \sqrt{q}+1 / q\right\}^{1 / 2} .
$$

Since $q \geq 256$, so $2-12 /(\sqrt{q})+1 / q>0$. Hence, either

$$
m<\frac{1}{4} \sqrt{q}+\frac{3}{2}+1 /(4 \sqrt{q})-\frac{1}{4}(\sqrt{q}-6)=3+1 /(4 \sqrt{q})
$$

or

$$
m>\frac{1}{4} \sqrt{q}+\frac{3}{2}+\frac{1}{4}(\sqrt{q}-6)=\frac{1}{2} \sqrt{q} .
$$

This contradicts that $5 \leq m<\frac{1}{2} \sqrt{q}-\frac{5}{4}$, and so $\left|\mathcal{C}^{\prime \prime}\right|<\frac{1}{2}(m-3)(q+1)+q+1+2 \sqrt{q}$.
Now suppose that $\mathcal{C}$ contains no linear component over $\mathbf{F}_{q}$, but contains $\beta \geq 0$ linear components over $\overline{\mathbf{F}}_{q}$. Since $\mathcal{C}$ has odd degree, the number of components over $\overline{\mathbf{F}}_{q}$ of $\mathcal{C}$ of odd degree is odd. By the preceding sections and using the fact that $2(q+1+2 \sqrt{q})<3(q+1)$,
(i) for $\beta$ even,

$$
\begin{aligned}
|\mathcal{C}| & \leq \frac{1}{2}(t-\beta-3)(q+1)+\beta+(q+1+2 \sqrt{q}) \\
& \leq \frac{1}{2}(t-3)(q+1)+q+1+2 \sqrt{q}
\end{aligned}
$$

(ii) for $\beta$ odd,

$$
|\mathcal{C}| \leq \frac{1}{2}(t-\beta)(q+1)+\beta<\frac{1}{2}(t-3)(q+1)+q+1+2 \sqrt{q} .
$$

Hence, in each case,

$$
|\mathcal{C}| \leq \frac{1}{2}(t-3)(q+1)+q+1+2 \sqrt{q} .
$$

Consequently,

$$
\frac{1}{2} k(q+3-k) \leq|\mathcal{C}| \leq \frac{1}{2}(q-k)(q+1)+q+1+2 \sqrt{q} .
$$

So, either

$$
k \leq q+2-\left\{(\sqrt{q}-3)^{2}+2 \sqrt{q}-7\right\}^{1 / 2}
$$

or

$$
k \geq q+2+\left\{(\sqrt{q}-3)^{2}+2 \sqrt{q}-7\right\}^{1 / 2}
$$

Hence, either

$$
k<q+2-(\sqrt{q}-3)=q-\sqrt{q}+5
$$

or

$$
k>q+2+(\sqrt{q}-3)=q+\sqrt{q}-1 .
$$

This contradicts that $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$. Therefore $\mathcal{C}$ contains a line as a component over $\mathbf{F}_{q}$.

Theorem 6.66. If $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$ and $k$ is even, then $\Phi$ contains a plane as a component over $\mathbf{F}_{q}$.

Proof. Let $\pi_{i}$ be a plane of the $k$-arc. In $\pi_{i}$ there are $q+3-k=t<\frac{1}{2} \sqrt{q}+\frac{3}{4} S$-lines which form an arc of lines in $\pi_{i}$. Since $q \geq t(t-3) / 2+2$, this arc is incomplete by Theorem 9.12 of PGOFF2; so there is a line $\ell$ which intersects the $t$ lines of the arc at $t$ different points. Hence $|\ell \cap \Phi|=t$ and the $t$ points of $\Phi \cap \ell$ are simple for $\Phi$. Considering the $q+1$ planes of $\mathrm{PG}(3, q)$ through $\ell$ and using Lemma 6.65 , at least one point $P$ of $\Phi \cap \ell$ is contained in at least $(q+1) / t$ lines of $\Phi$. Hence $P$ is contained in at least $2 \sqrt{q}-4+\left(\frac{1}{2} \sqrt{q}+4\right) /\left(\frac{1}{2} \sqrt{q}+\frac{3}{4}\right)$ lines of $\Phi$. It follows that the tangent plane $\pi_{P}$ of $\Phi$ at $P$ contains more than $2 \sqrt{q}-4$ lines of $\Phi$. Since $2 \sqrt{q}-4>t$, the plane $\pi_{P}$ is a component of $\Phi$.

Theorem 6.67. Any $k$-arc $\mathcal{K}$ of $\mathrm{PG}(3, q)$, with $q$ even, $k$ even, and with the bound $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$, can be extended to a $(k+1)$-arc.

Proof. This follows immediately from Theorems 6.59(v) and 6.66.
Lemma 6.68. If $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$ and $k$ is odd, then, for each plane $\pi$ of $\mathrm{PG}(3, q)$, the curve $\Phi \cap \pi=\mathcal{C}$ either contains a line as component over $\mathbf{F}_{q}$ or consists of $t / 2$ conics defined over $\mathbf{F}_{q}$.

Proof. It may be assumed that no $S$-line is contained in $\pi$. If $\mathcal{C}^{\prime}$ is an absolutely irreducible component of $\mathcal{C}$ of degree $m$, with $q+2-k>m>4$ and $q>512$, then it is now shown that $\left|\mathcal{C}^{\prime}\right|<\frac{1}{2}(m-4)(q+1)+q+1+2 \sqrt{q}$. Note, that by the Hasse-Weil bound, $q+1+2 \sqrt{q}$ is the maximum number of points of an absolutely irreducible plane cubic curve over $\mathbf{F}_{q}$. Ignore for the moment the condition $q>512$. If $\mathcal{C}^{\prime}$ is not defined over $\mathbf{F}_{q}$, then $\left|\mathcal{C}^{\prime}\right| \leq m^{2}$; if $\mathcal{C}^{\prime}$ is defined over $\mathbf{F}_{q}$, then

$$
\left|\mathcal{C}^{\prime}\right| \leq q+1+(m-1)(m-2) \sqrt{q} .
$$

Hence $\left|\mathcal{C}^{\prime}\right| \leq q+1+(m-1)(m-2) \sqrt{q}$. Since $5 \leq m \leq q+1-k<\frac{1}{2} \sqrt{q}-\frac{5}{4}$, so $q \geq 256$. Suppose that

$$
\begin{equation*}
\frac{1}{2}(m-4)(q+1)+q+1+2 \sqrt{q} \leq q+1+(m-1)(m-2) \sqrt{q} . \tag{6.80}
\end{equation*}
$$

Then, either

$$
m \leq \frac{1}{4} \sqrt{q}+\frac{3}{2}+1 /(4 \sqrt{q})-\frac{1}{4}\left\{(\sqrt{q}-11)^{2}+2 \sqrt{q}-20 / \sqrt{q}+1 / q-83\right\}^{1 / 2}
$$

or

$$
m \geq \frac{1}{4} \sqrt{q}+\frac{3}{2}+1 /(4 \sqrt{q})+\frac{1}{4}\left\{(\sqrt{q}-11)^{2}+2 \sqrt{q}-20 / \sqrt{q}+1 / q-83\right\}^{1 / 2}
$$

For $q>1024$, the inequality $2 \sqrt{q}-20 / \sqrt{q}+1 / q-83>0$ holds. Hence, for $q>1024$, either

$$
m<\frac{1}{4} \sqrt{q}+\frac{3}{2}+1 /(4 \sqrt{q})-\frac{1}{4}(\sqrt{q}-11)=\frac{17}{4}+1 /(4 \sqrt{q})
$$

or

$$
m>\frac{1}{4} \sqrt{q}+\frac{3}{2}+\frac{1}{4}(\sqrt{q}-11)=\frac{1}{2} \sqrt{q}-\frac{5}{4} .
$$

This contradicts that $5 \leq m<\frac{1}{2} \sqrt{q}-\frac{5}{2}$. For $q=256$, the inequality (6.80) is satisfied; for $q=512$, (6.80) and the inequality $5 \leq m \leq q+1-k<\frac{1}{2} \sqrt{q}-\frac{5}{4}$ give $m=10$ and $k=503$; for $q=1024,(6.80)$ is in contradiction to $5 \leq m<\frac{1}{2} \sqrt{q}-\frac{5}{4}$.

Let $\mathcal{C}^{\prime \prime}$ be an absolutely irreducible component of degree four of $\mathcal{C}$. If $\mathcal{C}^{\prime \prime}$ is not defined over $\mathbf{F}_{q}$, then $\left|\mathcal{C}^{\prime \prime}\right| \leq 16<2(q+1)$. If $\mathcal{C}^{\prime \prime}$ is defined over $\mathbf{F}_{q}$, then the bound $\left|\mathcal{C}^{\prime \prime}\right| \leq q+1+6 \sqrt{q}$ holds; so $\left|\mathcal{C}^{\prime \prime}\right| \leq 2(q+1)$, for $q \geq 32$. Hence $\left|\mathcal{C}^{\prime \prime}\right| \leq 2(q+1)$ is always true.

Now suppose that, over $\overline{\mathbf{F}}_{q}$, the curve $\mathcal{C}$ neither contains a line nor consists entirely of conics and irreducible quartic curves. Suppose also that $q \notin\{256,512\}$. Let $\beta$ be the number of absolutely irreducible components of degree three and let $\alpha$ be the number of absolutely irreducible components of degree at least five. If $\alpha=0$, then, since $q+3-k=t$ is even, $\beta$ is even and so $\alpha+\beta$ is even. Also $\alpha+\beta>0$. By the preceding sections,

$$
|\mathcal{C}| \leq \frac{1}{2}(t-3 \beta-4 \alpha)(q+1)+(\alpha+\beta)(q+1+2 \sqrt{q})
$$

Further, note that $2(q+1+2 \sqrt{q})<3(q+1)$. If $\alpha+\beta$ is odd, so $\alpha \neq 0$; then

$$
|\mathcal{C}| \leq \frac{1}{2}(t-\alpha-3)(q+1)+q+1+2 \sqrt{q} \leq \frac{1}{2}(t-4)(q+1)+q+1+2 \sqrt{q} .
$$

If $\alpha+\beta$ is even, so $\alpha+\beta \geq 2$; then

$$
\begin{aligned}
|\mathcal{C}| & \leq \frac{1}{2}(t-\alpha-6)(q+1)+2(q+1+2 \sqrt{q}) \\
& \leq \frac{1}{2}(t-6)(q+1)+2(q+1+2 \sqrt{q}) .
\end{aligned}
$$

Thus, in both cases,

$$
\begin{aligned}
|\mathcal{C}| & \leq \frac{1}{2}(t-6)(q+1)+2(q+1+2 \sqrt{q}) \\
& =\frac{1}{2}(q-k-3)(q+1)+2(q+1+2 \sqrt{q})
\end{aligned}
$$

Consequently,

$$
\frac{1}{2} k(q+3-k) \leq \frac{1}{2}(t-6)(q+1)+2(q+1+2 \sqrt{q})
$$

So, either

$$
k \leq q+2-\{2 q-8 \sqrt{q}+3\}^{1 / 2}
$$

or

$$
k \geq q+2+\{2 q-8 \sqrt{q}+3\}^{1 / 2}
$$

This contradicts $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$. Hence, for $q \notin\{256,512\}, \mathcal{C}$ contains over $\overline{\mathbf{F}}_{q}$ either a linear component or consists entirely of conics and absolutely irreducible quartic curves. Let $\mathcal{C}$ consist of $\epsilon$ conics and $\delta$ absolutely irreducible quartic curves, with $\delta \geq 1$. If $q=32$, then $t=3$ and so $k$ is even; hence $q \geq 64$. Since

$$
\begin{aligned}
\frac{1}{2}(t-4 \delta)(q+1)+\delta(q+1+6 \sqrt{q}) & =\frac{1}{2}(q+3-k)(q+1)+\delta(-q-1+6 \sqrt{q}) \\
& \leq \frac{1}{2}(q+3-k)(q+1)-q-1+6 \sqrt{q},
\end{aligned}
$$

so

$$
\frac{1}{2} k(q+3-k) \leq|\mathcal{C}| \leq \frac{1}{2}(q+3-k)(q+1)-q-1+6 \sqrt{q} .
$$

Consequently, either

$$
k \leq q+2-\{2 q-12 \sqrt{q}+3\}^{1 / 2}
$$

or

$$
k \geq q+2+\{2 q-12 \sqrt{q}+3\}^{1 / 2} .
$$

This contradicts

$$
q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1
$$

So over $\overline{\mathbf{F}}_{q}$, and with $q \notin\{256,512\}$, the curve $\mathcal{C}$ either contains a line or consists entirely of conics.

Let $\ell$ be a line of $\mathcal{C}$, and suppose that $\ell$ is not defined over $\mathbf{F}_{q}$. Then $|\ell| \leq 1$. Let $\pi_{i}$ be a plane of $\mathcal{K}$ not passing through a point of $\ell$ over $\mathbf{F}_{q}$. The line $\ell^{\prime}=\pi \cap \pi_{i}$ intersects $\pi_{i} \cap \Phi$ and so $\Phi$, only in points over $\mathbf{F}_{q}$. Hence the intersection of $\ell$ and $\ell^{\prime}$ is a point over $\mathbf{F}_{q}$, a contradiction.

Now suppose that $\mathcal{C}$ consists of $t / 2$ conics, $\rho$ of which are not defined over $\mathbf{F}_{q}$, with $\rho \geq 1$. Then

$$
\begin{aligned}
\frac{1}{2} k(q+3-k) & \leq|\mathcal{C}| \leq \frac{1}{2}(q+3-k-2 \rho)(q+1)+4 \rho \\
& \leq \frac{1}{2}(q+1-k)(q+1)+4 .
\end{aligned}
$$

Hence, either

$$
k \leq q+2-(2 q-5)^{1 / 2}
$$

or

$$
k \geq q+2+(2 q-5)^{1 / 2}
$$

a contradiction. Consequently, for $q \notin\{256,512\}$, the curve $\mathcal{C}$ either contains a line over $\mathbf{F}_{q}$ or consists of $t / 2$ conics over $\mathbf{F}_{q}$.

Let $q=512$. Then (6.80) together with $5 \leq m \leq q+1-k<\frac{1}{2} \sqrt{q}-\frac{5}{4}$ gives $m=10$ and $k=503$. So suppose that $m=10$ and $t=12$. If $\mathcal{C}$ does not contain a line, then

$$
\frac{1}{2} k t=\frac{1}{2}(503.12) \leq|\mathcal{C}| \leq(q+1)+(q+1+72 \sqrt{q})=1026+72 \sqrt{512},
$$

a contradiction. Now, in the same way as for $q \notin\{256,512\}$, the curve $\mathcal{C}$ contains a linear component over the ground field $\mathbf{F}_{q}$. If $q=512$ and if (6.80) is not satisfied for $m>4$, then the procedure is as in the case $q \notin\{256,512\}$.

Finally, let $q=256$. Since $2<t<\frac{1}{2} \sqrt{q}+\frac{3}{4}$ with $t$ even, then, from the bound $4<m<t-1$, it follows that $t=8$ and $m \in\{5,6\}$. If $t=8, m=5$, and $\mathcal{C}$ does not contain a line, then

$$
\frac{1}{2} k t=\frac{1}{2}(251.8) \leq|\mathcal{C}| \leq(q+1+12 \sqrt{q})+(q+1+2 \sqrt{q})=738
$$

a contradiction; if $t=8, m=6$, and $\mathcal{C}$ does not contain a line, then

$$
\frac{1}{2} k t=\frac{1}{2}(251.8) \leq|\mathcal{C}| \leq(q+1+20 \sqrt{q})+(q+1)=834
$$

also a contradiction. As for $q \notin\{256,512\}$, the curve $\mathcal{C}$ contains a linear component over the ground field $\mathbf{F}_{q}$. If $q=256$ and if there is no absolutely irreducible component with $m>4$, then proceed as in the case $q \notin\{256,512\}$ with $\alpha=0$ and $\alpha+\beta=\beta \geq 2$.

Theorem 6.69. If $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$ and $k$ is odd, then $\Phi$ contains a plane as component over $\mathbf{F}_{q}$ or consists of $(q+3-k) / 2$ hyperbolic quadrics over $\mathbf{F}_{q}$.

Proof. If $\Phi$ contains a plane $\xi$ as component, then, for each plane $\pi_{i}$ of $\mathcal{K}$, the line $\xi \cap \pi_{i}$ is an $S$-line; so $\xi$ contains at least $k$ lines over $\mathbf{F}_{q}$ and consequently $\xi$ is defined over $\mathbf{F}_{q}$. Suppose therefore that $\Phi$ does not contain a linear component. From the proof of Theorem 6.66, there is at least one plane which does not contain a line of $\Phi$. Let $\pi$ be a plane for which $\Phi \cap \pi=\mathcal{C}$ consists of $t / 2$ conics over $\mathbf{F}_{q}$. First it is shown that no two of these conics coincide. Therefore suppose that at least two of the conics do coincide. Then

$$
\frac{1}{2} k(q+3-k) \leq|\mathcal{C}| \leq \frac{1}{2}(q+1-k)(q+1)
$$

So, either

$$
k \leq q+2-(2 q+3)^{1 / 2}
$$

or

$$
k \geq q+2+(2 q+3)^{1 / 2}
$$

This contradicts $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$. Hence the $t / 2$ conics are distinct. The number of points common to at least two of these conics is at most

$$
4(t / 2)(t / 2-1) / 2=\frac{1}{2} t(t-2)<\frac{1}{2}\left(\frac{1}{2} \sqrt{q}+\frac{3}{4}\right)\left(\frac{1}{2} \sqrt{q}-\frac{5}{4}\right)<q / 8
$$

Let $\mathcal{C}_{1}$ be one of the conics and let $P$ be a point of $\pi$, with $P \notin \mathcal{C}_{1}$, and $P$ distinct from the nucleus of $\mathcal{C}_{1}$. Then there is at least one line $\ell$ of $\pi$ through $P$ which neither contains a point over $\mathbf{F}_{q}$ of $\mathcal{C}_{1}$ nor contains a point over $\overline{\mathbf{F}}_{q}$ common to at least two conics. For this line $\ell$, each point of $\ell \cap \Phi$ is a simple point for $\Phi$. Over $\mathbf{F}_{q}$,

$$
|\ell \cap \Phi| \leq t-2<\frac{1}{2} \sqrt{q}-\frac{5}{4} .
$$

Since $\Phi$ does not contain a linear component, at each point of $\ell \cap \Phi$ the tangent plane of $\Phi$ contains at most $t$ different lines of $\Phi$. Hence each point of $\ell \cap \Phi$ is contained in at most $t$ lines of $\Phi$. Consequently, the number of planes $\pi^{\prime}$ through $\ell$ for which $\pi^{\prime} \cap \Phi$ contains a line as component over $\mathbf{F}_{q}$ is at most

$$
(t-2) t<\left(\frac{1}{2} \sqrt{q}-\frac{5}{4}\right)\left(\frac{1}{2} \sqrt{q}+\frac{3}{4}\right)=\frac{1}{4} q-\frac{1}{4} \sqrt{q}-\frac{15}{16}<\frac{1}{4} q-\frac{1}{4} \sqrt{q} .
$$

It follows that, for more than $q+1-\frac{1}{4} q+\frac{1}{4} \sqrt{q}>\frac{3}{4} q+\frac{1}{4} \sqrt{q}$ planes $\pi^{\prime}$ through $\ell$, the curve $\Phi \cap \pi^{\prime}$ consists over $\mathbf{F}_{q}$ of $t / 2$ conics. Hence, over $\overline{\mathbf{F}}_{q}$, the two conjugate points in the set $\ell \cap \mathcal{C}_{1}$ are contained in more than $(3 q+\sqrt{q}) / 4$ conics of $\Phi$, all defined over $\mathbf{F}_{q}$, lying in different planes through $\ell$. Let $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{r}$ be these conics, and let $\xi_{j}$ be the plane of $\mathcal{C}_{j}$.

For any $S$-line $\ell_{i}$, let $t_{i}$ be the number of conics of $\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{r}\right\}=V$ containing at least (and so exactly one) point of $\ell_{i}$. The number of points of $\xi_{j} \cap \Phi$ not belonging to an $S$-line is at most

$$
\frac{1}{2} t(q+1)-t k / 2=t(t-2) / 2<\frac{1}{2}\left(\frac{1}{2} \sqrt{q}+\frac{3}{4}\right)\left(\frac{1}{2} \sqrt{q}-\frac{5}{4}\right)<\frac{1}{8} q-\frac{1}{8} \sqrt{q} .
$$

Hence the number $N_{j}$ of points of $\mathcal{C}_{j}$ belonging to an $S$-line satisfies

$$
N_{j}>q+1-\frac{1}{8} q+\frac{1}{8} \sqrt{q}>\frac{7}{8} q+\frac{1}{8} \sqrt{q} .
$$

As each point of $\Phi$ is on zero or two $S$-lines, it now follows that

$$
\begin{equation*}
\sum_{i} t_{i}>\frac{1}{4}(3 q+\sqrt{q}) \cdot \frac{1}{8}(7 q+\sqrt{q}) \cdot 2=\frac{1}{16}\left(21 q^{2}+10 q \sqrt{q}+q\right) \tag{6.81}
\end{equation*}
$$

The number of $S$-lines is equal to $(q+3-k) k$. Since the function $f(x)=(q+3-x) x$ is strictly decreasing for $x \geq(q+3) / 2$, so

$$
\begin{align*}
(q+3-k) k & <\left(\frac{1}{2} \sqrt{q}+\frac{3}{4}\right)\left(q-\frac{1}{2} \sqrt{q}+\frac{9}{4}\right) \\
& =\frac{1}{2} q \sqrt{q}+\frac{1}{2} q+\frac{3}{4} \sqrt{q}+\frac{27}{16} \tag{6.82}
\end{align*}
$$

From (6.81) and (6.82), it now follows that

$$
\begin{aligned}
\bar{t} & =\left(\sum t_{i}\right) /\{(q+3-k) k\} \\
& >\left\{21 q^{2}+10 q \sqrt{q}+q\right\} /\{8 q \sqrt{q}+8 q+12 \sqrt{q}+27\} \\
& >(21 \sqrt{q}) / 8-2
\end{aligned}
$$

Hence there is an $S$-line $\ell^{\prime}$ which has a point in common with more than $21 \sqrt{q} / 8-2$ conics of the set $V$, say with $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{s}$.

The common points of $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{s}$ are denoted by $Q$ and $Q^{\prime}$. Recall that $Q, Q^{\prime}$ are conjugate points over $\overline{\mathbf{F}}_{q}$. For $i=2,3$, let $R_{i}$ be the common point of $\ell^{\prime}$ and $\mathcal{C}_{i}$ and let $m_{2}, m_{2}^{\prime}$ be the tangent lines of $\mathcal{C}_{2}$ at the respective points $Q, Q^{\prime}$. The absolutely irreducible quadric (over $\mathbf{F}_{q}$ ) containing $\mathcal{C}_{1}, R_{2}, R_{3}$ and having $m_{2}, m_{2}^{\prime}$ as tangent lines is denoted by $\mathcal{Q}$. Since $R_{2} \in \mathcal{Q}$ and since the tangent lines $m_{2}, m_{2}^{\prime}$ of $\mathcal{C}_{2}$ are tangent lines of $\mathcal{Q}$, the conic $\mathcal{C}_{2}$ belongs to $\mathcal{Q}$. Since $\ell^{\prime}$ has at least three points in common with $\mathcal{Q}$, it also belongs to $\mathcal{Q}$.

The common point of $\ell^{\prime}$ and $\mathcal{C}_{i}$ is denoted by $R_{i}$, and the tangent lines of $\mathcal{C}_{i}$ at the points $Q, Q^{\prime}$ are denoted by $m_{i}, m_{i}^{\prime}$, with $i=1,2, \ldots, s$. The tangent plane of $\Phi$ at $Q$ is $m_{1} m_{2}$ and the tangent plane of $\mathcal{Q}$ at $Q^{\prime}$ is $m_{1}^{\prime} m_{2}^{\prime}$. Therefore, the tangent lines $m_{i}=m_{1} m_{2} \cap \xi_{i}$ and $m_{i}^{\prime}=m_{1}^{\prime} m_{2}^{\prime} \cap \xi_{i}$ of $\mathcal{C}_{i}$, are also tangent lines of $\mathcal{Q}, i=3,4, \ldots, s$. Since also $R_{i} \in \mathcal{Q}$, the conic $\mathcal{C}_{i}$ belongs to $\mathcal{Q}, i=3,4, \ldots, s$.

Consequently, the $s$ conics $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{s}$ belong to $\mathcal{Q}$. As $2 s>21 \sqrt{q} / 4-4>2 t$, so $\mathcal{Q} \subset \Phi$ by Bézout's theorem.

Instead of $\mathcal{C}_{1}$ take any other conic of $\Phi \cap \pi$. It then follows that $\Phi$ consists of $t / 2$ absolutely irreducible quadrics over $\mathbf{F}_{q}$. For any plane $\pi_{i} \in \mathcal{K}$, the curve $\pi_{i} \cap \Phi$ consists of $t$ different $S$-lines and so necessarily $\pi_{i}$ contains exactly two different lines of any of the $t / 2$ quadrics. It follows that any of the quadrics contains at least $2 k>2 q-\sqrt{q}+\frac{9}{2}$ lines, and hence is hyperbolic. Therefore $\Phi$ either contains a plane as component over $\mathbf{F}_{q}$ or consists of $(q+3-k) / 2$ hyperbolic quadrics over $\mathbf{F}_{q}$.
Theorem 6.70. Any $k$-arc $\mathcal{K}$ of $\Sigma=\operatorname{PG}(3, q)$, with $q$ even, $k$ odd, and such that $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$, can be extended to a $(k+1)$-arc.
Proof. The hypotheses imply that $q \geq 64$. By Theorem $6.69, \Phi$ contains a plane as component over $\mathbf{F}_{q}$ or consists of $(q+3-k) / 2$ hyperbolic quadrics over $\mathbf{F}_{q}$.

If $\Phi$ contains a plane as component over $\mathbf{F}_{q}$, then, by Theorem $6.59, \mathcal{K}$ can be extended to a $(k+1)$-arc. Now suppose that $\Phi$ consists of $t / 2$ hyperbolic quadrics. By Theorem $6.59(\mathrm{v})$, the arc $\mathcal{K}$ is complete. Consider a $k$-arc of planes $\mathcal{K}=\left\{\pi_{1}, \ldots, \pi_{k}\right\}$.

Let $\Delta_{1}, \Delta_{2}$ be distinct hyperbolic quadrics algebraically contained in $\Phi$. The $k$ planes $\pi_{i}$ are tangent planes of $\Delta_{1}$ and $\Delta_{2}$. Using any correlation $\theta$ of $\Sigma$, consider the situation that a $k$-arc $\mathcal{K} \theta$ of points of $\mathrm{PG}(3, q)$ lies on the intersection $\Psi_{1} \cap \Psi_{2}=\mathcal{C}$ of the two quadrics $\Psi_{1}, \Psi_{2}$, where $\Psi_{i}=\Delta_{i} \theta, i=1,2$. The extension of the curve $\mathcal{C}$ to the algebraic closure $\overline{\mathbf{F}}_{q}$ is denoted by $\overline{\mathcal{C}}$.

There are three possible cases.

## (I) $\overline{\mathcal{C}}$ contains as a component a line or a conic but not an irreducible cubic curve

In this case, for any $k$-arc in $\mathcal{C}$ the result is that $k \leq 8$. However, since

$$
q+1>k>q-\frac{1}{2} \sqrt{q}+\frac{9}{4}
$$

and $k$ is odd, so $k \geq 63$ and a contradiction is obtained.
(II) $\overline{\mathcal{C}}$ factors into a twisted cubic curve $\mathcal{C}^{\prime}$ and a line $\ell$

In this case $\left|\mathcal{C}^{\prime} \cap \mathcal{K} \theta\right| \geq 61$; so the points of $\mathcal{C}^{\prime}$ in $\operatorname{PG}(3, q)$ form a $(q+1)$-arc $\mathcal{K}^{\prime}$. put $\mathcal{K}^{\prime \prime}=\mathcal{K} \theta \cap \mathcal{C}^{\prime}$; then $\left|\mathcal{K}^{\prime \prime}\right| \geq k-2>q-\frac{1}{2} \sqrt{q}+\frac{1}{4}$. Since $q \geq 64$ so $\left|\mathcal{K}^{\prime \prime}\right|>q-\frac{1}{2} \sqrt{q}+\frac{1}{4}>(q+4) / 2$. By the dual of Theorem 6.59 (vi), all points of $\mathcal{K} \theta$ lie on the $(q+1)$-arc $\mathcal{K}^{\prime}$. By duality, $\mathcal{K}$ itself lies on a $(q+1)$-arc and is not complete, a contradiction.
(I) $\overline{\mathcal{C}}$ is an irreducible quartic

Let $\pi$ be any plane of $\Sigma$ not containing $P_{1}$ where $\pi_{i} \theta=P_{i}, 1 \leq i \leq k$, and where $P_{1}$ is non-singular for $\overline{\mathcal{C}}$, noting that $\overline{\mathcal{C}}$ has at most one singular point. Projecting $\mathcal{C}$ from $P_{1}$ onto $\pi$ gives an irreducible cubic $\mathcal{C}^{\prime}$ over $\mathbf{F}_{q}$ in $\pi$. If, for $i>1$, the meet $P_{1} P_{i} \cap \pi=\left\{Q_{i}\right\}$, then $\left\{Q_{2}, \ldots, Q_{k}\right\}=\mathcal{L}$ is a $(k-1)$-arc of points of $\pi$ contained in the curve $\mathcal{C}^{\prime}$.

First suppose that $\mathcal{C}^{\prime}$ has genus 1. Then, from the Hasse-Weil formula, Corollary 2.27 of PGOFF2, $\left|\mathcal{C}^{\prime}\right| \leq q+1+2 \sqrt{q}$. For a given $i>1$, at least

$$
(k-2)-\left\{\left|\mathcal{C}^{\prime}\right|-(k-1)\right\}
$$

lines $Q_{i} Q_{j}, 1<j \neq i$, contain exactly two points of $\mathcal{C}^{\prime}$. So, at points of $\mathcal{L}$ the curve $\mathcal{C}^{\prime}$ has at least $\left(2 k-3-\left|\mathcal{C}^{\prime}\right|\right)(k-1) / 2=F(k)$ distinct tangents. From the Hasse-Weil formula, $F(k) \geq(2 k-3-q-2 \sqrt{q}-1)(k-1) / 2=G(k)$. Therefore $G(k) \leq q+1+2 \sqrt{q}$. Since $k>q-\frac{1}{2} \sqrt{q}+\frac{9}{4}$, so $8 q^{2}-28 q \sqrt{q}+10 q-64 \sqrt{q}-11<0$, a contradiction as $q \geq 64$.

Next suppose that $\mathcal{C}^{\prime}$ has genus 0. Then, as for cubics in Section 11.4 of PGOFF2, $\left|\mathcal{C}^{\prime}\right| \leq q+2$. For a given $i>1$, at least $(k-2)-\left\{\left|\mathcal{C}^{\prime}\right|-(k-1)\right\}$ lines $Q_{i} Q_{j}, 1<j \neq i$, contain exactly two points of $\mathcal{C}^{\prime}$. Since at most one point of $\mathcal{L}$ is singular for $\mathcal{C}^{\prime}$, the curve $\mathcal{C}^{\prime}$ has at least $(k-2)\left(2 k-4-\left|\mathcal{C}^{\prime}\right|\right) / 2=F(k)$ distinct tangents at points of $\mathcal{L}$ which are simple for $\mathcal{C}^{\prime}$. As $\left|\mathcal{C}^{\prime}\right| \leq q+2$ so $F(k) \geq(k-2)(2 k-4-q-2) / 2=G(k)$. Since $\mathcal{C}^{\prime}$ has at most $q+1$ simple points, $G(k) \leq q+1$; hence

$$
(k-2)(2 k-q-6) \leq 2 q+2
$$

Since $k>q-\frac{1}{2} \sqrt{q}+\frac{9}{4}$, it follows that $8 q^{2}-12 q \sqrt{q}-22 q+4 \sqrt{q}-19<0$, a contradiction.

From (I), (II), (III), $\Phi$ does not consist of $t / 2$ hyperbolic quadrics; so $\mathcal{K}$ extends to a $(k+1)$-arc.

Theorem 6.71. Let $\mathcal{K}$ be any $k$-arc of points or planes in $\operatorname{PG}(3, q)$, $q$ even and $q \neq 2$. If $k>q-\frac{1}{2} \sqrt{q}+\frac{9}{4}$, then $\mathcal{K}$ can be completed to a $(q+1)$-arc $\mathcal{L}$, which is uniquely determined by $\mathcal{K}$.

Proof. Assume that $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}<k<q+1$. By Theorems 6.67 and 6.70, the $k$-arc $\mathcal{K}$ is not complete and so it extends to a $(k+1)$-arc $\mathcal{K}^{\prime}$. If $k+1=q+1$, the result is proved. If $k+1<q+1$ then, since $k+1>q-\frac{1}{2} \sqrt{q}+\frac{9}{4}$, the arc $\mathcal{K}^{\prime}$ extends to a $(k+2)$-arc $\mathcal{K}^{\prime \prime}$. Proceeding in this way, $\mathcal{K}$ can be extended to a $(q+1)$-arc $\mathcal{L}$. By Theorem $6.59(\mathrm{vi}), \mathcal{L}$ is uniquely determined by $\mathcal{K}$ since $q-\frac{1}{2} \sqrt{q}+\frac{9}{4}>(q+4) / 2$.

Before proceeding to $n$ dimensions, it is necessary to consider the analogue of Theorem 6.59 in $\mathrm{PG}(4, q)$. Then, using the result of Theorem 6.49 that a $(q+1)$-arc in $\mathrm{PG}(4, q)$ is a normal rational curve, Theorem 6.38 can be applied.

First, Theorems 6.57 and 6.58 are restated for $n=4$.
Theorem 6.72. Let $\mathcal{K}=\left\{\pi_{1}, \ldots, \pi_{k}\right\}$ be a $k$-arc of solids in $\Sigma=\operatorname{PG}(4, q)$, with $q=2^{s}$. For $i, j, m$ distinct, let $Z_{i j m}$ denote the set of $t=q+4-k$ points on the line $\pi_{i} \cap \pi_{j} \cap \pi_{m}$ that lie on no other solid of $\mathcal{K}$. Then
(i) there exists a curve $\mathcal{C}_{i j}=\mathcal{C}_{j i}$ of degree $t$ in the plane $\pi_{i} \cap \pi_{j}$ such that the intersection $\mathcal{C}_{i j} \cap \pi_{m}=Z_{i j m}$;
(ii) for fixed $i$, the algebraic curves $\mathcal{C}_{i j}$ are algebraically contained in an algebraic surface $\Phi_{i}$ of degree $t$ in $\pi_{i}$ with $\Phi_{i} \cap \pi_{j}=\mathcal{C}_{i j} ;$
(iii) all the algebraic surfaces $\Phi_{i}$ are algebraically contained in a hypersurface $\Phi=\Phi(\mathcal{K})$ for which $\Phi(\mathcal{K}) \cap \pi_{i}=\Phi_{i} ;$
(iv) if $k>(q+6) / 2$, the hypersurface $\Phi(\mathcal{K})$ is unique;
(v) if $\mathcal{L}=\mathcal{K} \cup\left\{\pi_{k+1}, \ldots, \pi_{u}\right\}$ is an arc of solids with $u>k$ and if $k>(q+6) / 2$, the hypersurface $\Phi(\mathcal{K})$ factors into $\Phi(\mathcal{L}), \pi_{k+1}, \ldots, \pi_{u}$;
(vi) if $k>(q+6) / 2$, there is a bijection between solids of $\Sigma$ extending $\mathcal{K}$ to a $(k+1)$-arc and linear components over $\mathbf{F}_{q}$ of $\Phi$;
(vii) if $k>(q+6) / 2$, the arc $\mathcal{K}$ is contained in a unique complete arc of $\operatorname{PG}(4, q)$.

Theorem 6.73. Let $\mathcal{K}$ be a $k$-arc of solids in $\Sigma=\operatorname{PG}(4, q), q=2^{h}$, with cardinality $k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$ and $t=q+4-k$. Then
(i) $\Phi_{i}$ factors over $\mathbf{F}_{q}$ into $t-2$ planes $\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i, t-2}$, called $S$-planes, and a hyperbolic quadric $\Psi_{i}$, called an $S$-quadric;
(ii) the $t-2 S$-planes in $\pi_{i}$ form an arc of planes;
(iii) in $\pi_{i} \cap \pi_{j}, i \neq j$, there are exactly two lines $\ell_{i j}$ and $m_{i j}$ which are lines of $\Psi_{i}$;
(iv) also, in $\pi_{i} \cap \pi_{j}, i \neq j$, the lines $\ell_{i j}$ and $m_{i j}$ together with the $t-2$ lines $\pi_{j} \cap \alpha_{i 1}, \ldots, \pi_{j} \cap \alpha_{i, t-2}$ and the $k-2$ lines $\pi_{i} \cap \pi_{j} \cap \pi_{u}, u \in \mathbf{N}_{k} \backslash\{i, j\}$ form a $(q+2)$-arc of lines;
(v) each plane $\alpha_{i j}$ contains two lines of $\Psi_{i}$;
(vi) in an $S$-plane $\alpha_{i s}$ of $\pi_{i}$, the lines $\alpha_{i s} \cap \alpha_{i u}, s \neq u$, the lines $\alpha_{i s} \cap \pi_{j}, i \neq j$, and the two lines of $\Psi_{i}$ in $\alpha_{i s}$ form a $(q+2)$-arc of lines;
(vii) the $2(q+1)$ generators of $\Psi_{i}$ are the $2(k-1)$ lines of $\Psi_{i} \cap \pi_{j}, j \neq i$, and the $2(t-2)$ lines of $\Psi_{i} \cap \alpha_{i s}$;
(viii) at most two members of the set $\mathcal{V}$ of the $(t-2) k+k$ planes $\alpha_{i j}$ and surfaces $\Psi_{i}$ contain any line of $\Sigma$;
(ix) for any $S$-plane $\alpha_{i s}$ of $\pi_{i}$ and any point $P$ of $\alpha_{i s}$, there are at most two $S$-planes containing $P$ and meeting $\alpha_{i s}$ in a line.

Proof. By Theorem 6.40, $k \leq q+1$ for $q>4$; for $q=4$, also $k \leq 6$ from Section 6.1. Since $k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, it follows that $q \geq 32$; also $k>(q+6) / 2$.
(i), (ii) Since $\mathcal{K}$ is an arc, for a fixed $i$, the $k-1$ planes $\pi_{i} \cap \pi_{j}, i \neq j$, form an arc $\mathcal{M}$ of planes in $\pi_{i}$. Since $k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, so $k-1=|\mathcal{M}|>k>q-\frac{1}{2} \sqrt{q}+\frac{9}{4}$. By Theorem $6.71 \mathcal{M}$ is embedded in a $(q+1)$-arc $\mathcal{L}$ of planes in $\pi_{i}$. The planes of $\mathcal{L} \backslash \mathcal{M}$ are the $S$-planes in $\pi_{i}$. Since $\mathcal{L}$ is a $(q+1)$-arc, then from the structure of $\Phi(\mathcal{L})$ the $S$-quadric in $\pi_{i}$ as in Theorem 6.61(ii) is obtained.
(iii) This follows from Theorem 6.61(iii).
(iv)-(vii) These all follow from (iii) and (iv) of Theorem 6.61.
(viii) Since the $S$-planes in a given solid $\pi_{i}$ form an arc of planes in $\pi_{i}$, no three $S$ planes of a given solid have a common line. From (vi), it cannot be that two $S$-planes in $\pi_{i}$ and the $S$-quadric $\Psi_{i}$ of $\pi_{i}$ all contain a common line.

Let $m$ be any line of $\Sigma$ lying in an $S$-plane $\sigma_{1}$. Then $\sigma_{1}$ lies in a unique solid of $\mathcal{K}$, say $\pi_{i}$; so $\sigma_{1}$ is one of the $S$-planes $\alpha_{i s}$ in $\pi_{i}$. Suppose that $m$ lies in some other $S$-plane $\sigma_{2}$ not in $\pi_{i}$. Then $\sigma_{2}$ is in $\pi_{j}$, say, with $j \neq i$. Now $\pi_{i} \cap \pi_{j}$ is a plane $\pi_{i j}$ containing $m$. In $\pi_{i}$, the plane $\alpha_{i s}$ meets $\pi_{i j}$ in exactly one line: this must be $m$. From (iv), there are no other $S$-planes or $S$-quadrics containing $m$. A similar
argument handles the case that $m$ lies in $\alpha_{i s}$ and in $\Psi_{j}, j \neq i$, or lies in $\Psi_{i}$ and in $\Psi_{j}, j \neq i$.

In summary, if $m$ lies in an element of $\mathcal{V}$ from $\pi_{i}$ and in an element of $\mathcal{V}$ from $\pi_{j}, j \neq i$, then $m$ lies in exactly two elements of $\mathcal{V}$. If the only elements of $\mathcal{V}$ containing $m$ lie in a given arc solid, say $\pi_{i}$, then again $m$ lies in at most two elements from $\mathcal{V}$.
(ix) An argument similar to that proving (viii) applies.

Theorem 6.74. Let $\mathcal{K}=\left\{\pi_{1}, \ldots, \pi_{k}\right\}$ be a $k$-arc of solids in $\Sigma=\operatorname{PG}(4, q)$, for $q=2^{h}$, with $q>k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$. Then $\mathcal{K}$ can be extended to a $q$-arc.

Proof. Since $q>k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, so $q \geq 128$ and $k>(q+6) / 2$. By way of contradiction, assume that $\mathcal{K}$ is complete. Since $k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, the results of the previous theorem apply. Any $S$-plane of $\pi_{j}, j>1$, meets $\pi_{1}$ in a line of $\pi_{1} \cap \pi_{j}$. This line lies either in an $S$-plane of $\pi_{1}$ or in the quadric $\Psi_{1}$. Now, there are exactly two lines of $\Psi_{1}$ in $\pi_{1} \cap \pi_{j}$. Therefore, putting $t=q+4-k$, the number of $S$-planes not in $\pi_{1}$ and having a line in common with some $S$-plane in $\pi_{1}$ is at least $(k-1)(t-2)-2(k-1)=(k-1)(t-4)$. Recall that each solid contains exactly $t-2$ $S$-planes. Hence there exists an $S$-plane $\alpha=\alpha_{1 s}$ in $\pi_{1}$ having a line in common with at least $(k-1)(t-4) /(t-2) S$-planes not in $\pi_{1}$. Thus the total number of $S$-planes having at least one line in common with $\alpha$ is at least $(k-1)(t-4) /(t-2)+(t-2)$.

Denote the set of such planes by $V=\left\{\beta_{1}, \beta_{2}, \ldots\right\}$ with

$$
\left\{\beta_{1}, \ldots, \beta_{t-2}\right\}=\left\{\alpha_{11}, \ldots, \alpha_{1, t-2}\right\}, \beta_{1}=\alpha_{11}=\alpha
$$

and $\beta_{i} \cap \alpha=\ell_{i}$ for $\beta_{i} \neq \alpha$. Since $k<q$, so $t>4$; hence $(k-1)(t-4) /(t-2) \geq 1$. Let the line $\ell_{t-1}$ of $\alpha$ lie in $\pi_{j}$, say, $j \neq 1$. Put

$$
V_{j}=\left\{\alpha_{j 1}, \ldots, \alpha_{j, t-2}, \Psi_{j}\right\}=\left\{\delta_{j 1}, \ldots, \delta_{j, t-1}\right\} .
$$

Let $\rho_{n}$ be the number of planes of $V$ containing a line of $\delta_{j n}$. Since any two $S$-planes of $V_{j}$ meet in a line and any $S$-plane of $V_{j}$ contains a line (actually two lines) of $\Psi_{j}$ by Theorem 6.73(v),

$$
\sum \rho_{n} \geq(k-1)(t-4) /(t-2)+(t-2)-1+(t-1)
$$

Averaging gives $\bar{\rho} \geq[(k-1)(t-4) /(t-2)+2 t-4] /(t-1)$. So there exists an element $\delta_{j n}$ for which

$$
\rho_{n} \geq[(k-1)(t-4) /(t-2)+2 t-4] /(t-1) .
$$

Note that, in obtaining $\sum \rho_{n}$, the fact that each plane of $V$ not in $\pi_{j}$ meets exactly one element of $V_{j}$ in a line is used.

Now two cases are considered.
Case 1: $t<[(k-1)(t-4) /(t-2)+2 t-4] /(t-1)$.
Then $\delta_{j n}=\Psi_{j}$ or an $S$-plane of $\pi_{j}$. Assume that $\delta_{j n}=\Psi_{j}$. The $S$-plane $\alpha$ in $\pi_{1}$ meets $\pi_{1} \cap \pi_{j}$ in a unique line $\ell_{t-1}$ and $\ell_{t-1}$ lies on a unique $S$-plane $\eta_{j}$
of $\pi_{j}$. Now, $\Psi_{j}$ meets $\pi_{1} \cap \pi_{j}$ in exactly two lines $\ell, \ell^{\prime}$ both different from $\ell_{t-1}$. The lines $\ell, \ell^{\prime}, \ell_{t-1}$ are part of an arc of lines in $\pi_{1} \cap \pi_{j}$ by Theorem 6.73(iv). So $\Psi_{j} \cap \alpha=\left\{\ell_{t-1} \cap \ell, \ell_{t-1} \cap \ell^{\prime}\right\}$. Any $S$-plane containing a line of $\Psi_{j}$ and a line of $\alpha$ must pass through $\ell_{t-1} \cap \ell$ or $\ell_{t-1} \cap \ell^{\prime}$. One such $S$-plane is $\eta_{j}$. So, by Theorem 6.73(ix), there are at most three $S$-planes altogether meeting $\Psi_{j}$ and $\alpha$ each in lines. Therefore $3 \geq(k-1)(t-4) /(t-2)+(2 t-4)>t$; so $3>t$, contradicting the fact that $t \geq 5$ since $t=q+4-k$ and $k<q$ by hypothesis.

Next assume that $\delta_{j n}$ is an $S$-plane, say $\alpha_{j 1}$. If $\alpha_{j 1}$ is the unique $S$-plane $\eta_{j}$ of $\pi_{j}$ containing $\ell_{t-1}$ then the planes $\alpha$ and $\alpha_{j 1}$ lie in a $\Pi_{3}$. From Theorem 6.73(viii), $\ell_{t-1}$ lies in no other $S$-plane. Then any other $S$-plane containing a line of $\alpha$ and $\alpha_{j 1}$ lies in this $\Pi_{3}$. Therefore this $\Pi_{3}$ contains more than $t S$-planes and so is a linear component of $\Phi$. From Theorem $6.72(\mathrm{vi})$, this $\Pi_{3}$ is a solid of $\Sigma$ extending $\mathcal{K}$. This contradicts the initial assumption that $\mathcal{K}$ is complete. Therefore $\alpha_{j 1}$ is distinct from $\eta_{j}$; so $\alpha_{j 1} \cap \alpha$ is a point $P$. Any $S$-plane containing a line of $\alpha_{j 1}$ and $\alpha$ contains $P$. It follows that there are more than $t S$-planes containing $P$ and intersecting $\alpha$ in a line, contradicting Theorem 6.73(ix) as $t>2$.
Case 2: $t \geq[(k-1)(t-4) /(t-2)+2 t-4] /(t-1)$.
This means that

$$
\begin{equation*}
t^{3}-4 t^{2}-(q-3) t+4 q+4 \geq 0 \tag{6.83}
\end{equation*}
$$

From the hypothesis, since $t=q+4-k$,

$$
\begin{equation*}
4<t<\frac{1}{2} \sqrt{q}+\frac{3}{4} . \tag{6.84}
\end{equation*}
$$

For $t=5,6,7$, the inequality (6.83) implies that $q \leq 32$, a contradiction in each case. So

$$
\begin{equation*}
8 \leq t<\frac{1}{2} \sqrt{q}+\frac{3}{4} . \tag{6.85}
\end{equation*}
$$

Rewriting (6.83) gives

$$
\begin{equation*}
\left(t^{2}-q\right) t+4 q \geq 4 t^{2}-3 t-4 \tag{6.86}
\end{equation*}
$$

For $t \geq 2$, the right-hand side of (6.86) is positive. However, from (6.85),

$$
\begin{aligned}
\left(t^{2}-q\right) t+4 q & <\left(\left(\frac{1}{2} \sqrt{q}+\frac{3}{4}\right)^{2}-q\right) t+4 q \\
& =\frac{3}{4}\left(\sqrt{q}+\frac{3}{4}-q\right) t+4 q \\
& \leq 6\left(\sqrt{q}+\frac{3}{4}-q\right)+4 q \\
& =-2 q+6 \sqrt{q}+\frac{9}{2} \\
& <0
\end{aligned}
$$

This gives the desired contradiction.
It has thus been shown that $\mathcal{K}$ extends to a $(k+1)-\operatorname{arc} \mathcal{K}^{\prime}$. If $k+1<q$, then since $k+1>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, the arc $\mathcal{K}^{\prime}$ extends to a $(k+2)$-arc $\mathcal{K}^{\prime \prime}$. This process shows that $\mathcal{K}$ can be extended to a $q$-arc.

Using the notation above, the following result is shown.

Theorem 6.75. Any $q$-arc of solids in $\Sigma=\operatorname{PG}(4, q), q=2^{h}, q \geq 64$, can be extended to a $(q+1)$-arc.

Proof. Let $\mathcal{K}=\left\{\pi_{1}, \ldots, \pi_{q}\right\}$ be a $q$-arc of solids in $\Sigma$. By way of contradiction, assume that $\mathcal{K}$ is complete. The number of $S$-planes not in $\pi_{1}$ and having a line in common with some $S$-plane in $\pi_{1}$, or with $\Psi_{1}$, is exactly $(q-1)(t-2)=2(q-1)$. So one of $\alpha_{11}, \alpha_{12}$ or $\Psi_{1}$ has a line in common with at least $2(q-1) / 3$ of these $S$-planes.

There are two possibilities:
(a) $\alpha_{11}$ or $\alpha_{12}$ has a line in common with at least $2(q-1) / 3$ of these $S$-planes;
(b) $\Psi_{1}$ has a line in common with at least $2(q-1) / 3$ of these $S$-planes.

In case (b), there are two further possibilities.
(I) For each solid $\pi_{i}, i>1$, at most one of the planes $\alpha_{i 1}, \alpha_{i 2}$ contains a line of $\Psi_{1}$

Then at least $q-1$ of the planes $\alpha_{i 1}, \alpha_{i 2}, i>1$, contain a line of one of $\alpha_{i 1}, \alpha_{i 2}$. So at least one of $\alpha_{i 1}, \alpha_{i 2}$ contains a line of at least $\frac{1}{2}(q-1) S$-planes not contained in $\pi_{1}$.
(II) There is a solid $\pi_{i}, i>1$, for which the two $S$-planes $\alpha_{i 1}$ and $\alpha_{i 2}$ contain a line of $\Psi_{1}$

Then at least $(2(q-1) / 3-2) / 3 S$-planes not in $\pi_{1}$ and $\pi_{i}$ contain a line of $\Psi_{1}$ and one of $\alpha_{i 1}, \alpha_{i 2}, \Psi_{i}$. From Theorem 6.73, in $\pi_{1} \cap \pi_{i}$, the intersection $\Phi(\mathcal{K}) \cap \pi_{1} \cap \pi_{i}$ contains exactly four lines $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}$ with no three concurrent. Also, suppose that $\ell_{1}$ and $\ell_{2}$ lie in $\Psi_{1}$ and that $\ell_{3}$ and $\ell_{4}$ lie in $\Psi_{2}$. So $\Psi_{1}$ meets $\Psi_{2}$ in four points no three of which are collinear. An analysis shows that through each of these four points there is at most one $S$-plane not in $\pi_{1}$ or $\pi_{i}$ and having a line in common with $\Psi_{1}$ and $\Psi_{i}$. Since $(2(q-1) / 3-2) / 3=(2 q-8) / 9$ is larger than 4 , at least $(2 q-8) / 9$ $S$-planes not in $\pi_{1}$ and $\pi_{i}$ contain a line of $\Psi_{1}$ and one of $\alpha_{i 1}, \alpha_{i 2}$.

Each solid of $\mathcal{K}$ contains two $S$-planes. Since

$$
\min \{2(q-1) / 3,(q-1) / 2,(2 q-8) / 9\}+2=(2 q+10) / 9
$$

it follows from (a) and (b) that there exists an $S$-plane $\alpha=\alpha_{j 1}$ having a line in common with at least $(2 q+10) / 9 S$-planes. Let the set of these $S$-planes be denoted by $V=\left\{\beta_{1}, \beta_{2}, \ldots\right\}$, with $\left\{\beta_{1}, \beta_{2}\right\}=\left\{\alpha_{j 1}, \alpha_{j 2}\right\}, \beta_{1}=\alpha_{j 1}=\alpha$; also denote $\beta_{i} \cap \alpha$ by $\ell_{i}$, when $\beta_{i} \neq \alpha$. Note that $(2 q-8) / 9>0$. Then let $\ell_{3}$ lie in $\pi_{g}, g \neq j$. Put $V_{g}=\left\{\alpha_{g 1}, \alpha_{g 2}, \Psi_{g}\right\}=\left\{\delta_{g 1}, \delta_{g 2}, \delta_{g 3}\right\}$. Let $\rho_{n}$ be the number of planes of $V$ containing a line of $\delta_{g n}$. Then, as in the previous theorem,

$$
\sum \rho_{n} \geq(2 q+10) / 9-1+3=(2 q+28) / 9
$$

Averaging gives $\bar{\rho} \geq(2 q+28) / 27$. Therefore there is an element $\delta_{j n}$ for which $\rho_{n} \geq(2 q+28) / 27$. Note that $t=4<(2 q+28) / 27$.

Suppose, for example, that $\delta_{g n}=\Psi_{g}$. Recall that $\alpha$ meets $\pi_{j} \cap \pi_{g}$ in just one line $\ell_{3}$ which, by assumption, lies in exactly one of the planes $\delta_{g 1}$ or $\delta_{g 2}$. Therefore $\Psi_{g}$ has no line in common with $\alpha$ but meets $\alpha$ in exactly two points lying on $\ell_{3}$. Then, from Theorem 6.73(ix), there are at most three $S$-planes intersecting $\Psi_{g}$ and $\alpha$ in a line one of which is the $S$-plane of $\pi_{g}$ through $\ell_{3}$. So $(2 q+28) / 27 \leq 3$ and $q \leq 16$, contradicting $q \geq 64$. Therefore $\delta_{g n}$ is an $S$-plane, say $\alpha_{g 1}$. If $\alpha_{g 1}$ is the (unique) $S$-plane of $\pi_{g}$ containing $\ell_{3}$ then the planes $\alpha_{g 1}$ and $\alpha$ are contained in a solid $\Pi_{3}$. Since, from Theorem 6.73(viii), $\ell_{3}$ is in just two $S$-planes, this solid contains at least $(2 q+28) / 27 S$-planes. Since $(2 q+28) / 27>4=t$ and $\Phi(\mathcal{K})$ has degree $t=4$, the solid $\Pi_{3}$ is a linear component of $\Phi(\mathcal{K})$. From Theorem 6.72(vi), this solid extends $\mathcal{K}$, contradicting that $\mathcal{K}$ is complete. Therefore $\alpha_{g 1}$ does not contain the line $\ell_{3}$; so $\alpha_{j 1} \cap \alpha$ is a point $P$. Any $S$-plane containing a line of $\alpha_{j 1}$ and $\alpha$ contains $P$. It follows that there are at least $(2 q+28) / 27 S$-planes containing $P$ and intersecting $\alpha$ in a line, contradicting Theorem 6.73(ix).

Theorem 6.76. Let $\mathcal{K}$ be a $k$-arc of points in $\mathrm{PG}(4, q), q=2^{h}, q \neq 2$. If also $k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, then $\mathcal{K}$ can be completed uniquely to $a(q+1)$-arc that is a normal rational curve.

Proof. Since $k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, so $q \neq 4$. By Theorem 6.40, $k \leq q+1$ for $q>4$; so $k>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$ implies that $q \geq 32$ and $k \geq 33$. If $q>q-\frac{1}{2} \sqrt{q}+\frac{13}{4}$, then $q \geq 64$. From the previous two theorems, $\mathcal{K}$ lies in a $(q+1)$-arc, which is complete by Theorem 6.40 and which is a normal rational curve by Theorem 6.49.

This gives the climactic result of this section.
Theorem 6.77. In $\mathrm{PG}(n, q), q=2^{h}, q \neq 2, n \geq 4$,
(i) if $\mathcal{K}$ is a $k$-arc with $k>q-\frac{1}{2} \sqrt{q}+n-\frac{3}{4}$, then $\mathcal{K}$ lies on a unique normal rational curve;
(ii) if $q>\left(2 n-\frac{7}{2}\right)^{2}$, every $(q+1)$-arc is a normal rational curve;
(iii) if $q>\left(2 n-\frac{11}{2}\right)^{2}$, then $m(n, q)=q+1$.

Proof. (i) This follows by induction from Theorems 6.38 and 6.76.
(ii) $q+1>q-\frac{1}{2} \sqrt{q}+n-\frac{3}{4} \Leftrightarrow q>\left(2 n-\frac{7}{2}\right)^{2}$.
(iii) This follows from Theorem 6.39(ii) and part (ii).

Corollary 6.78. In $\mathrm{PG}(n, q), q=2^{h}, q \neq 2, n>q-\frac{1}{2} \sqrt{q}-\frac{11}{4}$,
(i) if $\mathcal{K}$ is a $k$-arc with $k \geq n+6$, then $\mathcal{K}$ lies on a unique normal rational curve;
(ii) if $n \leq q-5$, then every $(q+1)$-arc is a normal rational curve;
(iii) if $n \leq q-4$, then $m(n, q)=q+1$.

Proof. These follow from Theorem 6.77, Theorems 6.33 and 6.35, and Corollary 6.37 .

### 6.8 Notes and References

## Section 6.1

The bound (6.1) is due to Bose [35]; it follows from Lemma 6.20. It is also immediate that a $2^{n}$-cap in $\operatorname{PG}(n, 2)$ is the complement of a hyperplane. The bound (6.2) is also due to Bose [35] and is discussed in Sections 8.1-8.2 of PGOFF2. The bound (6.3) is due to Bose [35] for $q$ odd and to Qvist [268] for $q$ even; see Section 16.1 of FPSOTD for the bound, and for the characterisation when $q$ is odd or $q=4$, and Section 16.4 of FPSOTD for another example of a $\left(q^{2}+1\right)$-cap when $q=2^{h}, h$ odd and $h \geq 3$. For $q=8$, every $\left(q^{2}+1\right)$-cap is one of these two types, Fellagara [131].

For $q=16$, every $\left(q^{2}+1\right)$-cap is an elliptic quadric, O'Keefe and Penttila [248]. The bound (6.4) is due to Pellegrino [261] and the bound (6.5) is due to Hill [166]; the classification in $\operatorname{PG}(4,3)$ is due to Hill [169] and in $\operatorname{PG}(5,3)$ is due to Hill [168]. For the bound in $\operatorname{PG}(4,4)$, see Tallini [305], Edel and Bierbrauer [128, 129], Bierbrauer and Edel [27].

The bounds (6.12) and (6.13) for $m^{\prime}(2, q)$ are due to Segre [280] and proved in Chapter 10 of PGOFF2. The improvement from (6.12) to (6.11) is due to Thas [332]. The exact value for $m(2, q), q$ an even square, is due to Fisher, Hirschfeld and Thas [135] and to Boros and Szőnyi [34] independently.

The bound (6.15) is due to Voloch [392], and by similar methods (6.16) and (6.17) are due to Voloch [393]. The results (6.15)-(6.17) depend on an improvement to the Hasse-Weil theorem as in Section 10.2 of PGOFF2, which gives an upper bound on the number of points on a non-singular, irreducible, projective, algebraic curve with a fixed-point-free linear series. This result, due to Stöhr and Voloch [297], depends on $q$, on the genus $g$, on the order and dimension of the linear series, and on the Frobenius order sequence. For (6.18)-(6.23), see Hirschfeld, Korchmáros and Torres [176, Chapter 13].

## Section 6.2

This is entirely based on Hill [168], apart from Theorem 6.15, which is due to Meshulam [236].

## Section 6.3

The proof of Theorem 6.16 is taken from Tallini [302]. The remainder of the section is taken from Hirschfeld [172]; the essence of the argument is found in Segre [280]. The argument used to obtain the final result, Theorem 6.19, depends intricately on the upper bound used for $m^{\prime}(2, q)$. This is both explicit in the proof of Theorem 6.19 and implicit in Theorem 6.17, on which the result heavily depends. Throughout, the bound (6.12) is used. The nature of the argument given precludes a formula or a bound for $m_{2}(n, q)$ in terms of $m^{\prime}(2, q)$; a change in the bound for $m^{\prime}(2, q)$ means a complete reworking of the argument. This can be done separately for the bounds
(6.11), (6.15), (6.16), (6.18)-(6.23). For example, if $q$ is a sufficiently large prime and $n \geq 4$, then J. F. Voloch (personal communication) has shown that

$$
m_{2}(n, q) \leq \frac{1983}{2025} q^{n-1}+O\left(q^{n-2}\right)
$$

For many other bounds, see Hirschfeld and Storme [177].

## Section 6.4

Lemma 6.23 and Theorem 6.24 are taken from Chao [71].
Hirschfeld and Thas [181] contains the details of Theorem 6.25. For Theorem 6.26, part (ii) is taken from Ferret and Storme [133], part (iii) from Cao and Ou [66] and part (i) from Thas (2015, unpublished). The proof of Theorem 6.27 proceeds as in the proof of Theorem 27.4.5 in GGG1 or Theorem 4.1 in Hirschfeld and Thas [181], using Chao's bound for $m_{2}^{\prime}(3, q)$. Theorem 6.28(i) and (ii) is taken from Thas (2015, unpublished); Theorem 6.28(iii) comes from Cao and Ou [66]. Theorem 6.29(iii) is taken from Ferret and Storme [133]; parts (iv)-(v) come from Storme, Thas and Vereecke [301].

## Section 6.5

The first part is an amalgam of Section 21.1 of FPSOTD and Segre [275]. The proof of Theorem 6.32(i) is based on Kaneta and Maruta [190]. The remainder of the section is taken from Thas [311], although this proof of Theorem 6.33 is taken from Halder and Heise [146].

## Section 6.6

Theorem 6.40 is due to Segre [275] for $q$ odd and to Casse [69] for $q$ even. Theorem 6.41 is due to Thas [310], although the treatment here and hence the necessary Theorems 6.38 and 6.39 follow Kaneta and Maruta [190]; part (iii) is an improvement of Thas's result from $q>(4 n-5)^{2}$ to $(4 n-9)^{2}$. Theorem 6.42(ii) is due to Glynn [140]. Lemmas 6.44 to 6.48 , Corollary 6.47, and Theorem 6.49 follow Casse and Glynn [70]. Included in this paper is an elementary proof of the result that a $q$-arc in $\mathrm{PG}(3, q), q$ even, is contained in a $(q+1)$-arc; see also Kaneta and Maruta [189]. Theorem 6.50 implies that $m(5, q)=q+1$ for $q$ even and $q \geq 8$. Maruta and Kaneta [223] have shown, for $q$ even and $q \geq 16$, that (i) in $\operatorname{PG}(3, q)$, a $(q-1)$ arc is contained in a unique $(q+1)$-arc; (ii) in $\mathrm{PG}(4, q)$, a $q$-arc is contained in a unique $(q+1)$-arc; (iii) in $\mathrm{PG}(5, q)$, a $(q+1)$-arc is a normal rational curve; (iv) $m(6, q)=q+1$. These results are dependent on those in Section 6.7. Theorem 6.51(i) is due to Ball and De Beule [9], parts (ii) and (iii) to Ball [8].

## Section 6.7

This is based on three papers: Bruen, Thas and Blokhuis [53], Blokhuis, Bruen and Thas [31], and Storme and Thas [300]. In [31], Theorems 6.54 and 6.56 are also applied to the case of $q$ odd. This gives the following result analogous to Theorem 6.58 .

Theorem 6.79. Let $\mathcal{K}$ be a $k$-arc in $\mathrm{PG}(n, q)$ with $n \geq 3$ and $q$ odd. If the cardinality $k>\frac{2}{3}(q-1)+n$, then $\mathcal{K}$ is contained in a unique complete arc.

Using other bounds for $m^{\prime}(2, q)$ from Section 6.1, improvements of parts of Theorems 6.41 and 6.77 should be obtainable.

# Ovoids, spreads and $\boldsymbol{m}$-systems of finite classical polar spaces 

### 7.1 Finite classical polar spaces

In this chapter, ovoids, spreads and $m$-systems of finite classical polar spaces are introduced. Also SPG-reguli, SPG-systems, BLT-sets and sets with the BLT-property are defined. The main results on these topics are given, all without proof.

There are five types of finite classical polar spaces $\mathcal{S}=(\mathcal{P}, \mathcal{B})$.
(1) $\mathcal{W}_{n}(q)$ : the elements of $\mathcal{P}$ are the points of $\operatorname{PG}(n, q), n$ odd and $n \geq 3$; the elements of $\mathcal{B}$ are the subspaces of the self-polar $(n-1) / 2$-dimensional spaces of a null polarity of $\mathrm{PG}(n, q)$; the rank $r=(n+1) / 2$.
(2) $\mathcal{P}(2 n, q)$ : the elements of $\mathcal{P}$ are the points of a non-singular quadric $\mathcal{P}_{2 n}$ of $\operatorname{PG}(2 n, q), n \geq 2$; the elements of $\mathcal{B}$ are the subspaces of the $(n-1)$ dimensional spaces on $\mathcal{P}_{2 n}$; the rank $r=n$.
(3) $\mathcal{H}(2 n+1, q)$ : the elements of $\mathcal{P}$ are the points of a non-singular hyperbolic quadric $\mathcal{H}_{2 n+1}$ of $\mathrm{PG}(2 n+1, q), n \geq 1$; the elements of $\mathcal{B}$ are the subspaces of the $n$-dimensional spaces on $\mathcal{H}_{2 n+1}$; the rank $r=n+1$.
(4) $\mathcal{E}(2 n+1, q)$ : the elements of $\mathcal{P}$ are the points of a non-singular elliptic quadric $\mathcal{E}_{2 n+1}$ of $\operatorname{PG}(2 n+1, q), n \geq 2$; the elements of $\mathcal{B}$ are the subspaces of the $(n-1)$-dimensional spaces on $\mathcal{E}_{2 n+1}$; the rank $r=n$.
(5) $\mathcal{U}\left(n, q^{2}\right)$ : the elements of $\mathcal{P}$ are the points of a non-singular Hermitian variety $\mathcal{U}_{n}$ of $\operatorname{PG}\left(n, q^{2}\right), n \geq 3$; when $n$ is odd, the elements of $\mathcal{B}$ are the subspaces of the $\frac{1}{2}(n-1)$-dimensional spaces on $\mathcal{U}_{n}$ and the rank $r=\frac{1}{2}(n+1)$; when $n$ is even, the elements of $\mathcal{B}$ are the subspaces of the $\left(\frac{1}{2} n-1\right)$-dimensional spaces on $\mathcal{U}_{n}$ and the rank $r=n / 2$.

Definition 7.1. For a polar space $\mathcal{S}$ of rank $r$, the subspaces of dimension $r-1$ are the generators of $\mathcal{S}$.

Theorem 7.2. With $\mathcal{G}(\mathcal{S})$ the set of generators of the finite classical polar space $\mathcal{S}$, the numbers of points and generators are given in Table 7.1.

Table 7.1. Classical polar spaces

| $\mathcal{S}$ | $\|\mathcal{P}\|$ | $\|\mathcal{G}(\mathcal{S})\|$ |
| :--- | :--- | :--- |
| $\mathcal{W}_{n}(q)$ | $\left(q^{n+1}-1\right) /(q-1)$ | $(q+1)\left(q^{2}+1\right) \cdots\left(q^{(n+1) / 2}+1\right)$ |
| $\mathcal{P}(2 n, q)$ | $\left(q^{2 n}-1\right) /(q-1)$ | $(q+1)\left(q^{2}+1\right) \cdots\left(q^{n}+1\right)$ |
| $\mathcal{H}(2 n+1, q)$ | $\left(q^{n}+1\right)\left(q^{n+1}-1\right) /(q-1)$ | $2(q+1)\left(q^{2}+1\right) \cdots\left(q^{n}+1\right)$ |
| $\mathcal{E}(2 n+1, q)$ | $\left(q^{n}-1\right)\left(q^{n+1}+1\right) /(q-1)$ | $\left(q^{2}+1\right)\left(q^{3}+1\right) \cdots\left(q^{n+1}+1\right)$ |
| $\mathcal{U}\left(2 n, q^{2}\right)$ | $\left(q^{2 n+1}+1\right)\left(q^{2 n}-1\right) /\left(q^{2}-1\right)$ | $\left(q^{3}+1\right)\left(q^{5}+1\right) \cdots\left(q^{2 n+1}+1\right)$ |
| $\mathcal{U}\left(2 n+1, q^{2}\right)$ | $\left(q^{2 n+2}-1\right)\left(q^{2 n+1}+1\right) /\left(q^{2}-1\right)(q+1)\left(q^{3}+1\right) \cdots\left(q^{2 n+1}+1\right)$ |  |

### 7.2 Ovoids and spreads of finite classical polar spaces

Definition 7.3. Let $\mathcal{S}$ be a finite classical polar space of $\operatorname{rank} r \geq 2$.
(1) An ovoid $\mathcal{O}$ of $\mathcal{S}$ is a point set that meets every generator in exactly one point.
(2) A spread $\mathcal{T}$ of $\mathcal{S}$ is a set of generators that partitions the point set of $\mathcal{S}$.

Theorem 7.4. The sizes of ovoids $\mathcal{O}$ and spreads $\mathcal{T}$ are given in Table 7.2.

Table 7.2. Sizes of ovoids and spreads

| $\mathcal{S}$ | $\|\mathcal{O}\|=\|\mathcal{T}\|$ |
| :--- | :--- |
| $\mathcal{W}_{n}(q)$ | $q^{(n+1) / 2}+1$ |
| $\mathcal{P}(2 n, q)$ | $q^{n}+1$ |
| $\mathcal{H}(2 n+1, q)$ | $q^{n}+1$ |
| $\mathcal{E}(2 n+1, q)$ | $q^{n+1}+1$ |
| $\mathcal{U}\left(2 n, q^{2}\right)$ | $q^{2 n+1}+1$ |
| $\mathcal{U}\left(2 n+1, q^{2}\right)$ | $q^{2 n+1}+1$ |

Definition 7.5. The number of points of a hypothetical ovoid $\mathcal{O}$ of $\mathcal{S}$ is the ovoid number of $\mathcal{S}$.

### 7.3 Existence of ovoids

The existence and non-existence of ovoids $\mathcal{O}$ in a finite classical polar space $\mathcal{S}$ is described in Table 7.3.

Any ovoid of $\operatorname{PG}(3, q), q$ even, is an ovoid of some $\mathcal{W}_{3}(q)$ and, conversely.

Table 7.3. Existence of ovoids
$\begin{array}{lll}\mathcal{S} & \text { Existence of } \mathcal{O} \quad \text { References }\end{array}$

| $\mathcal{W}_{3}(q), q$ even | Yes | $[312]$ |
| :--- | :--- | :--- |
| $\mathcal{W}_{3}(q), q$ odd | No | $[312]$ |
| $\mathcal{W}_{n}(q), n=2 t+1$ and $t>1$ | No | $[328]$ |
| $\mathcal{P}(4, q)$ | Yes | $[213],[191],[259,260]$, |
|  |  | $[350],[263]$ |
| $\mathcal{P}(6, q), q$ prime, $q>3$ | No | $[10]$ |
| $\mathcal{P}(6, q), q=3^{h}$ | Yes | $[326,328],[191]$ |
| $\mathcal{P}(2 n, q), n>2$ and $q$ even | No | $[328]$ |
| $\mathcal{P}(2 n, q), n>3$ and $q$ odd | No | $[145]$ |
| $\mathcal{H}(3, q)$ | Yes |  |
| $\mathcal{H}(5, q)$ | Yes | Table 15.10 of FPSOTD |
| $\mathcal{H}(7, q), q$ odd, with $q$ prime | Yes | $[125],[326,328]$ |
| or $q \equiv 0$ or $2(\bmod 3)$ |  | $[192],[193],[191],[287]$, |
|  |  | $[74],[238]$ |
| $\mathcal{H}(7, q), q$ even | Yes | $[326,328]$ |
| $\mathcal{H}(2 n+1, q), n>3, q=p^{h}, p$ prime and | No | $[33]$ |
| $p^{n}>\binom{2 n+p}{2 n+1}-\binom{2 n+p-2}{2 n+1}$ |  |  |
| $\mathcal{E}(2 n+1, q), n>1$ | No | $[328]$ |
| $\mathcal{U}\left(3, q^{2}\right)$ | Yes | $[329],[259,260],[350]$ |
| $\mathcal{U}\left(2 n, q^{2}\right), n \geq 2$ | No | $[328]$ |
| $\mathcal{U}\left(2 n+1, q^{2}\right), n>1, q=p^{h}, p$ prime and | No | $[239]$ |
| $p^{2 n+1}>\binom{2 n+p}{2 n+1}^{2}-\binom{2 n+p-1}{2 n+1}^{2}$ |  |  |
| $\mathcal{U}(5,4)$ | No | $[83]$ |

### 7.4 Existence of spreads

The existence and non-existence of spreads $\mathcal{T}$ in a finite classical polar space $\mathcal{S}$ is described in Table 7.4.

Table 7.4. Existence of spreads
$\begin{array}{lll}\mathcal{S} & \text { Existence of } \mathcal{T} \quad \text { References }\end{array}$

| $\mathcal{W}_{n}(q), n=2 t+1$ and $t \geq 1$ | Yes | [213], [323], [191], [5], [350], [263] |
| :--- | :--- | :--- |
| $\mathcal{P}(2 n, q), n \geq 2$ and $q$ even | Yes | [125], [326, 328], [350] |
| $\mathcal{P}(6, q), q$ odd, with $q$ prime | Yes | See $(*)$ in Table 7.3 |
| $\quad$ or $q \equiv 0$ or $2(\bmod 3)$ |  |  |
| $\mathcal{P}(4 n, q), q$ odd | No | [312], [334] |
| $\mathcal{H}(3, q)$ | Yes |  |
| $\mathcal{H}(7, q), q$ odd, with $q$ prime | Yes | See $(*)$ in Table 7.3 |
| $\quad$ or $q \equiv 0$ or $2(\bmod 3)$ |  |  |
| $\mathcal{H}(4 n+3, q), q$ even | Yes | $[125],[326,328]$ |
| $\mathcal{H}(4 n+1, q)$ | No |  |
| $\mathcal{E}(5, q)$ | Yes | [329], [259, 260], [350] |
| $\mathcal{E}(2 n+1, q), n>2, q$ even | Yes | $[125],[326,328]$ |
| $\mathcal{U}(4,4)$ | No |  |
| $\mathcal{U}\left(2 n+1, q^{2}\right)$ | No | [328], [334] |

A spread of $\mathcal{W}_{n}(q), n=2 t+1$, is also a $t$-spread of $\operatorname{PG}(n, q)$. For every $n=2 t+1$, the polar space $\mathcal{W}_{n}(q)$ has a spread that is also a regular $t$-spread of $\mathrm{PG}(n, q)$.

Any non-singular hyperbolic quadric of $\mathrm{PG}(2 n+1, q), n \geq 1$, has two families of generators; see Section 1.4. If $\pi, \pi^{\prime}$ are generators, then they belong to the same family if and only if the dimension of their intersection has the same parity as $n$. It follows that $\mathcal{H}(4 n+1, q)$ has no spread.

### 7.5 Open problems

For ovoids, establish the existence or non-existence in the following cases:
(a) $\mathcal{P}(6, q), q$ odd, $q \neq 3^{h}$ and $q$ not prime;
(b) $\mathcal{H}(7, q), q$ odd, $q \equiv 1(\bmod 3)$ and $q$ not prime;
(c) $\mathcal{H}(2 n+1, q), n>3, q=p^{h}, p$ prime and

$$
p^{n} \leq\binom{ 2 n+p}{2 n+1}-\binom{2 n+p-2}{2 n+1}
$$

(d) $\mathcal{U}\left(2 n+1, q^{2}\right),(n, q) \neq(2,2), q=p^{h}, p$ prime and

$$
p^{2 n+1} \leq\binom{ 2 n+p}{2 n+1}^{2}-\binom{2 n+p-1}{2 n+1}^{2}
$$

For spreads, establish the existence or non-existence in the following cases:
(a) $\mathcal{P}(6, q), q$ odd with $q \equiv 1(\bmod 3)$ and $q$ not prime;
(b) $\mathcal{P}(4 n+2, q), q$ odd, for $n>1$;
(c) $\mathcal{H}(7, q), q$ odd with $q \equiv 1(\bmod 3)$ and $q$ not prime;
(d) $\mathcal{H}(4 n+3, q), q$ odd, for $n>1$;
(e) $\mathcal{E}(2 n+1, q), n>2$, and $q$ odd;
(f) $\mathcal{U}\left(4, q^{2}\right)$, for $q>2$;
(g) $\mathcal{U}\left(2 n, q^{2}\right)$, for $n>2$.

## $7.6 \boldsymbol{m}$-systems and partial $\boldsymbol{m}$-systems of finite classical polar spaces

Definition 7.6. Let $\mathcal{S}$ be a finite classical polar space of rank $r$, with $r \geq 2$.
(1) A partial $m$-system of $\mathcal{S}$, with $0 \leq m \leq r-1$, is any set $\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right\}$ of $m$-dimensional subspaces of $\mathcal{S}$ such that no generator containing $\pi_{i}$ has a point in common with $\left(\pi_{1} \cup \pi_{2} \cup \cdots \cup \pi_{k}\right) \backslash \pi_{i}$, with $i=1,2, \ldots, k$.
(2) A partial 0 -system of size $k$ is also called a partial ovoid, or a cap, or a $k$-cap.
(3) A partial $(r-1)$-system is also called a partial spread.

Theorem 7.7. An upper bound for the size of a partial m-system $\mathcal{M}$ of the classical polar space $\mathcal{S}$ is given by the following table:

| $\mathcal{S}$ | $\|\mathcal{M}\| \leq$ |
| :--- | :--- |
| $\mathcal{W}_{2 n+1}(q)$ | $q^{n+1}+1$ |
| $\mathcal{P}(2 n, q)$ | $q^{n}+1$ |
| $\mathcal{H}(2 n+1, q)$ | $q^{n}+1$ |
| $\mathcal{E}(2 n+1, q)$ | $q^{n+1}+1$ |
| $\mathcal{U}\left(2 n, q^{2}\right)$ | $q^{2 n+1}+1$ |
| $\mathcal{U}\left(2 n+1, q^{2}\right)$ | $q^{2 n+1}+1$ |

Definition 7.8. A partial $m$-system $\mathcal{M}$ of the finite classical polar space $\mathcal{S}$ is an $m$ system if the upper bound in Theorem 7.7 is attained.

For $m=0$, the $m$-system is an ovoid of $\mathcal{S}$; for $m=r-1$, with $r$ the rank of $\mathcal{S}$, the $m$-system $\mathcal{M}$ is a spread of $\mathcal{S}$. The fact that $|\mathcal{M}|$ is independent of $m$ explains why an ovoid and a spread of a finite classical polar space $\mathcal{S}$ have the same size.

Theorem 7.9. Let $\mathcal{M}$ be a partial m-system of the finite classical polar space $\mathcal{S}$ of rank $r$ with $m<r-1$. Then the number $N_{\mathcal{M}}$ of $(m+1)$-dimensional subspaces of $\mathcal{S}$ containing an element of $\mathcal{M}$ and a given point $P$ of $\mathcal{S}$ not in an element of $\mathcal{M}$ is independent of the choice of $P$; it is given by the following table:

| $\mathcal{S}$ | $N_{\mathcal{M}}$ |
| :--- | :--- |
| $\mathcal{W}_{2 n+1}(q)$ | $q^{n-m}+1$ |
| $\mathcal{P}(2 n, q)$ | $q^{n-m-1}+1$ |
| $\mathcal{H}(2 n+1, q)$ | $q^{n-m-1}+1$ |
| $\mathcal{E}(2 n+1, q)$ | $q^{n-m}+1$ |
| $\mathcal{U}\left(2 n, q^{2}\right)$ | $q^{2 n-2 m-1}+1$ |
| $\mathcal{U}\left(2 n+1, q^{2}\right)$ | $q^{2 n-2 m-1}+1$ |

Remark 7.10. If $P$ is a point of $\mathcal{S}$ not in an element of the $m$-system $\mathcal{M}$, then, for $m<r-1$ and $\mathcal{S} \neq \mathcal{W}_{2 n+1}(q)$, Theorem 7.9 says that the tangent hyperplane of $\mathcal{S}$ at $P$ contains exactly $N_{\mathcal{M}}$ elements of $\mathcal{M}$; for $m<r-1$ and $\mathcal{S}=\mathcal{W}_{2 n+1}(q)$, the hyperplane $P^{\perp}$, that is, $P \mathcal{I}$ with $\mathcal{I}$ the null polarity defining $\mathcal{S}$, contains exactly $N_{\mathcal{M}}$ elements of $\mathcal{M}$.

### 7.7 Intersections with hyperplanes and generators

In this section, $\mathcal{S}$ is a finite classical polar space of rank $r$, with $r \geq 2$, and $\mathcal{M}$ is an $m$-system of $\mathcal{S}$.

Theorem 7.11. For $\mathcal{S} \neq \mathcal{W}_{2 n+1}(q)$, let $R_{\mathcal{M}}$ be the number of elements of $\mathcal{M}$ contained in a hyperplane $\pi$ which is not tangent to $\mathcal{S}$; for $\mathcal{S}=\mathcal{W}_{2 n+1}(q)$, let $R_{\mathcal{M}}$ be the number of elements of $\mathcal{M}$ contained in a hyperplane $P^{\perp}$, with $P$ a point not in an element of $\mathcal{M}$. This number is given in the following table:

| $\mathcal{S}$ | $N_{\mathcal{M}}=R_{\mathcal{M}}$ |
| :--- | :--- |
| $\mathcal{W}_{2 n+1}(q)$ | $q^{n-m}+1$ |
| $\mathcal{P}(2 n, q)$ | $q^{n-m-1}+1$ |
| and $\pi \cap \mathcal{P}(2 n, q)=\mathcal{H}(2 n-1, q)$ |  |
| $\mathcal{E}(2 n+1, q)$ | $q^{n-m}+1$ |
| $\mathcal{U}\left(2 n, q^{2}\right)$ | $q^{2 n-2 m-1}+1$ |

Remark 7.12. 1. When $\mathcal{S}=\mathcal{P}(2 n, q)$ and also $\pi \cap \mathcal{P}(2 n, q)=\mathcal{E}(2 n-1, q)$, then $R_{\mathcal{M}}=0$ for $m=n-1$, and $R_{\mathcal{M}}$ depends on the choice of $\pi$ for $m<n-1$.
2. When $\mathcal{S}=\mathcal{H}(2 n+1, q)$, then $R_{\mathcal{M}}=0$ for $m=n$, and $R_{\mathcal{M}}$ depends on the choice of $\pi$ for $m<n$.
3. When $\mathcal{S}=\mathcal{U}\left(2 n+1, q^{2}\right)$, then $R_{\mathcal{M}}=0$ for $m=n$, and $R_{\mathcal{M}}$ depends on the choice of $\pi$ for $m<n$.

Theorem 7.13. For $\mathcal{S}=\mathcal{W}_{2 n+1}(q), \mathcal{E}(2 n+1, q), \mathcal{U}\left(2 n, q^{2}\right)$, again $N_{\mathcal{M}}=R_{\mathcal{M}}$; that is, any hyperplane contains either one or $N_{\mathcal{M}}$ elements of $\mathcal{M}$. Hence the union $\widetilde{\mathcal{M}}$ of the elements of $\mathcal{M}$ has two intersection numbers $\beta_{1}, \beta_{2}$ with respect to hyperplanes:
(i) for $\mathcal{S}=\mathcal{W}_{2 n+1}(q)$,

$$
\beta_{1}=\frac{\left(q^{m+1}-1\right)\left(q^{n}+1\right)}{q-1}-q^{n}, \quad \beta_{2}=\frac{\left(q^{m+1}-1\right)\left(q^{n}+1\right)}{q-1}
$$

(ii) for $\mathcal{S}=\mathcal{E}(2 n+1, q)$,

$$
\beta_{1}=\frac{\left(q^{m+1}-1\right)\left(q^{n}+1\right)}{q-1}-q^{n}, \quad \beta_{2}=\frac{\left(q^{m+1}-1\right)\left(q^{n}+1\right)}{q-1}
$$

(iii) for $\mathcal{S}=\mathcal{U}\left(2 n, q^{2}\right)$,

$$
\beta_{1}=\frac{\left(q^{2 m+2}-1\right)\left(q^{2 n-1}+1\right)}{q^{2}-1}-q^{2 n-1}, \quad \beta_{2}=\frac{\left(q^{2 m+2}-1\right)\left(q^{2 n-1}+1\right)}{q^{2}-1}
$$

Corollary 7.14. For $\mathcal{S}=\mathcal{W}_{2 n+1}(q), \mathcal{E}(2 n+1, q), \mathcal{U}\left(2 n, q^{2}\right)$, any $m$-system defines a strongly regular graph and a linear projective two-weight code.

Remark 7.15. For more details on these graphs and codes, see Section 7.10.
Theorem 7.16. Let $\mathcal{M}$ be an $m$-system of the finite classical polar space $\mathcal{S}$ over $\mathbf{F}_{q}$, and let $\widetilde{\mathcal{M}}$ be the union of the elements of $\mathcal{M}$. Then, for any generator $\gamma$ of $\mathcal{S}$,

$$
|\gamma \cap \widetilde{\mathcal{M}}|=\left(q^{m+1}-1\right) /(q-1)
$$

Definition 7.17. Let $\mathcal{S}$ be a finite, not necessarily classical, polar space of rank $r$, with $r \geq 2$. Hence $\mathcal{S}$ may be a non-classical generalised quadrangle. A point set $\mathcal{K}$ of $\mathcal{S}$ is a $k$-ovoid of $\mathcal{S}$ if each generator of $\mathcal{S}$ contains exactly $k$ points of $\mathcal{K}$. A 1 -ovoid is just an ovoid.

Corollary 7.18. The union of all elements of an m-system of $\mathcal{S}$ over $\mathbf{F}_{q}$ is a $k$-ovoid with $k=\left(q^{m+1}-1\right) /(q-1)$.

### 7.8 Bounds on partial $\boldsymbol{m}$-systems and non-existence of $\boldsymbol{m}$-systems

Notation 7.19. Write
(a) $\mathbf{c}(n, r)=\binom{n}{r}$;
(b) $\mathbf{b}\left(r_{1}, r_{2}, r_{3}, r_{4}\right)=\mathbf{c}\left(\mathbf{c}\left(r_{1}, r_{2}\right)+r_{3}, r_{4}\right)$;
(c) $\mathbf{b}^{\prime}\left(m_{1}, m_{2}, m_{3}, m_{4}, m_{5}, m_{6}\right)=\mathbf{c}\left(\mathbf{c}\left(m_{1}, m_{2}\right)-\mathbf{c}\left(m_{3}, m_{4}\right)+m_{5}, m_{6}\right)$.

Theorem 7.20. If $\mathcal{K}$ is a partial ovoid of size $k$ of the finite classical polar space $\mathcal{S}$ in $\operatorname{PG}(n, q)$, with $q=p^{h}$ and $p$ prime, then

$$
\begin{equation*}
k \leq \mathbf{c}(p+n-1, n)^{h}+1 \tag{7.1}
\end{equation*}
$$

(i) If $\mathcal{S}$ comes from a quadric in $\mathrm{PG}(n, q)$, then (7.1) can be improved to

$$
\begin{equation*}
k \leq[\mathbf{c}(p+n-1, n)-\mathbf{c}(p+n-3, n)]^{h}+1 . \tag{7.2}
\end{equation*}
$$

(ii) If $\mathcal{S}$ arises from a quadric in $\mathrm{PG}(n, q)$ and if $n$ and $q$ are both even, then (7.2) can be improved to

$$
k \leq n^{h}+1
$$

(iii) If $\mathcal{S}=\mathcal{U}\left(n, q^{2}\right)$, with $q=p^{h}$, $p$ prime, then (7.1) can be improved to

$$
k \leq\left[\mathbf{c}(p+n-1, n)^{2}-\mathbf{c}(p+n-2, n)^{2}\right]^{h}+1
$$

Remark 7.21. Some results of Table 7.3 are deduced from Theorem 7.20.
Theorem 7.20 can be extended to $m$-systems of finite classical polar spaces. First, a useful theorem on subspaces of $\mathrm{PG}(n, q)$ is stated.

Theorem 7.22. Consider in $\mathrm{PG}(n, q), n \geq 2$, with $q=p^{h}$, p prime, a set of $m$ dimensional subspaces $\pi_{1}, \pi_{2}, \ldots, \pi_{k}$ and a set of $(n-m-1)$-dimensional subspaces $\pi_{1}^{\prime}, \pi_{2}^{\prime}, \ldots, \pi_{k}^{\prime}$, with $m \leq(n-1) / 2$, where $\pi_{i} \cap \pi_{i}^{\prime} \neq \emptyset$ and $\pi_{j} \cap \pi_{i}^{\prime}=\emptyset$ for all $i, j=1,2, \ldots, k$ with $i \neq j$. Then

$$
\begin{equation*}
k \leq \mathbf{b}(n+1, m+1, p-2, p-1)^{h}+1 . \tag{7.3}
\end{equation*}
$$

Theorem 7.23. (i) If $\mathcal{M}$ is a partial m-system of size $k$ of the finite classical polar space $\mathcal{S}$ in $\mathrm{PG}(n, q)$, with $q=p^{h}$, p prime, then

$$
\begin{equation*}
k \leq \mathbf{b}(n+1, m+1, p-2, p-1)^{h}+1 \tag{7.4}
\end{equation*}
$$

(a) For $\mathcal{S}=\mathcal{P}(n, q), \mathcal{H}(n, q), \mathcal{E}(n, q)$, with $q$ odd, and for $\mathcal{S}=\mathcal{W}_{n}(q)$, with $q$ and $m$ odd, the inequality (7.4) can be improved to

$$
k \leq(\mathbf{b}(n+1, m+1, p-2, p-1)-\mathbf{b}(n+1, m+1, p-4, p-3))^{h}+1
$$

(b) When $\mathcal{S}=\mathcal{U}\left(n, q^{2}\right)$, then (7.4) can be improved to

$$
k \leq\left(\mathbf{b}(n+1, m+1, p-2, p-1)^{2}-\mathbf{b}(n+1, m+1, p-3, p-2)^{2}\right)^{h}+1
$$

(ii) If $\mathcal{S}$ admits an $m$-system, then the following hold:
(a) for $\mathcal{S}=\mathcal{W}_{2 n+1}(q), q=p^{h}$ and with $m$ even if $p$ is odd,

$$
p^{n+1} \leq \mathbf{b}(2 n+2, m+1, p-2, p-1)
$$

(b) for $\mathcal{S}=\mathcal{W}_{2 n+1}(q), q=p^{h}$ odd and $m$ odd,

$$
p^{n+1} \leq \mathbf{b}(2 n+2, m+1, p-2, p-1)-\mathbf{b}(2 n+2, m+1, p-4, p-3)
$$

(c) for $\mathcal{S}=\mathcal{P}(2 n, q), q=2^{h}$,

$$
2^{n} \leq \mathbf{c}(2 n+1, m+1)
$$

(d) for $\mathcal{S}=\mathcal{H}(2 n+1, q), q=2^{h}$,

$$
2^{n} \leq \mathbf{c}(2 n+2, m+1) ;
$$

(e) for $\mathcal{S}=\mathcal{E}(2 n+1, q), q=2^{h}$,

$$
2^{n+1} \leq \mathbf{c}(2 n+2, m+1)
$$

(f) for $\mathcal{S}=\mathcal{P}(2 n, q), q=p^{h}$ and $q$ odd,

$$
p^{n} \leq \mathbf{b}(2 n+1, m+1, p-2, p-1)-\mathbf{b}(2 n+1, m+1, p-4, p-3)
$$

(g) for $\mathcal{S}=\mathcal{H}(2 n+1, q), q=p^{h}$ and $q$ odd,

$$
p^{n} \leq \mathbf{b}(2 n+2, m+1, p-2, p-1)-\mathbf{b}(2 n+2, m+1, p-4, p-3)
$$

(h) for $\mathcal{S}=\mathcal{E}(2 n+1, q), q=p^{h}$ and $q$ odd,

$$
p^{n+1} \leq \mathbf{b}(2 n+2, m+1, p-2, p-1)-\mathbf{b}(2 n+2, m+1, p-4, p-3)
$$

(i) for $\mathcal{S}=\mathcal{U}\left(2 n, q^{2}\right), q=p^{h}$,

$$
p^{2 n+1} \leq \mathbf{b}(2 n+1, m+1, p-2, p-1)^{2}-\mathbf{b}(2 n+1, m+1, p-3, p-2)^{2}
$$

(j) for $\mathcal{S}=\mathcal{U}\left(2 n+1, q^{2}\right), q=p^{h}$,

$$
p^{2 n+1} \leq \mathbf{b}(2 n+2, m+1, p-2, p-1)^{2}-\mathbf{b}(2 n+2, m+1, p-3, p-2)^{2}
$$

Theorem 7.24. (i) Let $\mathcal{M}$ be a partial m-system of size $k$ of $\mathcal{W}_{2 n+1}(q), q=p^{h}$ and $m>0$.
(a) For $p$ odd with $m$ even and for $p=2$,

$$
k \leq \mathbf{b}^{\prime}(2 n+2, m+1,2 n+2, m-1, p-2, p-1)^{h}+1
$$

(b) For $p$ odd with $m$ odd,

$$
\begin{aligned}
k \leq\left[\mathbf{b}^{\prime}\right. & (2 n+2, m+1,2 n+2, m-1, p-2, p-1) \\
& \left.\quad-\mathbf{b}^{\prime}(2 n+2, m+1,2 n+2, m-1, p-4, p-3)\right]^{h}+1
\end{aligned}
$$

(c) If $\mathcal{M}$ is a partial $m$-system of size $k$ of $\mathcal{P}(2 n, q)$, with $m>0$ and $q=2^{h}$, then

$$
k \leq[\mathbf{c}(2 n, m+1)-\mathbf{c}(2 n, m-1)]^{h}+1 .
$$

(ii) If $\mathcal{W}_{2 n+1}(q)$ admits an $m$-system, $q=p^{h}$ and $m>0$, then
(a) for $p$ odd with $m$ even and for $p=2$,

$$
p^{n+1} \leq \mathbf{b}^{\prime}(2 n+2, m+1,2 n+2, m-1, p-2, p-1)
$$

(b) for $p$ odd with $m$ odd,

$$
\begin{aligned}
& p^{n+1} \leq \mathbf{b}^{\prime}(2 n+2, m+1,2 n+2, m-1, p-2, p-1) \\
& \quad-\mathbf{b}^{\prime}(2 n+2, m+1,2 n+2, m-1, p-4, p-3)
\end{aligned}
$$

(iii) If $\mathcal{P}(2 n, q)$ with $q$ even admits an $m$-system, with $m>0$, then

$$
2^{n} \leq \mathbf{c}(2 n, m+1)-\mathbf{c}(2 n, m-1) .
$$

The bound (7.3) has been improved and, as a corollary, a better bound for partial $m$-systems has been obtained. However, this formula is more complicated than that of (7.4).

Theorem 7.25. If $\mathcal{M}$ is a partial m-system of size $k$ of the finite classical polar space $\mathcal{S}$ in $\mathrm{PG}(n, q)$, with $q=p^{h}$ and $p$ prime, then

$$
\begin{equation*}
k \leq 1+\prod_{j=0}^{h-1} \sum_{i=0}^{K}(-1)^{i}\binom{n+1}{i}\binom{n+(p-1)(m+1)-i p}{n} \tag{7.5}
\end{equation*}
$$

where $K=\left\lfloor\frac{(m+1)(p-1)}{p}\right\rfloor$ and $\lfloor s\rfloor$ is the integer part of $s$.
Remark 7.26. For $m=0$, the inequality (7.5) becomes (7.1).

## $7.9 m^{\prime}$-systems arising from a given $\boldsymbol{m}$-system

Here the constructions of $m^{\prime}$-systems arising from a given $m$-system are surveyed.
Definition 7.27. The 0 -system (or spread, ovoid) of

$$
\mathcal{P}_{2}, \mathcal{E}_{3}, \mathcal{H}_{1}, \mathcal{U}_{2}, \mathcal{W}_{1}=\operatorname{PG}(1, q)
$$

is the set of all their points.
Notation 7.28. In the context of polar spaces,

$$
\begin{aligned}
\mathcal{P}(2, q) & =\mathcal{P}_{2}, \\
\mathcal{E}(3, q) & =\mathcal{E}_{3}, \\
\mathcal{H}(1, q) & =\mathcal{H}_{1}, \\
\mathcal{U}(2, q) & =\mathcal{U}_{2} .
\end{aligned}
$$

The sets $\mathcal{P}_{2}, \mathcal{E}_{3}, \mathcal{H}_{1}, \mathcal{U}_{2}, \mathcal{W}_{1}$ are also polar spaces of rank 1 or projective index 0 .
Theorem 7.29. (i) If $\mathcal{E}(2 n+1, q), n \geq 1$, has an $m$-system, then also $\mathcal{P}(2 n+2, q)$ and $\mathcal{H}(2 n+3, q)$ have $m$-systems; if $\mathcal{P}(2 n+2, q), n \geq 0$, has an $m$-system, then $\mathcal{H}(2 n+3, q)$ also has an $m$-system.
(ii) If the polar space $\mathcal{S}_{n}, n \geq 4$, in $\mathrm{PG}(n, q)$ admits an ovoid, then the polar space $\mathcal{S}_{n-2}$ in $\mathrm{PG}(n-2, q)$, of the same type as $\mathcal{S}_{n}$, admits an ovoid.
(iii) If $\mathcal{H}(4 n-1, q), n \geq 1$, admits a spread, then $\mathcal{P}(4 n-2, q)$ admits a spread; if $\mathcal{P}(2 n, q), n \geq 2$, admits a spread, then $\mathcal{E}(2 n-1, q)$ admits a spread.

Corollary 7.30. The spaces $\mathcal{P}(4, q), \mathcal{H}(5, q), \mathcal{H}(3, q)$ each admit an ovoid.
Proof. Put $(n, m)=(1,0),(0,0)$ in Theorem 7.29(i).
Theorem 7.31. For $q$ even, the polar space $\mathcal{P}(2 n, q), n \geq 1$, has an $m$-system if and only if $\mathcal{W}_{2 n-1}(q)$ has an m-system.

Theorem 7.32. Let $S_{1}$ and $S_{2}$ be spreads of $\mathcal{H}(7, q)$, where the generators of $S_{1}$ and the generators of $S_{2}$ belong to different systems of generators of $\mathcal{H}(7, q)$. Then,
(i) for each $\pi \in S_{1}$, there is exactly one $\pi^{\prime} \in S_{2}$ with $\pi \cap \pi^{\prime}$ a plane;
(ii) these $q^{3}+1$ planes $\pi \cap \pi^{\prime}$ form a 2 -system of $\mathcal{H}(7, q)$.

Theorem 7.33. If $\mathcal{H}(4 n+3, q)$ admits a $2 n$-system, $n \geq 0$, then it admits a spread. This spread is obtained by considering all generators of a given system of generators of $\mathcal{H}(4 n+3, q)$ containing an element of the $2 n$-system.

Theorem 7.34. (i) If $\mathcal{P}\left(2 n, q^{2}\right)$, with $n \geq 1$ and $q$ odd, admits an m-system $\mathcal{M}$, then $\mathcal{H}(4 n+1, q)$ admits a $(2 m+1)$-system $\mathcal{M}^{\prime}$.
(ii) If $\mathcal{P}\left(2 n, q^{2}\right)$, with $n \geq 1$ and $q$ even, admits an $m$-system $\mathcal{M}$, then $\mathcal{P}(4 n, q)$, and hence also $\mathcal{H}(4 n+1, q)$, admits a $(2 m+1)$-system $\mathcal{M}^{\prime}$.
(iii) If $\mathcal{E}\left(2 n+1, q^{e}\right)$, with $n \geq 1$, admits an $m$-system $\mathcal{M}$, then $\mathcal{E}(2 e(n+1)-1, q)$ admits an ( $m e+e-1$ )-system $\mathcal{M}^{\prime}$.

Corollary 7.35. (i) There exists a 1 -system in $\mathcal{H}(5, q)$ and $\mathcal{H}(9, q)$.
(ii) For $q$ even, there is a spread in $\mathcal{P}(4, q)$.
(iii) There is an $(e-1)$-system in $\mathcal{E}(4 e-1, q)$.

Proof. (i), (ii) Put $m=0$ and $n \in\{1,2\}$ in Theorem 7.34(i).
(iii) Put $m=0$ and $n=1$ in Theorem 7.34(ii).

Theorem 7.36. If $\mathcal{W}_{2 n-1}\left(q^{e}\right), n \geq 1$, admits an m-system $\mathcal{M}$, then $\mathcal{W}_{2 n e-1}(q)$ admits an ( $m e+e-1$ )-system $\mathcal{M}^{\prime}$.

Corollary 7.37. The space $\mathcal{W}_{2 e-1}(q)$ admits an $(e-1)$-system.
Proof. Put $(n, m)=(1,0)$ in Theorem 7.36.
Theorem 7.38. If $\mathcal{U}\left(2 n, q^{2 e}\right)$, with $n \geq 1$ and e odd, admits an m-system $\mathcal{M}$, then $\mathcal{U}\left(2 n e+e-1, q^{2}\right)$ admits an (me $\left.+e-1\right)$-system $\mathcal{M}^{\prime}$.

Corollary 7.39. The space $\mathcal{U}\left(3 e-1, q^{2}\right)$, with e odd, admits an $(e-1)$-system.
Proof. Put $(n, m)=(1,0)$ in Theorem 7.38.

Theorem 7.40. (i) If $\mathcal{U}\left(2 n, q^{2}\right), n \geq 1$, admits an $m$-system $\mathcal{M}$, then $\mathcal{E}(4 n+1, q)$ admits a $(2 m+1)$-system $\mathcal{M}^{\prime}$.
(ii) If $\mathcal{U}\left(2 n+1, q^{2}\right)$ admits an $m$-system $\mathcal{M}$, then $\mathcal{H}(4 n+3, q)$ admits a $(2 m+1)$ system $\mathcal{M}^{\prime}$.

Corollary 7.41. Both $\mathcal{E}(5, q)$ and $\mathcal{H}(7, q)$ admit 1 -systems.
Proof. Put $(n, m)=(1,0)$ in Theorem 7.40.
Theorem 7.42. If $\mathcal{U}\left(2 n, q^{2}\right), n \geq 1$, admits an $m$-system $\mathcal{M}$, then $\mathcal{W}_{4 n+1}(q)$ admits a $(2 m+1)$-system $\mathcal{M}^{\prime}$.

Corollary 7.43. $\mathcal{W}_{5}(q)$ admits a 1 -system.
Proof. Put $(n, m)=(1,0)$ in Theorem 7.42.
Remark 7.44. Many infinite classes of examples can be constructed using the results of this section.

### 7.10 m -systems, strongly regular graphs and linear projective two-weight codes

Let $\mathcal{V} \subset \operatorname{PG}(n, q)$, with $n \geq 2$, such that, for any hyperplane $\pi$,

$$
|\pi \cap \mathcal{V}| \in\left\{\beta_{1}, \beta_{2}\right\}
$$

with $\beta_{1} \neq \beta_{2}$.
Let $\operatorname{PG}(n, q)$ be embedded in $\operatorname{PG}(n+1, q)$; then two distinct points $P_{1}, P_{2}$ of $\mathrm{PG}(n+1, q) \backslash \mathrm{PG}(n, q)$ are adjacent if the line $P_{1} P_{2}$ contains a point of $\mathcal{V}$. With this adjacency, $\mathrm{PG}(n+1, q) \backslash \mathrm{PG}(n, q)$ becomes a strongly regular graph.

Let $\mathcal{V}=\left\{P_{1}, P_{2}, \ldots, P_{s}\right\}$, with $P_{i}=\mathbf{P}\left(x_{i}\right), x_{i}=\left(x_{i 0}, x_{i 1}, \ldots, x_{i n}\right)$ and $i=1,2, \ldots, s$. Then the matrix

$$
G=\left[\begin{array}{llll}
x_{1}^{*} & x_{2}^{*} & \cdots & x_{s}^{*}
\end{array}\right]
$$

generates a linear projective $[s, n+1]_{q}$ code $C$ whose words can only have weights $s-\beta_{1}$ and $s-\beta_{2}$. Recall that a linear code $C$ is projective if and only if any two columns of a generator matrix are linearly independent, that is, if and only if the minimum weight of the dual code $C^{\perp}$ is at least 3 . Conversely, any linear projective two-weight $[s, n+1]_{q}$ code $C$ defines a set $\mathcal{V}$ of $s$ points in $\operatorname{PG}(n, q)$, which has two intersection numbers with respect to hyperplanes.

By Theorem 7.13 for any $m$-system $\mathcal{M}$ of the polar space $\mathcal{S}$, where $\mathcal{S}$ is one of $\mathcal{W}_{2 n+1}(q), \mathcal{E}(2 n+1, q), \mathcal{U}\left(2 n, q^{2}\right), n \geq 1$, the union $\widetilde{\mathcal{M}}$ of the elements of $\mathcal{M}$ is a set with two intersection numbers $\beta_{1}, \beta_{2}$ with respect to hyperplanes.

Expressing that the strongly regular graph arising from an $m$-system of these polar spaces has $\lambda \geq 0$ gives the following result.

Theorem 7.45. An m-system of $\mathcal{W}_{2 n+1}(q), \mathcal{E}(2 n+1, q), \mathcal{U}\left(2 n, q^{2}\right), n \geq 1$, satisfies $n \leq 2 m+1$.

Corollary 7.46. An m-system of $\mathcal{P}(2 n+2, q)$, with $q$ even, satisfies $n \leq 2 m+1$.
From $m$-systems, other sets with two intersection numbers can be constructed.
Theorem 7.47. Let $\mathcal{M}_{i}$ be an $m_{i}$-system of $\mathcal{W}_{2 n+1}(q), i=1,2, \ldots, k$, for some integer $k>1$. For $i=1,2, \ldots, k$, let

$$
a_{i}=\frac{\left(q^{m_{i}+1}-1\right)\left(q^{n}+1\right)}{q-1} .
$$

(i) If, for all $i \neq j, \mathcal{M}_{i}$ and $\mathcal{M}_{j}$ are disjoint, that is, $\widetilde{\mathcal{M}}_{i} \cap \widetilde{\mathcal{M}_{j}}=\emptyset$, then the set $\widetilde{\mathcal{M}}_{1} \cup \widetilde{\mathcal{M}}_{2} \cup \cdots \cup \widetilde{\mathcal{M}}_{k}$ has two intersection numbers $a_{1}+a_{2}+\cdots+a_{k}$ and $a_{1}+a_{2}+\cdots+a_{k}-q^{n}$ with respect to hyperplanes in $\mathrm{PG}(2 n+1, q)$.
(ii) If $\mathcal{M}_{i}$ is covered by $\mathcal{M}_{i+1}$, that is, every element of $\mathcal{M}_{i}$ is a subspace of a unique element of $\mathcal{M}_{i+1}, i=1,2, \ldots, k-1$, then
(a) if $k$ is even, the set

$$
\mathcal{K}=\left(\widetilde{\mathcal{M}}_{k} \backslash \widetilde{\mathcal{M}}_{k-1}\right) \cup\left(\widetilde{\mathcal{M}}_{k-2} \backslash \widetilde{\mathcal{M}}_{k-3}\right) \cup \cdots \cup\left(\widetilde{\mathcal{M}}_{2} \backslash \widetilde{\mathcal{M}}_{1}\right)
$$

has two intersection numbers $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{2}-a_{1}$ and $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{2}-a_{1}-q^{n}$ with respect to hyperplanes of $\mathrm{PG}(2 n+1, q)$;
(b) if $k$ is odd, the set

$$
\mathcal{K}=\left(\widetilde{\mathcal{M}}_{k} \backslash \widetilde{\mathcal{M}}_{k-1}\right) \cup\left(\widetilde{\mathcal{M}}_{k-2} \backslash \widetilde{\mathcal{M}}_{k-3}\right) \cup \cdots \cup\left(\widetilde{\mathcal{M}}_{3} \backslash \widetilde{\mathcal{M}}_{2}\right) \cup \widetilde{\mathcal{M}}_{1}
$$

has two intersection numbers $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{3}-a_{2}+a_{1}$ and $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{3}-a_{2}+a_{1}-q^{n}$ with respect to hyperplanes of $\mathrm{PG}(2 n+1, q)$.

Theorem 7.48. Let $\mathcal{M}_{i}$ be an $m_{i}$-system of $\mathcal{E}(2 n+1, q), i=1,2, \ldots, k$, for some integer $k>1$. For $i=1,2, \ldots, k$, let $a_{i}$ be as in Theorem 7.47. Then the same conclusions hold.

Theorem 7.49. Let $\mathcal{M}_{i}$ be an $m_{i}$-system of $\mathcal{U}\left(2 n, q^{2}\right), i=1,2, \ldots, k$, for some integer $k>1$. For $i=1,2, \ldots, k$, define

$$
a_{i}=\frac{\left(q^{2 m_{i}+2}-1\right)\left(q^{2 n-1}+1\right)}{q^{2}-1} .
$$

(i) If $\mathcal{M}_{i}$ and $\mathcal{M}_{j}$ are disjoint for all $i \neq j$, then the set $\widetilde{\mathcal{M}}_{1} \cup \widetilde{\mathcal{M}}_{2} \cup \cdots \cup \widetilde{\mathcal{M}}_{k}$ has two intersection numbers $a_{1}+a_{2}+\cdots+a_{k}$ and $a_{1}+a_{2}+\cdots+a_{k}-q^{2 n-1}$ with respect to hyperplanes of $\mathrm{PG}\left(2 n, q^{2}\right)$.
(ii) If $\mathcal{M}_{i}$ is covered by $\mathcal{M}_{i+1}, i=1,2, \ldots, k-1$, then
(a) if $k$ is even, the set

$$
\mathcal{K}=\left(\widetilde{\mathcal{M}}_{k} \backslash \widetilde{\mathcal{M}}_{k-1}\right) \cup\left(\widetilde{\mathcal{M}}_{k-2} \backslash \widetilde{\mathcal{M}}_{k-3}\right) \cup \cdots \cup\left(\widetilde{\mathcal{M}}_{2} \backslash \widetilde{\mathcal{M}}_{1}\right)
$$

has two intersection numbers $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{2}-a_{1}$ and $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{2}-a_{1}-q^{2 n-1}$ with respect to hyperplanes of $\mathrm{PG}\left(2 n, q^{2}\right)$;
(b) if $k$ is odd, the set

$$
\mathcal{K}=\left(\widetilde{\mathcal{M}}_{k} \backslash \widetilde{\mathcal{M}}_{k-1}\right) \cup\left(\widetilde{\mathcal{M}}_{k-2} \backslash \widetilde{\mathcal{M}}_{k-3}\right) \cup \cdots \cup\left(\widetilde{\mathcal{M}}_{3} \backslash \widetilde{\mathcal{M}}_{2}\right) \cup \widetilde{\mathcal{M}}_{1}
$$

has two intersection numbers $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{3}-a_{2}+a_{1}$ and $a_{k}-a_{k-1}+a_{k-2}-a_{k-3}+\cdots+a_{3}-a_{2}+a_{1}-q^{2 n-1}$ with respect to hyperplanes of $\mathrm{PG}\left(2 n, q^{2}\right)$.

Example 7.50. (a) There are no examples of an $m_{1}$-system $\mathcal{M}_{1}$ and an $m_{2}$-system $\mathcal{M}_{2}$ of the finite classical polar space $\mathcal{S} \in\left\{\mathcal{W}_{2 n+1}(q), \mathcal{E}(2 n+1, q), \mathcal{U}\left(2 n, q^{2}\right)\right\}$ with $\widetilde{\mathcal{M}}_{1} \cap \widetilde{\mathcal{M}}_{2}=\emptyset$.
(b) For $q$ even and for $s_{1}, s_{2}, \ldots, s_{k}$, t, with $s_{1}<s_{2}<\cdots<s_{k}$ where $s_{i}$ divides $s_{i+1}$ for $i=1,2, \ldots, k-1, s_{k} \leq s$ and $s t \geq s_{k}+1$, there exists a chain of $\left(s t-s_{i}-1\right)$-systems $\mathcal{M}_{i}$ of $\mathcal{E}(2 s t-1, q), i=1,2, \ldots, k$, where each element $\mathcal{M}_{i}$ is covered by $\mathcal{M}_{i+1}, i=1,2, \ldots, k-1$.

### 7.11 m -systems and maximal arcs

Maximal arcs in $\operatorname{PG}(2, q)$ were defined in Section 12.1 of PGOFF2. For general planes of order $q$, not necessarily Desarguesian, maximal arcs are defined in a similar way. Translation planes of order $q$ can be constructed from $n$-spreads of the space $\mathrm{PG}(2 n+1, q)$; see Section 4.7. Such a plane is Desarguesian if and only if the $n$-spread is regular.

Theorem 7.51. Let $\bar{S}$ be a spread of the polar space $\mathcal{E}(2 n+1, q)$ of $\operatorname{PG}(2 n+1, q)$, with $n>0$. Suppose there exists an $n$-spread $S=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{q^{n+1}+1}\right\}$ of $\mathrm{PG}(2 n+1, q)$ such that

$$
\bar{S}=\left\{\mathcal{E}_{2 n+1} \cap \pi_{i} \mid i=1,2, \ldots, q^{n+1}+1\right\} .
$$

Embed $\mathrm{PG}(2 n+1, q)$ as a hyperplane in $\mathrm{PG}(2 n+2, q)$ and choose some point $P$ in $\mathrm{PG}(2 n+2, q) \backslash \mathrm{PG}(2 n+1, q)$. Let $\mathcal{K}$ be the set of all points not in $\mathrm{PG}(2 n+1, q)$ of the cone $P \mathcal{E}_{2 n+1}$. Then $\mathcal{K}$ is a maximal $\left(q^{2 n+1}-q^{n+1}+q^{n} ; q^{n}\right)$-arc in the projective translation plane $\pi(S)$ of order $q^{n+1}$ determined by the $n$-spread $S$.

Remark 7.52. 1. Theorem 7.51 also holds if, for $n=1$, the quadric $\mathcal{E}_{3}$ is replaced by any ovoid of $\mathrm{PG}(3, q)$.
2. For $q$ odd, a pair $(S, \bar{S})$ as in Theorem 7.51 does not exist.
3. For $S$ regular, the maximal arc $\mathcal{K}$ of the Desarguesian plane $\pi(S)$ can also be constructed as in Theorem 12.12 of PGOFF2.
4. For $q$ even, the $n$-spread $S$ is always a spread of the polar space $\mathcal{W}_{2 n+1}(q)$ defined by the polar space $\mathcal{E}(2 n+1, q)$. Also, $\bar{S}$ is an $(n-1)$-system of $\mathcal{W}_{2 n+1}(q)$.
5. Let $q$ be even, let $\mathcal{P}_{2 n+2}$ be a non-singular quadric of $\operatorname{PG}(2 n+2, q)$ and let $\mathcal{E}_{2 n+1}$ be contained in $\mathcal{P}_{2 n+2}$. If $S^{*}$ is any spread of $\mathcal{P}(2 n+2, q)$, then $S^{*}$ induces a spread $\bar{S}$ of $\mathcal{E}(2 n+1, q)$. By projection from the nucleus of $\mathcal{P}_{2 n+2}$ onto the hyperplane $\operatorname{PG}(2 n+1, q)$ containing $\mathcal{E}(2 n+1, q)$, the spread $S^{*}$ yields an $n$ spread $S$ of $\mathrm{PG}(2 n+1, q)$ with the desired property. All possible pairs $(S, \bar{S})$ are obtained in this way.

Theorem 7.53. (a) Let $\mathcal{M}$ be an $m$-system of the polar space $\mathcal{W}_{2 n+1}(q)$ in the space $\mathrm{PG}(2 n+1, q), n>0$.
(b) Suppose there exists a spread $S$ of $\mathcal{W}_{2 n+1}(q)$ such that $\mathcal{M}$ is covered by $S$. Embed the space $\mathrm{PG}(2 n+1, q)$ in $\mathrm{PG}(2 n+2, q)$ and choose some point $P$ in the difference $\mathrm{PG}(2 n+2, q) \backslash \mathrm{PG}(2 n+1, q)$.
(c) Let $\mathcal{K}$ be the set of all points not in $\operatorname{PG}(2 n+1, q)$ of the cone $P \widetilde{\mathcal{M}}$, with $\widetilde{\mathcal{M}}$ the set of all points contained in elements of $\mathcal{M}$.
Then $\mathcal{K}$ is a maximal $\left(q^{n+m+2}-q^{n+1}+q^{m+1} ; q^{m+1}\right)$-arc in the projective translation plane $\pi(S)$ of order $q^{n+1}$ determined by the $n$-spread $S$.

Remark 7.54. Consider an $(n-1)$-system of $\mathcal{E}\left(2 n+1, q^{s}\right), q$ even, covered by a spread of the associated $\mathcal{W}_{2 n+1}\left(q^{s}\right)$, as in Theorem 7.51. By Remark 7.52(4), this $(n-1)$-system is also an $(n-1)$-system of $\mathcal{W}_{2 n+1}(q)$. It follows that there exists an $(n s-1)$-system of $\mathcal{W}_{2 n s+2 s-1}(q)$ covered by a spread of $\mathcal{W}_{2 n s+2 s-1}(q)$; see Theorem 7.36. However, the translation plane and maximal arc thus obtained are isomorphic to the original translation plane and maximal arc. So nothing new is constructed.

Consider a non-singular quadric $\mathcal{H}_{4 n-1}$ of $\operatorname{PG}(4 n-1, q), n \geq 2$ and $q$ even, and let $\mathcal{P}_{4 n-2}$ be a non-singular parabolic quadric on $\mathcal{H}_{4 n-1}$.

1. Let $N$ be the nucleus of $\mathcal{P}_{4 n-2}$. Project $\mathcal{P}_{4 n-2}$ from $N$ onto a hyperplane $\mathrm{PG}(4 n-3, q)$ of the subspace $\mathrm{PG}(4 n-2, q)$ containing $\mathcal{P}_{4 n-2}$, with $N$ not in $\mathrm{PG}(4 n-3, q)$. Then the subspaces on $\mathcal{P}_{4 n-2}$ are projected onto the subspaces of a polar space $\mathcal{W}_{4 n-3}(q)$.
2. Let $S$ be a spread of $\mathcal{W}_{4 n-3}(q)$. To $S$ there corresponds a spread $S^{\prime}$ of the quadric $\mathcal{P}(4 n-2, q)$. The generators of a chosen system of generators of $\mathcal{H}_{4 n-1}$, which contain the elements of $S^{\prime}$, constitute a spread $\hat{S}$ of $\mathcal{H}(4 n-1, q)$.
3. Now considering a non-singular parabolic quadric $\mathcal{P}_{4 n-2}^{*}$ on $\mathcal{H}_{4 n-1}$ and intersecting it with the elements of $\hat{S}$ gives a spread $S^{* \prime}$ of $\mathcal{P}^{*}(4 n-2, q)$.
4. Projecting again from the nucleus $N^{*}$ of $\mathcal{P}_{4 n-2}^{*}$ gives a spread $S^{*}$ of some $\mathcal{W}_{4 n-3}^{*}(q)$. Such a spread $S^{*}$ is a cousin of $S$.
5. The projective translation plane $\pi\left(S^{*}\right)$ of order $q^{2 n-1}$ arising from $S^{*}$ is a cousin of the projective translation plane $\pi(S)$.

Let $S$ be a spread of $\mathcal{W}_{4 n-3}(q), n \geq 2$ and $q$ even. Then four cases are distinguished:
(I) $N^{*}=N$;
(II) $N^{*} \neq N, N^{*} \in N \mathcal{I}$, with $\mathcal{I}$ the null polarity defined by $\mathcal{H}_{4 n-1}$;
(III) $N^{*} \neq N$, and the line $N N^{*}$ meets $\mathcal{H}_{4 n-1}$ in two distinct points;
(IV) $N^{*} \neq N$ and $N N^{*} \cap \mathcal{H}_{4 n-1}=\emptyset$.

For $S$ regular, spreads $S^{*}$ corresponding to different classes yield non-isomorphic translation planes $\pi\left(S^{*}\right)$ of order $q^{2 n-1}$; spreads corresponding to the same class do not necessarily yield isomorphic translation planes. It follows that, for $S$ regular and so $\pi(S)$ Desarguesian, and $N^{*} \neq N$, the plane $\pi\left(S^{*}\right)$ is always nonDesarguesian.

Theorem 7.55. Let $\mathcal{M}$ be an $m$-system of a polar space $\mathcal{E}(4 n-3, q)$ in the space $\mathrm{PG}(4 n-3, q), n \geq 2$ and $q$ even. Suppose that the associated polar space $\mathcal{W}_{4 n-3}(q)$ admits a spread $S$ such that $\mathcal{M}$ is covered by $S$. Then the $m$-system gives rise to maximal $\left(q^{2 n+m}-q^{2 n-1}+q^{m+1} ; q^{m+1}\right)$-arcs in at least $q$ of the projective planes arising from the cousins of class (IV) of $S$.

Corollary 7.56. Let $s, t$ be positive integers, with $t>1$, such that st is odd. Then, for $q$ even, there exist maximal $\left(q^{2 s t-s}-q^{s t}+q^{s t-s} ; q^{s t-s}\right)$-arcs in at least $q$ of the cousins of class (IV) of $\mathrm{PG}\left(2, q^{s t}\right)$.

Remark 7.57. When $s=1$, the maximal arcs of Corollary 7.56 are the maximal arcs described in Theorem 7.51. However, for $s>1$, the maximal arcs are new.

This procedure can also be applied to non-Desarguesian planes of order $q^{s t}$. But the isomorphism problem for cousins of type (IV) has been solved only in the Desarguesian case, so that only in this case the maximal arcs can be identified as new.

### 7.12 Partial $m$-systems, BLT-sets and sets with the BLT-property

Definition 7.58. (1) A BLT-set is a non-empty set $\mathcal{B}$ of disjoint lines of $\mathcal{W}_{3}(q)$, with the property that every line of $\mathcal{W}_{3}(q)$ which is not a member of $\mathcal{B}$ meets nontrivially exactly either two or none of the lines of $\mathcal{B}$.
(2) The dual concept in the generalised quadrangle $\mathcal{P}(4, q)$, which is the dual of the generalised quadrangle $\mathcal{W}_{3}(q)$, is a dual BLT-set.
(3) More generally, a BLT-set of $\operatorname{PG}(m, q)$ 's is a non-empty collection $\mathcal{B}$ of disjoint subspaces of a polar space $\mathcal{S}$ of rank $r \geq 2$, having the property that each line of $\mathcal{S}$ not contained in a member of $\mathcal{B}$ meets non-trivially exactly either zero or two members of $\mathcal{B}$.

Remark 7.59. 1. BLT-sets play a key role in the theory of translation planes and in the theory of generalised quadrangles; see Section 7.15.
2. A BLT-set of points of $\mathcal{S}$ is a subset of the points of $\mathcal{S}$ with each line of $\mathcal{S}$ containing either zero or two points of this subset. Examples are the 56 -cap on $\mathcal{E}(5,3)$ and the union of two disjoint ovoids of $\mathcal{U}\left(3, q^{2}\right)$.

Theorem 7.60. A BLT- set $\mathcal{B}$ of $\mathrm{PG}(m, q)$ 's, with $m>0$, of a polar space $\mathcal{S}$ exists only in the following cases:
(a) $m=1$ and $\mathcal{S}=\mathcal{W}_{3}(q), q$ odd, with $|\mathcal{B}|=q+1$;
(b) $m=1$ and $\mathcal{S}=\mathcal{E}(5, q), q$ odd, with $|\mathcal{B}|=q^{2}+1$.

Remark 7.61. 1. For $\mathcal{W}_{3}(q), q$ odd, many non-isomorphic BLT-sets are known. They lead to new generalised quadrangles, new projective planes, new ovoids of $\mathcal{H}(5, q)$ and new ovoids of $\mathcal{P}(4, q)$.
2. For $\mathcal{E}(5, q), q$ odd, a unique example is known. Let $\pi$ and $\pi^{\prime}$ be two disjoint planes of $\operatorname{PG}\left(5, q^{2}\right)$ which are conjugate with respect to $\mathbf{F}_{q^{2}}$ over $\mathbf{F}_{q}$; that is, $\left\{\pi, \pi^{\prime}\right\}$ is an orbit of the Galois group with respect to this extension. Let $C$ be a conic of $\pi$ and let $C^{\prime}$ be the conic of $\pi^{\prime}$ consisting of the points conjugate to those of $C$. Joining the points of $C$ to their conjugates gives $q^{2}+1$ lines of $\operatorname{PG}(5, q)$. For $q$ odd, these lines are contained in a $\mathcal{E}(5, q)$ and form a BLT-set; these lines are also contained in a $\mathcal{H}(5, q)$, and the union of the $q^{2}+1$ lines is the intersection of $\mathcal{E}_{5}$ and $\mathcal{H}_{5}$. Under the Klein correspondence with the Klein quadric $\mathcal{H}_{5}$, the points on these lines are the images of all tangent lines of some $\mathcal{E}_{3}$.

Definition 7.62. A non-empty set $\mathcal{B}$ of disjoint $m$-dimensional subspaces of a polar space $\mathcal{S}$ of rank $r \geq 2$ possesses the BLT-property if there is no line of $\mathcal{S}$ meeting three distinct members of $\mathcal{B}$ non-trivially.

From partial $m$-systems of suitable size possessing the BLT-property, generalised quadrangles can be constructed. A summary is given of all possible $m$-systems, having the BLT-property, which yield a generalised quadrangle; there are some interesting open problems.

1. $\mathcal{S}=\mathcal{W}_{5}(q), q$ odd, and $\mathcal{B}$ is a 1 -system of $q^{3}+1$ lines. The corresponding generalised quadrangle has order $\left(q^{2}, q^{3}\right)$. It was shown that there is exactly one such $\mathcal{B}$, and the corresponding generalised quadrangle is isomorphic to $\mathcal{U}\left(4, q^{2}\right)$.
2. $\mathcal{S}=\mathcal{H}(5, q), q$ odd, and $\mathcal{B}$ is a 1 -system of $q^{2}+1$ lines. The corresponding generalised quadrangle has order $\left(q^{2}, q^{2}\right)$. It was shown that there is exactly one such $\mathcal{B}$, and the corresponding generalised quadrangle is isomorphic to $\mathcal{P}\left(4, q^{2}\right)$.
3. $\mathcal{S}=\mathcal{H}(9, q), q$ odd, and $\mathcal{B}$ is a 2 -system of $q^{4}+1$ planes. The corresponding generalised quadrangle has order $\left(q^{3}, q^{4}\right)$. No such generalised quadrangle is known.
4. $\mathcal{S}=\mathcal{E}(4 r-5, q), r \geq 3$, and $\mathcal{B}$ is an $(r-2)$-system of $(r-2)$-dimensional spaces in number $q^{2 r-2}+1$. For each value of $r$ one such $\mathcal{B}$ is known; the corresponding generalised quadrangle is isomorphic to $\mathcal{E}\left(5, q^{r-1}\right)$. It has been established that, for $r=3$, the 1 -system $\mathcal{B}$ of $\mathcal{E}(7, q)$ is unique.
5. $\mathcal{S}=\mathcal{U}\left(9, q^{2}\right)$ and $\mathcal{B}$ is a 2 -system of $q^{9}+1$ planes. The corresponding generalised quadrangle has order $\left(q^{6}, q^{9}\right)$. No such $\mathcal{B}$ is known.

### 7.13 m -systems and SPG-reguli

Definition 7.63. An SPG-regulus is a set $\mathcal{R}$ of subspaces $\pi_{1}, \pi_{2}, \ldots, \pi_{r}, r>1$, all $m$-dimensional, of $\mathrm{PG}(n, q), n>1$, satisfying the following conditions:
(a) $\pi_{i} \cap \pi_{j}=\emptyset$ for all $i \neq j$ with $i, j \in\{1,2, \ldots, r\}$;
(b) if $\mathrm{PG}(m+1, q)$ contains $\pi_{i}$, with $i \in\{1,2, \ldots, r\}$, then it has a point in common with either 0 or $\alpha>0$ spaces in $\mathcal{R} \backslash\left\{\pi_{i}\right\}$;
(c) if such a $\operatorname{PG}(m+1, q)$ has no point in common with $\pi_{j}$ for all $j \neq i$, then it is a tangent $(m+1)$-space of $\mathcal{R}$ at $\pi_{i}$;
(d) if the point $P$ of $\mathrm{PG}(n, q)$ is not contained in an element of $\mathcal{R}$, then it is contained in a constant number $\theta \geq 0$ of tangent $(m+1)$-spaces of $\mathcal{R}$.

By (a), $n \geq 2 m+1$; if $n=2 m+1$ then there are no tangent $(m+1)$-spaces, and so $\alpha=r-1$.

It can be shown that

$$
\alpha(q-1) \operatorname{divides}(r-1)\left(q^{m+1}-1\right)
$$

and

$$
\theta=\frac{\left(\alpha\left(q^{n-m}-1\right)-(r-1)\left(q^{m+1}-1\right)\right) r q^{m+1}}{\alpha\left(\left(q^{n+1}-1\right)-r\left(q^{m+1}-1\right)\right)}
$$

Hence $\theta=0$ if and only if $\alpha\left(q^{n-m}-1\right)=(r-1)\left(q^{m+1}-1\right)$.
From an SPG-regulus a semi-partial geometry $\mathcal{S}$ with parameters

$$
s=q^{m+1}-1, \quad t=r-1, \quad \mu=(r-\theta) \alpha
$$

can be constructed. Then $\mathcal{S}$ is a partial geometry if and only if $\theta=0$; if $\mathcal{S}$ is not a partial geometry, that is, if $\theta \neq 0$, or, equivalently, $\alpha\left(q^{n-m}-1\right) \neq(r-1)\left(q^{m+1}-1\right)$, then, by Theorem 5.145, $t \geq s$, and so $r \geq q^{m+1}$.

Example 7.64. (a) $n=2 m+1$. Then the SPG-regulus has no tangent $(m+1)$ spaces; hence $\alpha=r-1$ and $\theta=0$. In this case, the semi-partial geometry is a net of order $q^{m+1}$ and degree $r$; see Section 5.6.
(b) $n=2 m+2$. If $\theta \neq 0$, then the corresponding semi-partial geometry has parameters

$$
\begin{aligned}
s & =q^{m+1}-1, \quad t=r-1 \\
\alpha & =\frac{r^{2}\left(q^{m+1}-1\right)-r\left(q^{m+1}-1\right)\left(q^{m+1}+2\right)+q^{2 m+3}-1}{r\left(q^{m+2}-1\right)-\left(q^{2 m+3}-1\right)} \\
\mu & =\frac{r(r-1)\left(q^{m+1}-1\right)\left(r-\left(q^{m+1}+1\right)\right)}{r\left(q^{m+2}-1\right)-\left(q^{2 m+3}-1\right)} .
\end{aligned}
$$

Theorem 7.65. Let $\mathcal{R}$ be a set of m-dimensional subspaces $\pi_{1}, \pi_{2}, \ldots, \pi_{r}$, with $r$ at least 2 , of $\mathrm{PG}(2 m+2, q)$ satisfying (a) and (b) of Definition 7.63. If $\mathcal{R}$ admits tangent $(m+1)$-spaces, then

$$
\begin{aligned}
& \alpha\left(r\left(q^{m+2}-1\right)-\left(q^{2 m+3}-1\right)\right) \\
& \quad \leq r^{2}\left(q^{m+1}-1\right)-r\left(q^{m+1}-1\right)\left(q^{m+1}+2\right)+\left(q^{2 m+3}-1\right)
\end{aligned}
$$

with equality if and only if $\mathcal{R}$ is an SPG-regulus.
Remark 7.66. Theorem 7.65 can be generalised to $\mathrm{PG}(n, q)$ by assuming that, for all $i$, each tangent $(m+1)$-space at $\pi_{i}$ intersects at most $\nu$ tangent $(m+1)$-spaces at the other $r-1$ elements of $\mathcal{R}$. In particular, this applies if each tangent $(m+1)$-space at $\pi_{i}$ intersects exactly $\widetilde{\nu}$ tangent $(m+1)$-spaces at $\pi_{j}$, for all $j \neq i$. One case is if two tangent $(m+1)$-spaces at different elements of $\mathcal{R}$ intersect.

Definition 7.67. (1) An SPG-regulus $\mathcal{R}$ satisfies the polar property if
(a) it has tangent $(m+1)$-spaces,
(b) $n>2 m+1$,
(c) the union of the tangent $(m+1)$-spaces at each element $\pi_{i}$ of $\mathcal{R}$ is an $(n-m-1)$-dimensional subspace $\tau_{i}$, with $i=1,2, \ldots, r$.
(2) The subspace $\tau_{i}$ is the tangent $(n-m-1)$-space of $\mathcal{R}$ at $\pi_{i}$.

Remark 7.68. 1. If an SPG-regulus $\mathcal{R}$ satisfies the polar property, then

$$
r=\alpha q^{n-2 m-1}+1
$$

2. Let $\mathcal{R}$ be a set of $m$-dimensional subspaces $\pi_{1}, \pi_{2}, \ldots, \pi_{r}, r>1$, of $\operatorname{PG}(n, q)$ satisfying (a) and (b) of Definition 7.63. Assume also that $\mathcal{R}$ has tangent $(m+1)$ spaces and that for all $i=1,2, \ldots, r$, the union of all tangent $(m+1)$-spaces at $\pi_{i}$ is an $(n-m-1)$-dimensional subspace. Then $r \leq 1+q^{(n+1) / 2}$ with equality if and only if $\mathcal{R}$ is an SPG-regulus.
3. If an SPG-regulus $\mathcal{R}$ has the polar property, then the corresponding semi-partial geometry $\mathcal{S}$ has parameters

$$
s=q^{m+1}-1, \quad t=q^{(n+1) / 2}, \quad \alpha=q^{2 m-(n / 2)+3 / 2}, \quad \mu=q^{m+1}\left(q^{m+1}-1\right) .
$$

It follows that $4 m \geq n-3$.
Theorem 7.69. (a) Let $\mathcal{R}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{r}\right\}$, with $r>1$, be a set of $r$ disjoint $m$-dimensional subspaces in $\mathrm{PG}(n, q)$, with $n>2 m+1$, such that, for each $i=1,2, \ldots, r$, there is an $(m+1)$-dimensional subspace containing $\pi_{i}$ and disjoint from all $\pi_{j}, j \neq i$.
(b) Assume that, for each $i$, the union of these $(m+1)$-dimensional subspaces containing $\pi_{i}$ and disjoint from all $\pi_{j}, j \neq i$, contains an $(n-m-1)$-dimensional space $\tau_{i}$.
Then the following hold when $|\mathcal{R}|=1+q^{(n+1) / 2}$ :
(i) the set $\mathcal{R}$ is an SPG-regulus satisfying the polar property;
(ii) the $r$ subspaces $\tau_{i}$ form an SPG-regulus $\mathcal{R}^{*}$ satisfying the polar property in the dual space of $\mathrm{PG}(n, q)$.

Theorem 7.70. Let
(a) $\mathcal{R}=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{r}\right\}$, with $r>1$, be an SPG-regulus satisfying the polar property, with $\pi_{1}, \pi_{2}, \ldots, \pi_{r}$ all m-dimensional subspaces of $\mathrm{PG}(n, q)$ and $r=1+q^{(n+1) / 2}$;
(b) $\tau_{i}$ be the tangent $(n-m-1)$-space of $\mathcal{R}$ at $\pi_{i}$;
(c) the tangent $(n-m-1)$-spaces $\tau_{1}, \tau_{2}, \ldots, \tau_{s}$ have a $\mathrm{PG}(n-2 m-2, q)=\pi$ in common;
(d) $\left\{\bar{\pi}_{1}, \bar{\pi}_{2}, \ldots, \bar{\pi}_{s}\right\}$ be a set of disjoint m-dimensional subspaces covering the same point set as $\pi_{1}, \pi_{2}, \ldots, \pi_{s}$.

Then

$$
\mathcal{R}^{\prime}=\left(\mathcal{R} \cup\left\{\bar{\pi}_{1}, \bar{\pi}_{2}, \ldots, \bar{\pi}_{s}\right\}\right) \backslash\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{s}\right\}
$$

is also an SPG-regulus satisfying the polar property, and is said to be derived from $\mathcal{R}$.

The relation between $m$-systems and SPG-reguli is given by the following theorem.

Theorem 7.71. An m-system $\mathcal{M}$ of a polar space $\mathcal{S}$ in $\operatorname{PG}(N, q)$ is an SPG-regulus in the following cases:
(i) $\mathcal{S}=\mathcal{E}(2 n+1, q) \subset \mathrm{PG}(2 n+1, q), n>0$;
(ii) $\mathcal{S}=\mathcal{W}_{2 n+1}(q) \subset \operatorname{PG}(2 n+1, q), n>0$;
(iii) $\mathcal{S}=\mathcal{U}\left(2 n, q^{2}\right) \subset \operatorname{PG}\left(2 n, q^{2}\right), n>0$.

Remark 7.72. It follows from Section 7.7 that the $m$-systems in Theorem 7.71 are the only ones which are also SPG-reguli.

### 7.14 Small cases

Theorem 7.73. (i) Up to isomorphism, the polar space $\mathcal{W}_{5}(2)$ admits a unique 1 -system and a unique spread. Hence each symplectic 2 -spread of $\operatorname{PG}(5,2)$, that is, each 2-spread whose elements are self-polar for some null polarity, is regular.
(ii) Up to isomorphism, the polar space $\mathcal{W}_{7}(2)$ admits a unique 1 -system, a unique 2 -system and a unique spread. Hence all symplectic 3 -spreads of $\mathrm{PG}(7,2)$ are regular.
(iii) The polar space $\mathcal{W}_{9}(2)$ admits no 1-systems and no 2 -systems. Up to isomorphism $\mathcal{W}_{9}(2)$ admits exactly two spreads and ten 3 -systems.

Theorem 7.74. The only cases that a $k$-cap $\mathcal{K}$ is an SPG-regulus are as follows:
(i) $\mathcal{K}$ is a $(q+2)$-arc of $\mathrm{PG}(2, q)$, q even;
(ii) $\mathcal{K}$ is an ovoid of $\mathrm{PG}(3, q)$;
(iii) $\mathcal{K}$ is the projectively unique 11-cap in $\operatorname{PG}(4,3)$;
(iv) $\mathcal{K}$ is the projectively unique 56 -cap in $\operatorname{PG}(5,3)$;
(v) $\mathcal{K}$ is a particular 78 -cap in $\operatorname{PG}(5,4)$, an example of which has been constructed;
(vi) $\mathcal{K}$ is a particular 430-cap in $\mathrm{PG}(6,4)$, whose existence is unknown.

Remark 7.75. The semi-partial geometries corresponding to the SPG-reguli (i)-(vi) have respective parameters as follows:

$$
\begin{aligned}
& (q-1, q+1,1, q+2), \quad\left(q-1, q^{2}, 1, q^{2}-q\right), \\
& (2,55,1,20), \quad(3,77,1,14), \quad(3,429,1,110)
\end{aligned}
$$

Theorem 7.76. There exists an SPG-regulus consisting of 21 lines in $\operatorname{PG}(5,3)$, with $\alpha=2, \theta=0$. Its partial geometry has parameters $s=8, t=20, \alpha=2$.

### 7.15 Notes and references

## Section 7.1

For the size of orbits of subspaces under the symplectic group, see Wan [395]. In particular these give $\left|\mathcal{G}\left(\mathcal{W}_{n}(q)\right)\right|$.

For similar results on orbits under the pseudo-symplectic group, see Liu and Wan [208], Pless [265, 266].

## Sections 7.2-7.5

Apart from the references in Tables 7.3 and 7.4, see also the surveys by Thas [336, 341, 312, 323] and De Beule, Klein and Metsch [82]. The non-existence of spreads in $\mathcal{U}(4,4)$ is a computer result of A . E . Brouwer (unpublished, 1981).

## Section 7.6

Partial $m$-systems and $m$-systems were introduced by Shult and Thas [289], who proved Theorems 7.7 and 7.9.

## Section 7.7

This is taken from Shult and Thas [289]. For rank $r=2$, the concept of a $k$-ovoid was introduced by Thas [333]. Results on $k$-ovoids are also contained in Bamberg, Kelly, Law and Penttila [13], and Bamberg, Law, Penttila [14].

## Section 7.8

Theorem 7.20 is due to Blokhuis and Moorhouse [33] and Moorhouse [239]. They rely on a classical result of Hamada [149] on the rank of the incidence matrix of points and $m$-dimensional subspaces of a $\mathrm{PG}(n, q)$; see also Goethals and Delsarte [143], MacWilliams and Mann [221], and Smith [294]. From [33] and [239], Shult and Thas [291] obtain Theorems 7.22, 7.23 and 7.24. Theorem 7.25 is due to Sin [292].

## Section 7.9

This is taken from Shult and Thas [289, 290]; they also show that partial $m$-systems can be constructed from $m$-systems.

## Section 7.10

The relation between strongly regular graphs, linear projective two-weight codes and sets of points in $\mathrm{PG}(n, q)$ with two intersection numbers with respect to hyperplanes is due to Delsarte [115]; see also Calderbank and Kantor [62]. Theorem 7.45 is due to Hamilton and Mathon [150]. Theorems 7.47 to 7.49 and Examples 7.50 are taken from Hamilton and Quinn [153].

## Section 7.11

Theorem 7.51 and Remarks 1, 4, 5 of 7.52 are due to Thas [316, 326]. Remark 2 of 7.52 is taken from Blokhuis, Hamilton and Wilbrink [32] and Remark 3 of 7.52 from Hamilton and Penttila [152]. Theorems 7.53 and 7.55, Corollary 7.56 and Remarks 7.54 and 7.57 are due to Hamilton and Quinn [153]. The description of the construction of cousins of spreads of $\mathcal{W}_{4 n-3}(q)$ follows that given in Kantor's Kerdock set papers [192, 193].

Material related to Theorem 7.51 is also contained in Maschietti [224, 225], and Bader and Lunardon [6].

## Section 7.12

BLT-sets were introduced by Bader, Lunardon and Thas [7]; the name is due to Kantor [195]. In [7] it is shown that, from any flock of a cone $P \mathcal{P}_{2}$ with vertex $P$ in $\mathrm{PG}(3, q), q$ odd, that is, a partition of $P \mathcal{P}_{2} \backslash\{P\}$ into $q$ disjoint conics, $q$ derived flocks can be constructed. Crucial to the construction is a dual BLT-set coming from the given flock. BLT-sets and flocks gave rise to many new translation planes and generalised quadrangles. In Shult and Thas [290], BLT-sets of $m$-dimensional subspaces were defined; BLT-sets of lines in polar spaces of rank 2 were previously introduced by Knarr [198]. In a paper on characterisations of generalised quadrangles of order $(s, s+2)$, De Soete and Thas [101] introduced dual BLT-sets, which they called $\{0,2\}$-sets, in generalised quadrangles of order $(s, t)$, but their definition is conceptually distinct from the definition given here.

For a description of the Hill's 56-cap, see Hill [166] or Section 19.3 of FPSOTD. For disjoint ovoids of $\mathcal{U}\left(3, q^{2}\right)$, see Hamilton and Quinn [153]. For $m=1$, Theorem 7.60 is due to Thas: the proof is contained in Knarr [198]. For $m>1$, the proof is in Shult and Thas [290]. For the relationships between BLT-sets, projective planes and ovoids, see Bader, Lunardon and Thas [7], Kantor [195], Thas, K. Thas and Van Maldeghem [352], and Payne and Thas [260]; many results on BLT-sets of lines of $\mathcal{E}(5, q), q$ odd, are contained in Thas [345]. Definition 7.62 and the list of $m$-systems, having the BLT-property, which yield a generalised quadrangle, is due to Shult and

Thas [290]. The uniqueness of the 1 -system of lines of $\mathcal{W}_{5}(q)$ satisfying the BLTproperty, with $q$ odd, is due to Thas [343]; the uniqueness of the 1 -system of lines of $\mathcal{H}(5, q), q$ odd, is due to Shult and Thas [290]; the uniqueness of the 1 -system of lines of $\mathcal{E}(7, q)$ is due to Luyckx and Thas [216, 220].

## Section 7.13

Definition 7.63 and Examples 7.64 are taken from Thas [329], and Theorem 7.65 is taken from Thas [342]. The results on SPG-reguli satisfying the polar property are also taken from [329]. Theorems 7.69 and 7.70 are due to De Winter and Thas [107], and Theorem 7.71 to Luyckx [214].

## Section 7.14

Theorem 7.73 is due to Hamilton and Mathon [150] and Theorem 7.74 is taken from Cameron [63], Calderbank [61], Coxeter [80], Hill [166, 167], Pellegrino [262], and Tzanakis and Wolfskill [387]. Finally, Theorem 7.76 is taken from De Clerck, Delanote, Hamilton and Mathon [90].

Other papers relevant to this chapter are Bamberg and Penttila [15], Bloemen, Thas and Van Maldeghem [30], Cardinali, Lunardon, Polverino and Trombetti [67], Cardinali and Trombetti [68], De Winter and Thas [106], Luyckx and Thas [215, 217, 219, 218, 220], Lunardon and Polverino [212], Offer [243, 244, 245], Offer, K. Thas and Van Maldeghem [246], Offer and Van Maldeghem [247], O'Keefe and Thas [250], and Thas [338, 341, 344]. In particular, related material is contained in Thas [342] and Thas, K. Thas and Van Maldeghem [352], where SPG-systems are introduced and eggs are studied in great detail.
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## Index

( $0, \alpha$ )-geometries, 272-299
( $k ; r, s ; n, q$ )-set, 305
complete, 305
maximum, 305
10 -arc in $\operatorname{PG}(4,9), 334$
$B$-line, 42
$S$-line, 343
$S$-plane, 355
$S$-quadric, 355
$\mathcal{S}_{n_{1} ; n_{2}}$
maximal space, 208
maximal subspace, 208
$\mathcal{V}_{2}^{4}$
conic plane, 149
contact hyperplane, 152
nucleus, 152
tangent line, 150
tangent plane, 151
$\pi$-number, 168
spectrum, 168
$\Gamma$-arc, 154
$\Gamma$-plane, 154
$\Gamma$-tangent, 154
$i$-secant, 42
$k$-arc, 306
$k$-cap, 305
$k_{r, n, q}, 69$
non-singular, 70
plane sections, 70
polar hyperplane, 78
regular, 73
residual, 82
singular, 70
singular space, 70
tangent cone at a point, 78
m-system, 367-383
amended weight, 311
amended weight distribution, 311
arcs, 305-307
Arf invariant of quadric, 3
BLT-set, 378-379
broken grid, 257
cap
bisecant, 320
external line, 320
tangent, 320
unisecant, 320
cap-code, 308
caps, 307-325
character of quadric, 12-17
characterisation of quadric, 42-53
code
extension, 309
projective, 308
residual, 309
codes, 307-314
equivalent, 308
cone, 3
conic, 2
conic plane of $\mathcal{V}_{2}^{4}, 149$
conic plane of $\mathcal{V}_{n}, 153$
conjugate points, 8
contact hyperplane of $\mathcal{V}_{2}^{4}, 152$
coordinates

Grassmann, 99-107
Plücker, 99-107
cousin of a spread, 377
cubic surface, 249
curve
normal rational, 326
rational, 326
discriminant of quadric, 3
double-six, 249

Eckardt point, 249
elation generalised quadrangle, 263
elliptic quadric, 1
extension of a code, 309
external space, 40
generalised hexagon, 55
generalised homology, 264
generalised quadrangle, 223, 226-232, 253-266
3-regular point, 254
anti-regular pair, 253
anti-regular point, 253
centre of triad, 228
characterisation, 253-266
classical, 226
closure of pair, 253
co-regular point, 253
collinear points, 227
concurrent lines, 227
elation, 263
grid, 225
hyperbolic line, 228
linear variety, 260
Moufang, 262-266
order of, 223
orthogonal points, 228
ovoid, 253
parameters, 223
perpendicular points, 228
proper subquadrangle, 256
quadrilateral, 262
regular point, 253
semi-regular point, 260
span of point pair, 228
spread, 254
subquadrangle, 256
trace of point pair, 228
triad of points, 228
generator of quadric, 13-19
generators
equivalent, 18
Grassmann coordinates, 99-107
elementary quadratic relations, 104
Grassmann space
embedded, 137
of index $r, 123$
Grassmann spaces
collineation, 124
isomorphism, 124
Grassmann variety, 107-141
fundamental polarity, 110
maximal space, 113
Grassmannian, 107
Greek space, 114
Greek system, 114
grid, 225
group
orthogonal, 21-29
unitary, 63

Hermitian cap, 198
Hermitian form, 57
Hermitian variety, 57-96
characterisation, 69-80
conjugate points, 60
conjugate spaces, 60
generator, 64
number, 57
on $\operatorname{PG}(1, q), 58$
on $\operatorname{PG}(2, q), 58$
on $\operatorname{PG}(3, q), 58$
on $\operatorname{PG}(4, q), 58$
on $\operatorname{PG}(5, q), 58$
polar hyperplane, 60
polarity, 58-63
projective index, 64
section by subspace, 65-69
sub-generator, 64
tangent, 58
tangent hyperplane, 58-63
tangent space, 60
Hermitian Veronesean, 196-201
$r$-representation, 197
elliptic space, 198
quotient, 199
Higman's inequality, 229
hyperbolic quadric, 1
hyperplane
polar, 8
tangent, 8
hypersurface
for an arc, 338
internal space, 40
invariant of a quadric, 3-7
Klein quadric, 107
Krein inequalities, 267
Latin space, 114
Latin system, 114
linear space (LS), 122
Main Conjecture for Arcs, 306
matroid, 262
maximal arc, 376-378
maximal space of $\mathcal{S}_{n_{1} ; n_{2}}, 208$
maximal subspace of $\mathcal{S}_{n_{1} ; n_{2}}, 208$
mixed partitions, 221
Moufang generalised quadrangle, 262-266
net, 258
non-degenerate quadratic form, 1
non-nuclear space, 41
non-singular quadric, 1
normal rational curve, 326
tangent, 326
nuclear space, 41
nucleus of $\mathcal{V}_{2}^{4}, 152$
nucleus of quadric, 8
number of quadrics, 21-23
orthogonal group, 21-29
ovoid, 43, 364-367
ovoid number, 364
ovoidal embedding, 200
parabolic quadric, 1
parabolic sections of quadric, 39-42
partial $m$-system, 367
partial geometries, 266-299
partial geometry
projective, 269
partial linear space, 121
collinear points, 122
covering, 122
irreducible, 122
maximal subspace, 122
proper, 122
subspace, 122
partial ovoid, 367
partial spread, 367
Plücker coordinates, 99-107
polar hyperplane, 8
polar space, 223-226, 363-383
generator, 363
ovoid number, 364
projective index, 223
rank, 223
rank 3,225
subspace, 223
polarity of quadric, 9, 29-31
Principle of Triality, 53-54
projection of quadric
characterisation, 80-96
projective code, 308
projective index
of Hermitian variety, 64
of quadric, 13-14
projective partial geometry, 269
projective Shult space, 83,232
projective space
homomorphism, 137
proper partial linear space
connected, 122
proper partial linear space (PPLS), 122
quadratic form, 1
non-degenerate, 1
quadratic set, 43
generator, 44
perspective, 43
projective index, 45
singular, 43
singular point, 43
sub-generator, 45
tangent space, 43
Witt index, 45
quadric
Arf invariant, 3
character, 12-17
characterisation, 42-53
conjugate points, 8
discriminant, 3
elliptic, 1
external space, 40
generator, 13-19
group, 21-29
hyperbolic, 1
internal space, 40
invariant, 3-7
non-nuclear space, 41
non-singular, 1
nuclear space, 41
nucleus, 8
parabolic, 1
parabolic sections, 39-42
polarity, 9, 29-31
projective index, 13-14
sections, 31-39
stereographic projection, 17-19
Study, 53-54
subspaces, 19-21
tangent, 7
tangent hyperplane, 8
tangent space, 8,10
Witt index, 13
quadric Veronesean, 143-196
quadrics
number, 21-23
number of distinct, 2
rational curve, 326
residual code, 309
sections of quadric, 31-39
Segre product, 201
Segre variety, 201-219
regular spread, 214
regulus, 212
spread, 212
semi-ovaloid, 245-247
semi-partial geometries, 272-299
semi-quadratic set, 245
radical, 245
singular point, 245
semi-quadric, 87
set of type $(0,1,2, q+1), 51$
non-singular space, 51
singular space, 51
set of type $\left(r_{1}, r_{2}, \ldots, r_{s}\right), 42$
Shult space, 82-83, 88-89, 225-226, 232-253
(fully) embedded, 232
adjacent points, 225, 233
ambient space, 232
classical, 249
collar, 238
collinear points, 225
lax embedding, 247-253
linear closure, 241
linearly closed subset, 241
non-degenerate, 83, 225
polar, 238
projective, 83,232
projective index, 225
radical, 225
rank, 225
secant, 235
subspace, 225
tangent, 235
tangent hyperplane, 237
tangent set, 235
space
polar, 223-226, 363-383
Shult, 82-83, 88-89, 225-226, 232-253
SPG-regulus, 380-382
spread, 364-367
cousin, 377
Steiner surface, 220
stereographic projection, 17-19
strongly regular graph, 369, 374-376
Study quadric, 53-54
subspaces on a quadric, 19-21
support of a point, 83
tangent hyperplane, 8, 315
tangent line of $\mathcal{V}_{2}^{4}, 150$
tangent plane of $\mathcal{V}_{2}^{4}, 151$
tangent space of quadric, 10
tangent to quadric, 7
trace, 4
Triality, 53-55
trihedral pair, 249
trilinear correspondence, 54
tritangent plane, 249
twisted cubic, 332
two-weight code, 369, 374-376
unitary group, 63
variety
Grassmann, 107-141

Hermitian, 57-96
Segre, 201-219
Veronese, 143-196
Veblen-Pasch axiom, 259, 271
Veronese variety, 143-196
tangent line, 150
tangent plane, 150
Veronesean
characterisation, 153-196
conic plane, 153
Hermitian, 196-201
Veronesean cap, 155
dimension, 155

Veronesean of quadrics, 143
Veronesean set of subspaces, 166
hyperovoidal, 166
ovoidal, 166
proper, 166
weight
distribution, 310
of a codeword, 310
weight of a point, 140
weight of a set, 140
weight of an $r$-space, 140
Witt index of quadric, 13

