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## Chapter 1

## Introduction

Constructive algebra can be seen as an abstract version of computer algebra. In computer algebra, on the one hand, one attempts to construct efficient algorithms for solving concrete problems given in an algebraic formulation, where a problem is understood to be concrete if its hypotheses and conclusion have computational content. Constructive algebra, on the other hand, can be understood as a "preprocessing" step for computer algebra that leads to general algorithms, even if they are sometimes not efficient. In constructive algebra, one tries to give general algorithms for solving "virtually any" theorem of abstract algebra.

Therefore, a first task in constructive algebra is to define the computational content hidden in hypotheses that are formulated in a very abstract way. For example, what is a good constructive definition of a local ring (i.e., a ring with a unique maximal ideal), a valuation ring (i.e., a ring in which all elements are comparable under division), an arithmetical ring (i.e., a ring which is locally a valuation ring), a ring of Krull dimension $\leq n$ (i.e., a ring in which every chain $\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{k}$ of prime ideals has length $k \leq n$ ), and so on? A good constructive definition must be equivalent to the usual definition within classical mathematics; it must have computational content; and it must be fulfilled by "usual" objects that satisfy the definition.

As a typical example, let us consider the classical theorem "any polynomial $P$ in $\mathbf{K}[X]$ is a product of irreducible polynomials ( $\mathbf{K}$ a field)". This leads to an interesting problem: it seems like no general algorithm that produces the irreducible factors. What, then, is the constructive content of this theorem? A possible answer is as follows: when performing computations with $P$, proceed as if its decomposition into irreducible polynomials were known (at the beginning, proceed as if $P$ were irreducible). When something strange happens (e.g., when the gcd of $P$ and another polynomial $Q$ is a strict divisor of $P$ ), use this fact to improve the decomposition of $P$. This trick was invented in Computer Algebra as the D5-philosophy [46, 51, 125], and later taken up in the form of the dynamical proof method in algebra [42]. It indeed enables one to carry out computations inside the algebraic closure $\widetilde{\mathbf{K}}$ of
$\mathbf{K}$ even if it is not possible to effectively construct $\widetilde{\mathbf{K}}$, for in general this would require transfinite methods as Zorn's Lemma. The foregoing has been referred to as "dynamical evaluation" of the algebraic closure.

From a logical point of view, the "dynamical evaluation" gives a constructive substitute for two highly nonconstructive tools of abstract algebra: the Law of Excluded Middle and Zorn's Lemma. For instance, these tools are required in order to "construct" the complete prime factorization of an ideal in a Dedekind domain (i.e., in a Noetherian domain which is locally a valuation domain), while the dynamical method reveals the computational content of this "construction". We refer to [42] for more details on the dynamical proof method in algebra, including a wealth of examples. It is worth mentioning Schuster's new approach with Open Induction [157, 158]. As compared with the dynamical proof method, Schuster's approach is somewhat closer both to everyday mathematical practice, and to the established proof-theoretic methods for the extraction of algorithms, and thus computer programs, from formalized proofs. The approach with Open Induction therefore is a direct competitor of the dynamical proof method, both regarding objectives and techniques.

Following this "dynamical" philosophy, the main goal is to find the constructive content hidden in abstract proofs of concrete theorems in Commutative Algebra and especially well-known theorems concerning finitely-generated projective modules (i.e., the images of idempotent matrices) over polynomial rings and syzygy module (i.e., the relations module) of multivariate polynomials with coefficients in a valuation ring, or, more generally, in an arithmetical ring (a ring which is locally a valuation ring). As explained above, the general method consists in replacing some abstract ideal objects whose existence is based on the excluded middle principle and the axiom of choice by incomplete specifications of these objects.

The constructive rewriting of "abstract local-global principles" is very important. In classical proofs using this kind of principle, the argument is "let us see what happens after localization at an arbitrary maximal ideal of R". From a computational point of view, maximal ideals are too abstract objects, particularly if one wishes to deal with a general commutative ring. In the constructive rereading, the argument is "let us see what happens when the ring is a residually discrete local ring", i.e., if $\forall x,\left(x \in \mathbf{R}^{\times}\right.$or $\left.\forall y(1+x y) \in \mathbf{R}^{\times}\right)$. If a constructive proof is obtained in this particular case, the process can be completed by "dynamically evaluating an arbitrary ring $\mathbf{R}$ as a residually discrete local ring". For example, in these lecture notes, Dedekind domains will behave dynamically as valuation domains.

Dynamical methods were used successfully in order to find constructive substitutes to very elegant abstract theorems such as Quillen Patching, Quillen Induction and Lequain-Simis. In Chap. 2, the problem of freeness of projective modules over polynomial rings originally raised by Serre [160] in 1955 is approached constructively. Serre remarked that it was not known whether there exist finitely-generated projective modules over $\mathbf{A}=\mathbf{K}\left[X_{1}, \ldots, X_{n}\right], \mathbf{K}$ a field, which are not free. This remark turned into the so-called "Serre's conjecture" or "Serre's problem", stating that indeed there were no such modules. Proved independently by Quillen [145]
and Suslin [164] in 1976 (see also [151]), it became known subsequently as the Quillen-Suslin theorem. Quillen's and Suslin's proofs had a big effect on the subsequent development of the study of projective modules. The book of Lam [92] is a nice exposition of Serre's conjecture. It was known [161] well before Serre's conjecture was settled that finitely-generated projective modules over $\mathbf{A}$ are stably free, i.e, every finitely-generated projective $\mathbf{A}$-module $P$ is isomorphic to the kernel of an $\mathbf{A}$-epimorphism $T$ from $\mathbf{A}^{m}$ onto $\mathbf{A}^{s}$. In that situation the matrix $T$ is unimodular: that is, the maximal minors of $T$ generate the unit ideal in $\mathbf{A}$. The fact that $P$ is free is nothing but the fact that the matrix $T$ can be completed (we say that it is completable) to an invertible matrix by adding a suitable number of new rows. For $s=1$, we speak of a unimodular row $\left(b_{1}, \ldots, b_{m}\right) \in \mathbf{A}^{1 \times m}\left({ }^{\mathrm{t}}\left(b_{1}, \ldots, b_{m}\right)\right.$ is called a unimodular vector), i.e., such that $\left\langle b_{1}, \ldots, b_{m}\right\rangle=\mathbf{A}$.
Constructive versions of Quillen and Suslin proofs of Serre's problem, simple and constructive proofs of some subsequent developments in the theory of projective modules over polynomial rings, are presented, as well as recent progress on the Hermite ring Conjecture using tools from Constructive Algebra.
The Hermite Ring Conjecture [91]. For any ring R, all finitely-generated stably free modules over $\mathbf{R}[X]$ are extended from $\mathbf{R}$ (i.e., isomorphic to $N \otimes_{\mathbf{R}} \mathbf{R}[X]$ for some R-module $N$ ).

The following new conjectures about unimodular completion arising from the constructive approach to the unimodular completion problem will be presented:

The One-Dimension Conjecture. For any ring $\mathbf{R}$ of Krull dimension $\leq 1$, and $k \in \mathbb{N}$, all finitely-generated stably free modules over $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ are free. In other words, if $\mathbf{R}$ is a of Krull dimension $\leq 1$, then for any $k \in \mathbb{N}, \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ is Hermite.
(The One-dimension Conjecture is known to be true for Noetherian rings [92] and in the univariate case [182].)
The One Square Conjecture. The unimodular vector ${ }^{\mathrm{t}}\left(x_{1}, x_{2}, x_{3}\right)$ is not completable (i.e., can not be a first column of an invertible matrix) over the ring $\mathbb{F}_{2}\left[x_{1}, x_{2}, x_{3}, y_{2}, y_{3}\right]$ modulo $x_{1}^{2}+x_{2} y_{2}+x_{3} y_{3}=1$.
Or more generally:
The One Square Conjecture, bis. If $\mathbf{K}$ is a field then the unimodular vector ${ }^{\mathrm{t}}\left(x_{1}, x_{2}, x_{3}\right)$ is not completable over the ring $\mathbf{K}\left[x_{1}, x_{2}, x_{3}, y_{2}, y_{3}\right]$ modulo $x_{1}^{2}+x_{2} y_{2}+x_{3} y_{3}=1$.

The Sum of Squares Conjecture. Let $\mathbf{K}$ be a field, $n \geq 2$, and $m \geq 0$ with $n+m \geq$ 3. The unimodular vector ${ }^{\mathrm{t}}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ is elementarily completable (i.e., is the first column of an elementary matrix) over the ring $\mathbf{K}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right.$, $\left.z_{1}, \ldots, z_{m}\right]$ modulo $x_{1}^{2}+\cdots+x_{n}^{2}+y_{1} z_{1}+\cdots+y_{m} z_{m}=1$ if and only if -1 is the sum of $n-1$ squares in $\mathbf{K}$.

Besides deciphering theorems such as Quillen Patching, Quillen Induction and Lequain-Simis which at some step use a localization at a "generic" maximal ideal, a method for deciphering constructively abstract proofs which pass
modulo a "generic" maximal ideal to prove that a given ideal contains 1 will be presented in Chap. 2. As academic example, a lemma of Suslin (Theorem 57), which played a central role in his elementary proof of Serre's problem [165] and which is the only nonconstructive step in his solution, will be studied. This is the second main aspect of use of maximal ideals in commutative algebra besides localization. This lemma says that for a commutative ring $\mathbf{R}$ if $\left\langle v_{1}(X), \ldots, v_{n}(X)\right\rangle=\mathbf{R}[X]$ where $v_{1}$ is monic and $n \geq 3$, then there exist $\gamma_{1}, \ldots, \gamma_{\ell} \in \mathrm{E}_{n-1}(\mathbf{R}[X])$ (the subgroup of $\mathrm{SL}_{n-1}(\mathbf{R}[X])$ generated by elementary matrices) such that $\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \gamma_{1}{ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \gamma_{\ell}{ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)\right)\right\rangle=\mathbf{R}$ (here Res means resultant and $e_{1} \cdot u$ means the first component of $u$ ). By the constructive proof of the above-mentioned lemma, Suslin's proof of Serre's problem becomes fully constructive. Moreover, the new method used for treating this academic example may be a model for miming constructively abstract proofs in which one works modulo each maximal ideal to prove that a given ideal contains 1. The Concrete local-global principle developed in Sect. 2.1.3 cannot be used here since the proof we want to decipher constructively, instead of passing to the localizations at each maximal ideal, passes to the residue fields modulo each maximal ideal.

The Quillen-Suslin theorem finds natural applications either in signal processing (see, e.g., the work of Park [131, 132, 133, 134]) or in mathematical systems theory and control theory (see, e.g., the work of Fabiańska and Quadrat [62]). There are several papers $[29,62,64,93,94,97,110,124,135,186]$ in the literature proposing algorithms for the Quillen-Suslin theorem but the first full implementation (a MAPLE package QuillenSuslin by Fabiańska [61]) is only available recently. An implementation of the Quillen-Suslin theorem in MACAULAY2 [72] is underway [115]. Also, a recent implementation of the Quillen-Suslin theorem has been developed in the homalg package of GAP 4.5. All these implementations rely on the Logar-Sturmfels paper [97], namely, rely on the facts that for a discrete field $\mathbf{K}$, the ring $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$ is Noetherian and has an effective Nullstellensatz. As a matter of fact, roughly speaking, in order to eliminate one variable, say $X_{k}$, via comaximal resultants $r_{1}, \ldots, r_{m}$ (i.e., such that $1 \in\left\langle r_{1}, \ldots, r_{m}\right\rangle$, see the above-mentioned lemma of Suslin), they compute a maximal ideal $\mathfrak{M}$ of $\mathbf{K}\left[X_{1}, \ldots, X_{k-1}\right]$ containing the ideal $\left\langle r_{1}, \ldots, r_{j}\right\rangle$ generated by the current list $\left[r_{1}, \ldots, r_{j}\right]$ of resultants, and then, enter a "local loop" by localizing $\mathbf{K}\left[X_{1}, \ldots, X_{k-1}\right]$ at $\mathfrak{M}$ in order to find a new resultant $r_{j+1} \notin\left\langle r_{1}, \ldots, r_{j}\right\rangle$. The fact that $\mathbf{K}\left[X_{1}, \ldots, X_{k-1}\right]$ is Noetherian ensures the termination of this search for comaximal resultants. In Sect. 2.2, we will give a method avoiding this heavy use of maximal ideals and Noetherianity by means of efficient elementary operations in the case where the base ring is an infinite field (which is often the case in concrete applications) [124]. Indeed, in that case, we know in advance the comaximal resultants we need.

It is worth pointing out that in concrete applications in systems theory (e.g., in signal processing and control theory), most of the arising polynomial matrices are actually multivariate Laurent polynomial matrices (partly due to the time-delay). For example, various signal processing problems can be understood in terms of multi-input multi-output MIMO systems which are characterized by their transfer
matrices whose entries are in $\mathbb{C}\left[X_{1}^{ \pm}, \ldots, X_{k}^{ \pm}\right]$[133]. An efficient algorithm [4] for unimodular completion over $\mathbf{K}\left[X_{1}^{ \pm}, \ldots, X_{k}^{ \pm}\right]$), where $\mathbf{K}$ is an infinite field, will be presented (see Exercise 375 and its correction). Contrary to the paper [133], this algorithm for unimodular completion over multivariate Laurent polynomials does not convert the given Laurent polynomial vector to a "regular" polynomial vector, it eliminates all the variables at one time (contrary to the polynomial case), and does not use maximal ideals nor Noetherianity.

Recently Gröbner bases techniques in multivariate polynomial rings over $\mathbb{Z} / m \mathbb{Z}$ and $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$ (in particular $\mathbb{Z} / 2^{\alpha} \mathbb{Z}$ and $\left(\mathbb{Z} / 2^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / 2^{\alpha} \mathbb{Z}\right)$ ) have attracted some attention due to their potential applications in formal verification of data paths $[21,74,162]$, and coding theory $[25,127,128,129,130,144]$ (see also the recent Ph.D. thesis of Wienand [177]). Also, many authors [5, 54, 71, 136, 154, $169,178]$ have been interested in computing Gröbner bases over $\mathbb{Z} / p^{\alpha} \mathbb{Z}$ (where $p$ is a "lucky" prime number) [71], because modular methods give a satisfactory way to avoid intermediate coefficients swell with Buchberger's algorithm for computing Gröbner bases over the rational numbers [5]. In Chap.3, a new approach for the construction of Gröbner bases over valuation rings (possibly with zero-divisors) is presented. Recall that, for us, a valuation ring is a ring equipped with a divisibility test and in which every two elements are comparable under division. The ring $\mathbb{Z} / p^{\alpha} \mathbb{Z}$, where $p$ is a prime number and $\alpha \geq 2$, is a typical example of a valuation ring with zero-divisors. The dynamical method will be used to extend this Gröbner bases construction to arithmetical rings (possibly with zero-divisors). For us, arithmetical rings are strongly discrete rings (i.e., rings equipped with a membership test to finitely-generated ideals) which are locally valuation rings ( $\mathbb{Z} / m \mathbb{Z}$ is a typical example of an arithmetical ring). This gives birth to the notion of "dynamical Gröbner bases" [77, 181]. It is a new alternative for computation with multivariate polynomials over rings. Contrary to the methods that have been proposed, which suggest that for (Noetherian) rings the analog of Gröbner bases over field should be computed [3,23, 73, 137, 171], a dynamical substitute is proposed. Instead of a Gröbner basis describing the situation globally, use a finite number of Gröbner bases, not over the base ring, but over comaximal localizations of this ring. At each localization, the computation behaves as if a valuation ring were present. In a nutshell, it is somewhat like Serre's method in "Corps locaux" [160] but follows the lazy fashion of computer algebra $[8,11,16,34,35,38,39,40,41,42,46,47,51,55$, $99,102,103,104,138,180,181,182]$. Borrowing words from [137], the difference between our approach and classical approaches is well illustrated by the following example: a Gröbner basis of the ideal $\left\langle 2 X_{1}, 3 X_{2}\right\rangle$ in $\mathbb{Z}\left[X_{1}, X_{2}\right]$ is $\left\{2 X_{1}, 3 X_{2}\right\}$ according to Trinks [171], $\left\{2 X_{1}, 3 X_{2}, X_{1} X_{2}\right\}$ according to Buchberger [23], and

$$
\left\{\left(\mathbb{Z}\left[\frac{1}{2}, X_{1}, X_{2}\right],\left\{X_{1}, 3 X_{2}\right\}\right),\left(\mathbb{Z}\left[\frac{1}{3}, X_{1}, X_{2}\right],\left\{2 X_{1}, X_{2}\right\}\right)\right\}
$$

for us. In fact, the ring of integers $\mathbb{Z}$ is more than an arithmetical ring, it is a Bezout domain of Krull dimension 1. We will prove that, over such rings, when computing dynamical Gröbner bases, one can avoid branching.

An essential property of a Dedekind domain is that its integral closure in a finite algebraic extension of its quotient field remains a Dedekind domain. This property is difficult to capture from an algorithmic point of view if one requires complete prime factorization of ideals (see [120]). Besides, even if such factorization is possible in theory, one rapidly encounters impracticable methods that involve huge complexities such as factorizing the discriminant. In [24], Buchmann and Lenstra proposed to compute inside the rings of integers without using a $\mathbb{Z}$-basis. An important algorithmic fact is that it is always easier to obtain partial factorization for a family of natural integers, i.e., a decomposition of each of these integers into a product of factors picked in a family of pairwise coprime integers [16, 17]. This just is the strategy adopted when computing dynamical Gröbner bases, the use of which provides a way to overcome such difficulties.

Another feature of the use of dynamical Gröbner bases is that it enables to easily resolve the delicate problem caused by the appearance of zero divisors as leading coefficients. Cai and Kapur concluded their paper [28] by mentioning the open question of how to generalize Buchberger's algorithm for Boolean rings (see also [85], in which Boolean rings are used to model propositional calculus). As a typical example of a problematical situation, Cai and Kapur studied the case where the base ring is $\mathbf{A}=\mathbb{F}_{2}[a, b]$ with $a^{2}=a$ and $b^{2}=b$. In that case, the method they proposed does not work due to the fact that an annihilator of $a b+a+b+1 \in \mathbf{A}$ can be either $a$ or $b$; thus, there may exist noncomparable multiannihilators for an element in $\mathbf{A}$. Dynamical Gröbner bases allow one to fairly overcome this difficulty. As a matter of fact, in this specific case, a computation of a dynamical Gröbner base made up of four Gröbner bases on localizations of $\mathbf{A}$ will be conducted. For $x, y \in \mathbf{A}$, denoting $\mathbf{A}_{x, y}:=\mathbf{A}\left[\frac{1}{x}, \frac{1}{y}\right]$, this can be represented by the following tree:


So, computing a dynamical Gröbner basis over $\mathbf{A}$ amounts to computing four (classical) Gröbner bases over the field with two elements $\mathbb{F}_{2}$ (possibly, in a parallel way) which correspond to $(a, b)=(1,1),(1,0),(0,1)$ or $(0,0)$. Of course, at each leaf of the tree above, the problem Cai and Kapur pointed disappears completely. Thus, by systematizing the dynamical construction above, it is directly shown that dynamical Gröbner bases could be a satisfactory solution to this open problem.

It is true that most of the examples given in these lecture notes are over $\mathbb{Z} / n \mathbb{Z}$, over rings of integers having a $\mathbb{Z}$-basis, or over quotients of polynomial rings, and that such problems can be treated directly in most software systems such as MAGMA [116] and SINGULAR [44] without using a dynamical approach. Dynamical Gröbner bases are potentially more appropriate for dealing with Dedekind domains
which are intractable to this type of computer algebra software. However, the computations are restricted to small, simple examples because most of the work is done by hand or using nonoptimized implementations. For lack of an optimized implementation of dynamical Gröbner bases, a practical comparison with other methods is impossible. A serious analysis of improvements to the dynamical method proposed is therefore outside the scope of this course. No doubt, almost all the improvements that have been made in the case where the base ring is a field will prove to be easily adaptable to the dynamical context. Our goal is simply to introduce the main lines of the computation of dynamical Gröbner bases over Dedekind rings, with the hope that in the future dynamical Gröbner bases will be implemented in one of the available computer algebra systems. Of course, in such case, one must take into account the considerable number of optimizations that have been made in recent years for the purpose of speeding up Buchberger's algorithm in case where the base ring is a field (the faster version was given in [63]). The interested reader can refer to [73] for a modern introduction to this subject.

## Another important issue raised in Chap. 3 is the "Gröbner Ring Conjecture ":

The Gröbner Ring Conjecture. Let $\mathbf{V}$ be a valuation domain. Then for each $n \in \mathbb{N}$ and each finitely-generated ideal I of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, fixing a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, the ideal $\langle\mathrm{LT}(f), f \in I\rangle$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ generated by the leading terms of the elements of I is finitely-generated, if and only if $\mathbf{V}$ has Krull dimension $\leq 1$.

First, a positive answer to this conjecture will be presented in case of one variable, and then this positive answer will be extended to the multivariate case with a lexicographic monomial order. Contrary to the common idea that Gröbner bases can be computed exclusively on Noetherian ground, the computation of (finite) Gröbner bases over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, where $\mathbf{R}$ is a Prüfer domain (i.e., an arithmetical domain), has nothing to do with Noetherianity. It is only related to the fact that the Krull dimension of $\mathbf{R}$ is $\leq 1$. This opens the doors to a wider class of rings over which Gröbner bases can be computed (the class of Prüfer domains of Krull dimension $\leq 1$ instead of that of Dedekind domains), at least for the lexicographic monomial order.

In the literature, there is no well-established terminology for Dedekind rings. In this book, we follow the definition adopted in [120]: they are arithmetical coherent (i.e., the relations module between finitely many elements in the ring is finitelygenerated) Noetherian rings (i.e., rings in which every nondecreasing sequence $\left(I_{n}\right)_{n \in \mathbb{N}}$ of finitely-generated ideals pauses, that is, there exists $n \in \mathbb{N}$ such that $I_{n}=I_{n+1}$ ) . In addition, in order for our theorems to have an algorithmic content, we will demand that the arithmetic character and coherence are explicit. Let us finally point out that, in [108], the authors further demand that the ring is reduced.

The computation of syzygies (that is, relations between the generators of a module) and the submodule membership problem are central to homological algebra and represent the two principal tools required for solving linear systems over rings. The first is used for testing particular solutions and the second for solving the homogeneous associated system. These two major problems have been chosen to illustrate
our dynamical computation with multivariate polynomials over Dedekind rings. The resolution of a finitely-generated module is nothing but the computation of the iterated syzygies of its presentation matrix. It is worth mentioning that in the examples given in this document we are restricted to the computation of the first syzygy because the computation is done by hand or using nonoptimized implementations, as explained above. The method used for the computation of syzygies over multivariate polynomials with coefficients in a field is not the optimal one. As a matter of fact, the algorithms implemented in computer algebra systems that compute such syzygies (SINGULAR for example) are largely inspired by Schreyer's original proof [155, 156]. Moreover, by performing reductions between the generators, one can obtain a more balanced presentation of the syzygy module. Here, it is emphasized that the classical approach can be adapted to the dynamical setting; thorough optimization of the approach remains to be done.

It is folklore $[68,75]$ that if $\mathbf{V}$ is a valuation domain without any restriction on its Krull dimension (i.e., even if Gröbner bases can not be computed over $\mathbf{V}$ ), then $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$ is coherent: that is, the syzygy modules of finitely-generated ideals of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$ are all finitely-generated. In general, however, there is no algorithm for this remarkable result, and it seems difficult to find one even for small polynomials. An exception is the case of coherent archimedean valuation rings (valuation domains of Krull dimension $\leq 1$, or coherent zero-dimensional valuation rings with zero divisors), which can be done via Gröbner bases computation [77] (see Chap. 3).

The main objective of the fourth chapter is to give a general algorithm for computing a finite generating set for the syzygies of any finitely-generated ideal of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ ( $\mathbf{V}$ a valuation domain) which neither relies on Noetherianity nor on Krull dimension. In fact, the presented algorithm computes a finite generating set for the $\mathbf{V}$-saturation of any finitely-generated submodule $S$ of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{n}$, i.e.,

$$
\left\{s \in \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{n} \mid \alpha s \in S \text { for some } \alpha \in \mathbf{V} \backslash\{0\}\right\}=\left(S \otimes_{\mathbf{V}} \mathbf{K}\right) \cap \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}
$$

where $\mathbf{K}$ is the quotient field of $\mathbf{V}$. This algorithm is based on a notion of "echelon form" which ensure its correctness. The proposed algorithm terminates when two (Hilbert) series on the quotient field of $\mathbf{V}$ and the residue field of $\mathbf{V}$ coincide. Computing syzygies over $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ is one important application of the saturation algorithm. In the univariate case [48, 113], precise complexity bounds will be given.

The present notes are self-contained. All the proofs are constructive. The text is based on four lectures on Constructive Algebra the author gave on the occasion of the CIMPA Summer School held at Yaoundé (Cameroun) from the 24th of August to the 4th of September 2009, and also, on the occasion of the Summer School and Conference on "Mathematics, Algorithms and Proofs" held at the ICTP (Trieste, Italy) from the 11th to the 29th of August 2008.

The undefined terminology is standard as in [19, 53, 66, 90, 92] for commutative algebra, $[12,153]$ for algebraic $K$-theory, $[108,109,120]$ for constructive algebra, and $[3,14,43,73,88,176]$ for computer algebra.

## Chapter 2

## Projective Modules Over Polynomial Rings

### 2.1 Quillen's Proof of Serre's Problem

### 2.1.1 Finitely-Generated Projective Modules

Definition 1. Let $\mathbf{R}$ be a ring.
(1) Let $M$ be an $\mathbf{R}$-module and $k \in \mathbb{N}$. We say that $M$ is a free of rank $k$ if it is isomorphic to $\mathbf{R}^{k}$.
(2) Let $N$ be a submodule of an $\mathbf{R}$-module $M$. We say that $N$ is a direct summand in $M$ if there exists a submodule $L$ of $M$ such that $M=L \oplus N$. The interesting situation is when $N$ if a finite-rank free module (see the following proposition).

Proposition 2. (Splitting off) Let $\mathbf{R}$ be a ring, $M$ an $\mathbf{R}$-module, and $v_{1}, \ldots, v_{n} \in M$. Then, the following two assertions are equivalent:
(1) The submodule $N=\left\langle v_{1}, \ldots, v_{n}\right\rangle$ of $M$ is free with basis $\left(v_{1}, \ldots, v_{n}\right)$ and is a direct summand in $M$.
(2) There exists an alterning n-linear form $\varphi: M^{n} \rightarrow \mathbf{R}$ such that $\varphi\left(v_{1}, \ldots, v_{n}\right)=1$. Proof. " $(1) \Rightarrow(2)$ " Write $N \oplus L=M$ for some submodule $L$ of $M$, and denote by $\pi: M=N \oplus L \rightarrow N$ the projection on $N$ parallel to $L$. Denoting by $\left(v_{1}^{*}, \ldots, v_{n}^{*}\right)$ the dual basis of $\left(v_{1}, \ldots, v_{n}\right)$, i.e., $v_{j}^{*}\left(\sum_{i=1}^{n} \lambda_{i} v_{i}\right)=\lambda_{j}$ with $\lambda_{i} \in \mathbf{R}$, it suffices to take

$$
\varphi\left(u_{1}, \ldots, u_{n}\right)=\operatorname{det}\left(\left(v_{j}^{*}\left(\pi\left(u_{i}\right)\right)_{1 \leq i, j \leq n}\right)\right) .
$$

" 2 ) $\Rightarrow$ (1) Consider the $\mathbf{R}$-linear map $p: M \rightarrow M$ with

$$
p(u)=\sum_{j=1}^{n} \varphi\left(v_{1}, \ldots, v_{j-1}, u, v_{j+1}, \ldots, v_{n}\right) v_{j}
$$

It is clear that $p\left(v_{i}\right)=v_{i}$ for all $1 \leq i \leq n$, and that $\operatorname{Im}(p) \subseteq N=\left\langle v_{1}, \ldots, v_{n}\right\rangle$. It follows that $p^{2}=p$ ( $p$ is a projection) $\operatorname{Im}(p)=N$, and $N$ is a direct summand in $M$ $\left(M=N \oplus \operatorname{Im}\left(\operatorname{Id}_{M}-p\right)\right)$.
Now, let us prove that $v_{1}, \ldots, v_{n}$ are $\mathbf{R}$-linearly independent. For this, if $u=$ $\sum_{j=1}^{n} \lambda_{j} v_{j}=0$ with $\lambda_{j} \in \mathbf{R}$, then $\varphi\left(v_{1}, \ldots, v_{j-1}, u, v_{j+1}, \ldots, v_{n}\right)=\lambda_{j}=0$ for $1 \leq j \leq n$.

In case $n=1$, we say that $v_{1} \in M$ is unimodular if there exists a linear form $\varphi: M \rightarrow \mathbf{R}$ such that $\varphi\left(v_{1}\right)=1$. For example, if $a_{1}, b_{1} \ldots, a_{k}, b_{k} \in \mathbf{R}$ with $a_{1} b_{1}+$ $\cdots+a_{k} b_{k}=1$, then $v=\left(a_{1}, \ldots, a_{k}\right)$ is unimodular in $\mathbf{R}^{k}$. The corresponding linear form is

$$
\varphi: \mathbf{R}^{k} \rightarrow \mathbf{R} ; \quad\left(x_{1}, \ldots, x_{k}\right) \mapsto b_{1} x_{1}+\cdots+b_{k} x_{k}
$$

Definition 3. Let $P$ be a module over a ring $\mathbf{R}$. We say that $P$ is a projective $\mathbf{R}$ module if any surjective $\mathbf{R}$-module homomorphism $\alpha: M \rightarrow P$ has a right inverse $\beta: P \rightarrow M$; or equivalently, if it is isomorphic to a direct summand in a free $\mathbf{R}$ module. It is finitely-generated and projective if and only if it is isomorphic to a direct summand in $\mathbf{R}^{n}$ for some $n$.

Definition 4. Let $\mathbf{R}$ be a ring. The isomorphism classes of finitely-generated projective modules over $\mathbf{R}$ form an abelian monoid $\operatorname{Proj} \mathbf{R}$ with $\oplus$ as the addition operation and with the 0 -module as the identity element. As $\operatorname{Proj} \mathbf{R}$ need not be a group, it is therefore convenient to consider the group that it generates, namely its group $\mathrm{K}_{0}(\mathbf{R})$. For example, if $\mathbf{R}$ is a Bezout domain then every finitely-generated projective module over $\mathbf{R}$ is free, and so $\operatorname{Proj} \mathbf{R} \cong \mathbb{N}$ and $\mathrm{K}_{0}(\mathbf{R}) \cong \mathbb{Z}$.

## Example 5.

(i) Every free module is projective.
(ii) Suppose that $m$ and $n$ are coprime natural numbers. Then as abelian groups (and also as $(\mathbb{Z} / m n \mathbb{Z})$-modules), we have $\mathbb{Z} / m n \mathbb{Z} \cong \mathbb{Z} / n \mathbb{Z} \oplus \mathbb{Z} / m \mathbb{Z}$. Thus, $\mathbb{Z} / m \mathbb{Z}$ is a projective $(\mathbb{Z} / m n \mathbb{Z})$-module which is not free as it contains fewer than $m n$ elements.
(iii) An ideal $I$ of an integral domain $\mathbf{R}$ is projective if and only if it is invertible. Integral domains in which every ideal is invertible are known as Dedekind domains, and they are important in number theory. For example, the ring of integers in any algebraic number field is a Dedekind domain. So, by considering a Dedekind domain which is not a PID, one can find an example of a projective module (an invertible ideal) which is not free (not principal).
(iv) Let $e$ be a nontrivial idempotent of a ring $\mathbf{R}$, i.e., $e^{2}=e, e \neq 0$, and $e \neq 1$ (for example, one can consider the generic case $\mathbf{R}=\mathbf{K}[u] /\left\langle u^{2}-u\right\rangle=\mathbf{K}[\bar{u}]$ and $e=\bar{u}$ where $\mathbf{K}$ is a field). As $\mathbf{R} \cong e \mathbf{R} \oplus(1-e) \mathbf{R}, e \mathbf{R}$ is a projective $\mathbf{R}$ module. Note that $e \mathbf{R}$ is not free since $(1-e)(e \mathbf{R})=0$ while $(1-e) \mathbf{R} \neq 0$.

## Definition and Proposition 6. (Finitely-Presented Modules)

(1) Let $\mathbf{R}$ be a ring. A finitely-presented $\mathbf{R}$-module is an $\mathbf{R}$-module given by a finite number of generators and relations. Thus, it is a finitely-generated $\mathbf{R}$ module having a finitely-generated relations module. Equivalently, it is an $\mathbf{R}$-module isomorphic to the cokernel of a linear application

$$
\gamma: \mathbf{R}^{m} \rightarrow \mathbf{R}^{q} .
$$

The matrix $G \in \mathbf{R}^{q \times m}$ of $\gamma$ has as columns a generating set of the relations module between the generators $g_{i}$ which are the images of the canonical basis by the epimorphism $\pi: \mathbf{R}^{q} \rightarrow M$. The matrix $G$ is called a presentation matrix of the module $M$ for the generating system $\left(g_{1}, \ldots, g_{q}\right)$. We have:

- $\left[g_{1} \cdots g_{q}\right] G=0$, and
- each relation between the $g_{i}$ 's is a linear combination of the columns of $G$, i.e., if $\left[g_{1} \cdots g_{q}\right] C=0$ with $C \in \mathbf{R}^{q \times 1}$ then there exists $C^{\prime} \in \mathbf{R}^{m \times 1}$ such that $C=G C^{\prime}$.

For example, a free module of rank $k$ (i.e., isomorphic to $\mathbf{R}^{k}$ ) is finitelypresented. Its presentation matrix is a column matrix formed by $k$ zeroes. More generally, if $P$ is a finitely-generated projective module then, as it is isomorphic to the image of an idempotent matrix $F \in \mathbf{R}^{n \times n}$ for some $n \in N^{*}$ (see Remark 9 below) and $\mathbf{R}^{n}=\operatorname{Im}(F) \oplus \operatorname{Im}\left(\mathrm{I}_{n}-F\right)$, we get $P \cong \operatorname{Coker}\left(\mathrm{I}_{n}-F\right)$ and thus $P$ is finitely-presented.
(2) The definition above can be rephrased as follows: An $\mathbf{R}$-module $M$ is finitelypresented if there is an epimorphism $\pi: \mathbf{R}^{q} \rightarrow M$ for some $q \in \mathbb{N}^{*}$ (and thus, $\left.\mathbf{R}^{q} / \operatorname{Ker}(\pi) \cong M\right)$ whose kernel $\operatorname{Ker}(\pi)$ is finitely-generated. The module $M$ is specified using finitely many generators (the images of the $q$ generators of $\mathbf{R}^{q}$ ) and finitely many relations (the generators of $\operatorname{Ker}(\pi)$ ).
For example, for $a \in \mathbf{R}$, the ideal $a \mathbf{R}$ is finitely-presented if and only if the annihilator $\operatorname{Ann}(a):=\{b \in \mathbf{R} \mid b a=0\}$ of $a$ is finitely-generated. The epimorphism $\pi$ corresponds to the multiplication by $a$ and its kernel is $\operatorname{Ann}(a)$. More generally, a finitely-generated ideal $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ of $\mathbf{R}$ is finitely-presented if and only if the syzygy module

$$
\operatorname{Syz}\left(a_{1}, \ldots, a_{n}\right):=\left\{\left(b_{1}, \ldots, b_{n}\right) \in \mathbf{R}^{n} \mid b_{1} a_{1}+\cdots+b_{n} a_{n}=0\right\}
$$

is finitely-generated.
(3) Two matrices $G \in \mathbf{R}^{q \times m}$ and $H \in \mathbf{R}^{r \times m}$ present the same module, i.e., their cokernels are isomorphic, if and only if the following two matrices are equivalent:

$$
\begin{aligned}
& \left(\begin{array}{cccc}
G & 0_{q, r} & 0_{q, q} & 0_{q, n} \\
0_{r, m} & \mathrm{I}_{r} & 0_{r, q} & 0_{r, n}
\end{array}\right), \\
& \left(\begin{array}{cccc}
0_{q, m} & 0_{q, r} & \mathrm{I}_{q} & 0_{q, n} \\
0_{r, m} & 0_{r, r} & 0_{r, q} & H
\end{array}\right) .
\end{aligned}
$$

Definition and Proposition 7. (Coherent Rings and Modules) Let $\mathbf{R}$ be a ring.
(1) An $\mathbf{R}$-module $M$ is said to be coherent if for any $\left(v_{1}, \ldots, v_{n}\right) \in M^{n}$, the syzygy module

$$
\operatorname{Syz}\left(v_{1}, \ldots, v_{n}\right):=\left\{\left(b_{1}, \ldots, b_{n}\right) \in \mathbf{R}^{n} \mid b_{1} v_{1}+\cdots+b_{n} v_{n}=0\right\}
$$

is finitely-generated.
The ring $\mathbf{R}$ is said to be coherent if it is coherent as an $\mathbf{R}$-module.
(2) Every finite direct sum of coherent $R$-modules is a coherent $\mathbf{R}$-module.
(3) An $\mathbf{R}$-module $M$ is coherent if and only if
(i) The intersection of any two finitely-generated submodules of $M$ is a finitely-generated $\mathbf{R}$-module.
(ii) The annihilator $\{b \in \mathbf{R} \mid b v=0\}$ of any $v \in M$ is a finitely-generated ideal of $\mathbf{R}$.
(4) $\mathbf{R}$ is said to be stably coherent if $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ is coherent for any $k$.

Definition 8. (1) A ring $\mathbf{R}$ is said to be discrete if there is an algorithm deciding if $x=0$ or $x \neq 0$ for an arbitrary element of $\mathbf{R}$.
(2) A ring is said to be strongly discrete if it is equipped with a membership test for finitely-generated ideals.
(2) A ring $\mathbf{R}$ is said to be $a$ domain or an integral ring if any element in $\mathbf{R}$ is either null or regular (with an explicit "or"). In other words, if the annihilator of any element in $\mathbf{R}$ is either $\langle 1\rangle$ or $\langle 0\rangle$ (with an explicit "or").
(3) The total ring of fractions of an integral ring is a discrete field: any element is either null or invertible (with an explicit "or").
(4) A ring $\mathbf{R}$ is called without zero-divisors if for all $x, y \in \mathbf{R},(x y=0 \Rightarrow x=$ 0 or $y=0$ ), with an explicit "or".

In a ring without zero-divisors, the annihilator of an element is an idempotent ideal. If this annihilator is finitely-generated, then it is generated by an idempotent (say, by $e$ ), and, thus, it is equal to $\langle 0\rangle$ or $\langle 1\rangle(e(1-e)=0 \Rightarrow e=$ 0 ore $e 1$ ).

It follows that, constructively, a ring is integral if and only if it is without zerodivisors and the annihilator of any element is finitely-generated. In particular, a coherent ring is integral if and only if it is without zero-divisors.

## Remark 9.

(i) Projective modules via idempotent matrices [153]: There is another approach to finitely-generated projective modules which is more concrete and therefore more convenient for our constructive approach. If $P$ is a finitelygenerated projective $\mathbf{R}$-module, we may assume (replacing $P$ by an isomorphic module) that $P \oplus Q=\mathbf{R}^{n}$ for some $n$, and we consider the idempotent matrix $M$ of the $\mathbf{R}$-module homomorphism $p$ from $\mathbf{R}^{n}$ to itself which is the identity on $P$ and 0 on $Q$ written in the standard basis. So, $P$ can be seen (up to isomorphism) as the image of an idempotent matrix $M$. Conversely, different idempotent matrices can give rise to the same isomorphism class of projective modules. As a matter of fact, if $M$ and $N$ are idempotent matrices over a ring $\mathbf{R}$ (of possibly different sizes $m$ and $n$, respectively), the corresponding finitely-generated projective modules are isomorphic if and only if it is possible to enlarge the sizes of $M$ and $N$ (by adding zeros in the lower right-hand corner) so that they have the same size $s \times s$ and conjugate under the group $\mathrm{GL}_{s}(\mathbf{R})$.

In more details ([153, Lemma 1.2.1] or [108, Lemma V.2.10]), if the isomorphism from $\operatorname{Im}(M)$ to $\operatorname{Im}(N)$ is coded by $U$ and its inverse is coded by $U^{\prime}$, we obtain a matrix

$$
A=\left(\begin{array}{lr}
\mathrm{I}_{m}-F & -U^{\prime} \\
U & \mathrm{I}_{n}-G
\end{array}\right)=\left(\begin{array}{cc}
\mathrm{I}_{m} & 0 \\
U & \mathrm{I}_{n}
\end{array}\right)\left(\begin{array}{cc}
\mathrm{I}_{m} & -U^{\prime} \\
0 & \mathrm{I}_{n}
\end{array}\right)\left(\begin{array}{cc}
\mathrm{I}_{m} & 0 \\
U & \mathrm{I}_{n}
\end{array}\right)
$$

in $\mathrm{GL}_{n+m}(\mathbf{R})$ with $\left(\begin{array}{cc}0_{m} & 0 \\ 0 & G\end{array}\right)=A\left(\begin{array}{cc}F & 0 \\ 0 & 0_{n}\end{array}\right) A^{-1}$ (with usual block matrix notation).
The matrix $\left(\begin{array}{cc}0_{m} & 0 \\ 0 & G\end{array}\right)$ is obviously conjugate to $\left(\begin{array}{cc}G & 0 \\ 0 & 0_{m}\end{array}\right)$ by a permutation matrix.

We will embed $\mathrm{M}_{n}(\mathbf{R})$ in $\mathrm{M}_{n+1}(\mathbf{R})$ by $M \mapsto\left(\begin{array}{cc}M & 0 \\ 0 & 0\end{array}\right), \mathrm{GL}_{n}(\mathbf{R})$ in $\mathrm{GL}_{n+1}(\mathbf{R})$ by the group homomorphism $M \mapsto\left(\begin{array}{cc}M & 0 \\ 0 & 1\end{array}\right)$, so that we can define by $\mathrm{M}(\mathbf{R})$ (resp., $\mathrm{GL}(\mathbf{R})$ ) as the infinite union of the $\mathrm{M}_{n}(\mathbf{R})$ (resp., $\mathrm{GL}_{n}(\mathbf{R})$ ). Denoting by $\operatorname{Idem}(\mathbf{R})$ the set of idempotent matrices in $\mathrm{M}(\mathbf{R}), \operatorname{Proj} \mathbf{R}$ may be identified with the set of conjugation orbits of $\operatorname{GL}(\mathbf{R})$ on $\operatorname{Idem}(\mathbf{R})$. The monoid operation is induced by $(M, N) \mapsto\left(\begin{array}{cc}M & 0 \\ 0 & N\end{array}\right)$ and $\mathrm{K}_{0}(\mathbf{R})$ is the Groethendieck group of this monid. Denoting by $M=\left(m_{i, j}\right)_{i, j \in I}$ and $N=\left(n_{k, \ell}\right)_{k, \ell \in J}$, the Kronecker product $M \otimes N:=\left(r_{(i, k),(j, \ell)}\right)_{(i, k),(j, \ell) \in I \times J}$, where $r_{(i, k),(j, \ell)}=m_{i, j} n_{k, \ell}$, corresponds to the tensor product $\operatorname{Im} M \otimes \operatorname{Im} N$.
(ii) Projective modules via Fitting ideals [108, 109]: The theory of Fitting ideals of finitely-presented modules is an extremely efficient computing machinery from a theoretical constructive point of view. Recall that if $G$ is a presentation matrix of a module $T$ given by $q$ generators related by $m$ relations, the Fitting ideals of $T$ are the ideals

$$
\mathscr{F}_{n}(T):=\mathscr{D}_{q-n}(G),
$$

where for any integer $k, \mathscr{D}_{k}(G)$ denotes the determinantial ideal of $G$ of order $k$, that is, the ideal generated by all the minors of $G$ of size $k$, with the convention that for $k \leq 0, \mathscr{D}_{k}(G)=\langle 1\rangle$, and for $k>\min (m, n), \mathscr{D}_{k}(G)=\langle 0\rangle$. It is worth pointing out that the Fitting ideals of a finitely-presented module $T$ don't depend on its presentation matrix $G$ and that one has

$$
\langle 0\rangle=\mathscr{F}_{-1}(T) \subseteq \mathscr{F}_{0}(T) \subseteq \mathscr{F}_{q}(T)=\langle 1\rangle .
$$

Projectivity can be tested via the Fitting ideals as follows: a finitely-presented $\mathbf{R}$-module is projective if and only if its Fitting ideals are principal generated by idempotent elements (see Theorems V.6.1 and V.8.14 in [108]).

Recall that a ring $\mathbf{R}$ is local if it satisfies:

$$
\forall x \in \mathbf{R}, \quad x \in \mathbf{R}^{\times} \vee 1-x \in \mathbf{R}^{\times} .
$$

Theorem 10. If $\mathbf{R}$ is a local ring, then every finitely-generated projective $\mathbf{R}$-module is free. In particular, $\mathrm{K}_{0}(\mathbf{R}) \cong \mathbb{Z}$ (since $\operatorname{Proj} \mathbf{R} \cong \mathbb{N}$ ) with generator the isomorphism class of a free module of rank $1(\cong \mathbf{R})$.
Proof. Let $F=\left(f_{i, j}\right)_{1 \leq i, j \leq m}$ be an idempotent matrix with coefficients in a local ring $\mathbf{R}$. Let us prove that $F$ is conjugate to a standard projection matrix

$$
\mathbf{I}_{r, m}:=\left(\begin{array}{lc}
\mathrm{I}_{r} & 0_{r, m-r} \\
0_{m-r, r} & 0_{m-r, m-r}
\end{array}\right)
$$

Two cases may arise:

- If $f_{1,1}$ is invertible, then one can find $G \in \mathrm{GL}_{m}(\mathbf{R})$ such that

$$
G F G^{-1}=\left(\begin{array}{lc}
1 & 0_{1, m-1} \\
0_{m-1,1} & F_{1}
\end{array}\right)
$$

where $F_{1}$ is an idempotent matrix of size $(m-1) \times(m-1)$, and an induction on $m$ applies.

- If $1-f_{1,1}$ is invertible, then one can find $H \in \mathrm{GL}_{m}(\mathbf{R})$ such that

$$
H F H^{-1}=\left(\begin{array}{lc}
0 & 0_{1, m-1} \\
0_{m-1,1} & F_{2}
\end{array}\right)
$$

where $F_{2}$ is an idempotent matrix of size $(m-1) \times(m-1)$, and again an induction on $m$ applies.

Example 11. ( $\mathrm{K}_{0}(\mathbb{Z} / m \mathbb{Z})$ via the Chinese Remainder Theorem)
(a) If $\mathbf{R}=\mathbf{R}_{1} \times \mathbf{R}_{2}$ is a product of two rings $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$, it is easy to see $\operatorname{Idem}(\mathbf{R})=$ $\operatorname{Idem}\left(\mathbf{R}_{1}\right) \times \operatorname{Idem}\left(\mathbf{R}_{2}\right), \operatorname{GL}(\mathbf{R})=\operatorname{GL}\left(\mathbf{R}_{1}\right) \times \operatorname{GL}\left(\mathbf{R}_{2}\right)$, and thus

$$
\operatorname{Proj}(\mathbf{R}) \cong \operatorname{Proj}\left(\mathbf{R}_{1}\right) \times \operatorname{Proj}\left(\mathbf{R}_{2}\right) \& \mathrm{~K}_{0}(\mathbf{R}) \cong \mathrm{K}_{0}\left(\mathbf{R}_{1}\right) \times \mathrm{K}_{0}\left(\mathbf{R}_{2}\right)
$$

(b) Let $m \in \mathbb{N} \backslash\{0,1\}$ and suppose that we know the prime factorization $m=$ $p_{1}^{\alpha_{1}} \cdots p_{\ell}^{\alpha_{\ell}}$ of $m$, where $\ell, \alpha_{i} \in \mathbb{N}^{*}$ and the $p_{i}$ 's are pairwise different prime numbers. By the Chinese remainder theorem, we have the ring isomorphism

$$
\mathbb{Z} / m \mathbb{Z} \cong\left(\mathbb{Z} / p_{1}^{\alpha_{1}} \mathbb{Z}\right) \times\left(\mathbb{Z} / p_{2}^{\alpha_{2}} \mathbb{Z}\right) \times \cdots \times\left(\mathbb{Z} / p_{\ell}^{\alpha_{\ell}} \mathbb{Z}\right)
$$

Now, as $\mathbb{Z} / p_{i}^{\alpha_{1}} \mathbb{Z}$ is a local ring, we know by Theorem 10 that $\mathrm{K}_{0}\left(\mathbb{Z} / p_{i}^{\alpha_{1}} \mathbb{Z}\right) \cong \mathbb{Z}$ and, thus, by virtue of (a), we have

$$
\mathrm{K}_{0}(\mathbb{Z} / m \mathbb{Z}) \cong \mathbb{Z}^{\ell}
$$

The following theorem gives a local characterization of projective modules.
Theorem 12. An $\mathbf{R}$-module $P$ is projective if and only if there exist comaximal elements $s_{1}, \ldots, s_{k} \in \mathbf{R}$ (i.e., satisfying $\left\langle s_{1}, \ldots, s_{k}\right\rangle=\mathbf{R}$ ) such that for each $1 \leq i \leq k$, $P_{s_{i}}:=P \otimes \mathbf{R}\left[\frac{1}{s_{i}}\right]$ is a free $\mathbf{R}\left[\frac{1}{s_{i}}\right]$-module.

Definition 13. (Extended Modules) A module $M$ over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]=\mathbf{R}[\underline{X}]$ is said to be extended from $\mathbf{R}$ (or simply, extended) if it is isomorphic to a module $N \otimes \mathbf{R}$ $\mathbf{R}[\underline{X}]$ for some $\mathbf{R}$-module $N$. Necessarily

$$
N \simeq \mathbf{R} \otimes_{\mathbf{R}[\underline{X}]} M \text { through } \rho: \mathbf{R}[\underline{X}] \rightarrow \mathbf{R}, f \mapsto f(0),
$$

i.e., $N \simeq M /\left(X_{1} M+\cdots+X_{n} M\right)$. In particular, if $M$ is finitely-presented, denoting by $M^{0}=M[0, \ldots, 0]$ the $\mathbf{R}$-module obtained by replacing the $X_{i}$ by 0 in a relation matrix of $M$, then $M$ is extended if and only if

$$
M \simeq M^{0} \otimes_{\mathbf{R}} \mathbf{R}[\underline{X}],
$$

or equivalently, if the matrices $M$ and $M^{0}$ are equivalent (once properly enlarged, see Definition and Proposition 6) using invertible matrices with entries in $\mathbf{R}[\underline{X}]$.

If $M$ is given as the image of an idempotent matrix $F=F\left(X_{1}, \ldots, X_{n}\right)$, then $M$ is extended if and only if $F$ is conjugate to $F(0, \ldots, 0)$.

Definition 14. (Finitely-Generated Projective Modules of Constant Rank)
(i) Classical approach [92]: The rank of a nonzero free module $\mathbf{R}^{m}$ is defined by $\mathrm{rk}_{\mathbf{R}}\left(\mathbf{R}^{m}\right)=m$. If $P$ is a finitely-generated projective module, as it is locally free (i.e., $P_{\mathfrak{p}}:=P \otimes_{\mathbf{R}} R_{\mathfrak{p}}$ is a free $R_{\mathfrak{p}}$-module for any $\mathfrak{p} \in \operatorname{Spec}(\mathbf{R})$, where $\operatorname{Spec}(\mathbf{R})$ denotes the set of prime ideals of $\mathbf{R}$ ), we define the (rank) map $\operatorname{rk}(P): \operatorname{Spec}(\mathbf{R}) \rightarrow \mathbb{N}$ by $\operatorname{rk}(P)(\mathfrak{p})=\operatorname{rk}_{R_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right)$. The map $\operatorname{rk}(P)$ is locally constant. Especially, if $\operatorname{Spec}(\mathbf{R})$ is connected, i.e., if $\mathbf{R}$ is not a direct product of nontrivial rings (or equivalently, if $\mathbf{R}$ has no nontrivial idempotents), then $\operatorname{rk}(P)$ is constant.
(ii) Constructive approach [108, 109]: Roughly speaking, if $\varphi: P \rightarrow P$ is an endomorphism of a finitely-generated projective $\mathbf{R}$-module $P$, then supposing that $P \oplus Q$ is isomorphic to a free module, then the determinant of $\varphi_{1}:=\varphi \oplus$ $\mathrm{Id}_{Q}$ depends only on $\varphi$; it is called the determinant of $\varphi$. Now, let us consider the $\mathbf{R}[X]$-module $P[X]:=P \otimes_{\mathbf{R}} \mathbf{R}[X]$. The polynomial $R_{P}(X):=\operatorname{det}\left(X \operatorname{Id}_{P}\right)$ is called the rank polynomial of the module $P$. If $P$ is free of rank $k$, then clearly $R_{P}(X)=X^{k}$. Moreover, $R_{P \oplus Q}(X)=R_{P}(X) R_{Q}(X), R_{P}(X) R_{P}(Y)=R_{P}(X Y)$, and $R_{P}(1)=1$, in such a way the coefficients of $R_{P}(X)$ form a fundamental system of orthogonal idempotents ( $\sum e_{i}=1$ and $e_{i} e_{j}=0$ for $i \neq j$ ).
Now, this terminology being established, a finitely-generated projective Rmodule $P$ is said to have rank equal to $h$ if $R_{P}(X)=X^{h}$. If we don't specify $h$, we say that $P$ has a constant rank.
For any finitely-generated projective $\mathbf{R}$-module $P$, denoting by $R_{P}(X)=$ $\sum_{h=0}^{n} r_{h} X^{h}$ (as said above, the $r_{h}$ 's form a fundamental system of orthogonal idempotents), we have $P=\bigoplus_{h=0}^{n} r_{h} P$ as $\mathbf{R}$-modules, and each module $r_{h} P$ is a constant rank projective $\mathbf{R} /\left\langle 1-r_{h}\right\rangle$-module of rank $h$ (recall that $\left.\mathbf{R} /\left\langle 1-r_{h}\right\rangle \cong \mathbf{R}\left[\frac{1}{r_{h}}\right]\right)$.
(iii) Projective modules of rank one: To any ring $\mathbf{R}$, we can associate its Picard group $\operatorname{Pic} \mathbf{R}$, i.e., the group of projective $\mathbf{R}$-modules of rank one equipped with tensor product as group operation. The inverse of $P$ is its dual $P^{\star}$. If $P \simeq \operatorname{Im} M$ then $P^{\star} \simeq \operatorname{Im}^{\mathrm{t}} M$. In particular, if $M$ is a rank one idempotent matrix, then $M \otimes{ }^{\mathrm{t}} M$ is an idempotent matrix whose image is a rank one free module.
In case $\mathbf{R}$ is an integral domain or a Noetherian ring, $\operatorname{Pic} \mathbf{R}$ is isomorphic to the class group of $\mathbf{R}$, the group of invertible fractional ideals in the field of fractions of $\mathbf{R}$, modulo the principal ideals. So, this generalizes to an arbitrary ring the class group introduced originally by Kummer.

Example 15. Let $e$ be a nontrivial idempotent of a ring $\mathbf{R}$, i.e., $e^{2}=e, e \neq 0$, and $e \neq 1$, and consider the projective $\mathbf{R}$-module $P=e \mathbf{R}$. We have $R_{P}(X)=1-e+e X$. The module $P$ hasn't a constant rank: it is of rank 1 over the ring $\mathbf{R}\left[\frac{1}{e}\right] \cong \mathbf{R} /\langle 1-e\rangle$ and of rank 0 over the ring $\mathbf{R}\left[\frac{1}{1-e}\right] \cong \mathbf{R} /\langle e\rangle$.

### 2.1.2 Finitely-Generated Stably Free Modules

Definition 16. An $\mathbf{R}$-module $P$ is said to be finitely-generated stably free (of rank $n-m)$ if $P \oplus \mathbf{R}^{m} \cong \mathbf{R}^{n}$ for some $m, n$. This amounts to saying that $P$ is isomorphic to the kernel of an epimorphism $f: \mathbf{R}^{n} \rightarrow \mathbf{R}^{m}$. If $M$ is the $m \times n$ matrix associated with $f$, then $M$ is right invertible, i.e., there exists an $n \times m$ matrix $N$ such that $M N=\mathrm{I}_{m}$. Conversely, the kernel of any right invertible matrix defines a stably free module. So, the study of finitely-generated stably free $\mathbf{R}$-modules becomes equivalent to the study of right invertible rectangular matrices over $\mathbf{R}$.

## Example 17.

(i) Every free module is stably free.
(ii) Every stably free module is projective. The converse does not hold. To see this, it suffices to consider a nonprincipal ideal in a Dedekind domain (for example, the ideal $\langle 3,2+\sqrt{-5}\rangle$ in the Dedekind domain $\mathbb{Z}[\sqrt{-5}]$ ). It is a rank one projective module (as it is an invertible ideal) but not a stably free module since as will be seen in Theorem 25, stably free modules of rank one are free.

Note that for a ring $\mathbf{R}$, the fact that every projective $\mathbf{R}$-module is stably free is equivalent to the fact that $K_{0}(\mathbf{R})=\mathbb{Z}$.
(iii) Let $\mathbf{R}=\mathbb{R}\left[X_{1}, X_{2}, X_{3}\right] /\left\langle X_{1}^{2}+X_{2}^{2}+X_{3}^{2}-1\right\rangle=\mathbb{R}\left[x_{1}, x_{2}, x_{3}\right]$ be the affine coordinate ring of the real 2 -sphere, and consider the syzygy module

$$
T=\operatorname{Syz}\left(x_{1}, x_{2}, x_{3}\right):=\left\{\left(y_{1}, y_{2}, y_{3}\right) \in \mathbf{R}^{3} \mid x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}=0\right\} .
$$

As $\left(x_{1}, x_{2}, x_{3}\right)$ is unimodular (see Definition 19 below), we have $T \oplus \mathbf{R} \cong \mathbf{R}^{3}$, and, thus, $T$ is a rank 2 stably free module. It is well-known that $T$ is not free for topological reasons but this remarkable fact is still lacking a simple algebraic proof.

The following gives a criterion for the freeness of finitely-generated stably free modules in matrix terms.

Proposition 18. For any right invertible $r \times n$ matrix $M$ with entries in a ring $\mathbf{R}$, the (stably free) solution space of $M$ is free if and only if $M$ can be completed to an invertible matrix by adding a suitable number of new rows.

Proof. " $\Rightarrow$ " Write $M M^{\prime}=\mathrm{I}_{r}$ with $M^{\prime} \in \mathbf{R}^{n \times r}$. As $\mathbf{R}^{n}=\operatorname{Ker} M \oplus \operatorname{Im} M^{\prime}$, considering a matrix $S^{\prime}$ whose columns form a basis of $\operatorname{ker} M$, the matrix $A^{\prime}=\left(S^{\prime} M^{\prime}\right)$ has as columns a basis of $\mathbf{R}^{n}$ and, thus, it is invertible. Necessarily, its inverse has the form $\binom{S}{M} . " \Leftarrow "$ Let $A=\binom{S}{M} \in \mathrm{GL}_{n}(\mathbf{R})$ and denote by $A^{\prime}=A^{-1}$. Writing $A^{\prime}$ in the form $A^{\prime}=\left(S^{\prime} M^{\prime}\right)$, as $M S^{\prime}=0_{r, n-r}$ and $M M^{\prime}=\mathrm{I}_{r}$, we have $\operatorname{Im} S^{\prime} \subseteq \operatorname{Ker} M$, $\operatorname{Ker} M \oplus \operatorname{Im} M^{\prime}=\mathbf{R}^{n}=\operatorname{Im} S^{\prime} \oplus \operatorname{Im} M^{\prime}$, and hence $\operatorname{Ker} M=\operatorname{Im} S^{\prime}$ is free.

Definition 19. Let $b_{1}, \ldots, b_{n} \in \mathbf{R}$. Recall that a row $\left(b_{1}, \ldots, b_{n}\right)$ is said to be unimodular (or that ${ }^{\mathrm{t}}\left(b_{1}, \ldots, b_{n}\right)$ is a unimodular vector) if the row matrix $\left(b_{1}, \ldots, b_{n}\right)$ is right invertible, i.e., if $\left\langle b_{1}, \ldots, b_{n}\right\rangle=\mathbf{R}$. The set of such unimodular rows will be denoted by $\operatorname{Um}_{n}(\mathbf{R})$ (in order to lighten the notation, we use the same notation for unimodular vectors).

If a unimodular row over $\mathbf{R}$ can be completed to an invertible matrix (i.e., can be written as the first row of an invertible matrix with entries in $\mathbf{R}$ ), we say that it is completable over $\mathbf{R}$. For example, every unimodular row $(a, b)$ of length 2 is completable. As a matter of fact, writing $a c+b d=1$, the matrix $\left(\begin{array}{cc}a & b \\ -d & c\end{array}\right)$ has determinant 1.

The following gives a criterion for the freeness of all finitely-generated stably free modules over a ring $\mathbf{R}$ in terms of unimodular rows. It is a consequence of Proposition 18.

Proposition 20. For any ring $\mathbf{R}$, the following are equivalent:
(i) Any stably free module is free.
(ii) Any unimodular row over $\mathbf{R}$ is completable.

Definition 21. Rings satisfying the above equivalent properties will be called Hermite rings.

The following proposition gives a more precise formulation of Proposition 20.
Proposition 22. For any ring $\mathbf{R}$ and integer $d \geq 0$, the following are equivalent:
(i) Any finitely-generated stably free module of rank $>d$ is free.
(ii) Any unimodular row over $\mathbf{R}$ of length $q \geq d+2$ is completable.
(iii) For any unimodular row $v$ over $\mathbf{R}$ of length $q \geq d+2$, there exists $G \in \mathrm{GL}_{q}(\mathbf{R})$ such that $v G=(1,0, \ldots, 0)$.
(iv) For $q \geq d+2, \mathrm{GL}_{q}(\mathbf{R})$ acts transitively on $\mathrm{Um}_{q}(\mathbf{R})$.
(v) For any unimodular row $v$ over $\mathbf{R}$ of length $q \geq d+2$, we have $\mathbf{R}^{q} \cong \mathbf{R} v \oplus$ $\mathbf{R}^{q-1}$.

Proof. Assertions (iii) and (iv) as well as assertions (ii) and (v) are obviously equivalent. Assertions (iii) and (ii) are equivalent since for a unimodular row $v \in \mathbf{R}^{1 \times q}$, saying that there exists $G \in \mathrm{GL}_{q}(\mathbf{R})$ such that $v G=(1,0, \ldots, 0)$ amounts to saying that $v$ is the first row of $G^{-1}$.
"(i) $\Rightarrow$ (v)" Let $v$ be a unimodular row $v \in \mathbf{R}^{1 \times q}$ with $q \geq d+2$. Then, by Proposition 2, we can write $\mathbf{R}^{q}=\mathbf{R} v \oplus M$, where $M$ is stably free of rank $q-1>d$, and, thus, free.
"(v) $\Rightarrow$ (i)" Let $M$ be a stably free $\mathbf{R}$-module of rank $n>d$. We can write $N=$ $M \oplus \mathbf{R} v_{1} \oplus \cdots \oplus \mathbf{R} v_{r}$, where $N \cong \mathbf{R}^{n+r}$. If $r=0$, there is nothing to do. Else, $v_{r}$ is a unimodular row in $N$. By hypothesis, $L / \mathbf{R} v_{r} \cong \mathbf{R}^{n+r-1}$, and, thus, $M \oplus \mathbf{R} v_{1} \oplus \cdots \oplus$ $\mathbf{R} v_{r-1} \cong \mathbf{R}^{n+r-1}$. The result follows by induction on $r$.

In fact, when studying finitely-generated stably free modules, one has only to care about stably free modules of rank $\geq 2$, since as will be seen in Theorem 25, stably free of rank 1 are free.

Notation 23. Let $\mathbf{R}$ be ring and $A \in \mathbf{R}^{n \times m}$ an $n \times m$ matrix with entries in $\mathbf{R}$. Denote by $A_{1}, \ldots, A_{m}$ the columns of $A$, so that we can write $A=\left[A_{1}, \ldots, A_{m}\right]$. If $I=\left(i_{1}, \ldots, i_{r}\right)$ is a sequence of natural numbers with $1 \leq i_{1}<\cdots<i_{r} \leq m$, we denote by $A_{I}$ the matrix $\left[A_{i_{1}}, \ldots, A_{i_{r}}\right.$ ].

Binet-Cauchy Formula 24. Let $\mathbf{R}$ be ring and consider two matrices $M \in \mathbf{R}^{s \times r}$ and $N \in \mathbf{R}^{r \times s}, r \leq s$. Then

$$
\operatorname{det}(M N)=\sum_{I} \operatorname{det}\left(M_{I}\right) \operatorname{det}\left(N_{I}\right)
$$

where I runs through all sequences of natural numbers $\left(i_{1}, \ldots, i_{r}\right)$ with $1 \leq i_{1}<$ $\cdots<i_{r} \leq s$.

Theorem 25. For any ring $\mathbf{R}$, any stably free $\mathbf{R}$-module of rank 1 is free ( $\cong \mathbf{R})$.
Proof. Let $P$ be a stably free $\mathbf{R}$-module of rank 1 (i.e., $P \oplus \mathbf{R}^{n-1} \cong \mathbf{R}^{n}$ for some $n \geq 2$ ) represented as the solution space of a right invertible $(n-1) \times n$ matrix $M$. That is, $P=\operatorname{Ker} M$ and $\exists N \in \mathbf{R}^{n \times(n-1)}$ such that $M N=\mathrm{I}_{n-1}$. Proving that $P$ is free is nothing else than proving that $M$ can be completed to an invertible matrix (see Proposition 18). This clearly amounts to proving that the maximal minors $b_{1}, \ldots, b_{n}$ are comaximal, i.e., $1 \in\left\langle b_{1}, \ldots, b_{n}\right\rangle$. As a matter of fact, if $a_{1} b_{1}+\cdots+a_{n} b_{n}=1$ then $M$ can be completed to a matrix of determinant 1 by adding a last row $\left[a_{1}, \ldots, a_{n}\right]$ with appropriate signs. Thus, our task is reduced to prove that $1 \in\left\langle b_{1}, \ldots, b_{n}\right\rangle$.
Classical approach: Let $\mathfrak{m}$ be a maximal ideal of $\mathbf{R}$. Then, modulo $\mathfrak{m}$, we have $\bar{M} \bar{N}=\mathrm{I}_{n-1}$. Since $\bar{M}$ is right invertible, it has rank $n-1$ and can be completed by linear algebra to an invertible matrix $M_{\mathfrak{m}} \in \mathrm{GL}_{n}(\mathbf{R} / \mathfrak{m})$. Thus, $\operatorname{det} M_{\mathfrak{m}} \neq \overline{0}$ and a fortiori $\left\langle b_{1}, \ldots, b_{n}\right\rangle \nsubseteq \mathfrak{m}$.
Constructive approach: Reasoning modulo $\left\langle b_{1}, \ldots, b_{n}\right\rangle$, the fact that $\bar{M} \bar{N}=\mathrm{I}_{n-1}$ together with the Binet-Cauchy Formula 24 give that $\overline{1}=\overline{0}$. Thus, $1 \in\left\langle b_{1}, \ldots, b_{n}\right\rangle$. This an example of a nontrivial use of trivial rings [150].

Remark 26. It is worth pointing out that there is no analogue to Theorem 25 for projective modules. As a matter of fact, for any domain $\mathbf{R}$, all finitely-generated projective $\mathbf{R}[X]$-modules of rank one are extended from $\mathbf{R}$ if and only if $\mathbf{R}$ is seminormal, that is, each time $b^{2}=c^{3}$ in $\mathbf{R}$, there exists $a \in \mathbf{R}$ such that $a^{3}=b$ and $a^{2}=c$ (this is the Traverso-Swan theorem which has been treated recently constructively by Coquand [32] followed by Lombardi and Quitté [107] and also by Barhoumi and Lombardi [8, 9]; see Exercise 381). If $\mathbf{R}$ is a domain which is not seminormal then one can explicitly construct a rank one projective $\mathbf{R}$-module which is not free (see Schanuel's example which will be given in Question (6.b) of Exercise 381).

Definition and Proposition 27. (Finite Free Resolution) Let $\mathbf{R}$ be a ring.
(1) A complex $\mathscr{F}$ of $\mathbf{R}$-modules is a sequence of modules $F_{i}$ and maps $\varphi_{i}: F_{i} \rightarrow$ $F_{i-1}$ such that $\varphi_{i} \circ \varphi_{i+1}=0$ for all $i$. The module $H_{i}:=\operatorname{Ker}\left(\varphi_{i}\right) / \operatorname{Im}\left(\varphi_{i+1}\right)$ is called the homology of this complex at $F_{i}$.
If $H_{i}=0$ for all $i$, we say the complex $\mathscr{F}$ is exact. For example, if $U$ is a submodule of a module $M$ then the complex $0 \rightarrow U \xrightarrow{i} M \xrightarrow{\pi} M / U \longrightarrow 0$ is exact, where $\mathfrak{i}$ is inclusion and $\pi$ is the canonical projection.
For $a \in \mathbf{R}$, the homology of the complex $0 \longrightarrow \mathbf{R} \xrightarrow{\varphi_{a}} \mathbf{R}$ (called Koszul complex of length 1), where $\varphi_{a}(x)=a x$, is the annihilator $\operatorname{Ann}(a):=\{b \in \mathbf{R} \mid$ $b a=0\}$ of $a$.
A finite free resolution of length $n$ of a module $M$ is a complex

$$
0 \longrightarrow \mathbf{R}^{r_{n}} \xrightarrow{\varphi_{n}} \cdots \xrightarrow{\varphi_{2}} \mathbf{R}^{r_{1}} \xrightarrow{\varphi_{1}} \mathbf{R}^{r_{0}} \longrightarrow 0
$$

which is exact except at $\mathbf{R}^{r_{0}}$ and such that $M=\operatorname{Coker}\left(\varphi_{1}\right)$ and $r_{i} \in \mathbb{N}^{*}$.
(2) Hilbert Syzygy Theorem: If $\mathbf{K}$ is a field then every finitely-generated module over $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$ has a finite free resolution.

Note that such finite-free resolution can be computed effectively using Gröbner bases [15, 53, 122].
(3) Serre's Theorem: Any projective module with a finite free resolution is stably free.

To see this, if

$$
0 \longrightarrow \mathbf{R}^{r_{n}} \xrightarrow{\varphi_{n}} \cdots \xrightarrow{\varphi_{2}} \mathbf{R}^{r_{1}} \xrightarrow{\varphi_{1}} \mathbf{R}^{r_{0}} \xrightarrow{\varphi_{0}} P \longrightarrow 0
$$

is a free resolution of the projective module $P$, then

$$
\begin{gathered}
P \text { projective } \Rightarrow \operatorname{Ker}\left(\varphi_{0}\right) \text { projective } \Rightarrow \operatorname{Im}\left(\varphi_{1}\right)=\operatorname{Ker}\left(\varphi_{0}\right) \text { projective } \Rightarrow \cdots \\
\qquad P \oplus \mathbf{R}^{r_{1}} \oplus \mathbf{R}^{r_{3}} \oplus \cdots \cong \mathbf{R}^{r_{0}} \oplus \mathbf{R}^{r_{2}} \oplus \cdots \& \operatorname{rk}(P)=\sum_{i=0}^{n}(-1)^{i} r_{i}
\end{gathered}
$$

(4) Combining (2) and (3) we get that:

If $\mathbf{K}$ is a field then every finitely-generated projective module over $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$ is stably free.

Readers interested in new constructive techniques in finite free resolutions can refer to the nice paper [36] in which Coquand and Quitté greatly simplify the main proofs given in Northcott's book [126] "Finite Free Resolutions" without any use of minimal prime ideals. It is well-known that the existence of minimal prime ideals is equivalent to the axiom of choice.

### 2.1.3 Concrete Local-Global Principle

We explain here how the constructive deciphering of classical proofs in commutative algebra using a local-global principle works. This section comes essentially from [106].

### 2.1.3.1 From Local to Quasi-Global

The classical reasoning by localization works as follows. When the ring is local, a property $P$ is satisfied by virtue of a quite concrete proof. When the ring is not local, the same property remains true (from a classical nonconstructive point of view) as it suffices to check it locally.
When carefully examining the first proof, some computations come into view. These computations are feasible thanks to the following principle:

$$
\forall x \in \mathbf{R}, \quad x \in \mathbf{R}^{\times} \vee x \in \operatorname{Rad}(\mathbf{R}) .
$$

This principle is in fact applied to elements coming from the proof itself. In case of a nonnecessarily local ring, we repeat the same proof, replacing at each disjunction " $x$ is a unit or $x$ is in the radical" in the passage of the proof we are considering, by the consideration of two rings $\mathbf{T}_{x}:=\mathbf{T}\left[\frac{1}{x}\right]$ and $\mathbf{T}_{1+x \mathbf{T}}$ (the localization of $\mathbf{T}$ at the monoid $1+x \mathbf{T}$ ), where $\mathbf{T}$ is the "current" localization of the ring $\mathbf{R}$ we start with. When the initial proof is completely unrolled, we obtain a finite number (since the proof is finite) of localizations $\mathbf{R}_{S_{i}}$, for each of them the property is true. Moreover, the corresponding Zariski open subsets $\mathrm{U}_{S_{i}}$ cover $\operatorname{Spec}(\mathbf{R})$ implying that the property $P$ is true for $\mathbf{A}$, and this time in an entirely explicit way.
It is worth pointing out that, in order to roll out the method described above, one needs Lemma 34 which guarantees that an element remains in the radical once it is forced into being in.

Definition 28. (Constructive Definition of the Radical)
Recall that a ring $\mathbf{R}$ is said to be discrete if there is an algorithm deciding if $x=0$ or $x \neq 0$ for an arbitrary element of $\mathbf{R}$.
Constructively, the radical $\operatorname{Rad}(\mathbf{R})$ of a ring $\mathbf{R}$ is the set of all $x \in \mathbf{R}$ such that $1+x \mathbf{R} \subseteq \mathbf{R}^{\times}$, where $\mathbf{R}^{\times}$is the group of units of $\mathbf{R}$. A ring $\mathbf{R}$ is local if it satisfies:

$$
\begin{equation*}
\forall x \in \mathbf{R}, \quad x \in \mathbf{R}^{\times} \vee 1+x \in \mathbf{R}^{\times} . \tag{2.1}
\end{equation*}
$$

It is residually discrete local if it satisfies:

$$
\begin{equation*}
\forall x \in \mathbf{R}, \quad x \in \mathbf{R}^{\times} \vee x \in \operatorname{Rad}(\mathbf{R}) . \tag{2.2}
\end{equation*}
$$

From a classical point of view, we have (2.1) $\Leftrightarrow(2.2)$, but the constructive meaning of (2.2) is stronger than that of (2.1). Constructively a discrete field is defined as a ring in which each element is zero or invertible, with an explicit test for the "or". A Heyting field (or a field) is defined as a local ring whose Jacobson radical is 0 . So $\mathbf{R}$ is residually discrete local exactly when it is local and the residue field $\mathbf{R} / \operatorname{Rad}(\mathbf{R})$ is a discrete field.

Definition 29. (Monoids and Saturations)
(i) We say that $S$ is a multiplicative subset (or a monoid) of a ring $\mathbf{R}$ if

$$
\left\{\begin{array}{l}
1 \in S \\
\forall s, t \in S, s t \in S .
\end{array}\right.
$$

For example, for $a \in \mathbf{R}, a^{\mathbb{N}}:=\left\{a^{n} ; n \in \mathbb{N}\right\}$ is a monoid of $\mathbf{R}$.
(ii) A monoid $S$ of a ring $\mathbf{R}$ is said to be saturated if we have the implication

$$
\forall s, t \in \mathbf{R}, \quad(s t \in S \Rightarrow s \in S)
$$

(iii) The localization of $\mathbf{R}$ at $S$ will be denoted by $S^{-1} \mathbf{R}$ or $\mathbf{R}_{S}$. If $S$ is generated by $s \in \mathbf{R}$, we denote $\mathbf{R}_{S}$ by $\mathbf{R}_{s}$ or $\mathbf{R}[1 / s]$. Note here that $\mathbf{R}_{s}$ is isomorphic to the ring $\mathbf{R}[T] /(s T-1)$. Saturating a monoid $S$ (that is, replacing $S$ by its saturation $\bar{S}:=\{s \in \mathbf{R}, \exists t \in \mathbf{R} \mid s t \in S\}$ ) does not change the localization $\mathbf{R}_{S}$. Two monoids are said to be equivalent if they have the same saturation.

We keep the same notation for the localization of an $\mathbf{R}$-module.
Definition 30. (Comaximal Elements and Monoids) Let $\mathbf{R}$ be a ring.
(1) Let $s_{1}, \ldots, s_{k} \in \mathbf{R}$. We say that the elements $s_{1}, \ldots, s_{k}$ are comaximal if $\left\langle s_{1}, \ldots, s_{k}\right\rangle=\mathbf{R}$.
(2) Let $S, S_{1}, \ldots, S_{n}$ be monoids of $\mathbf{R}$.
(i) We say that the monoids $S_{1}, \ldots, S_{n}$ are comaximal if any ideal of $\mathbf{R}$ meeting all the $S_{i}$ must contain 1. In other words, if we have:

$$
\forall s_{1} \in S_{1}, \ldots, \forall s_{n} \in S_{n}, \exists a_{1}, \ldots, a_{n} \in \mathbf{R} \quad \mid \quad \sum_{i=1}^{n} a_{i} s_{i}=1
$$

that is, $s_{1}, \ldots, s_{k}$ are comaximal elements in $\mathbf{R}$.
For example, if $u_{1}, \ldots, u_{m}$ are comaximal elements in $\mathbf{R}$, then the monoids $u_{1}^{\mathbb{N}}, \ldots, u_{m}^{\mathbb{N}}$ are comaximal.
(ii) We say that the monoids $S_{1}, \ldots, S_{n}$ cover the monoid $S$ if $S$ is contained in the $S_{i}$ and any ideal of $\mathbf{R}$ meeting all the $S_{i}$ must meet $S$. In other words, if we have:

$$
\forall s_{1} \in S_{1} \ldots \forall s_{n} \in S_{n} \exists a_{1}, \ldots, a_{n} \in \mathbf{R} \quad \mid \quad \sum_{i=1}^{n} a_{i} s_{i} \in S
$$

Remark that comaximal monoids remain comaximal when you replace the ring by a bigger one or the multiplicative subsets by smaller ones.

In classical algebra (with the axiom of the prime ideal) this amounts to saying, in the first case, that the Zariski open subsets $\mathrm{U}_{S_{i}} \operatorname{cover} \operatorname{Spec}(\mathbf{R})$ and, in the second case, that the Zariski open subsets $\mathrm{U}_{S_{i}}$ cover the open subset $\mathrm{U}_{S}$. From a constructive point of view, $\operatorname{Spec}(\mathbf{R})$ is a topological space via its open subsets $U_{S}$ but whose points are often hardly accessible.

We have the following immediate result.
Lemma 31. (Associativity and Transitivity of Coverings)
(1) (Associativity) If monoids $S_{1}, \ldots, S_{n}$ of a ring $\mathbf{R}$ cover a monoid $S$ and each $S_{\ell}$ is covered by some monoids $S_{\ell, 1}, \ldots, S_{\ell, m_{\ell}}$, then the $S_{\ell, j}$ 's cover $S$.
(2) (Transitivity) Let $S$ be a monoid of a ring $\mathbf{R}$ and $S_{1}, \ldots, S_{n}$ monoids of the ring $\mathbf{R}_{S}$. For $\ell=1, \ldots, n$, let $V_{\ell}$ be the monoid of $\mathbf{R}$ formed by the denominators of the elements of $S_{\ell}$. Then the monoids $V_{1}, \ldots, V_{n}$ cover $S$.

Definition and notation 32. Let $I$ and $U$ two subsets of a ring $\mathbf{R}$. We denote by $\mathscr{M}(U)$ the monoid generated by $U, \mathscr{I}_{\mathbf{R}}(I)$ or $\mathscr{I}(I)$ the ideal generated by $I$ and $\mathscr{S}(I ; U)$ the monoid $\mathscr{M}(U)+\mathscr{I}(I)$. If $I=\left\{a_{1}, \ldots, a_{k}\right\}$ and $U=\left\{u_{1}, \ldots, u_{\ell}\right\}$, we denote $\mathscr{M}(U), \mathscr{I}(I)$, and $\mathscr{S}(I ; U)$ by $\mathscr{M}\left(u_{1}, \ldots, u_{\ell}\right), \mathscr{I}\left(a_{1}, \ldots, a_{k}\right)$, and $\mathscr{S}\left(a_{1}, \ldots, a_{k} ; u_{1}, \ldots, u_{\ell}\right)$, respectively.

Remark 33. (1) It is clear that if $u$ is equal to a product $u_{1} \cdots u_{\ell}$, then the monoids $\mathscr{S}\left(a_{1}, \ldots, a_{k} ; u_{1}, \ldots, u_{\ell}\right)$ and $\mathscr{S}\left(a_{1}, \ldots, a_{k} ; u\right)$ are equivalent.
(2) When we localize at $S=\mathscr{S}(I ; U)$, the elements of $U$ are forced into being invertible and those of $I$ end up on the radical of $\mathbf{R}_{S}$.

Accordingly to Henri Lombardi, the "good category" would be that whose objects are couples $(\mathbf{R}, I)$, where $\mathbf{R}$ is a commutative ring and $I$ is an ideal contained in the radical of $\mathbf{R}$. Arrows from $(\mathbf{R}, I)$ onto $\left(\mathbf{R}^{\prime}, I^{\prime}\right)$ are rings homomorphisms $f: \mathbf{R} \rightarrow \mathbf{R}^{\prime}$ such that $f(I) \subseteq I^{\prime}$. Thus, one can retrieve usual rings by taking $I=0$ and local rings (equipped with the notion of local homomorphism) by taking $I$ equal to the maximal ideal. In order to "localize" an object $(\mathbf{A}, I)$ in this category, we use a monoid $U$ and an ideal $J$ in such a way we form the new object $\left(\mathbf{R}_{\mathscr{S}\left(J_{1} ; U\right)}, J_{1} \mathbf{R}_{\mathscr{S}\left(J_{1} ; U\right)}\right)$, where $J_{1}=I+J$.

The following lemma will play a crucial role when we want to reread constructively with an arbitrary ring a proof given in the local case.

Lemma 34. (Lombardi's Trick [98, 101]) Let $U$ and I be two subsets of a ring $\mathbf{R}$ and consider $a \in \mathbf{R}$. Then the monoids $\mathscr{S}(I ; U, a)$ and $\mathscr{S}(I, a ; U)$ cover the monoid $\mathscr{S}(I ; U)$.

Proof. For $x \in \mathscr{S}(I ; U, a)$ and $y \in \mathscr{S}(I, a ; U)$, we have to find a linear combination of the form $x_{1} x+y_{1} y \in \mathscr{S}(I ; U)\left(x_{1}, y_{1} \in \mathbf{R}\right)$. Write $x=u_{1} a^{k}+j_{1}, y=\left(u_{2}+j_{2}\right)-$
(az) with $u_{1}, u_{2} \in \mathscr{M}(U), j_{1}, j_{2} \in \mathscr{I}(I), z \in \mathbf{R}$. The classical identity $c^{k}-d^{k}=$ $(c-d) \times \cdots$ gives a $y_{2} \in \mathbf{A}$ such that $y_{2} y=\left(u_{2}+j_{2}\right)^{k}-(a z)^{k}=\left(u_{2}^{k}+j_{3}\right)-(a z)^{k}$. Just write $z^{k} x+u_{1} y_{2} y=u_{1} u_{2}^{k}+u_{1} j_{3}+j_{1} z^{k}=u_{4}+j_{4}$.

It is worth pointing out that, in the lemma above, we have

$$
a \in\left(\mathbf{R}_{\mathscr{S}(I ; U, a)}\right)^{\times} \text {and } a \in \operatorname{Rad}\left(\mathbf{R}_{\mathscr{L}(I, a ; U)}\right) .
$$

Having this lemma in hands, we can state the following general deciphering principle allowing to automatically get a quasi-global version of a theorem from its local version.

General Local-Global Principle 35. (Lombardi [101]) When rereading an explicit proof given in case $\mathbf{R}$ is local, with an arbitrary ring $\mathbf{R}$, start with $\mathbf{R}=\mathbf{R}_{\mathscr{S}(0 ; 1)}$. Then, at each disjunction (for an element a produced when computing in the local case)

$$
a \in \mathbf{R}^{\times} \vee a \in \operatorname{Rad}(\mathbf{R}),
$$

replace the "current" ring $\mathbf{R}_{\mathscr{S}(I ; U)}$ by both $\mathbf{R}_{\mathscr{S}(I ; U, a)}$ and $\mathbf{R}_{\mathscr{S}(I, a ; U)}$ in which the computations can be pursued. At the end of this rereading, one obtains a finite family of rings $\mathbf{R}_{\mathscr{S}\left(I_{j} ; U_{j}\right)}$ with comaximal monoids $\mathscr{S}\left(I_{j} ; U_{j}\right)$ and finite sets $I_{j}, U_{j}$.

The following examples are frequent and ensue immediately from Lemmas 31 and 34 , except the first one which is an easy exercise.

Examples 36. Let $\mathbf{R}$ be a ring, $U$ and $I$ subsets of $\mathbf{R}$, and $S=\mathscr{S}(I ; U)$.
(1) Let $s_{1}, \ldots, s_{n} \in \mathbf{R}$ be comaximal elements. Then the monoids $S_{i}=\mathscr{M}\left(s_{i}\right)=s_{i}^{\mathbb{N}}$ are comaximal.
More generally, if $t_{1}, \ldots, t_{n} \in \mathbf{R}$ are comaximal elements in $\mathbf{R}_{S}$, then the monoids $\mathscr{S}\left(I ; U, t_{i}\right)$ cover the monoid $S$.
(2) Let $s_{1}, \ldots, s_{n} \in \mathbf{R}$. The monoids $S_{1}=\mathscr{S}\left(0 ; s_{1}\right), S_{2}=\mathscr{S}\left(s_{1} ; s_{2}\right), S_{3}=$ $\mathscr{S}\left(s_{1}, s_{2} ; s_{3}\right), \ldots, S_{n}=\mathscr{S}\left(s_{1}, \ldots, s_{n-1} ; s_{n}\right)$ and $S_{n+1}=\mathscr{S}\left(s_{1}, \ldots, s_{n} ; 1\right)$ are comaximal.
More generally, the monoids

$$
\begin{aligned}
& V_{1}=\mathscr{S}\left(I ; U, s_{1}\right), V_{2}=\mathscr{S}\left(I, s_{1} ; U, s_{2}\right), V_{3}=\mathscr{S}\left(I, s_{1}, s_{2} ; U, s_{3}\right), \ldots, \\
& V_{n}=\mathscr{S}\left(I, s_{1}, \ldots, s_{n-1} ; U, s_{n}\right), V_{n+1}=\mathscr{S}\left(I, s_{1}, \ldots, s_{n} ; U\right)
\end{aligned}
$$

cover the monoid $S$.
(3) If $S, S_{1}, \ldots, S_{n} \subseteq \mathbf{R}$ are comaximal monoids and if $b=\frac{a}{s} \in \mathbf{R}_{S}$, then the monoids

$$
\mathscr{S}(I ; U, a), \mathscr{S}(I, a ; U), S_{1}, \ldots, S_{n}
$$

are comaximal.

### 2.1.3.2 From Quasi-Global to Global

Different variant versions of the abstract local-global principle in commutative algebra can be reread constructively: the localization at each prime ideal is replaced by the localization at a finite family of comaximal monoids. In other words, in these "concrete" versions, we affirm that some properties pass from the quasi-global to the global. As an illustration, we cite the following results which often permit to finish our constructive rereading.

Concrete Local-Global Principle 37. Let $S_{1}, \ldots, S_{n}$ be comaximal monoids in a ring $\mathbf{R}$ and let $a, b \in \mathbf{R}$. Then we have the following equivalences:
(1) Concrete gluing of equalities:

$$
a=b \quad \text { in } \quad \mathbf{R} \quad \Longleftrightarrow \quad \forall i \in\{1, \ldots, n\}, a / 1=b / 1 \quad \text { in } \quad \mathbf{R}_{S_{i}} .
$$

(2) Concrete gluing of non zero-divisors:

$$
\begin{gathered}
a \text { is not a zero-divisor in } \mathbf{R} \Longleftrightarrow \\
\forall i \in\{1, \ldots, n\}, \text { a/1 is not a zero-divisor in } \mathbf{R}_{S_{i}} .
\end{gathered}
$$

(3) Concrete gluing of units:

$$
\begin{gathered}
a \text { is } a \text { unit in } \mathbf{R} \Longleftrightarrow \\
\forall i \in\{1, \ldots, n\}, \text { a } 1 \text { is a unit in } \mathbf{R}_{S_{i}} .
\end{gathered}
$$

(4) Concrete gluing of solutions of linear systems: let $B$ be a matrix $\in \mathbf{R}^{m \times p}$ and $C$ a column vector $\in \mathbf{R}^{m \times 1}$.

The linear system $B X=C$ has a solution in $\mathbf{R}^{p \times 1} \Longleftrightarrow$ $\forall i \in\{1, \ldots, n\}$, the linear system $B X=C$ has a solution in $\mathbf{R}_{S_{i}}^{p \times 1}$.
(5) Concrete gluing of direct summands: let M be a finitely-generated submodule of a finitely-presented module $N$.
$M$ is a direct summand of $N \Longleftrightarrow$

$$
\forall i \in\{1, \ldots, n\}, M_{S_{i}} \text { is a direct summand of } N_{S_{i}} .
$$

Concrete Local-Global Principle 38. (Concrete Gluing of Module Finiteness Properties) Let $s_{1}, \ldots s_{n}$ be comaximal elements of a ring $\mathbf{R}$, and let $M$ be an $\mathbf{R}$-module. Then we have the following equivalences:
(1) $M$ is finitely-generated if and only if each of the $M_{s_{i}}$ is a finitely-generated $\mathbf{R}_{s_{i}}$-module.
(2) $M$ is finitely-presented if and only if each of the $M_{s_{i}}$ is a finitely-presented $\mathbf{R}_{s_{i}}$-module.
(3) $M$ is flat if and only if each of the $M_{s_{i}}$ is a flat $\mathbf{R}_{s_{i}}$-module.
(4) $M$ is a finitely-generated projective module if and only if each of the $M_{s_{i}}$ is a finitely-generated projective $\mathbf{R}_{s_{i}}$-module.
(5) $M$ is projective of rank $k$ if and only if each of the $M_{s_{i}}$ is a projective $\mathbf{R}_{s_{i}}{ }^{-}$ module of rank $k$.
(6) $M$ is coherent if and only if each of the $M_{s_{i}}$ is a coherent $\mathbf{R}_{s_{i}}$-module.
(7) $M$ is Noetherian if and only if each of the $M_{s_{i}}$ is a Noetherian $\mathbf{R}_{s_{i}}$-module.

One can rarely find such principles in classical literature. In Quillen's style, the corresponding general principle is in general stated using localizations at all prime ideals, but the proof often brings in a crucial lemma which has exactly the same signification as the corresponding concrete local-global principle. For example, we can state the Concrete Local-Global Principle 38 "à la Quillen" under the following form.

Lemma 39. (Propagation Lemma for Some Module Finiteness Properties)
Let $M$ be an $\mathbf{R}$-module. The following subsets $I_{k}$ of $\mathbf{R}$ are ideals.
(1) $I_{1}=\left\{s \in \mathbf{R}: M_{s}\right.$ is a finitely-generated $\mathbf{R}_{s}$-module $\}$.
(2) $I_{2}=\left\{s \in \mathbf{R}: M_{s}\right.$ is a finitely-presented $\mathbf{R}_{s}$-module $\}$.
(3) $I_{3}=\left\{s \in \mathbf{R}: M_{s}\right.$ is a flat $\mathbf{R}_{s}$-module $\}$.
(4) $I_{4}=\left\{s \in \mathbf{R}: M_{s}\right.$ is a finitely-generated projective $\mathbf{R}_{s}$-module $\}$.
(5) $I_{5}=\left\{s \in \mathbf{R}: M_{s}\right.$ is a rank $k$ projective $\mathbf{R}_{s}$-module $\}$.
(6) $I_{6}=\left\{s \in \mathbf{R}: M_{s}\right.$ is a coherent $\mathbf{R}_{s}$-module $\}$.
(7) $I_{7}=\left\{s \in \mathbf{R}: M_{s}\right.$ is a Noetherian $\mathbf{R}_{s}$-module $\}$.

Remark 40. In general, letting $P$ be a property which is stable under localization, then the following version of the concrete local-global principle:

- for each ring $\mathbf{R}$, if $P$ is true after localizations at comaximal elements of $\mathbf{R}$, then it is true in $\mathbf{R}$,
and its propagation lemma version:
- the set $I_{P}=\left\{s \in \mathbf{R}: P\right.$ is true in $\left.\mathbf{R}_{s}\right\}$ is an ideal of $\mathbf{R}$,
are equivalent. On the one hand, the propagation lemma version clearly implies the first one. On the other hand, for the converse, if $s, s^{\prime} \in I_{P}$ and $t=s+s^{\prime}$ then $s / 1$ and $s^{\prime} / 1$ are comaximal elements of $\mathbf{A}_{t}$ and $P$ is true in both $\left(\mathbf{R}_{t}\right)_{s} \simeq\left(\mathbf{R}_{s}\right)_{t} \simeq \mathbf{R}_{s t}$ and $\left(\mathbf{R}_{t}\right)_{s^{\prime}} \simeq\left(\mathbf{R}_{s^{\prime}}\right)_{t} \simeq \mathbf{R}_{s^{\prime} t}$. Thus, $P$ is true in $\mathbf{A}_{t}$ by the concrete local-global principle. It is worth pointing out that, in general, for a monoid $S$, the following implication
- $P$ is true in $\mathbf{R}_{S} \Rightarrow P$ is true in $\mathbf{R}_{s}$ for some $s \in S$,
is not always true. A property $P$ is said to be finite-type if it is stable under localization and satisfies the above-mentioned implication. If $P$ is finite-type then there is an equivalence between the concrete local-global principle for comaximal elements and the concrete local-global principle for comaximal monoids. This is in general indispensable since the explained rereading system (General Principle 35) naturally produces a local-global version with comaximal monoids rather than with comaximal elements.
For example, for a finitely-presented $\mathbf{R}$-module $M$, the property " $M$ is a finitelygenerated projective $\mathbf{R}$-module" is finite-type. Or, also, for a finitely-presented $\mathbf{R}[X]$-module $M$, the property " $M$ is extended from $\mathbf{R}$ " is finite-type (see Quillen's patching Theorem 45).
It is worth pointing out that the localization at comaximal monoids corresponds in classical literature to the localization in the neighborhood of each prime ideal [148].


### 2.1.4 The Patchings of Quillen and Vaserstein

We give here a detailed constructive proof by Lombardi and Quitté of the Quillen patching. This comes essentially from [90]. The localization at maximal ideals is replaced by localization at comaximal monoids.

In [112], the constructive Quillen patching (Concrete local-global Principle 4) is given with only a sketch of proof.

Lemma 41. Let $S$ be a multiplicative subset of a ring $\mathbf{R}$ and consider three matrices $A_{1}, A_{2}, A_{3}$ with entries in $\mathbf{R}[X]$ such that the product $A_{1} A_{2}$ is defined and has the same size as $A_{3}$. If $A_{1} A_{2}=A_{3}$ in $\mathbf{R}_{S}[X]$ and $A_{1}(0) A_{2}(0)=A_{3}(0)$ in $\mathbf{R}$, then there exists $s \in S$ such that $A_{1}(s X) A_{2}(s X)=A_{3}(s X)$ in $\mathbf{R}[X]$.

Proof. All the coefficients of the matrix $A_{1} A_{2}-A_{3}$ are multiple of $X$ and become zero after localization at $S$. Thus, there exists $s \in S$ annihilating all of them. Write $A_{1} A_{2}-A_{3}=B(X)=X B_{1}+X^{2} B_{2}+\cdots+X^{k} B_{k}$. We have $s B_{1}=s B_{2}=\cdots=s B_{k}=0$ and, thus, $s B_{1}=s^{2} B_{2}=\cdots=s^{k} B_{k}=0$, that is, $B(s X)=A_{1}(s X) A_{2}(s X)-A_{3}(s X)=$ 0 .

Lemma 42. Let $S$ be a multiplicative subset of a ring $\mathbf{R}$ and consider a matrix $C(X) \in \mathrm{GL}_{r}\left(\mathbf{R}_{S}[X]\right)$. Then there exists $s \in S$ and $U(X, Y) \in \mathrm{GL}_{r}(\mathbf{R}[X, Y])$ such that $U(X, 0)=\mathrm{I}_{r}$, and, over $\mathbf{R}_{S}[X, Y], U(X, Y)=C(X+s Y) C(X)^{-1}$.

Proof. Set $E(X, Y)=C(X+Y) C(X)^{-1}$ and denote $F(X, Y)$ the inverse of $E(X, Y)$. We have $E(X, 0)=\mathrm{I}_{r}$ and, thus, $E(X, Y)=\mathrm{I}_{r}+E_{1}(X) Y+\cdots+E_{k}(X) Y^{k}$. For some $s_{1} \in S$, the $s_{1}^{j} E_{j}$ 's can be written without denominators and, thus, we obtain a matrix $E^{\prime}(X, Y) \in \mathbf{R}[X, Y]^{r \times r}$ such that $E^{\prime}(X, 0)=\mathrm{I}_{r}$, and, over $\mathbf{R}_{S}[X, Y], E^{\prime}(X, Y)=$ $E\left(X, s_{1} Y\right)$. We do the same with $F$ (we can choose the same $s_{1}$ ). Hence we obtain $E^{\prime}(X, Y) F^{\prime}(X, Y)=\mathrm{I}_{r}$ in $\mathbf{R}_{S}[X, Y]^{r \times r}$ and $E^{\prime}(X, 0) F^{\prime}(X, 0)=\mathrm{I}_{r}$. Applying Lemma 41 in which we replace $X$ by $Y$ and $\mathbf{R}$ by $\mathbf{R}[X]$, we obtain $s_{2} \in S$ such that $E^{\prime}\left(X, s_{2} Y\right) F^{\prime}\left(X, s_{2} Y\right)=\mathrm{I}_{r}$. Taking $U=E^{\prime}\left(X, s_{2} Y\right)$ and $s=s_{1} s_{2}$, we obtain the desired result.

Lemma 43. Let $S$ be a multiplicative subset of a ring $\mathbf{R}$ and $M \in \mathbf{R}[X]^{p \times q}$. If $M(X)$ and $M(0)$ are equivalent over $\mathbf{R}_{S}[X]$ then there exists $s \in S$ such that $M(X+s Y)$ and $M(X)$ are equivalent over $\mathbf{R}[X, Y]$.

Proof. Writing $M(X)=C(X) M(0) D(X)$ with $C(X) \in \mathrm{GL}_{q}\left(\mathbf{R}_{S}[X]\right)$ and $D(X) \in$ $\mathbf{G L}_{p}\left(\mathbf{R}_{S}[X]\right)$, we get

$$
M(X+Y)=C(X+Y) C(X)^{-1} M(X) D(X)^{-1} D(X+Y)
$$

Applying Lemma 42, we find $s_{1} \in S, U(X, Y) \in \mathrm{GL}_{q}(\mathbf{R}[X, Y])$ and $V(X, Y) \in$ $\mathrm{GL}_{p}(\mathbf{R}[X, Y])$ such that $U(X, 0)=\mathrm{I}_{q}, V(X, 0)=\mathrm{I}_{p}$, and, over $\mathbf{R}_{S}[X, Y], U(X, Y)=$ $C\left(X+s_{1} Y\right) C(X)^{-1}$ and $V(X, Y)=D(X)^{-1} D\left(X+s_{1} Y\right)$. It follows that $M(X)=$ $U(X, 0) M(X) V(X, 0)$, and over $\mathbf{R}_{S}[X, Y], M\left(X+s_{1} Y\right)=U(X, Y) M(X) V(X, Y)$.
Applying Lemma 41 (as in Lemma 42), we get $s_{2} \in S$ such that $M\left(X+s_{1} s_{2} Y\right)=$ $U\left(X, s_{2} Y\right) M(X) V\left(X, s_{2} Y\right)$. The desired result is obtained by taking $s=s_{1} s_{2}$.

Theorem 44. (Vaserstein) Let $M$ be a matrix in $\mathbf{R}[X]$ and consider $S_{1}, \ldots, S_{n}$ comaximal multiplicative subsets of $\mathbf{R}$. Then $M(X)$ and $M(0)$ are equivalent over $\mathbf{R}[X]$ if and only if, for each $1 \leq i \leq n$, they are equivalent over $\mathbf{R}_{S_{i}}[X]$.

Proof. It is easy to see that the set of $s \in \mathbf{R}$ such that $M(X+s Y)$ is equivalent to $M(X)$ is an ideal of $\mathbf{R}$. Applying Lemma 43, this ideal meets $S_{i}$ for each $1 \leq i \leq n$, and, thus, contains 1. This means that $M(X+Y)$ is equivalent to $M(X)$. To finish, just take $X=0$.

Theorem 45. (Quillen's Patching) Let $P$ be a finitely-presented module over $\mathbf{R}[X]$ and consider $S_{1}, \ldots, S_{n}$ comaximal multiplicative subsets of $\mathbf{R}$. Then $P$ is extended from $\mathbf{R}$ if and only if for each $1 \leq i \leq n, P_{S_{i}}$ is extended from $\mathbf{R}_{S_{i}}$.

Proof. This is a corollary of the previous theorem since, by Definition and Proposition 6, the isomorphism between $P(X)$ and $P(0)$ is nothing but the equivalence of two matrices $A(X)$ and $A(0)$ constructed from a relation matrix $M \in \mathbf{R}^{q \times m}$ of $P \simeq \operatorname{Coker} M$ :

$$
A(X)=\left(\begin{array}{cccc}
M(X) & 0_{q, q} & 0_{q, q} & 0_{q, m} \\
0_{q, m} & \mathrm{I}_{q} & 0_{q, q} & 0_{q, m}
\end{array}\right) .
$$

### 2.1.5 Horrocks' Theorem

Local Horrocks' theorem is the following result.
Theorem 46. (Local Horrocks Extension Theorem)
If $\mathbf{R}$ is a residually discrete local ring and $P$ a finitely-generated projective module over $\mathbf{R}[X]$ which is free over $\mathbf{R}\langle X\rangle$, then it is free over $\mathbf{R}[X]$ (i.e., extended from $\mathbf{R}$ ).

Note that is straightforward to see that the hypothesis $M \otimes_{\mathbf{R}[X]} \mathbf{R}\langle X\rangle$ is a free $\mathbf{R}\langle X\rangle$-module is equivalent to the fact that $M_{f}$ is a free $\mathbf{R}[X]_{f}$-module for some monic polynomial $f \in \mathbf{R}[X]$. The detailed proof given by Kunz [90] is elementary
and constructive, except Lemma 3.13 whose proof is abstract since it uses maximal ideals. In fact this lemma asserts if $P$ is a projective module over $\mathbf{R}[X]$ which becomes free of rank $k$ over $\mathbf{R}\langle X\rangle$, then its $k$ th Fitting ideal equals $\langle 1\rangle$. This result has the following elementary constructive proof. If $P \oplus Q \simeq \mathbf{R}[X]^{m}$ then $P \oplus Q_{1}=$ $P \oplus\left(Q \oplus \mathbf{R}[X]^{k}\right)$ becomes isomorphic to $\mathbf{R}\langle X\rangle^{m+k}$ over $\mathbf{R}\langle X\rangle$ with $Q_{1}$ isomorphic to $\mathbf{R}\langle X\rangle^{m}$ over $\mathbf{R}\langle X\rangle$. So, we may assume $P \simeq \operatorname{Im} F$, where $G=\mathrm{I}_{n}-F \in \mathbf{R}[X]^{n \times n}$ is an idempotent matrix, conjugate to a standard projection matrix of rank $n-k$ over $\mathbf{R}\langle X\rangle$. We deduce that $\operatorname{det}\left(\mathrm{I}_{n}+T G\right)=(1+T)^{n-k}$ over $\mathbf{R}\langle X\rangle$. Since $\mathbf{R}[X]$ is a subring of $\mathbf{R}\langle X\rangle$ this remains true over $\mathbf{R}[X]$. So the sum of all $(n-k)$ principal minors of $G$ is equal to 1 (i.e., the coefficient of $T^{n-k}$ in $\operatorname{det}\left(\mathrm{I}_{n}+T G\right)$ ). Hence we conclude by noticing that $G$ is a relation matrix for $P$. For more details see, e.g., [108, 109].

A global version is obtained from a constructive proof of the local one by the Quillen's patching Theorem 45 and applying the General Local-Global Principle 35.

Theorem 47. (Global Horrocks Extension Theorem)
Let $S$ be the multiplicative set of monic polynomials in $\mathbf{R}[X]$, where $\mathbf{R}$ is a ring. If $P$ is a finitely-generated projective module over $\mathbf{R}[X]$ such that $P_{S}$ is extended from $\mathbf{R}$, then $P$ is extended from $\mathbf{R}$.

Proof. Apply the General Local-Global Principle 35 and conclude with the Concrete Quillen's patching Theorem 45.

### 2.1.6 Quillen Induction Theorem

Let $\mathbf{R}$ be a commutative unitary ring. We denote by $S$ the multiplicative subset of $\mathbf{R}[X]$ formed by monic polynomials. Let

$$
\mathbf{R}\langle X\rangle:=S^{-1} \mathbf{R}[X] .
$$

The interest in the properties of $\mathbf{R}\langle X\rangle$ branched in many directions and is attested by the abundance of articles on $\mathbf{R}\langle X\rangle$ appearing in the literature (see [69] for a comprehensive list of papers dealing with the ring $\mathbf{R}\langle X\rangle$ ). The ring $\mathbf{R}\langle X\rangle$ played an important role in Quillen's solution to Serre's problem [145] and its succeeding generalizations to non-Noetherian rings [20, 96, 117] as can be seen in these notes.

Classical Quillen induction is the following one.
Theorem 48. (Quillen Induction)
Suppose that a class of rings $\mathscr{P}$ satisfies the following properties:
(i) If $\mathbf{R} \in \mathscr{P}$ then $\mathbf{R}\langle X\rangle \in \mathscr{P}$.
(ii) If $\mathbf{R} \in \mathscr{P}$ then $\mathbf{R}_{\mathfrak{m}} \in \mathscr{P}$ for any maximal ideal $\mathfrak{m}$ of $\mathbf{R}$.
(iii) If $\mathbf{R} \in \mathscr{P}$ and $\mathbf{R}$ is local, and if $M$ is a finitely-generated projective $\mathbf{R}[X]$ module, then $M$ is extended from $\mathbf{R}$ (that is, free).

Then, for each $\mathbf{R} \in \mathscr{P}$, if $M$ is a finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-module, then $M$ is extended from $\mathbf{R}$.

Quillen induction needs maximal ideals, it works in classical mathematics but it cannot be fully constructive. One has to replace Quillen's patching with maximal ideals by the constructive form (Theorem 45) with comaximal multiplicative subsets. On the contrary, the "inductive step" in the proof is elementary and is based only on hypotheses (i) and (iii') below (induct on $n$ and use the Global Horrocks extension Theorem 47).

Theorem 49. (Concrete Induction à la Quillen) Suppose that a class of rings $\mathscr{P}$ satisfies the following properties:

$$
\begin{equation*}
\text { If } \mathbf{R} \in \mathscr{P} \text { then } \mathbf{R}\langle X\rangle \in \mathscr{P} \text {. } \tag{i}
\end{equation*}
$$

(ii') If $\mathbf{R} \in \mathscr{P}$ then $\mathbf{R}_{a} \in \mathscr{P}$ for any $a \in \mathbf{R}$.
(iii') If $\mathbf{R} \in \mathscr{P}$ and $M$ is a finitely-generated projective $\mathbf{R}[X]$-module, then $M$ is extended from $\mathbf{R}$.

Then, for each $\mathbf{R} \in \mathscr{P}$, if $M$ is a finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-module, then $M$ is extended from $\mathbf{R}$.

In the case of Serre'problem, $\mathbf{R}$ is a discrete field. So (i) and (iii') are wellknown. Remark that (iii') is also given by the Global Horrocks extension Theorem 47. So Quillen's proof is deciphered in a fully constructive way. Moreover, since a zero-dimensional reduced local ring is a discrete field, we obtain the following well-known generalization (see [20]).

Theorem 50. (Quillen-Suslin, Non-Noetherian Version)
(1) If $\mathbf{R}$ is a zero-dimensional reduced ring then any finitely-generated projective module $P$ over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is extended from $\mathbf{R}$ (i.e., isomorphic to a direct sum of modules $e_{i} \mathbf{R}[\underline{X}]$ where the $e_{i}$ 's are idempotent elements of $\left.\mathbf{R}\right)$.
(2) As a particular case, any finitely-generated projective module of constant rank over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is free.
(3) More generally the results work for any zero-dimensional ring.

Proof. The first point can be obtained from the local case by the constructive Quillen patching Theorem 45. It can also be viewed as a concrete application of the General Local-Global Principle 35.
Let us denote by $\mathbf{R}_{\text {red }}$ the reduced ring associated to a ring $\mathbf{R}$. Recall that $K_{0}(\mathbf{R})$ is the set isomorphism classes of finitely-generated projective $\mathbf{R}$-modules.
The third point follows from the fact that the canonical map $M \mapsto M_{\mathrm{red}}, \mathrm{K}_{0}(\mathbf{R}) \rightarrow$ $\mathrm{K}_{0}\left(\mathbf{R}_{\mathrm{red}}\right)$ is a bijection. Moreover $\mathbf{R}_{\text {red }}\left[X_{1}, \ldots, X_{n}\right]=\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]_{\text {red }}$.

### 2.2 Suslin's Proof of Serre's Problem

### 2.2.1 Making the Use of Maximal Ideals Constructive

The purpose of this subsection is to decipher constructively a lemma of Suslin [165] which played a central role in his second solution of Serre's problem. This lemma says that for a commutative ring $\mathbf{R}$, if $\left\langle v_{1}(X), \ldots, v_{n}(X)\right\rangle=\mathbf{R}[X]$, where $v_{1}$ is monic and $n \geq 3$, then there exist $\gamma_{1}, \ldots, \gamma_{\ell} \in \mathrm{E}_{n-1}(\mathbf{R}[X])$ (the subgroup of $\mathrm{SL}_{n-1}(\mathbf{R}[X])$ generated by elementary matrices) such that

$$
\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \gamma_{1}{ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \gamma_{\ell}{ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)\right)\right\rangle=\mathbf{R}
$$

By the constructive proof we give, Suslin's proof of Serre's problem becomes fully constructive. As a matter of fact, the lemma cited above is the only nonconstructive step in Suslin's elementary proof of Serre's problem [165]. Moreover, the new method with which we treat this academic example may be a model for miming constructively abstract proofs in which one works modulo each maximal ideal to prove that a given ideal contains 1 . The Concrete local-global principle developed in Sect. 2.1.3 cannot be used here since the proof we want to decipher constructively, instead of passing to the localizations at each maximal ideal, passes to the residue fields modulo each maximal ideal.

In the literature, in order to surmount the obstacle of this lemma which is true for any ring A, constructive mathematicians interested in Suslin's techniques for Suslin's stability theorem and Quillen-Suslin theorem are restricted to a few rings satisfying additional conditions and in which one knows effectively the form of all maximal ideals. For instance, in [62, 64, 93, 94, 97, 135], the authors utilize the facts that for a discrete field $\mathbf{K}$, the ring $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$ is Noetherian and has an effective Nullstellensatz (see the proof of Theorem 4.3 of [135]). For all these reasons, we think that a constructive proof of Suslin's lemma without any restriction on the ring $\mathbf{A}$ will enable the extension of the known algorithms for Suslin's stability (see Theorem 178) and Quillen-Suslin theorems for a wider class of rings. Another feature of our method is that it may be a model for miming constructively abstract proofs passing to all the residue fields (that is, quotients by maximal ideals) in order to prove that an ideal contains 1 . Note that we have already treated constructively the other main aspect of utilization of maximal ideals which is the localization at all maximal ideals (see Sect.2.1.3). It is also worth pointing out that we will also give another constructive proof of the lemma of Suslin in the particular case where $\mathbf{R}$ contains an infinite field using efficient elementary operations.

### 2.2.2 A Reminder About the Resultant

In this subsection, we content ourselves with a brief outline of resultant: an important idea in constructive algebra whose development owes considerably to famous
pioneers such as Bezout, Cayley, Euler, Herman, Hurwitz, Kronecker, Macaulay, Noether, and Sylvester, among others.

This subsection will be focused on the few properties of the resultant that we need in our constructive view toward projective modules over polynomial rings.

Definition 51. Let $\mathbf{R}$ be a ring,

$$
f=a_{0} X^{\ell}+a_{1} X^{\ell-1}+\cdots+a_{\ell} \in \mathbf{R}[X], a_{0} \neq 0, a_{i} \in \mathbf{R}
$$

and

$$
g=b_{0} X^{m}+b_{1} X^{m-1}+\cdots+b_{m} \in \mathbf{R}[X], b_{0} \neq 0, b_{i} \in \mathbf{R} .
$$

The resultant of $f$ and $g$, denoted by $\operatorname{Res}_{X}(f, g)$, or simply $\operatorname{Res}(f, g)$ if there is no risk of ambiguity, is the determinant of the $(m+\ell) \times(m+\ell)$ matrix below (called the Sylvester matrix of $f$ and $g$ with respect to $X$ ):

$$
\operatorname{Syl}(f, g, X)=\underbrace{\left(\begin{array}{cccccccc}
a_{0} & & & & b_{0} & & & \\
a_{1} & a_{0} & & & b_{1} & b_{0} & & \\
a_{2} & a_{1} & \ddots & & b_{2} & b_{1} & \ddots & \\
\vdots & & \ddots & a_{0} & \vdots & & \ddots & b_{0} \\
& \vdots & & a_{1} & & \vdots & & b_{1} \\
a_{\ell} & & & & b_{m} & & & \\
& a_{\ell} & & \vdots & & b_{m} & & \vdots \\
& & \ddots & & & & \ddots & \\
& & & a_{\ell} & & & & b_{m}
\end{array}\right)}_{m \text { columns }} \underbrace{}_{\ell \text { columns }}
$$

The resultant is an efficient tool for eliminating variables as can be seen in the following proposition. Applying this proposition in the particular case where $\mathbf{R}[X]=\mathbf{K}\left[X_{1}, \ldots, X_{n}\right], \mathbf{K}$ a field, $\operatorname{Res}_{X_{n}}(f, g)$ is in the first elimination ideal $\langle f, g\rangle \cap$ $\mathbf{K}\left[X_{1}, \ldots, X_{n-1}\right]$.

Proposition 52. Let $\mathbf{R}$ be a ring. Then, for any $f, g \in \mathbf{R}[X]$, there exist $h_{1}, h_{2} \in \mathbf{R}[X]$ such that

$$
h_{1} f+h_{2} g=\operatorname{Res}_{X}(f, g) \in \mathbf{R},
$$

with $\operatorname{deg}\left(h_{1}\right) \leq m-1$ and $\operatorname{deg}\left(h_{2}\right) \leq \ell-1$.
Proof. First notice that

$$
\left(X^{\ell+m-1}, \ldots, X, 1\right) \operatorname{Syl}(f, g, X)=\left(X^{m-1} f, \ldots, f, X^{\ell-1} g, \ldots, g\right) .
$$

Thus, by Cramer's rule, considering 1 as the $(\ell+m-1)$ th unknown of the linear system whose matrix is $\operatorname{Syl}(f, g, X), \operatorname{Res}_{X}(f, g)$ is the determinant of the Sylvester matrix of $f$ and $g$ in which the last row is replaced by $\left(X^{m-1} f, \ldots, f, X^{\ell-1} g, \ldots, g\right)$.

Corollary 53. Let $\mathbf{K}$ be a discrete field and $f, g \in \mathbf{K}[X] \backslash\{0\}$. Then
(i) $1 \in\langle f, g\rangle \Leftrightarrow \operatorname{gcd}(f, g)$ is constant $\Leftrightarrow \operatorname{Res}(f, g) \neq 0$.
(ii) $f$ and $g$ have a common factor $\Leftrightarrow \operatorname{gcd}(f, g)$ is nonconstant $\Leftrightarrow \operatorname{Res}(f, g)=0$.

Since in these notes we are concerned with the general setting of multivariate polynomials over a ring, we are tempted to say that Corollary 53 remains valid for any ring $\mathbf{R}$, where the condition " $\operatorname{Res}(f, g) \neq 0$ " is replaced by " $\operatorname{Res}(f, g) \in$ $\mathbf{R}^{\times}$". Of course the implication " $\operatorname{Res}(f, g) \in \mathbf{R}^{\times} \Rightarrow 1 \in\langle f, g\rangle$ " is always true by Proposition 52. Unfortunately, the converse does not hold as will be shown by the following example. This is essentially due to the fact that if $I$ is an ideal of a ring $\mathbf{R}$, then modulo $I$, we have not that $\overline{\operatorname{Res}(f, g)}=\operatorname{Res}(\bar{f}, \bar{g})$ for any $f, g \in \mathbf{R}[X]$.

Example 54. Let $\mathbf{R}=\mathbb{Z}, I=3 \mathbb{Z}, f=6 X^{2}+X, g=3 X+1$.
In $\mathbb{Z}[X]$, we have $1 \in\langle f, g\rangle$ as attested by the identity $3 f+(1-6 X) g=1$ (this can be found by computing a dynamical Gröbner basis for $\langle f, g\rangle$ as in Sect. 3.3.5. In more details, $S(f, g)=f-2 X g=-X=: h, S(g, h)=g+3 h=1)$. However

$$
\operatorname{Res}(f, g)=\left|\begin{array}{ccc}
6 & 3 & 0 \\
1 & 1 & 3 \\
0 & 0 & 1
\end{array}\right|=3 \notin \mathbb{Z}^{\times}, \operatorname{Res}(\bar{f}, \bar{g})=\overline{1} \neq \overline{\operatorname{Res}(f, g)}=\overline{0} .
$$

As can bee seen in this example, whether $\overline{\operatorname{Res}(f, g)}=\operatorname{Res}(\bar{f}, \bar{g})$ modulo $I$ or not depends mainly on whether the leading coefficients of $f$ and $g$ belong to $I$ or not. We will discuss this fact in the following immediate lemma. The leading coefficient of a polynomial $h \in \mathbf{R}[X]$ will be denoted by $\mathrm{LC}(h)$.

Lemma 55. Let I be an ideal of a ring $\mathbf{R}$, and consider two polynomials $f=a_{0} X^{\ell}+$ $a_{1} X^{\ell-1}+\cdots+a_{\ell}, g=b_{0} X^{m}+b_{1} X^{m-1}+\cdots+b_{m} \in \mathbf{R}[X]$ with $a_{0} \neq 0$ and $b_{0} \neq 0$, and such that modulo $I, \bar{f} \neq \overline{0}$ and $\bar{g} \neq \overline{0}$. Then
(1) If $\overline{\mathrm{LC}(f)} \neq \overline{0}$ and $\overline{\mathrm{LC}(g)} \neq \overline{0}$ then $\overline{\operatorname{Res}(f, g)}=\operatorname{Res}(\bar{f}, \bar{g})$.
(2) If $\overline{\mathrm{LC}(f)}=\overline{0}$ and $\overline{\mathrm{LC}(g)}=\overline{0}$ then $\overline{\operatorname{Res}(f, g)}=0$ (and may be $\neq \operatorname{Res}(\bar{f}, \bar{g})$ ).
(3) If $\overline{\mathrm{LC}(f)} \neq \overline{0}$ and $\overline{\mathrm{LC}(g)}=\overline{0}$ then $\overline{\operatorname{Res}(f, g)}=\bar{a}_{0}^{(\operatorname{deg} g-\operatorname{deg} \bar{g})} \operatorname{Res}(\bar{f}, \bar{g})$.
(4) If $\overline{\mathrm{LC}(f)}=\overline{0}$ and $\overline{\mathrm{LC}(g)} \neq \overline{0}$ then $\overline{\operatorname{Res}(f, g)}= \pm \bar{b}_{0}^{(\operatorname{deg} f-\operatorname{deg} \bar{f})} \operatorname{Res}(\bar{f}, \bar{g})$.

In fact, for the purpose of generalizing Corollary 53 to rings, we have to suppose that either $f$ or $g$ is monic.

## Proposition 56.

Let $\mathbf{R}$ be a ring and $f, g \in \mathbf{R}[X] \backslash\{0\}$ with $f$ monic. Then

$$
1 \in\langle f, g\rangle \text { in } \mathbf{R}[X] \quad \Longleftrightarrow \quad \operatorname{Res}(f, g) \in \mathbf{R}^{\times}
$$

Proof. A Classical Nonconstructive Proof: we have only to prove the implication $" \Rightarrow$ ", the implication " $\Leftarrow$ " being immediate by virtue of Proposition 52. For this, let $\mathfrak{m}$ be a maximal ideal of $\mathbf{R}$. Applying Lemma 55, we have $\overline{\operatorname{Res}(f, g)}=\operatorname{Res}(\bar{f}, \bar{g})$ modulo $\mathfrak{m}$. Moreover, since $\mathbf{R} / \mathfrak{m}$ is a field, then using Corollary 53 , we infer that $\operatorname{Res}(f, g) \neq \overline{0}$, that is, $\operatorname{Res}(f, g) \notin \mathfrak{m}$. Since this is true for any maximal ideal of $\mathbf{R}$, then necessarily $\operatorname{Res}(f, g) \in \mathbf{R}^{\times}$.
A Constructive Proof: let $h_{1}, h_{2} \in \mathbf{R}[X]$ such that $h_{1} f+h_{2} g=1$. Since $f$ is monic, we have $\operatorname{Res}\left(f, h_{2} g\right)=\operatorname{Res}\left(f, h_{2}\right) \operatorname{Res}(f, g)$ and $\operatorname{Res}\left(f, h_{2} g\right)=\operatorname{Res}\left(f, h_{1} f+h_{2} g\right)=$ $\operatorname{Res}(f, 1)=1$.

### 2.2.3 A Lemma of Suslin

Recall that for any ring $\mathbf{B}$ and $n \geq 1$, an $n \times n$ elementary matrix $E_{i, j}(a)$ over $\mathbf{B}$, where $i \neq j$ and $a \in \mathbf{B}$, is the matrix with 1s on the diagonal, $a$ on position $(i, j)$ and 0s elsewhere, that is, $E_{i, j}(a)$ is the matrix corresponding to the elementary operation $L_{i} \rightarrow L_{i}+a L_{j} . \mathrm{E}_{n}(\mathbf{B})$ will denote the subgroup of $\mathrm{SL}_{n}(\mathbf{B})$ generated by elementary matrices.

Theorem 57. (Suslin's Lemma [165]) Let $\mathbf{A}$ be a commutative ring. If $\left\langle v_{1}(X), \ldots\right.$, $\left.v_{n}(X)\right\rangle=\mathbf{A}[X]$ where $v_{1}$ is monic and $n \geq 2$, then there exist $\gamma_{1}, \ldots, \gamma_{\ell} \in \mathrm{E}_{n-1}(\mathbf{A}[X])$ such that, denoting by $w_{i}$ the first coordinate of $\gamma_{i}{ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)$, we have

$$
\left\langle\operatorname{Res}\left(v_{1}, w_{1}\right), \ldots, \operatorname{Res}\left(v_{1}, w_{\ell}\right)\right\rangle=\mathbf{A} .
$$

Proof. For $n=2$, we have $\operatorname{Res}(f, g) \in \mathbf{A}^{\times}$by Proposition 56.
Suppose $n \geq 3$. We can without loss of generality suppose that all the $v_{i}$ 's, for $i \geq 2$, have degrees $<d=\operatorname{deg} v_{1}$. For the sake of simplicity, we write $v_{i}$ instead of $\overline{v_{i}}$. We will use the notation $e_{1} \cdot x$, where $x$ is a column vector, to denote the first coordinate of $x$.
Suslin's Proof. It consists in solving the problem modulo an arbitrary maximal ideal $\mathfrak{M}$ using a unique matrix $\gamma^{\mathfrak{M}} \in \mathrm{E}_{n-1}(\mathbf{A} / \mathfrak{M})[X]$ which transforms ${ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)$ into ${ }^{\mathrm{t}}(g, 0 \ldots, 0)$ where $g$ is the $\operatorname{gcd}$ of $v_{2}, \ldots, v_{n}$ in $(\mathbf{A} / \mathfrak{M})[X]$. This matrix is given by a classical algorithm using elementary operations on ${ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)$. One starts by choosing a minimum degree component, say $v_{2}$, then the $v_{i}$ 's, $3 \leq i \leq n$, are replaced by their remainders modulo $v_{2}$. By iterations, we obtain a column whose all components are zero except the first one. The matrix $\gamma^{\mathfrak{M}}$ lifts as a matrix $\gamma_{\mathfrak{M}} \in$ $\mathrm{E}_{n-1}(\mathbf{A}[X])$. It follows that the first component $w_{\mathfrak{M}}$ of $\gamma_{\mathfrak{M}}{ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)$ is equal to the $\operatorname{gcd}$ of $v_{2}, \ldots, v_{n}$ in $(\mathbf{A} / \mathfrak{M})[X]$. Thus, $\operatorname{Res}\left(v_{1}, w_{\mathfrak{M}}\right) \notin \mathfrak{M}$.

Constructive Rereading of Suslin's Proof [180]. Let $u_{1}(X), \ldots, u_{n}(X) \in \mathbf{A}[X]$ such that $v_{1} u_{1}+\cdots+v_{n} u_{n}=1$. Set $w=v_{3} u_{3}+\cdots+v_{n} u_{n}$ and $V={ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)$. We suppose that $v_{1}$ has degree $d$ and, for $2 \leq i \leq n$, the formal degree of $v_{i}$ is $d_{i}<d$.

This means that $v_{i}$ has no coefficient of degree $>d_{i}$ but one does not guarantee that $\operatorname{deg} v_{i}=d_{i}$ (it is not necessary to have a zero test inside $\mathbf{A}$ ).
We proceed by induction on $\min _{2 \leq i \leq n}\left\{d_{i}\right\}$. To simplify, we always suppose that $d_{2}=\min _{2 \leq i \leq n}\left\{d_{i}\right\}$.
For $d_{2}=-1, v_{2}=0$, and by one elementary operation, we put $w$ in the second coordinate. We have $\operatorname{Res}\left(v_{1}, w\right)=\operatorname{Res}\left(v_{1}, v_{1} u_{1}+w\right)=\operatorname{Res}\left(v_{1}, 1\right)=1$ and we are done.
Now, suppose that we can find the desired elementary matrices for $d_{2}=m-1$ and let show that we can do the job for $d_{2}=m$.
Let $a$ be the coefficient of degree $m$ of $v_{2}$, and consider the ring $\mathbf{B}=\mathbf{A} /\langle a\rangle$. In $\mathbf{B}$, all the induction hypotheses are satisfied without changing the $v_{i}$ nor the $u_{i}$. Thus, we can obtain $\Gamma_{1}, \ldots, \Gamma_{k} \in \mathrm{E}_{n-1}(\mathbf{B}[X])$ such that

$$
\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \Gamma_{1} V\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \Gamma_{k} V\right)\right\rangle=\mathbf{B} .
$$

It follows that, denoting by $\Upsilon_{1}, \ldots, \Upsilon_{k}$ the matrices in $\mathrm{E}_{n-1}(\mathbf{A}[X])$ lifting respectively $\Gamma_{1}, \ldots, \Gamma_{k}$, we have

$$
\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \Upsilon_{1} V\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \Upsilon_{k} V\right), a\right\rangle=\mathbf{A} .
$$

Let $b \in \mathbf{A}$ such that

$$
a b \equiv 1 \bmod \left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \Upsilon_{1} V\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \Upsilon_{k} V\right)\right\rangle=J
$$

and consider the ring $\mathbf{C}=\mathbf{A} / J$. Note that in $\mathbf{C}$, we have $a b=1$.
By an elementary operation, we replace $v_{3}$ by its remainder modulo $v_{2}$, say $v_{3}^{\prime}$, and then we exchange $v_{2}$ and $-v_{3}^{\prime}$. The new column $V^{\prime}$ obtained has as first coordinate a polynomial with formal degree $m-1$. The induction hypothesis applies and we obtain $\Delta_{1}, \ldots, \Delta_{r} \in \mathrm{E}_{n-1}(\mathbf{C}[X])$ such that

$$
\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \Delta_{1} V^{\prime}\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \Delta_{r} V^{\prime}\right)\right\rangle=\mathbf{C}
$$

Since $V^{\prime}$ is the image of $V$ by a matrix in $\mathrm{E}_{n-1}(\mathbf{C}[X])$, we obtain matrices $\Lambda_{1}, \ldots, \Lambda_{r} \in \mathrm{E}_{n-1}(\mathbf{C}[X])$ such that

$$
\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \Lambda_{1} V\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \Lambda_{r} V\right)\right\rangle=\mathbf{C} .
$$

The matrices $\Lambda_{j}$ lift in $\mathrm{E}_{n-1}(\mathbf{A}[X])$ as, say $\Psi_{1}, \ldots, \Psi_{r}$.
Finally, we obtain

$$
\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \Psi_{1} V\right), \ldots, \operatorname{Res}\left(v_{1}, e_{1} \cdot \Psi_{r} V\right)\right\rangle+J=\mathbf{A},
$$

the desired conclusion.

Example 58. Take $\mathbf{A}=\mathbb{Z}$ and

$$
V={ }^{\mathrm{t}}\left(v_{1}, v_{2}, v_{3}\right)={ }^{\mathrm{t}}\left(x^{2}+2 x+2,3,2 x^{2}+11 x-3\right) \in \mathrm{Um}_{3}(\mathbb{Z}[x]),
$$

$\left(\right.$ taking $u_{1}=-2 x+2, u_{2}=-3 x^{2}+x-1, u_{3}=x$, we have $\left.u_{1} v_{1}+u_{2} v_{2}+u_{3} v_{3}=1\right)$. It is worth pointing out that the $u_{i}$ 's can be found by constructing a dynamical Gröbner basis for $\left\langle v_{1}, v_{2}, v_{3}\right\rangle$ as in Sect.3.3.5. Following the algorithm given in the proof of Theorem 57 and keeping the same notation, one has to perform a Euclidean division of $v_{3}$ by $v_{1}$, so that ${ }^{\mathrm{t}}\left(v_{1}, v_{2}, v_{3}\right) \xrightarrow{E_{3,1}(-2)} \mathrm{t}\left(v_{1}, v_{2}, \tilde{v}_{3}=7 x-7\right)$, and then passes to the ring $(\mathbb{Z} / 3 \mathbb{Z})[x]$. This yields to $\ell=2, \gamma_{1}=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right), \gamma_{2}=I_{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, and finally

$$
\left\langle\operatorname{Res}\left(v_{1}, e_{1} \cdot \gamma_{1}{ }^{\mathrm{t}}\left(v_{2}, v_{3}\right)\right), \operatorname{Res}\left(v_{1}, e_{1} \cdot \gamma_{2}{ }^{\mathrm{t}}\left(v_{2}, v_{3}\right)\right)\right\rangle=\langle 170,9\rangle=\mathbb{Z} .
$$

This example will be pursued in Sect. 2.2.6, where, as a fruit of the computations above, we will obtain a free basis for the syzygy module

$$
\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right):=\left\{\left(w_{1}, w_{2}, w_{3}\right) \in \mathbb{Z}[x]^{3} \mid w_{1} v_{1}+w_{2} v_{2}+w_{3} v_{3}=0\right\} .
$$

Remark 59. It is easy to see that in Theorem 57, with the hypothesis $\operatorname{deg} v_{i} \leq d$ for $1 \leq i \leq n$, the number $\ell$ of matrices $\gamma_{j}$ in the group $\mathrm{E}_{n-1}(\mathbf{A}[X])$ is bounded by $2^{d}$. Moreover, each $\gamma_{j}$ is the product of at most $2 d$ elementary matrices. It is worth pointing out that there is an alternative constructive proof of Suslin's lemma (see Theorem 61) using only $(n-2) d+1$ matrices $\gamma_{j}$, each of them is the product of $n-2$ elementary matrices. This is substantially better than the general constructive proof we give above but requires the additional condition that $\mathbf{A}$ has at least ( $n-$ 2) $d+1$ elements $y_{0}, \ldots, y_{(n-2) d}$ such that $y_{i}-y_{j} \in \mathbf{A}^{\times}$for all $i \neq j$ (for example, if A contains an infinite field).

### 2.2.4 A More General Strategy (By "Backtracking") [180]

As already mentioned above, contrary to the local-global principles explained in Sect.2.1.3, we do not reread a proof in which one localizes at a generic prime ideal $\mathfrak{P}$ or at a generic maximal ideal $\mathfrak{M}$ but a proof in which one passes modulo a generic maximal ideal $\mathfrak{M}$ in order to prove that an ideal $\mathfrak{a}$ of a ring $\mathbf{A}$ contains 1. The classical proof is very often by contradiction: for a generic maximal ideal $\mathfrak{M}$, if $\mathfrak{a} \subseteq \mathfrak{M}$ then $1 \in \mathfrak{M}$. But, in fact, this reasoning hides a concrete fact: $1=0$ in the residue field $\mathbf{A} / \mathfrak{M}$ (see [150]). Consequently, this reasoning by contradiction can be converted dynamically into a constructive proof as follows. One has to do the necessary computations as if $\mathbf{A} / \mathfrak{a}$ was a field. Every time one needs to know if an element $x_{i}$ is null or a unit modulo $\mathfrak{a}$, one has just to force it into being null by adding it to $\mathfrak{a}$. Suppose for example that we have established that $1 \in \mathfrak{a}+\left\langle x_{1}, x_{2}, x_{3}\right\rangle$ (this corresponds in the classical proof to the fact that: $\left.x_{1}, x_{2}, x_{3} \in \mathfrak{M} \Rightarrow 1 \in \mathfrak{M}\right)$. This means that $x_{3}$ is a unit modulo $\mathfrak{a}+\left\langle x_{1}, x_{2}\right\rangle$ and, thus, one has to follow the classical proof in case $x_{1}, x_{2} \in \mathfrak{M}$ and $x_{3}$ is a unit modulo $\mathfrak{M}$. It is worth pointing out that
there is no need of $\mathfrak{M}$ since one has already computed an inverse of $x_{3}$ modulo $\mathfrak{a}+\left\langle x_{1}, x_{2}\right\rangle$.

For the purpose of illustrating this strategy, let us consider an example of a binary tree corresponding to the computations produced by a "local-global" rereading:


In the tree above, the disjunctions correspond to a test:

$$
x \in \mathbf{A}_{i}^{\times} \vee 1-x \in \mathbf{A}_{i}^{\times},
$$

and each node corresponds to a localization $\mathbf{A}_{i}$ of the initial ring $\mathbf{A}$. In order to glue the local solutions (at the terminal nodes, that is, at the leaves), one has to go back from the leaves to the root in a "parallel" way. Now imagine that these disjunctions correspond to a test:

$$
x \in \mathbf{A}_{i}^{\times} \quad \vee \quad x=0 \text { in } \mathbf{A}_{i},
$$

and each node $i$ corresponds to a quotient $\mathbf{A}_{i}$ of the initial ring $\mathbf{A}$. Following the classical proof which proves that an ideal $\mathfrak{a}$ of $\mathbf{A}$ contains 1, one has to start with the leaf which is completely on the right (leaf 15), that is, to follow the path $1 \rightarrow 3 \rightarrow 7 \rightarrow 15$ by considering the successive corresponding quotients $\mathbf{A}=\mathbf{A} /\langle 0\rangle, \mathbf{A} /\left\langle a_{1}\right\rangle, \mathbf{A} /\left\langle a_{1}, a_{3}\right\rangle$, and $\mathbf{A} /\left\langle a_{1}, a_{3}, a_{7}\right\rangle$. Using just the information at the leaf 15 where the considered ring is $\mathbf{A} /\left\langle a_{1}, a_{3}, a_{7}\right\rangle$ (this information corresponds in the classical proof to the fact that: $a_{1}, a_{3}, a_{7} \in \mathfrak{M} \Rightarrow 1 \in \mathfrak{M}$ ), one obtains an element $b_{15} \in \mathbf{A}$ such that $1 \in\left\langle a_{1}, a_{3}, a_{7}, b_{15}\right\rangle$, or equivalently, $a_{7}$ is a unit modulo $\left\langle a_{1}, a_{3}, b_{15}\right\rangle$. Now, we go back to the node 7 but with a new quotient $\mathbf{A} /\left\langle a_{1}, a_{3}, b_{15}\right\rangle$ (note that at the first passage through 7 the considered quotient ring was $\mathbf{A} /\left\langle a_{1}, a_{3}\right\rangle$ ) and we can follow the branch $7 \rightarrow 14$ (this corresponds in the classical proof to the fact that: $a_{1}, a_{3} \in \mathfrak{M}$ and $a_{7}$ is a unit modulo $\mathfrak{M} \Rightarrow 1 \in \mathfrak{M}$ ). This will produce an element $b_{14}$ such that $1 \in\left\langle a_{1}, a_{3}, b_{14}, b_{15}\right\rangle$, or equivalently, $a_{3}$ is a unit modulo
$\left\langle a_{1}, b_{14}, b_{15}\right\rangle$. Thus, we can go back to the node 3 through the branch $14 \rightarrow 7 \rightarrow 3$, and so on. In the end, the entire path followed is

$$
\begin{gathered}
1 \rightarrow 3 \rightarrow 7 \rightarrow 15 \rightarrow 7 \rightarrow 14 \rightarrow 7 \rightarrow 3 \rightarrow 6 \rightarrow 13 \rightarrow 6 \rightarrow 12 \rightarrow 6 \rightarrow 3 \rightarrow 1 \rightarrow \\
2 \rightarrow 5 \rightarrow 11 \rightarrow 5 \rightarrow 10 \rightarrow 5 \rightarrow 2 \rightarrow 4 \rightarrow 9 \rightarrow 4 \rightarrow 8 \rightarrow 4 \rightarrow 2 \rightarrow 1 .
\end{gathered}
$$

Finally, at the root of the tree (node 1), we get that $1 \in\left\langle b_{8}, \ldots, b_{15}\right\rangle$ in the ring $\mathbf{A} /\langle 0\rangle=\mathbf{A}$. It is worth pointing out that, as can be seen above, another major difference between a "local-global tree" and the tree produced by our method is that the quotient ring changes at each new passage through the considered node. For example, in the first passage through 7, the ring was $\mathbf{A} /\left\langle a_{1}, a_{3}\right\rangle$, in the second passage it becomes $\mathbf{A} /\left\langle a_{1}, a_{3}, b_{15}\right\rangle$, and in the last one the ring is $\mathbf{A} /\left\langle a_{1}, a_{3}, b_{14}, b_{15}\right\rangle$.

We can sum up this new method as follows:
Elimination of Maximal Ideals by Backtracking 60. When rereading dynamically the original proof, follow systematically the branch $x_{i} \in \mathfrak{M}$ any time you find a disjunction " $x_{i} \in \mathfrak{M} \vee x_{i} \notin \mathfrak{M}$ " in the proof until getting $1=0$ in the quotient. That is, in the corresponding leaf of the tree, you get $1 \in\left\langle x_{1}, \ldots, x_{k}\right\rangle$ for some $x_{1}, \ldots, x_{k} \in \mathbf{A}$. This means that at the node $\left\langle x_{1}, \ldots, x_{k-1}\right\rangle \subseteq \mathfrak{M}$, you know a concrete $a \in \mathbf{A}$ such that $1-a x_{k} \in\left\langle x_{1}, \ldots, x_{k-1}\right\rangle$. So you can follow the proof.

If the proof given for a generic maximal ideal is sufficiently "uniform", you know a bound for the depth of the (infinite branching) tree. For example in Suslin's lemma, the depth is $\operatorname{deg}\left(v_{1}\right)$. So your "finite branching dynamical evaluation" is finite: you get an algorithm.

### 2.2.5 Suslin's Lemma for Rings Containing an Infinite Field

By the following theorem, we give an elimination process close to that given in [14, Proposition 4.72]. The proof given in [14] wasn't fully constructive as it made use of roots in algebraic closures.

Theorem 61. (Suslin's Lemma, Particular Case, New Formulation)
Let $\mathbf{A}$ be a commutative ring containing an infinite field $\mathbf{K}$ and let us fix a sequence $\left(y_{i}\right)_{i \in \mathbb{N}}$ of pairwise distinct elements in $\mathbf{K}$. Let $v_{1}, \ldots, v_{n} \in \mathbf{A}[X]$ such that $v_{1}$ is monic of degree $d$ and $n \geq 2$. Then

$$
1 \in\left\langle v_{1}, \ldots, v_{n}\right\rangle \Leftrightarrow 1 \in\left\langle\operatorname{Res}_{X}\left(v_{1}, v_{2}+y_{i} v_{3}+\cdots+y_{i}^{n-2} v_{n}\right), 0 \leq i \leq(n-2) d\right\rangle .
$$

Proof. The implication " $\Leftarrow$ " is straightforward.
$" \Rightarrow$ ". Let us denote by $w_{i}=v_{2}+y_{i} v_{3}+\cdots+y_{i}^{n-2} v_{n}$ and $r_{i}=\operatorname{Res}_{X}\left(v_{1}, w_{i}\right)$ for $0 \leq$ $i \leq s=(n-2) d$.
A Nonconstructive Proof. To prove that $\left\langle r_{0}, \ldots, r_{s}\right\rangle=\mathbf{A}$ it suffices to prove that for each maximal ideal $\mathfrak{M}$ of $\mathbf{A}$, there exists $0 \leq i \leq s$ such that $r_{i} \notin \mathfrak{M}$. For this, let $\mathfrak{M}$ be a maximal ideal of $\mathbf{A}$ and by way of contradiction suppose that $\overline{r_{0}}, \ldots, \overline{r_{s}}=0$ in the
residue field $\mathbf{K}:=\mathbf{A} / \mathfrak{M}$. It is worth pointing out that $\overline{\operatorname{Res}_{X}\left(v_{1}, w_{i}\right)}=\operatorname{Res}_{X}\left(\overline{v_{1}}, \overline{w_{i}}\right)$ since $v_{1}$ is monic.
This means that for each $i$ there exists $\xi_{i} \in \overline{\mathbf{K}}$ such that $\overline{v_{1}}\left(\xi_{i}\right)=\overline{w_{i}}\left(\xi_{i}\right)=\overline{0}$. But since $\operatorname{deg}_{X} v_{1}=d, \overline{v_{1}}$ has at most $d$ distinct roots and hence there exists at least one root among the $\xi_{i}$ repeated $n-1$ times. We can suppose that $\xi_{1}=\xi_{2}=\cdots=\xi_{n-1}:=\xi$. Thus, we have:

$$
\left(\begin{array}{cccc}
1 & y_{1} & \ldots & y_{1}^{n-2} \\
1 & y_{2} & \ldots & y_{2}^{n-2} \\
\vdots & \vdots & \vdots & \vdots \\
1 & y_{n-1} & \ldots & y_{n-1}^{n-2}
\end{array}\right)\left(\begin{array}{c}
v_{2}(\xi) \\
v_{3}(\xi) \\
\vdots \\
v_{n}(\xi)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

Since the matrix above is a Vandermonde matrix, its determinant is equal to

$$
\prod_{1 \leq i<j \leq n-1}\left(y_{j}-y_{i}\right),
$$

which is invertible in $\mathbf{A}$. Thus, $\bar{\nu}_{1}(\xi)=\bar{v}_{2}(\xi)=\cdots=\bar{v}_{n}(\xi)=0$, in contradiction with the fact that $1 \in\left\langle v_{1}, \ldots, v_{n}\right\rangle$.
A Constructive Proof. Let us denote by $\ell:=d+1$.
Let $Z_{0}=\cdots=Z_{n-3}=z_{0}$,

$$
\begin{aligned}
& Z_{n-2}=\cdots=Z_{2 n-5}=z_{1}, \\
& \vdots \\
& Z_{(n-2) k}=\cdots=Z_{(n-2)(k+1)-1}=z_{k}, \\
& \vdots \\
& Z_{(n-2)(d-1)}=\cdots=Z_{(n-2) d-1}=z_{d-1}, \\
& Z_{(n-2) d}=z_{d},
\end{aligned}
$$

be an enumeration of $\ell$ indeterminates over $\mathbf{A}$ with $n-2$ repetitions except the last one which is repeated once. Let us denote by

$$
I=\left\langle v_{1}\left(Z_{i}\right), w_{i}\left(Z_{i}\right) \mid 0 \leq i \leq s\right\rangle, \quad \mathbf{A}_{\ell}=\mathbf{A}\left[Z_{0}, \ldots, Z_{s}\right] / I .
$$

First we prove that $1=0$ in $\mathbf{A}_{\ell}$.
Letting $0 \leq i_{1}<\cdots<i_{n-1} \leq s$, we have:

$$
\left(\begin{array}{cccc}
1 & y_{i_{1}} & \ldots & y_{i_{1}}^{n-2} \\
1 & y_{i_{2}} & \ldots & y_{i_{2}}^{n-2} \\
\vdots & \vdots & \vdots & \vdots \\
1 & y_{i_{n-1}} & \ldots & y_{i_{n-1}}^{n-2}
\end{array}\right)\left(\begin{array}{c}
v_{2} \\
v_{3} \\
\vdots \\
v_{n}
\end{array}\right)=\left(\begin{array}{c}
w_{i_{1}} \\
w_{i_{2}} \\
\vdots \\
w_{i_{n-1}}
\end{array}\right) .
$$

As the matrix above is a Vandermonde matrix, its determinant is equal to

$$
\prod_{1 \leq \lll<n-1}\left(y_{k}-y_{i t}\right),
$$

which is invertible in $\mathbf{A}$. Thus, $v_{2}, \ldots, v_{n} \in\left\langle w_{i_{1}}, \ldots, w_{i_{n-1}}\right\rangle$ and a fortiori

$$
\begin{aligned}
v_{2}\left(Z_{i_{1}}\right), \ldots, v_{n}\left(Z_{i_{1}}\right) & \in I+\left\langle w_{i_{2}}\left(Z_{i_{1}}\right), \ldots, w_{i_{n-1}}\left(Z_{i_{1}}\right)\right\rangle \\
& \subseteq I+\left\langle Z_{i_{1}}-Z_{i_{2}}, \ldots, Z_{i_{1}}-Z_{i_{n-1}}\right\rangle,
\end{aligned}
$$

and hence, using the fact that $1 \in\left\langle v_{1}, \ldots, v_{n}\right\rangle$, we obtain that

$$
1 \in I+\left\langle Z_{i_{1}}-Z_{i_{2}}, \ldots, Z_{i_{1}}-Z_{i_{n-1}}\right\rangle
$$

Thus, for $0 \leq i<j \leq d$,

$$
\begin{aligned}
& 1 \in I+\left\langle Z_{(n-2) i}-Z_{(n-2) i+1}, \ldots, Z_{(n-2) i}-Z_{(n-2)(i+1)-1}, Z_{(n-2) i}-Z_{(n-2) j}\right\rangle \\
& \quad=I+\left\langle z_{i}-z_{j}\right\rangle,
\end{aligned}
$$

that is, $z_{i}-z_{j}$ is invertible in $\mathbf{A}_{\ell}$.
On the other hand, by clearing the denominators in the Lagrange interpolation formula, we obtain

$$
v_{1}(X)\left(\prod_{i \neq j}\left(z_{i}-z_{j}\right)\right) \in\left\langle v_{1}\left(z_{1}\right), \ldots, v_{1}\left(z_{\ell}\right)\right\rangle \subseteq \mathbf{A}\left[z_{1}, \ldots, z_{\ell}\right][X]
$$

(here we need the hypothesis $\ell=\operatorname{deg} v_{1}+1$ ).
In $\mathbf{A}_{\ell}, \prod_{i \neq j}\left(z_{i}-z_{j}\right)$ is invertible, $v_{1}\left(z_{1}\right)=\cdots=v_{1}\left(z_{\ell}\right)=0$, thus $v_{1}(X)=0$ in $\mathbf{A}_{\ell}[X]$.
Since $v_{1}$ is monic, we obtain $1=0$ in $\mathbf{A}_{\ell}$, that is $1 \in I$.
For $0 \leq k \leq s$, denote $I_{k}=\left\langle v_{1}\left(Z_{i}\right), w_{i}\left(Z_{i}\right) \mid 0 \leq i \leq k\right\rangle, J_{k}=I_{k}+\left\langle r_{i} \mid k<i \leq s\right\rangle$ and $\mathbf{A}_{k}=\mathbf{A}\left[Z_{1}, \ldots, Z_{k}\right] / I_{k}$. Note that $I_{s}=I$, so $1 \in I_{s}=J_{s}$. Using Proposition 56, we get by induction on $k$ from $s$ to 0 that $1 \in J_{k}$ : in order to go from $k+1$ to $k$ consider the ring $\mathbf{B}_{k}=\mathbf{A}\left[Z_{1}, \ldots, Z_{k}\right] /\left\langle r_{k+2}, \ldots, r_{s}\right\rangle$ and apply Proposition 56 with $X=Z_{k+1}$, $a=v_{1}\left(Z_{k+1}\right), b=w_{k+1}\left(Z_{k+1}\right)$. So $1 \in J_{0}=\left\langle r_{s}, \ldots, r_{0}\right\rangle$.

Remark 62. Of course, in Theorem 61, it would suffice to suppose that $\mathbf{A}$ contains $(n-2) d+1$ elements $y_{0}, \ldots, y_{(n-2) d}$ such that $y_{i}-y_{j} \in \mathbf{A}^{\times}$for all $i \neq j$.

Example 63. Let $f_{1}, \ldots, f_{n} \in \mathbb{Q}[X](n \geq 2)$ and suppose that $\operatorname{deg} f_{1}=\min \left\{\operatorname{deg} f_{i}\right\}=$ $d$. Then
$1 \in\left\langle f_{1}, \ldots, f_{n}\right\rangle \Leftrightarrow \exists 0 \leq i \leq(n-2) d \mid \operatorname{Res}_{X}\left(f_{1}, f_{2}+i f_{3}+\cdots+i^{n-2} f_{n}\right) \neq 0$.
For example, taking $f_{1}=X^{5}-X^{4}+3 X^{2}-3, f_{2}=2 X^{3}+3 X^{2}-X-4, f_{3}=3 X^{5}+$ $2 X^{4}-X^{3}-X^{2}-3(n=3, d=3)$,

$$
\left\{\begin{array}{l}
\operatorname{Res}_{X}\left(f_{2}, f_{1}\right)=0 \\
\operatorname{Res}_{X}\left(f_{2}, f_{1}+f_{3}\right)=0 \\
\operatorname{Res}_{X}\left(f_{2}, f_{1}+2 f_{3}\right)=0 \\
\operatorname{Res}_{X}\left(f_{2}, f_{1}+3 f_{3}\right)=0
\end{array} \Rightarrow 1 \notin\left\langle f_{1}, f_{2}, f_{3}\right\rangle\right.
$$

### 2.2.6 Suslin's Algorithm

For any ring $\mathbf{B}$, when we say that a matrix $N \in \mathrm{M}_{n}(\mathbf{B})(n \geq 3)$ is in $\mathrm{SL}_{2}(\mathbf{B})$, we mean that it is of the form

$$
\left(\begin{array}{cccc}
N^{\prime} & 0 & \ldots & 0 \\
0 & 1 & & \\
\vdots & & \ddots & \\
0 & & & 1
\end{array}\right)
$$

with $N^{\prime} \in \mathrm{SL}_{2}(\mathbf{B})$.
Lemma 64. (Translation by the Resultant, [165, Lemma 2.1])
Let $\mathbf{R}$ be a ring, $f_{1}, f_{2} \in \mathbf{R}[X], b, d \in \mathbf{R}$, and $r=\operatorname{Res}\left(f_{1}, f_{2}\right) \in \mathbf{R}$. Then there exists $B \in \mathrm{SL}_{2}(\mathbf{R}[X])$ such that

$$
B\binom{f_{1}(b)}{f_{2}(b)}=\binom{f_{1}(b+r d)}{f_{2}(b+r d)}
$$

Proof. Take $g_{1}, g_{2} \in \mathbf{R}[X]$ such that $f_{1} g_{1}+f_{2} g_{2}=r$, denote by $s_{1}, s_{2}, t_{1}, t_{2}$ the polynomials in $\mathbf{R}[X, Y, Z]$ such that

$$
\begin{aligned}
& f_{1}(X+Y Z)=f_{1}(X)+Y s_{1}(X, Y, Z), \\
& f_{2}(X+Y Z)=f_{2}(X)+Y s_{2}(X, Y, Z), \\
& g_{1}(X+Y Z)=g_{1}(X)+Y t_{1}(X, Y, Z), \\
& g_{2}(X+Y Z)=g_{2}(X)+Y t_{2}(X, Y, Z),
\end{aligned}
$$

and set

$$
\begin{aligned}
& B_{1,1}=1+s_{1}(b, r, d) g_{1}(b)+t_{2}(b, r, d) f_{2}(b), \\
& B_{1,2}=s_{1}(b, r, d) g_{2}(b)-t_{2}(b, r, d) f_{1}(b), \\
& B_{2,1}=s_{2}(b, r, d) g_{1}(b)-t_{1}(b, r, d) f_{2}(b), \\
& B_{2,2}=1+s_{2}(b, r, d) g_{2}(b)+t_{1}(b, r, d) f_{1}(b) .
\end{aligned}
$$

Then, one can take $B=\left(\begin{array}{ll}B_{1,1} & B_{1,2} \\ B_{2,1} & B_{2,2}\end{array}\right)$.
Algorithm 65. (An algorithm for eliminating variables from unimodular polynomial vectors with coefficients in a ring $\mathbf{A}$ containing infinitely many elements $y_{0}, y_{1}, y_{2}, \ldots$ such that $y_{j}-y_{i} \in \mathbf{A}^{\times}$for $\left.i \neq j\right)$
Input: A column $\mathscr{V}=\mathscr{V}(X)={ }^{\mathrm{t}}\left(v_{1}(X), \ldots, v_{n}(X)\right) \in \operatorname{Um}_{n}(\mathbf{A}[X])$ such that $v_{1}$ is monic.
Output: A matrix $\mathscr{B} \in \operatorname{SL}_{n}(\mathbf{A}[X])$ such that $\mathscr{B} \mathscr{V}=\mathscr{V}(0)$.
Step 1: For $0 \leq i \leq s=(n-2) d$, where $d=\operatorname{deg}_{X} v_{1}$, set $w_{i}=v_{2}+y_{i} v_{3}+\cdots+$ $y_{i}^{n-2} v_{n}$, compute $r_{i}:=\operatorname{Res}_{X}\left(v_{1}, w_{i}\right)$ and find $\alpha_{0}, \ldots, \alpha_{s} \in \mathbf{A}$ such that $\alpha_{0} r_{0}+\cdots+$ $\alpha_{s} r_{s}=1$ (here we use Theorem 61).
For $0 \leq i \leq s$, compute $f_{i}, g_{i} \in \mathbf{A}[X]$ such that $f_{i} v_{1}+g_{i} w_{i}=r_{i}$ (use Proposition 52).

## Step 2: Set

$b_{s+1}:=0$,
$b_{s}:=\alpha_{s} r_{s} X$,
$b_{s-1}:=b_{s}+\alpha_{s-1} r_{s-1} X$,
$\vdots$
$b_{0}:=b_{1}+\alpha_{0} r_{0} X=X$ (this follows from the fact that $X=\sum_{i=0}^{s} \alpha_{i} r_{i} X$ ).
Step 3: For $1 \leq i \leq s+1$, find $\mathscr{B}_{i} \in \operatorname{SL}_{n}(\mathbf{A}[X])$ such that $\mathscr{B}_{i} \mathscr{V}\left(b_{i-1}\right)=\mathscr{V}\left(b_{i}\right)$.
In more details, let $\gamma_{i}$ be the matrix corresponding to the elementary operation $L_{2} \rightarrow$ $L_{2}+\sum_{j=3}^{n} y_{i}^{j-2} L_{j}$, that is,

$$
\gamma_{i}:=E_{2, n}\left(y_{i}^{n-2}\right) \cdots E_{2,3}\left(y_{i}\right)
$$

For $3 \leq j \leq n$, set $F_{i, j}:=\frac{v_{j}\left(b_{i-1}\right)-v_{j}\left(b_{i}\right)}{b_{i-1}-b_{i}}=\frac{v_{j}\left(b_{i-1}\right)-v_{j}\left(b_{i}\right)}{\alpha_{i} r_{i} X} \in \mathbf{A}[X]$, so that one obtains

$$
\begin{aligned}
v_{j}\left(b_{i-1}\right)-v_{j}\left(b_{i}\right)= & \alpha_{i} r_{i} X F_{i, j}=\alpha_{i} X F_{i, j} f_{i}\left(b_{i-1}\right) v_{1}\left(b_{i-1}\right) \\
& +\alpha_{i} X F_{i, j} g_{i}\left(b_{i-1}\right) w_{i}\left(b_{i-1}\right) \\
= & \sigma_{i, j} v_{1}\left(b_{i-1}\right)+\tau_{i, j} w_{i}\left(b_{i-1}\right),
\end{aligned}
$$

with

$$
\sigma_{i, j}:=\alpha_{i} X F_{i, j} f_{i}\left(b_{i-1}\right), \tau_{i, j}:=\alpha_{i} X F_{i, j} g_{i}\left(b_{i-1}\right) \in \mathbf{A}[X] .
$$

Let $\Gamma_{i} \in \mathrm{E}_{n}(\mathbf{A}[X])$ be the matrix corresponding to the elementary operations:
$L_{j} \rightarrow L_{j}-\sigma_{i, j} L_{1}-\tau_{i, j} L_{2}, 3 \leq j \leq n$, that is

$$
\Gamma_{i}:=\prod_{j=3}^{n} E_{j, 1}\left(-\sigma_{i, j}\right) E_{j, 2}\left(-\tau_{i, j}\right) .
$$

Set

$$
B_{i, 2}:=\Gamma_{i} \gamma_{i} \in \mathrm{E}_{n}(\mathbf{A}[X]),
$$

so that we have

$$
B_{i, 2} \mathscr{V}\left(b_{i-1}\right)=\left(\begin{array}{c}
v_{1}\left(b_{i-1}\right) \\
w_{i}\left(b_{i-1}\right) \\
v_{3}\left(b_{i}\right) \\
\vdots \\
v_{n}\left(b_{i}\right)
\end{array}\right) .
$$

Following Lemma 64, set

$$
\begin{aligned}
& s_{i, 1}(X, Y, Z):=\frac{v_{1}(X+Y Z)-v_{1}(X)}{Y} \in \mathbf{A}[X, Y, Z], \\
& s_{i, 2}(X, Y, Z):=\frac{w_{i}(X+Y Z)-w_{i}(X)}{Y} \in \mathbf{A}[X, Y, Z], \\
& t_{i, 1}(X, Y, Z):=\frac{f_{i}(X+Y Z)-f_{i}(X)}{Y} \in \mathbf{A}[X, Y, Z], \\
& t_{i, 2}(X, Y, Z):=\frac{g_{i}(X+Y Z)-g_{i}(X)}{Y} \in \mathbf{A}[X, Y, Z], \\
& C_{i, 1,1}:=1+s_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) f_{i}\left(b_{i-1}\right)+t_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) w_{i}\left(b_{i-1}\right) \in \mathbf{A}[X], \\
& C_{i, 1,2}=s_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) g_{i}\left(b_{i-1}\right)-t_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) v_{1}\left(b_{i-1}\right) \in \mathbf{A}[X], \\
& C_{i, 2,1}=s_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) f_{i}\left(b_{i-1}\right)-t_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) w_{i}\left(b_{i-1}\right) \in \mathbf{A}[X], \\
& C_{i, 2,2}=1+s_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) g_{i}\left(b_{i-1}\right)+t_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) v_{1}\left(b_{i-1}\right) \in \mathbf{A}[X],
\end{aligned}
$$

$$
C_{i}:=\left(\begin{array}{ll}
C_{i, 1,1} & C_{i, 1,2} \\
C_{i, 2,1} & C_{i, 2,2}
\end{array}\right) \in \mathrm{SL}_{2}(\mathbf{A}[X])
$$

Note that

$$
C_{i}\binom{v_{1}\left(b_{i-1}\right)}{w_{i}\left(b_{i-1}\right)}=\binom{v_{1}\left(b_{i}\right)}{w_{i}\left(b_{i}\right)} .
$$

Set

$$
B_{i, 1}:=\gamma_{i}^{-1}\left(\begin{array}{lr}
C_{i} & 0 \\
0 & I_{n-2}
\end{array}\right)
$$

with

$$
\gamma_{i}^{-1}=E_{2,3}\left(-y_{i}\right) \cdots E_{2, n}\left(-y_{i}^{n-2}\right) .
$$

Set

$$
\mathscr{B}_{i}:=B_{i, 1} B_{i, 2} \in \operatorname{SL}_{n}(\mathbf{A}[X]),
$$

so that $\mathscr{B}_{i} \mathscr{V}\left(b_{i-1}\right)=\mathscr{V}\left(b_{i}\right)$.
Step 4: $\mathscr{B}:=\mathscr{B}_{s+1} \cdots \mathscr{B}_{1}$.
Example 66. Let $V=\left(\begin{array}{c}x+y^{2}-1 \\ -x+y^{2}-2 x y \\ x-y^{3}+2\end{array}\right) \in \operatorname{Um}_{3}(\mathbb{Q}[x, y])$.
Algorithm 65 has been implemented using the Computer Algebra System MAPLE. The code of our algorithm (UnimodElimination) gives a matrix $B \in \operatorname{SL}_{3}(\mathbb{Q}[x, y])$ eliminating one variable. In this example, $B V=V(0, y)$.

$$
\begin{array}{|l}
\hline>V:=\text { matrix }\left(\left[\left[x+y^{2}-1\right],\left[-x+y^{2}-2 * x * y\right],\left[x-y^{3}+2\right]\right]\right) ; \\
>B:=\text { UnimodElimination }(V, x) ; \\
B:=\text { matrix }\left(\left[\left[1+27 / 151 * x-56 / 151 * x * y-24 / 151 * x * y^{2}-8 / 151 * y^{3} *\right.\right.\right. \\
x,-35 / 151 * x-4 / 151 * x * y^{2}-14 / 151 * x * y,-62 / 151 * x-8 / 151 * x * y^{2}- \\
28 / 151 * x * y],\left[2 / 151 * x * y+56 / 151 * y^{3} * x+16 / 151 * y^{4} * x+136 / 151 * x *\right. \\
y^{2}-27 / 151 * x, 1+84 / 151 * x * y+8 / 151 * y^{3} * x+32 / 151 * x * y^{2}+35 / 151 * \\
\left.x, 152 / 151 * x * y+16 / 151 * y^{3} * x+64 / 151 * x * y^{2}+62 / 151 * x\right],[-56 / 151 * \\
x * y-8 / 151 * y^{3} * x-24 / 151 * x * y^{2}+27 / 151 * x,-35 / 151 * x-4 / 151 * x * \\
\left.\left.\left.y^{2}-14 / 151 * x * y, 1-62 / 151 * x-8 / 151 * x * y^{2}-28 / 151 * x * y\right]\right]\right) \\
>V V:=\operatorname{expandvector}(\text { multiply }(B, V)) ; \\
V V:=\text { matrix }\left(\left[\left[-1+y^{2}\right],\left[y^{2}\right],\left[2-y^{3}\right]\right]\right) \\
\hline
\end{array}
$$

One can read that

$$
V=\left(\begin{array}{c}
x+y^{2}-1 \\
-x+y^{2}-2 x y \\
x-y^{3}+2
\end{array}\right),
$$

$151 B=$
$\left(\begin{array}{ccc}151+27 x-56 x y-24 x y^{2}-8 y^{3} x & -35 x-4 x y^{2}-14 x y & -62 x-8 x y^{2}-28 x y \\ 2 x y+56 y^{3} x+16 y^{4} x+136 x y^{2}-27 x & 151+84 x y+8 y^{3} x+32 x y^{2}+35 x & 152 x y+16 y^{3} x+64 x y^{2}+62 x \\ -56 x y-8 y^{3} x-24 x y^{2}+27 x & -35 x-4 x y^{2}-14 x y & 151-62 x-8 x y^{2}-28 x y\end{array}\right)$,
$B V=V(0, y)=\left(\begin{array}{c}y^{2}-1 \\ y^{2} \\ -y^{3}+2\end{array}\right)$.

Let us fix an infinite sequence of pairwise distinct elements $\left(y_{i}\right)$ in $\mathbf{K}$ and use the notation $\underline{X}=\left(X_{1}, \ldots, X_{k}\right)$.

Algorithm 67. (An algorithm for the Quillen-Suslin theorem: case of $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, where $\mathbf{K}$ is an infinite field
Input: One column $\mathscr{V}=\mathscr{V}(\underline{X})={ }^{\mathrm{t}}\left(v_{1}(\underline{X}), \ldots, v_{n}(\underline{X})\right) \in \operatorname{Um}_{n}(\mathbf{K}[\underline{X}])$ such $\max _{1 \leq i \leq n}$ $\left\{\operatorname{deg} v_{i}\right\}=d$ (here by degree we mean total degree), where $d \geq 2$.
Output: A matrix $G$ in $\mathrm{SL}_{n}(\mathbf{K}[\underline{X}])$ such that $G^{\mathscr{V}}={ }^{\mathrm{t}}(1,0, \ldots, 0)$.
For $j$ from $k$ to 1 perform steps 1 and 2 :
Step 1: Make a linear change of variables so that $v_{1}$ becomes monic at $X_{j}$.
Step 2: Perform Algorithm 65 with $\mathbf{A}=\mathbf{K}\left[X_{1}, \ldots, X_{j-1}\right]$ and $X=X_{j}$. Output the new $\mathscr{V}$.

Example 68. (Example 66 Continued)

$$
\text { Let } V=\left(\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right)=\left(\begin{array}{c}
x+y^{2}-1 \\
-x+y^{2}-2 x y \\
x-y^{3}+2
\end{array}\right) \in \operatorname{Um}_{3}(\mathbb{Q}[x, y]) \text {. }
$$

Recall that the syzygy module of $\left(v_{1}, v_{2}, v_{3}\right)$ is

$$
\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right):=\left\{{ }^{\mathrm{t}}\left(w_{1}, w_{2}, w_{3}\right) \in \mathbb{Q}[x, y]^{3} \text { such that } w_{1} v_{1}+w_{2} v_{2}+w_{3} v_{3}=0\right\} .
$$

Recall also that since ${ }^{\mathrm{t}}\left(v_{1}, v_{2}, v_{3}\right) \in \operatorname{Um}_{3}(\mathbb{Q}[x, y]), \operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)$ is a projective $\mathbb{Q}[x, y]$-module which is free of rank 2 by the Quillen-Suslin Theorem 50. A generating set for $\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)$ can be obtained using Gröbner bases techniques (see for example [43, 73]). For this, let us open a SINGULAR Session (for more details see [73]):

```
\(>\operatorname{ring} B=0,(x, y), d p ;\)
\(>\) idealI \(=x+y 2-1,-x+y 2-2 x y, x-y 3+2\);
\(>\) moduleN \(=\operatorname{syz}(I)\);
\(>N\);
\(N[1]=2 y 3 * \operatorname{gen}(1)+2 x y * \operatorname{gen}(1)+2 y 2 * \operatorname{gen}(3)+y 2 * \operatorname{gen}(2)-y 2 * \operatorname{gen}(1)+\)
\(2 x * \operatorname{gen}(3)+x * \operatorname{gen}(2)-x * \operatorname{gen}(1)-2 * \operatorname{gen}(3)-\operatorname{gen}(2)-4 * \operatorname{gen}(1)\)
\(N[2]=4 x y 2 * \operatorname{gen}(1)-14 y 3 * \operatorname{gen}(1)+4 x y * \operatorname{gen}(3)+2 x y * \operatorname{gen}(2)-12 x y *\)
\(\operatorname{gen}(1)-14 y 2 * \operatorname{gen}(3)-7 y 2 * \operatorname{gen}(2)+7 y 2 * \operatorname{gen}(1)-10 x * \operatorname{gen}(3)-5 x * \operatorname{gen}(2)+\)
\(5 x * \operatorname{gen}(1)-2 y * \operatorname{gen}(2)+12 * \operatorname{gen}(3)+11 * \operatorname{gen}(2)+24 * \operatorname{gen}(1)\)
\(N[3]=8 x 2 y * \operatorname{gen}(1)-98 y 3 * \operatorname{gen}(1)+8 x 2 * \operatorname{gen}(3)+4 x 2 * \operatorname{gen}(2)-4 x 2 *\)
\(\operatorname{gen}(1)-98 x y * \operatorname{gen}(1)-98 y 2 * \operatorname{gen}(3)-49 y 2 * \operatorname{gen}(2)+53 y 2 * \operatorname{gen}(1)-98 x *\)
\(\operatorname{gen}(3)-53 x * \operatorname{gen}(2)+25 x * \operatorname{gen}(1)+4 y * \operatorname{gen}(3)-12 y * \operatorname{gen}(2)+8 y * \operatorname{gen}(1)+\)
\(94 * \operatorname{gen}(3)+61 * \operatorname{gen}(2)+188 * \operatorname{gen}(1)\)
```

One can read that $\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)=\left\langle\mathfrak{u}_{1}, \mathfrak{u}_{2}, \mathfrak{u}_{3}\right\rangle$ with

$$
\mathfrak{u}_{1}={ }^{\mathrm{t}}\left(2 y^{3}+2 x y-y^{2}-x-4, y^{2}+x-1,2 y^{2}+2 x-2\right),
$$

$$
\begin{aligned}
\mathfrak{u}_{2}= & \left(4 x y^{2}-14 y^{3}-12 x y+7 y^{2}+5 x+24,2 x y-7 y^{2}-5 x-2 y+11,\right. \\
& \left.4 x y-14 y^{2}-10 x+12\right), \\
\mathfrak{u}_{3}= & { }^{\mathrm{t}}\left(8 x^{2} y-98 y^{3}-4 x^{2}-98 x y+53 y^{3}+25 x+8 y+188,\right. \\
& \left.4 x^{2}-49 y^{2}-53 x-12 y+61,8 x^{2}-98 y^{2}+4 y+94\right) .
\end{aligned}
$$

But this is not a minimal set of generators for $\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)$ !
In order to obtain such a minimal generating set one has to compute a free basis for $\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)$. We have implemented Algorithm 67 using the Computer Algebra System MAPLE. It computes a matrix $G \in \mathrm{SL}_{3}(\mathbb{Q}[x, y])$ such that $G V={ }^{\mathrm{t}}(1,0,0)$.

$$
\begin{aligned}
& G:=\text { matrix }\left(\left[\left[-1+60 / 151 * x * y^{3}+540 / 151 * x * y^{2}+62 / 151 * x * y-108 / 151 *\right.\right.\right. \\
& x+2 * y^{2}-128 / 151 * x * y^{5}-272 / 151 * x * y^{4}-32 / 151 * x * y^{6},-40 / 151 * x * \\
& y^{2}+266 / 151 * x * y+140 / 151 * x-72 / 151 * x * y^{4}-172 / 151 * x * y^{3}+3-2 * \\
& y^{2}-16 / 151 * x * y^{5}, 248 / 151 * x-48 / 151 * x * y^{2}+484 / 151 * x * y-144 / 151 * \\
& \left.x * y^{4}-312 / 151 * x * y^{3}-32 / 151 * x * y^{5}\right],\left[-y^{2}+64 / 151 * x * y^{5}+144 / 151 * x *\right. \\
& y^{4}+2 / 151 * x * y^{3}-190 / 151 * x * y^{2}+27 / 151 * x-2 / 151 * x * y+16 / 151 * x * \\
& y^{6}, 36 / 151 * x * y^{4}+90 / 151 * x * y^{3}+38 / 151 * x * y^{2}-1-35 / 151 * x-84 / 151 * \\
& x * y+y^{2}+8 / 151 * x * y^{5}, 60 / 151 * x * y^{2}+72 / 151 * x * y^{4}+164 / 151 * x * y^{3}- \\
& \left.152 / 151 * x * y-62 / 151 * x+16 / 151 * x * y^{5}\right],\left[2-190 / 151 * x * y^{3}-344 / 151 *\right. \\
& x * y^{2}-172 / 151 * x * y+135 / 151 * x-y^{3}+64 / 151 * x * y^{6}+160 / 151 * x * y^{5}+ \\
& 26 / 151 * x * y^{4}+16 / 151 * x * y^{7},-76 / 151 * x * y^{2}-210 / 151 * x * y-175 / 151 * \\
& x+36 / 151 * x * y^{5}+98 / 151 * x * y^{4}+54 / 151 * x * y^{3}-2+y^{3}+8 / 151 * x * \\
& y^{6},-310 / 151 * x-152 / 151 * x * y^{2}-388 / 151 * x * y+92 / 151 * x * y^{3}+72 / 151 * \\
& \left.\left.\left.x * y^{5}+180 / 151 * x * y^{4}+16 / 151 * x * y^{6}+1\right]\right]\right)
\end{aligned}
$$

One can read $G=\left(\begin{array}{cc} \\ & \\ { }^{\mathrm{t}} \varepsilon_{0} \\ { }^{\mathrm{t}} \varepsilon_{1} \\ { }^{\mathrm{t}} \varepsilon_{2}\end{array}\right)$, where

$$
\begin{aligned}
& \varepsilon_{0}= \\
& \frac{1}{151}\left(\begin{array}{c}
-151+60 x y^{3}+540 x y^{2}+62 x y-108 x+302 y^{2}-128 x y^{5}-272 x y^{4}-32 x y^{6} \\
-40 x y^{2}+266 x y+140 x-72 x y^{4}-172 x y^{3}+453-302 y^{2}-16 x y^{5} \\
248 x-48 x y^{2}+484 x y-144 x y^{4}-312 x y^{3}-32 x y^{5}
\end{array}\right), \\
& \varepsilon_{1}= \\
& \frac{1}{151}\left(\begin{array}{c}
-151 y^{2}+64 x y^{5}+144 x y^{4}+2 x y^{3}-190 x y^{2}+27 x-2 x y+16 x y^{6} \\
36 x y^{4}+90 x y^{3}+38 x y^{2}-151-35 x-84 x y+151 y^{2}+8 x y^{5} \\
60 x y^{2}+72 x y^{4}+164 x y^{3}-152 x y-62 x+16 x y^{5}
\end{array}\right), \text { and } \\
& \varepsilon_{2}= \\
& \frac{1}{151}\left(\begin{array}{c}
302-190 x y^{3}-344 x y^{2}-172 x y+135 x-151 y^{3}+64 x y^{6}+160 x y^{5}+26 x y^{4}+16 x y^{7} \\
-76 x y^{2}-210 x y-175 x+36 x y^{5}+98 x y^{4}+54 x y^{3}-302+151 y^{3}+8 x y^{6} \\
-310 x-152 x y^{2}-388 x y+92 x y^{3}+72 x y^{5}+180 x y^{4}+16 x y^{6}+151
\end{array}\right) .
\end{aligned}
$$

$\operatorname{So},\left(\varepsilon_{1}, \varepsilon_{2}\right)$ is a free basis for $\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)$. A minimal parametrization of the set $\mathscr{E}$ of all inverses of $V$ is

$$
\mathscr{E}:=\left\{U=\left(u_{1}, u_{2}, u_{3}\right) \in \mathbb{Q}[x, y]^{1 \times 3} \mid U V=1\right\}=\left\{\varepsilon_{0}+\alpha \varepsilon_{1}+\beta \varepsilon_{2}, \alpha, \beta \in \mathbb{Q}[x, y]\right\} .
$$

The following algorithm is due to Suslin [165]. We skip some details as they were already given in Algorithm 65.

Algorithm 69. (An algorithm for eliminating variables from unimodular polynomial vectors with coefficients in a ring, general case
Input: A column $\mathscr{V}=\mathscr{V}(X)={ }^{\mathrm{t}}\left(v_{1}(X), \ldots, v_{n}(X)\right) \in \operatorname{Um}_{n}(\mathbf{A}[X])$ such that $v_{1}$ is monic.
Output: A matrix $\mathscr{B} \in \operatorname{SL}_{n}(\mathbf{A}[X])$ such that $\mathscr{B} \mathscr{V}=\mathscr{V}(0)$.
Step 1: Find $\gamma_{0}, \ldots, \gamma_{s} \in \mathrm{E}_{n-1}(\mathbf{A}[X])$ such that, denoting $w_{i}=e_{1} \cdot \gamma_{i}{ }^{\mathrm{t}}\left(v_{2}, \ldots, v_{n}\right)$ and $r_{i}=\operatorname{Res}\left(v_{1}, w_{i}\right)$, we can find $\alpha_{0}, \ldots, \alpha_{s} \in \mathbf{A}$ such that $\alpha_{0} r_{0}+\cdots+\alpha_{s} r_{s}=1$ (here we use the algorithm given in the proof of Theorem 57).
For $0 \leq i \leq s$, compute $f_{i}, g_{i} \in \mathbf{A}[X]$ such that $f_{i} v_{1}+g_{i} w_{i}=r_{i}$ (use Proposition 52).
Step 2: Perform steps 2-4 of Algorithm 65 doing the necessary small changes.
Example 70. Take $\mathbf{A}=\mathbb{Z}$ and $V={ }^{\mathrm{t}}\left(x^{2}+2 x+2,3,2 x^{2}+11 x-3\right) \in \operatorname{Um}_{3}(\mathbb{Z}[x])$.
A generating set for $\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)$ can be obtained by computing a dynamical Gröbner basis for the ideal $\left\langle v_{1}, v_{2}, v_{3}\right\rangle$ (see Sect. 3.3.5). A dynamical computation gives

$$
\begin{aligned}
& \operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)=\left\langle\left(\begin{array}{c}
3 \\
-X^{2}-2 X-2 \\
0
\end{array}\right),\left(\begin{array}{c}
0 \\
-2 X^{2}-11 X+3 \\
3
\end{array}\right),\right. \\
& \left.\left(\begin{array}{c}
-2 X^{3}-11 X^{2}-18 X \\
7 X^{3}+14 X^{2}+14 X \\
X^{3}+2 X^{2}+2 X
\end{array}\right),\left(\begin{array}{c}
-21-6 X \\
14+21 X \\
3 X
\end{array}\right),\left(\begin{array}{c}
-4 X^{3}-36 X^{2}-71 X+21 \\
14 X^{3}+77 X^{2}-21 X \\
2 X^{3}+11 X^{2}-3 X+14
\end{array}\right)\right\rangle .
\end{aligned}
$$

But of course as mentioned above this is not a minimal generating set for Syz $\left(v_{1}, v_{2}, v_{3}\right)$ as it is a rank 2 free $\mathbb{Z}[x]$-module (by the Lequain-Simis-Vasconcelos Theorem, see Corollary 142). Following Algorithm 69 and doing the computations by hand (assisted by the computer algebra system MAPLE), we get a matrix $G \in \mathrm{SL}_{3}(\mathbb{Z}[x])$ such that

$$
G V=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)
$$

```
\(>V:=\operatorname{matrix}\left(3,1,\left[x^{2}+2 * x+2,3,2 * x^{2}+11 * x-3\right]\right)\);
\(>G:=\) matrix \(\left(\left[\left[2+29142 * x^{2}+340 * x+4788 * x^{3},-25686 * x^{2}-2394 * x^{3}-\right.\right.\right.\)
\(\left.272 * x-1,-6192 * x^{2}-2394 * x^{3}-44 * x\right],\left[-3-43713 * x^{2}-510 * x-7182 *\right.\)
\(\left.x^{3}, 38529 * x^{2}+3591 * x^{3}+408 * x+2,9288 * x^{2}+3591 * x^{3}+66 * x\right],[12+\)
\(204092 * x^{2}+2975 * x+33516 * x^{3},-179851 * x^{2}-16758 * x^{3}-2429 * x-\)
\(\left.\left.\left.7,-43393 * x^{2}-16758 * x^{3}-434 * x+1\right]\right]\right)\)
\(>\operatorname{det}(G)\);
1
\(>F:=\) expandvector \((\) multiply \((G, V))\);
\(F:=\) matrix \(([[1],[0],[0]])\)
```

Thus,

$$
\left(\left(\begin{array}{c}
-3-43713 x^{2}-510 x-7182 x^{3} \\
38529 x^{2}+3591 x^{3}+408 x+2 \\
9288 x^{2}+3591 x^{3}+66 x
\end{array}\right),\left(\begin{array}{c}
12+204092 x^{2}+2975 x+33516 x^{3} \\
-179851 x^{2}-16758 x^{3}-2429 x-7 \\
-43393 x^{2}-16758 x^{3}-434 x+1
\end{array}\right)\right)
$$

is a free basis for $\operatorname{Syz}\left(v_{1}, v_{2}, v_{3}\right)$.

```
\(>\) inverse \((G)\);
matrix \(\left(\left[\left[x^{2}+2 * x+2,5586 * x^{3}+14465 * x^{2}+146 * x+1,1197 * x^{3}+3096 * x^{2}+\right.\right.\right.\)
\(22 * x],[3,2,0],\left[2 * x^{2}+11 * x-3,11172 * x^{3}+68032 * x^{2}+999 * x+2,2394 * x^{3}+\right.\)
\(\left.\left.\left.14571 * x^{2}+170 * x+1\right]\right]\right)\)
```

The matrix $G^{-1}$ is a completion of $V$ into an invertible matrix as $V$ is the first column of $G^{-1}$.

### 2.2.7 Suslin's Solution to Serre's Problem

Theorem 71. (Unimodular Completion Theorem) Let $\mathbf{K}$ be a field, $\mathbf{R}=\mathbf{K}\left[X_{1}, \ldots, X_{r}\right]$ and consider a unimodular vector

$$
f={ }^{\mathrm{t}}\left(f_{1}\left(X_{1}, \ldots, X_{r}\right), \ldots, f_{n}\left(X_{1}, \ldots, X_{r}\right)\right),
$$

in $\mathbf{R}^{n \times 1}$. Then, there exists a matrix $H \in \mathrm{SL}_{n}(\mathbf{R})$ such that $H f={ }^{\mathrm{t}}(1,0, \ldots, 0)$. In other words, $f$ is the first column of a matrix in $\mathrm{SL}_{n}(\mathbf{R})$.

Proof. If $n=1$ or 2 , the result is straightforward. If $n>2$ and $r=1$, the result comes from the fact that $\mathbf{R}$ is a PID. It is explicitly given by a Smith reduction of the column matrix $f$. For $r \geq 2$, we make an induction on $r$. If the field $\mathbf{K}$ has enough elements (for example, if it is infinite), we can make a linear change of variables so that one of the $f_{i}$ becomes monic. Else, we make a change of variables "à la Nagata": $Y_{r}=X_{r}$, and for $1 \leq j<r, Y_{j}=X_{j}+X_{r}^{d^{j}}$, with a sufficiently large integer $d$. It suffices now to use Algorithm 69.

Theorem 72. (Suslin's Solution to Serre's Problem) Let $\mathbf{K}$ be a field, $\mathbf{R}=$ $\mathbf{K}\left[X_{1}, \ldots, X_{r}\right]$ and $M$ a finitely-generated projective $\mathbf{R}$-module. Then $M$ is free.

Proof. By virtue of Definition and Proposition 27, we know that $M$ is stably free, i.e., we have an isomorphism

$$
\varphi: \mathbf{R}^{k} \oplus M \longrightarrow \mathbf{R}^{\ell+k}
$$

for some integers $k$ and $\ell$. If $k=0$, there is nothing to prove. Suppose that $k>0$. The vector $f=\varphi\left(\left(e_{k, 1}, 0_{M}\right)\right)$ (where $e_{k, 1}$ is the first vector in the canonical basis of $\mathbf{R}^{k}$ ) is unimodular. To see this, just consider the linear form $\lambda$ over $\mathbf{R}^{\ell+k}$ mapping $y$
$\left(y \in \mathbf{R}^{\ell+k}\right)$ to the first coordinate of $\varphi^{-1}(y)$. We have $\lambda\left(y_{1}, \ldots, y_{k+\ell}\right)=u_{1} y_{1}+\cdots+$ $u_{k+\ell} y_{k+\ell}$ and $\lambda(f)=1$.
Consider $f$ as a column vector. Taking the composition of $\varphi$ with the isomorphism given in Theorem 71, we obtain an isomorphism $\psi$ mapping $\left(e_{k, 1}, 0_{M}\right)$ to $e_{k+\ell, 1}$. By passing modulo $\mathbf{A}\left(e_{k, 1}, 0_{M}\right)$ and modulo $\mathbf{A} e_{k+\ell, 1}$, we get an isomorphism

$$
\theta: \mathbf{R}^{k-1} \oplus M \longrightarrow \mathbf{R}^{\ell+k-1}
$$

### 2.2.8 A Simple Result About Coherent Rings

Let $\mathbf{A}$ be a ring with a test " $x=0$ ".
For a polynomial $g=\sum_{j} a_{j} X^{j} \in \mathbf{A}[X]$, we set $\operatorname{coeff}_{X}(f, k):=a_{k}$. Since the degree of $g$ is known, we denote by $\operatorname{LT}(g), \mathrm{LM}(g), \mathrm{LC}(g)$ respectively the leading term of $g$, its leading monomial and its leading coefficient.
We denote by $\mathbf{A}[X]_{k}$ the free submodule of rank $k+1$ of $\mathbf{A}[X]$ generated by $1, X, \ldots, X^{k}$. If $I$ is an ideal of $\mathbf{A}[X]$, we denote by $I_{k}$ the submodule $I \cap \mathbf{A}[X]_{k}$. If $\mathbf{A}$ is discrete, we denote by $\mathrm{LT}(I)$ the ideal $\langle\mathrm{LT}(f): f \in I\rangle$.
If the ring is not known to be discrete (i.e., with a test " $x=0$ "), for $f \in \mathbf{A}[X],\langle\mathbf{L T}(f)\rangle$ denotes the ideal generated by the terms $a_{k} X^{k}$ of $f$ for all $k$ s.t. $\operatorname{coeff}(f, \ell)=0$ for $\ell>k$. And, for a subset $E \subseteq \mathbf{A}[X], \mathrm{LT}(E)$ denotes the ideal $\sum_{f \in E}\langle\mathrm{LT}(f)\rangle$.

In this subsection we don't assume $\mathbf{A}$ to be a discrete ring.
Proposition 73. Let $I=\left\langle f, f_{1}, \ldots, f_{s}\right\rangle$ be a finitely-generated ideal of $\mathbf{A}[X]$, with $f$ monic of degree $n$. Then
(1) $I_{n-1}$ is a finitely-generated module,
(2) $I=\left\langle I_{n-1}\right\rangle+\langle f\rangle=I_{n-1} \oplus\langle f\rangle$,
(3) $\mathrm{LT}(I)=\mathrm{LT}\left(I_{n-1}\right)+\left\langle X^{n}\right\rangle$.

Proof. Let $\mathbf{B}=\mathbf{A}[X] /\langle f\rangle$ be the quotient algebra, which is a free A-module with basis $1, x, \ldots, x^{n-1}(x=\bar{X}$ is the class of $X$ modulo $f)$, let $\psi: \mathbf{B}^{s} \rightarrow \mathbf{B}$ be the generalized Sylvester map

$$
\left(\overline{g_{1}}, \ldots, \overline{g_{s}}\right) \mapsto \sum_{i=1}^{s} \overline{g_{i}} \overline{f_{i}} .
$$

Then clearly $I_{n-1} \mathbf{B}$ is generated by the image of $\psi$, which is the module generated by all the $x^{k} \overline{f_{i}}$ with $0 \leq k<n, 1 \leq i \leq s$.
In matrix form, we get the generalized Sylvester matrix associated to the polynomials $f, f_{1}, \ldots, f_{s}$ denoted by $\operatorname{Syl}_{X}\left(f, f_{1}, \ldots, f_{s}\right)$ which is the matrix with the following columns:

$$
\begin{gathered}
\operatorname{Rem}\left(f_{1}, f\right), \ldots, \operatorname{Rem}\left(f_{s}, f\right), \underset{\left(X^{n-1} f_{1}, f\right)}{ }, \\
\ldots, \operatorname{Rem}\left(X^{n-1} f_{s}, f\right)
\end{gathered}
$$

(where $\operatorname{Rem}(g, f)$ denotes the remainder of the division of $g$ by $f$ ) in the basis $\left(X^{n-1}, \ldots, X, 1\right)$. And $I_{n-1}$ is the module generated by the columns of $\operatorname{Syl}_{X}$ $\left(f, f_{1}, \ldots, f_{s}\right)$.

Example 74. If

$$
\begin{aligned}
& f(X)=X^{3}+3 X^{2}+4, f_{1}(X)=4 X^{2}+5 X+3 \\
& f_{2}(X)=-3 X^{2}+2 X+3, f_{3}(X)=2 X^{2}-X+7
\end{aligned}
$$

then

$$
\operatorname{Syl}_{X}\left(f, f_{1}, f_{2}, f_{3}\right)=\left(\begin{array}{rrrrrrrrr}
4 & -3 & 2 & -7 & 11 & -7 & 24 & -30 & 28 \\
5 & 2 & -1 & 3 & 3 & 7 & -16 & 12 & -8 \\
3 & 3 & 7 & -16 & 12 & -8 & 28 & -44 & 28
\end{array}\right) .
$$

Theorem 75. Let $\mathbf{A}$ be a coherent ring and $I=\left\langle f, f_{1}, \ldots, f_{s}\right\rangle$ a finitely-generated ideal of $\mathbf{A}[X]$, with $f$ monic. Then
(1) the elimination ideal $I_{0}=I \cap \mathbf{A}$,
(2) the elimination modules $I_{k}=I \cap \mathbf{A}[X]_{k}$, and
(3) the leading ideal LT(I)
are finitely-generated.
Proof. Let $\pi_{k}: \mathbf{A}[X]_{k} \rightarrow \mathbf{A}$ be the coordinate form $f \mapsto \operatorname{coeff}(f, k)$. We know that $I_{n-1}$ is a finitely-generated module. For $k \geq n$, the module $I_{k}=I_{n-1} \oplus f(\mathbf{A}+X \mathbf{A}+$ $\left.\ldots+X^{k-n} \mathbf{A}\right)$ is finitely-generated. For $k<n-1$, the module $I_{k}$ is finitely-generated because $I_{k}=I_{n-1} \cap \mathbf{A}[X]_{k}$, and these two modules are finitely-generated submodules of the module $\mathbf{A}[X]_{n-1}$, which is isomorphic to $\mathbf{A}^{n}$, hence coherent. So $I_{k}$ and $\pi_{k}\left(I_{k}\right)$ are finitely-generated $\mathbf{A}$-modules. Thus, the leading ideal

$$
\mathrm{LT}(I)=\pi_{0}\left(I_{0}\right)+\pi_{1}\left(I_{1}\right)\langle X\rangle+\cdots+\pi_{n-1}\left(I_{n-1}\right)\left\langle X^{n-1}\right\rangle+\left\langle X^{n}\right\rangle
$$

is finitely-generated.
Let us describe with more details a computation corresponding to the above proof. We assume that $\operatorname{deg}(f)=5$ and we want to know $I_{2}$ and the ideal generated by the terms of degree 2 for polynomials in $I_{2}$, that is $\pi_{2}\left(I_{2}\right) \cdot\left\langle X^{2}\right\rangle$, where $\pi_{2}: I_{2} \rightarrow \mathbf{A}$ is the coordinate form $f \mapsto \operatorname{coeff}(f, 2)$. Suppose further that the generalized Sylvester matrix has the following pattern

$$
\begin{gathered}
X^{4} \\
X^{3} \\
X^{2} \\
X \\
1
\end{gathered} \quad\left(\begin{array}{lllll}
c_{1} & c_{2} & c_{3} & c_{4} & \ldots \ldots \ldots \ldots \\
b_{1} & b_{2} & b_{3} & b_{4} & \ldots \ldots \ldots \ldots \\
a_{1} & a_{2} & a_{3} & a_{4} & \ldots \ldots \ldots \ldots \\
v_{1} & v_{2} & v_{3} & v_{4} & \ldots \ldots \ldots \ldots \\
u_{1} & u_{2} & u_{3} & u_{4} & \ldots \ldots \ldots \ldots
\end{array}\right)
$$

with $\ell$ columns. We have

$$
\pi_{2}\left(I_{2}\right)=\left\{\sum_{i=1}^{\ell} \alpha_{i} a_{i}\right\}
$$

for all $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ that are linear dependence relations for the family

$$
U=\left(\binom{c_{1}}{b_{1}}, \ldots,\binom{c_{\ell}}{b_{\ell}}\right) \in\left(\mathbf{A}^{2}\right)^{\ell} .
$$

Similarly

$$
I_{2}=\left\{\sum_{i=1}^{\ell} \alpha_{i}\left(u_{i}+v_{i} X+a_{i} X^{2}\right)\right\}
$$

for the same $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ 's.
Since $\mathbf{A}$ is a coherent ring, $\mathbf{A}^{2}$ is a coherent $\mathbf{A}$-module and the module of relations for $U$ is finitely-generated.

### 2.3 Constructive Definitions of Krull Dimension

This section is taken from the papers [34, 39, 42, 100].
The constructive theory of Krull dimension presented here was mainly developed by Lombardi. The first constructive definition of Krull dimension was given by Joyal and his student Español. It was essentially formulated in terms of Zariski lattice of the ring $[18,56,57,58,59,60,83,84]$ and was difficult to use. A more usable equivalent constructive definition of Krull dimension via singular sequences appeared independently in [100]. The notions of Krull boundary ideal and Krull boundary monoid appeared for the first time in [39].

### 2.3.1 Ideals and Filters

Let $S$ be a monoid (a multiplicative subset) of a ring $\mathbf{R}$. If $M$ is an $\mathbf{R}$-module, then the $\mathbf{R}_{S}$-module $M_{S}$ is obtained by extension of the scalars from $\mathbf{R}$ to $\mathbf{R}_{S}$. In particular, if $M$ is finitely-generated, finitely-presented or projective, then so is $M_{S}$.

Recall that $S$ is said to be saturated if

$$
\forall s, t \in \mathbf{R}, s t \in S \Rightarrow s \in S
$$

A saturated monoid is also called a filter. Note that denoting by

$$
\bar{S}=\{s \in \mathbf{R}, \exists t \in \mathbf{R} \text { such that } s t \in S\}
$$

$\bar{S}$ is a saturated monoid of $\mathbf{R}$ called the saturation of $S$, and we have

$$
\mathbf{R}_{\bar{S}}=\mathbf{R}_{S}
$$

Note that there is a duality between ideals and filters. On the one hand, ideals are used to pass to the quotient, that is, to force the elements of the considered ideal $\mathfrak{a}$ of $\mathbf{R}$ into being zero in $\mathbf{R} / \mathfrak{a}$. On the other hand, filters are used to localize, that is, to force the elements of the considered monoid into being invertible.

An ideal is prime if and only if its complementary if a filter. A filter whose complementary is an ideal is called a prime filter.

The duality between ideals and filters is also a duality between addition and multiplication as can be seen by the axioms defining ideals (resp., prime ideals) and filters (resp., prime filters):

$$
\begin{array}{rc}
\text { Ideal } \mathscr{I} & \text { Filter } \mathscr{F} \\
\vdash 0 \in \mathscr{I} & \vdash 1 \in \\
x \in \mathscr{I}, y \in \mathscr{I} \vdash x+y \in \mathscr{I} & x \in \mathscr{F}, y \\
x \in \mathscr{I} \vdash x y \in \mathscr{I} & x y \in \mathscr{F} \\
\text { prime } & \text { prime } \\
x y \in \mathscr{I} \vdash x \in \mathscr{I} \vee y \in \mathscr{I} & x+y \in \mathscr{F} \\
1 \in \mathscr{I} \vdash \text { False } & 0 \in \mathscr{F} \vdash
\end{array}
$$

### 2.3.2 Zariski Lattice

Notation 76. If $\mathfrak{a}$ is an ideal of $\mathbf{R}$, we denote $\mathrm{D}_{\mathbf{R}}(\mathfrak{a})=\sqrt{\mathfrak{a}}$ the radical of $\mathfrak{a}$, that is, the set of all $x \in \mathbf{R}$ such that $x^{k} \in \mathfrak{a}$ for some $k \in \mathbb{N}$.
If $\mathfrak{a}=\left\langle x_{1}, \ldots, x_{n}\right\rangle$, we often denote $\mathrm{D}_{\mathbf{R}}\left(x_{1}, \ldots, x_{n}\right)$ instead of $\mathrm{D}_{\mathbf{R}}(\mathfrak{a})$.
Note that $\mathrm{D}_{\mathbf{R}}(0)=\sqrt{(0)}=\{x \in \mathbf{R} \mid x$ nilpotent $\}$ and $\mathrm{D}_{\mathbf{R}}\left(x_{1}, \ldots, x_{n}\right)=\mathrm{D}_{\mathbf{R}}(1)$ if and only if $1 \in\left\langle x_{1}, \ldots, x_{n}\right\rangle$.
Definition 77. We denote $\operatorname{Zar} \mathbf{R}$ the set of all the $\mathrm{D}_{\mathbf{R}}\left(x_{1}, \ldots, x_{n}\right)$, where $n \in \mathbb{N}$ and $x_{1}, \ldots, x_{n} \in \mathbf{R}$. This set is ordered by inclusion.

Fact 78. Zar $\mathbf{R}$ is a distributive lattice equipped with

$$
D_{\mathbf{R}}\left(\mathfrak{a}_{1}\right) \vee D_{\mathbf{R}}\left(\mathfrak{a}_{2}\right)=D_{\mathbf{R}}\left(\mathfrak{a}_{1}+\mathfrak{a}_{2}\right) \quad \& \quad D_{\mathbf{R}}\left(\mathfrak{a}_{1}\right) \wedge D_{\mathbf{R}}\left(\mathfrak{a}_{2}\right)=D_{\mathbf{R}}\left(\mathfrak{a}_{1} \mathfrak{a}_{2}\right)
$$

$\operatorname{Zar} \mathbf{R}$ is called the Zariski lattice of the ring $\mathbf{R}$.

### 2.3.3 Krull Boundary

Let us recall the classical definition of the Krull dimension of a ring R. A finite chain $\mathfrak{p}_{0} \subsetneq \mathfrak{p}_{1} \subsetneq \cdots \subsetneq \mathfrak{p}_{n}$ of $n+1$ proper prime ideals of $\mathbf{R}$ is said to have length $n$. If $\mathbf{R}$ has no proper prime ideal (that is, $\mathbf{R}$ is trivial), we say that $\mathbf{R}$ has Krull dimension -1 . If there is a nonnegative integer $d$ such that $\mathbf{R}$ contains a chain of proper prime ideals of length $d$, but no such chain of length $d+1$, we say that $\mathbf{R}$ has Krull dimension $d$, and we write $\operatorname{Kdim} \mathbf{R}=d$ or, simply, $\operatorname{dim} \mathbf{R}=d$. Otherwise, we say that $\mathbf{R}$ is infinite dimensional. For example, a field or a finite product of fields has Krull dimension $0 ; \mathbb{Z}$ or more generally a PID which is not a field has Krull dimension 1.

Definition 79. Let $\mathbf{R}$ be a ring and $x \in \mathbf{R}$.
(1) The upper Krull boundary of $x$ in $\mathbf{R}$ is the quotient ring $\mathbf{R}^{\{x\}}:=\mathbf{R} / \mathrm{K}_{\mathbf{R}}(x)$, where $\mathrm{K}_{\mathbf{R}}(x):=\langle x\rangle+\left(\mathrm{D}_{\mathbf{R}}(0): x\right)=\langle x\rangle+\{b \in \mathbf{R}, b x$ is nilpotent $\}$.
We will say that $\mathrm{K}_{\mathbf{R}}(x)$ is the Krull boundary ideal of $x$.
(2) The lower Krull boundary of $x$ in $\mathbf{R}$ is the localized ring $\mathbf{R}_{\{x\}}:=\mathbf{R}_{\{x x\}}$, where $S_{\{x\}}:=x^{\mathbb{N}}(1+x \mathbf{R})=\left\{x^{k}(1+x y), k \in \mathbb{N}, y \in \mathbf{R}\right\}$.
We will say that $S_{\{x\}}$ is the Krull boundary monoid of $x$.
The terminology above is legitimated by the following geometric case: if $\mathbf{R}=$ $\mathbf{K}[V]$ is the ring of rational functions over an affine variety $V$, an element $f \in \mathbf{R}$ represents a function over $V$ whose zeroes form an affine subvariety $W$. Hence, $\mathbf{R} / \mathrm{D}_{\mathbf{R}}\left(\mathrm{K}_{\mathbf{R}}(f)\right)$, which is the reduced ring associated to $\mathbf{R}^{\{f\}}$, is the ring $\mathbf{K}\left[W^{\prime}\right]$, where $W^{\prime}$ is the boundary of $W$ in $V$.

The following theorem gives an inductive elementary characterization of the Krull dimension starting from dimension -1 which means that the ring is trivial $(1=0)$. This inductive characterization corresponds to the geometrical intuition that a variety is of dimension $\leq k$ if and only if any subvariety has a boundary of dimension $<k$.

Theorem 80. For any ring $\mathbf{R}$ and $\ell \in \mathbb{N}$, the following assertions are equivalent:
(i) $K \operatorname{dim} \mathbf{R} \leq \ell$.
(ii) For any $x \in \mathbf{R}, \operatorname{Kdim}^{\{x\}} \leq \ell-1$.
(iii) For any $x \in \mathbf{R}, \operatorname{Kdim} \mathbf{R}_{\{x\}} \leq \ell-1$.
(iv) For any $x_{0}, \ldots, x_{\ell} \in \mathbf{R}$, there exist $a_{0}, \ldots, a_{\ell} \in \mathbf{R}$ and $m_{0}, \ldots, m_{\ell} \in \mathbb{N}$ such that

$$
x_{0}^{m_{0}}\left(x_{1}^{m_{1}} \cdots\left(x_{\ell}^{m_{\ell}}\left(1+a_{\ell} x_{\ell}\right)+\cdots+a_{1} x_{1}\right)+a_{0} x_{0}\right)=0 .
$$

Proof. Let us first prove the equivalence between assertions (i) and (ii). Recall that for any monoid $S$ of $\mathbf{R}$, the prime ideals of $R_{S}$ are of the form $S^{-1} \mathfrak{p}:=\left\{\frac{t}{s}, t \in \mathfrak{p}, s \in\right.$ $S\}$, where $\mathfrak{p}$ is a prime ideal of $\mathbf{R}$ not meeting $S$. The desired equivalence results from the following two immediate affirmations:
(a) For any $x \in \mathbf{R}$ and any maximal ideal $\mathfrak{m}$ of $\mathbf{R}, S_{\{x\}} \cap \mathfrak{m} \neq \emptyset$.
(b) If $\mathfrak{m}$ is a maximal ideal of $\mathbf{R}$, and if $x \in \mathfrak{m} \backslash \mathfrak{p}$, where $\mathfrak{p}$ is a prime ideal contained in $\mathfrak{m}$, then $S_{\{x\}} \cap \mathfrak{p}=\emptyset$.

Thus, if $\mathfrak{p}_{0} \subsetneq \mathfrak{p}_{1} \subsetneq \cdots \subsetneq \mathfrak{p}_{\ell}$ is a chain of proper prime ideals of $\mathbf{R}$ with $\mathfrak{p}_{\ell}$ maximal, then for any $x \in \mathbf{R}$, when localizing at $S_{\{x\}}$, it will be shortened to at least $S_{\{x\}}^{-1} \mathfrak{p}_{0} \subsetneq$ $S_{\{x\}}^{-1} \mathfrak{p}_{1} \subsetneq \cdots \subsetneq S_{\{x\}}^{-1} \mathfrak{p}_{\ell-1}$, and to exactly $S_{\{x\}}^{-1} \mathfrak{p}_{0} \subsetneq S_{\{x\}}^{-1} \mathfrak{p}_{1} \subsetneq \cdots \subsetneq S_{\{x\}}^{-1} \mathfrak{p}_{\ell-1}$ if $x \in$ $\mathfrak{p}_{\ell} \backslash \mathfrak{p}_{\ell-1}$.

The equivalence between assertions (i) and (iii) can be proved in a dual way, just replace prime ideals by prime filters. Recall that for any ideal $\mathfrak{J}$ of $\mathbf{R}$, the prime filters of $\mathbf{R} / \mathfrak{J}$ are of the form $(S+\mathfrak{J}) / \mathfrak{J}$, where $S$ is a prime filter of $\mathbf{R}$ not meeting $\mathfrak{J}$. Affirmations (a) and (b) are, thus, replaced by the following dual affirmations ( $a^{\prime}$ ) and ( $b^{\prime}$ ):
(a') For any $x \in \mathbf{R}$ and any maximal filter $S$ of $\mathbf{R}, S \cap \mathrm{~K}_{\mathbf{R}}(x) \neq \emptyset$.
(b') If $S$ is a maximal filter of $\mathbf{R}$, and if $x \in S \backslash S^{\prime}$, where $S^{\prime} \subsetneq S$ is a prime filter, then $S^{\prime} \cap \mathrm{K}_{\mathbf{R}}(x)=\emptyset$.

Let us prove by induction on $\ell$ that the assertions (iii) and (iv) (for example) are equivalent. If $\ell=0$, this is trivial. Suppose that the result is true for $\ell$. If $S$ is a monoid of $\mathbf{R}$, then $\mathrm{Kdim} \mathbf{R}_{S} \leq \ell$ if and only if for any $x_{0}, \ldots, x_{\ell} \in \mathbf{R}$, there exist $a_{0}, \ldots, a_{\ell} \in \mathbf{R}, m_{0}, \ldots, m_{\ell} \in \mathbb{N}$, and $s \in S$ such that $x_{0}^{m_{0}}\left(x_{1}^{m_{1}} \cdots\left(x_{\ell}^{m_{\ell}}\left(s+a_{\ell} x_{\ell}\right)+\cdots+\right.\right.$ $\left.\left.a_{1} x_{1}\right)+a_{0} x_{0}\right)=0$. Just replace $s$ by an arbitrary element of the form $x_{\ell+1}^{m_{\ell+1}}(1+$ $\left.a_{\ell+1} x_{\ell+1}\right)$.

Remark 81. It is easy to see that if $S$ is a monoid of a ring $\mathbf{R}$ and $\ell \in \mathbb{N}$, then $\operatorname{Kdim}\left(S^{-1} \mathbf{R}\right) \leq \ell$ if and only if for any $x_{0}, \ldots, x_{\ell} \in \mathbf{R}$, there exist $a_{0}, \ldots, a_{\ell} \in \mathbf{R}$, $s \in S$, and $m_{0}, \ldots, m_{\ell} \in \mathbb{N}$ such that

$$
x_{0}^{m_{0}}\left(x_{1}^{m_{1}} \cdots\left(x_{\ell}^{m_{\ell}}\left(s+a_{\ell} x_{\ell}\right)+\cdots+a_{1} x_{1}\right)+a_{0} x_{0}\right)=0 .
$$

### 2.3.4 Pseudo-Regular Sequences and Krull Dimension

Definition 82. Let $\left(x_{1}, \ldots, x_{\ell}\right)$ be a sequence of length $\ell$ in a ring $\mathbf{R}$.

- We say that the sequence $\left(x_{1}, \ldots, x_{\ell}\right)$ is singular (or collapses) if there exist $a_{1}, \ldots, a_{\ell} \in \mathbf{R}$ and $m_{1}, \ldots, m_{\ell} \in \mathbb{N}$ such that

$$
x_{1}^{m_{1}}\left(x_{2}^{m_{2}} \cdots\left(x_{\ell}^{m_{\ell}}\left(1+a_{\ell} x_{\ell}\right)+\cdots+a_{2} x_{2}\right)+a_{1} x_{1}\right)=0 .
$$

- We say that the sequence $\left(x_{1}, \ldots, x_{\ell}\right)$ is pseudo-regular if it does not collapse.

Definition 83. Let $\left(x_{1}, \ldots, x_{\ell}\right)$ be a sequence of length $\ell$ in a ring $\mathbf{R}$.

- We say that an element $x$ of an $\mathbf{R}$-module $M$ is regular if its annihilator $\operatorname{Ann}(x)$ is null. If $M=\mathbf{R}$, we say also that $x$ is not a zero-divisor.
- We say that the sequence $\left(x_{1}, \ldots, x_{\ell}\right)$ is regular if each $x_{i}$ is regular in the ring $\mathbf{R} /\left\langle x_{j} ; j<i\right\rangle$. Note that we adopt Bourbaki's definition of regular sequences as we do not suppose that $1 \notin\left\langle x_{1}, \ldots, x_{\ell}\right\rangle$.

The connection between singular and regular sequences is given by the following straightforward proposition.

Proposition 84. If a sequence $\left(x_{1}, \ldots, x_{\ell}\right)$ is both singular and regular then $1 \in$ $\left\langle x_{1}, \ldots, x_{\ell}\right\rangle$.

Using Theorem 82 and the notion of pseudo-regular sequence, we can now formulate a constructive definition of Krull dimension.

Definition 85. (Constructive Definition of Krull Dimension via Singular Sequences)
(i) We say that a ring $\mathbf{R}$ has dimension -1 (in short, $\operatorname{Kdim} \mathbf{R}=-1$ ) if it is trivial $(1=0)$. Otherwise, we say that $\mathbf{R}$ has dimension $\geq 0$.
(ii) We say that a ring $\mathbf{R}$ has dimension $\leq \ell-1$ (in short, $\operatorname{Kdim} \mathbf{R} \leq \ell-1$ ) if each sequence of length $\ell$ is singular (or collapses).
(iii) We say that a ring $\mathbf{R}$ has dimension $\geq \ell$ (in short, $\operatorname{Kdim} \mathbf{R} \geq \ell$ ) if there exists a pseudo-regular sequence of length $\ell$.
(iv) We say that a ring $\mathbf{R}$ has dimension $\ell$ (in short, $\operatorname{Kdim} \mathbf{R}=\ell$ ) if its dimension is $\geq \ell$ and $\leq \ell$ at the same time.
(v) We say that a ring $\mathbf{R}$ has finite Krull dimension or is finite-dimensional if $\operatorname{Kdim} \mathbf{R} \leq \ell$ for some $\ell \in \mathbb{N}$.

Examples 86. (1) A ring $\mathbf{R}$ has dimension $\leq 0$ if and only if

$$
\begin{equation*}
\forall x \in \mathbf{R}, \exists n \in \mathbb{N}, \exists a \in \mathbf{R} \mid x^{n}=a x^{n+1} \tag{2.3}
\end{equation*}
$$

Here, it is worth pointing out the inherent difficulty of the constructive point of view: in order to be zero-dimensional constructively, a field must be discrete, i.e., it must have a zero test (the field of real numbers is not discrete. In numerical applications, the reals are known only via their rational approximations).

Any finite ring $\mathbf{R}(\mathbb{Z} / m \mathbb{Z}$ for example) has Krull dimension $\leq 0$. To see this, denoting by $k=\sharp(\mathbf{R})(k \geq 2$; we suppose that $\mathbf{R}$ is not trivial $)$ and considering $x \in \mathbf{R}$, necessarily, there exist $0 \leq r<r^{\prime} \leq k$ such that $x^{r^{\prime}}=x^{r}$.
(2) A ring $\mathbf{R}$ is local zero-dimensional if and only if

$$
\begin{equation*}
\forall x \in \mathbf{R}, x \text { is invertible or nilpotent. } \tag{2.4}
\end{equation*}
$$

For example, if $p$ is a prime number and $k \in \mathbb{N}$, then the ring $\mathbb{Z} / p^{k} \mathbb{Z}$ is local and has Krull dimension $\leq 0$.
(3) A ring $\mathbf{R}$ has dimension $\leq 1$ if and only if

$$
\begin{equation*}
\forall a, b \in \mathbf{R}, \exists n \in \mathbb{N}, \exists x, y \in \mathbf{R} \mid a^{n}\left(b^{n}(1+x b)+y a\right)=0 \tag{2.5}
\end{equation*}
$$

For example, if $p$ is a prime number then the ring

$$
\mathbb{Z}_{p \mathbb{Z}}:=\left\{\left.\frac{a}{b} \in \mathbb{Q} \right\rvert\, a \in \mathbb{Z} \text { and } b \in \mathbb{Z} \backslash p \mathbb{Z}\right\}
$$

is local and has Krull dimension $\leq 1$. To see that $\operatorname{Kdim}\left(\mathbb{Z}_{p \mathbb{Z}}\right) \leq 1$, for $c \in$ $\mathbb{Z} \backslash\{0\}$, denoting by $v_{p}(c):=\max \left\{k \in \mathbb{N} \mid p^{k}\right.$ divides $\left.c\right\}$ (the valuation of $c$ at $p$ ), then, for any $x=\frac{a}{b}, x^{\prime}=\frac{a^{\prime}}{b^{\prime}} \in \mathbb{Z}_{p \mathbb{Z}} \backslash\{0\}$ with $a, a^{\prime} \in p \mathbb{Z} \backslash\{0\}$ and $b, b^{\prime} \in \mathbb{Z} \backslash p \mathbb{Z}, x^{\prime}$ divides $x^{v_{p}\left(a^{\prime}\right)}$.
Another example is the ring $\mathbb{Z}$. To see this, let $a, b \in \mathbb{Z} \backslash\{-1,0,1\}$. Computing successively $d_{1}=\operatorname{gcd}(a, b), d_{2}=\operatorname{gcd}\left(\frac{a}{d_{1}}, b\right), \ldots, d_{n}=\operatorname{gcd}\left(\frac{a}{d_{1} \cdots d_{n-1}}, b\right)$, we eventually factorize $a$ as

$$
a=d_{1} \cdots d_{n} a^{\prime} \text { with } d_{i}, a^{\prime} \in \mathbb{Z}, d_{i} \mid b, \text { and } \operatorname{gcd}\left(a^{\prime}, b\right)=1
$$

Writing a Bezout identity $c a^{\prime}+d b=1$ for some $c, d \in \mathbb{Z}$, we have

$$
b^{n}(1-d b) \in\langle a\rangle .
$$

For example, take $a=700$ and $b=6$. We have $d_{1}=\operatorname{gcd}(700,6)=2, d_{2}=$ $\operatorname{gcd}(350,6)=2$, with $\operatorname{gcd}(175,6)=1$, and $175-29 \times 6=1$ as a Bezout identity. We infer that

$$
6^{2}(1+29 \times 6) \in\langle 700\rangle
$$

### 2.3.5 Krull Dimension of a Polynomial Ring Over a Discrete Field

We first need the following intermediary result.
Proposition 87. Let $\mathbf{K}$ be a discrete field, $\mathbf{R}$ a $\mathbf{K}$-algebra, and $x_{1}, \ldots, x_{\ell} \in \mathbf{R}$ algebraically dependent over $\mathbf{K}$. Then the sequence $\left(x_{1}, \ldots, x_{\ell}\right)$ is singular.

Proof. Let $Q\left(x_{1}, \ldots, x_{\ell}\right)=0$ be an algebraic relation over $\mathbf{K}$ testifying the dependence between the $x_{i}$ 's. Let us order the monomials of $Q$ with nonzero coefficients by the lexicographic order. We can without loss of generality suppose that the first nonzero coefficient of $Q$ is 1 . Denoting this monomial by $x_{1}^{m_{1}} \cdots x_{\ell}^{m_{\ell}}$, it is clear that $Q$ can be written in the form

$$
\begin{aligned}
Q= & x_{1}^{m_{1}} \cdots x_{\ell}^{m_{\ell}}+x_{1}^{m_{1}} \cdots x_{\ell}^{1+m_{\ell}} R_{\ell}+x_{1}^{m_{1}} \cdots x_{\ell-1}^{1+m_{\ell-1}} R_{\ell-1}+\cdots \\
& +x_{1}^{m_{1}} x_{2}^{1+m_{2}} R_{2}+x_{1}^{1+m_{1}} R_{1},
\end{aligned}
$$

the desired collapse.
Theorem 88. If $\mathbf{K}$ is a discrete field, then the Krull dimension of $\mathbf{K}\left[X_{1}, \ldots, X_{\ell}\right]$ is equal to $\ell$.

Proof. Just use Proposition 87 and the fact that the sequence $\left(X_{1}, \ldots, X_{\ell}\right)$ is pseudoregular since it is regular (see Proposition 84).

Note that we have painlessly obtained this fundamental result quashing the common opinion that constructive proofs are necessarily more complicated than classical proofs.

### 2.3.6 Application to the Stable Range Theorem

In this subsection, we present a simple and elegant constructive proof of the stable range theorem due to Coquand [31].

Lemma 89. $\sqrt{\langle y, b\rangle}=\sqrt{\langle y+b, b y\rangle}$.
Proof. It is clear that $\sqrt{\langle y+b, b y\rangle} \subseteq \sqrt{\langle y, b\rangle}$. The converse follows from the identity $y^{2}=(y+b) y-y b$.

Lemma 90. If by is nilpotent then $1 \in \sqrt{\langle y, b\rangle} \Leftrightarrow 1 \in \sqrt{\langle y+b\rangle}$.
Proof. By virtue of Lemma $89,1 \in \sqrt{\langle y, b\rangle} \Leftrightarrow 1 \in \sqrt{\langle y+b, b y\rangle} \Leftrightarrow 1 \in \sqrt{\langle y+b\rangle}$ (by being nilpotent).

Theorem 91. (Kronecker's Theorem) If the Krull dimension of a ring $\mathbf{R}$ is $<s$ then for any $a, b_{1}, \ldots, b_{s} \in \mathbf{R}$ such that $1 \in\left\langle a, b_{1}, \ldots, b_{s}\right\rangle$, there exist $x_{1}, \ldots, x_{s} \in \mathbf{R}$ such that $1 \in\left\langle b_{1}+a x_{1}, \ldots, b_{s}+a x_{s}\right\rangle$.

Proof. We proceed by induction on $s$. If $s=0$ the result is clear as the ring $\mathbf{R}$ is trivial. If $s>0$, let $I$ be the ideal boundary of $b_{s}$. We have $b_{s} \in I$ and the dimension of $\mathbf{R} / I<s-1$. By induction, we can find $x_{1}, \ldots, x_{s-1}$ such that

$$
1 \in\left\langle b_{1}+a x_{1}, \ldots, b_{s-1}+a x_{s-1}\right\rangle
$$

in $\mathbf{R} / I$. This means that there exists $x_{s} \in \mathbf{R}$ such that $b_{s} x_{s}$ is nilpotent and

$$
1 \in\left\langle b_{1}+a x_{1}, \ldots, b_{s-1}+a x_{s-1}, b_{s}, x_{s}\right\rangle .
$$

Now, to obtain the desired result, one has only to reason modulo

$$
\left\langle b_{1}+a x_{1}, \ldots, b_{s-1}+a x_{s-1}\right\rangle
$$

and to use Lemmas 89 and 90 .

As an immediate consequence, we get the following so-called stable range theorem.

Theorem 92. (Stable Range Theorem) Let $\mathbf{R}$ be a ring of dimension $\leq d, n \geq d+1$, and let $v=\left(v_{0}, \ldots, v_{n}\right) \in \operatorname{Um}_{n+1}(\mathbf{R})$. Then there exists $E \in \mathrm{E}_{n+1}(R)$ such that $E v=$ $(1,0, \ldots, 0)$.

Corollary 93. (Stable Range Theorem, bis) For any ring $\mathbf{R}$ with Krull dimension $\leq d$, all finitely-generated stably free $\mathbf{R}$-modules of rank $>d$ are free.

Proof. Use Proposition 22 and Theorem 92.

### 2.3.7 Serre's Splitting Theorem and Forster-Swan Theorem

The constructive proofs we will give for Serre's Splitting Theorem and Forster-Swan Theorem are due to Coquand, Lombardi and Quitté. This constructive approach reveals the purely matrix aspect of these important theorems.

We adopt the following definition for the rank of a matrix.

## Definition 94. (Rank and Determinantial Ideals of a Matrix)

(1) Recall that for a matrix $G$ with entries in $\mathbf{R}$ and $k \in \mathbb{N}^{*}, \mathscr{D}_{k}(G)$ denotes the determinantial ideal of $G$ of order $k$, that is, the ideal generated by all the minors of $G$ of size $k$, with the convention $\mathscr{D}_{0}(G)=\langle 1\rangle$.
(2) A linear application $\varphi$ between two finite-rank free $\mathbf{R}$-modules (or, similarly, a matrix $\varphi$ with entries in $\mathbf{R}$ ) is said to have

- rank $\leq k$ if $\mathscr{D}_{k+1}(\varphi)=0$,
$-\operatorname{rank} \geq k$ if $\mathscr{D}_{k}(\varphi)=\langle 1\rangle$,
- $\operatorname{rank} k$ if it has rank $\leq k$ and $\geq k$.

Definition 95. Let $\mathbf{R}$ be a ring and $n \in \mathbb{N}^{*}$.
(1) We say that $\operatorname{Sdim} \mathbf{R}<n$ if for every matrix $F$ of rank $\geq n$ with entries in $\mathbf{R}$, there is a linear combination of its columns which is unimodular, i.e., $\mathscr{D}_{n}(F)=$ $\langle 1\rangle \Rightarrow \exists X \mid \mathscr{D}_{1}(F X)=\langle 1\rangle$.
We say that $\operatorname{Sdim} \mathbf{R}<0$ if $\mathbf{R}$ is trivial.
(2) We say that $\operatorname{Gdim} \mathbf{R}<n$ if for every matrix $F=\left[C_{0}, C_{1}, \ldots, C_{p}\right]$ (the $C_{i}$ 's stand for the columns of $F$ ) such that $\mathscr{D}_{1}\left(C_{0}\right)+\mathscr{D}_{n}\left(\left[C_{1}, \ldots, C_{p}\right]\right)=\langle 1\rangle$, there exist $\lambda_{1}, \ldots, \lambda_{p} \in \mathbf{R}$ such that $C_{0}+\lambda_{1} C_{1}+\cdots+\lambda_{p} C_{p}$ is unimodular.
(3) It is clear that:

$$
\begin{aligned}
& \operatorname{Sdim} \mathbf{R}=\operatorname{Sdim}(\mathbf{R} / \operatorname{Rad}(\mathbf{R})) \& \operatorname{Gdim} \mathbf{R}=\operatorname{Gdim}(\mathbf{R} / \operatorname{Rad}(\mathbf{R})) . \\
& \operatorname{Gdim} \mathbf{R}<n \Rightarrow \operatorname{Sdim} \mathbf{R}<n
\end{aligned}
$$

We will see in Corollary 115 that if $\mathbf{R}$ is $n$-stable (see Definition 105) then $\operatorname{Gdim} \mathbf{R}<n$.

Theorem 96. (Serre's Splitting Theorem) Let $\mathbf{R}$ be a ring and $M$ a finitelygenerated projective $\mathbf{R}$-module of rank $r \geq k$ (or, more generally, an $\mathbf{R}$-module which is isomorphic to the image of a matrix of rank $r \geq k$ ). If $\operatorname{Sdim} \mathbf{R}<k$ (for example if $\operatorname{Kdim} \mathbf{R}<k$, see Corollary 116) then $M \cong N \oplus \mathbf{R}^{r-k+1}$, where $N$ is isomorphic to the image of a matrix of rank $k-1$.

Proof. By induction, it suffices to prove that $M \cong N_{1} \oplus \mathbf{R}$ where $N_{1}$ is isomorphic to the image of a matrix of rank $\geq k-1$. For this, let $F \in \mathbf{R}^{n \times m}$ be a matrix with $\mathscr{D}_{k}(F)=\langle 1\rangle$ and $\operatorname{Im}(F)=M$. As $\operatorname{Sdim} \mathbf{R}<k$, there exists a unimodular vector $u \in$ $\operatorname{Im}(F)$. It follows that $\mathbf{R} u \cong \mathbf{R}, \mathbf{R} u$ is a direct summand in $\mathbf{R}^{n}$ (see Proposition 2), and, thus, in $M$ also. To see that $N_{1}$ has rank $\geq k-1$, it suffices to see it locally.

Theorem 97. (Forster-Swan Theorem) Let $k \in \mathbb{N}$ and $\mathbf{R}$ be a ring with $\operatorname{Gdim} \mathbf{R} \leq k$ (for example if $\operatorname{Kdim} \mathbf{R} \leq k$, see Corollary 116). If a finitely-presented $\mathbf{R}$-module $M$ is locally generated by $r$ elements then it is generated by $k+r$ elements.

Proof. Let $\left\{v_{0}, \ldots, v_{p}\right\}$ be a generating set for $M$ with $p \geq k+r$ and denote by $F$ a presentation matrix corresponding to this generating set. By assumption, we have $\langle 1\rangle=\mathscr{F}_{r}(M)=\mathscr{D}_{p+1-r}(F)$ (see Remark 9 for the definition of the Fitting ideals $\mathscr{F}_{i}(M)$ ). As $p+1-r \geq k+1$, we have $\langle 1\rangle=\mathscr{D}_{k+1}(F)$.
Let us denote by $F=\left[\begin{array}{c}L_{0} \\ L_{1} \\ \vdots \\ L_{p}\end{array}\right]$, where $L_{0}, \ldots, L_{p}$ are the rows of $F$. As $\operatorname{Gdim} \mathbf{R} \leq k$
and ${ }^{\mathrm{t}} F$ has rank $\geq k+1$, there exist $\lambda_{1}, \ldots, \lambda_{p} \in \mathbf{R}$ such that $L_{0}^{\prime}:=L_{0}+\lambda_{1} L_{1}+$ $\cdots+\lambda_{p} L_{p}$ is unimodular. Denote by $L_{0}^{\prime}=\left(\alpha_{0}, \ldots, \alpha_{m}\right)$ with $\alpha_{0} \beta_{0}+\cdots+\alpha_{m} \beta_{m}=1$ for some $\beta_{0}, \ldots, \beta_{m} \in \mathbf{R}$. The matrix $F^{\prime}=\left[\begin{array}{c}L_{0}^{\prime} \\ L_{1} \\ \vdots \\ L_{p}\end{array}\right]=\left[C_{0}^{\prime} C_{1}^{\prime} \cdots C_{m}^{\prime}\right]$, where the $C_{i}^{\prime}$ 's denote the columns of $F^{\prime}$, is a new presentation matrix of $M$ corresponding to the generating set $\left\{v_{0}^{\prime}=v_{0}, v_{1}^{\prime}=v_{1}-\lambda_{1} v_{0}, \ldots, v_{p}^{\prime}=v_{p}-\lambda_{p} v_{0}\right\}$. As $\beta_{0} C_{0}^{\prime}+\cdots+$ $\beta_{m} C_{m}^{\prime}={ }^{\mathrm{t}}(1, *, \ldots, *)$, we infer that $v_{0}^{\prime} \in\left\langle v_{1}^{\prime}, \ldots, v_{p}^{\prime}\right\rangle$ and, thus, $M=\left\langle v_{1}^{\prime}, \ldots, v_{p}^{\prime}\right\rangle$.

### 2.3.8 Support on a Ring and $n$-Stability

## Definition 98.

(i) A support on a ring $\mathbf{R}$ is a map $D: \mathbf{R} \rightarrow \mathbf{T}$ from $\mathbf{R}$ to a distributive lattice $\mathbf{T}$ satisfying the following properties:

$$
\begin{aligned}
& -D\left(0_{\mathbf{R}}\right)=0_{\mathbf{T}}, D\left(1_{\mathbf{R}}\right)=1_{\mathbf{T}}, \\
& -D(a b)=D(a) \wedge D(b), \\
& -D(a+b) \leq D(a) \vee D(b) .
\end{aligned}
$$

We will denote by $D\left(x_{1}, \ldots, x_{n}\right):=D\left(x_{1}\right) \vee \cdots D\left(x_{n}\right)$.
(ii) Let $D$ be a support on a ring $\mathbf{R}$. We say that two sequences $\left(x_{0}, \ldots, x_{n}\right)$ and $\left(y_{0}, \ldots, y_{n}\right)$ of elements in $\mathbf{R}$ are $D$-complementary if the following inequalities hold:

$$
\left\{\begin{array}{r}
D\left(y_{0} x_{0}\right)=D(0)  \tag{2.6}\\
D\left(y_{1} x_{1}\right) \leq D\left(y_{0}, x_{0}\right) \\
\vdots \quad \vdots \\
D\left(y_{n} x_{n}\right) \leq D\left(y_{n-1}, x_{n-1}\right) \\
D(1)=D\left(y_{n}, x_{n}\right)
\end{array}\right.
$$

(iii) A support $D$ on a ring $\mathbf{R}$ is said to of Krull dimension $\leq n$ (in short, $\mathrm{Kdim} D \leq$ $n$ ), if every sequence $\left(x_{0}, \ldots, x_{n}\right)$ in $\mathbf{R}$ has a $D$-complementary sequence.

Example 99. (Zariski Lattice) Let $\mathbf{R}$ be a ring. Recall that for $a_{1}, \ldots, a_{n} \in \mathbf{R}$, we denote by $\mathfrak{a}=\left\langle a_{1}, \ldots, a_{n}\right\rangle$,

$$
D_{\mathbf{R}}\left(a_{1}, \ldots, a_{n}\right)=D_{\mathbf{R}}(\mathfrak{a})=\sqrt{\mathfrak{a}} \& \operatorname{Zar}(\mathbf{R})=\left\{D_{\mathbf{R}}\left(a_{1}, \ldots, a_{n}\right) \mid n \in \mathbb{N}, a_{i} \in \mathbf{R}\right\}
$$

$\operatorname{Zar}(\mathbf{R})$ ordered under inclusion is a distributive lattice called Zariski lattice with

$$
\begin{aligned}
& D_{\mathbf{R}}(0)=0_{\operatorname{Zar}(\mathbf{R})}, \quad D_{\mathbf{R}}\left(\mathfrak{a}_{1}\right) \vee D_{\mathbf{R}}\left(\mathfrak{a}_{2}\right)=D_{\mathbf{R}}\left(\mathfrak{a}_{1}+\mathfrak{a}_{2}\right), \\
& D_{\mathbf{R}}(1)=1_{\operatorname{Zar}(\mathbf{R})}, \quad D_{\mathbf{R}}\left(\mathfrak{a}_{1}\right) \wedge D_{\mathbf{R}}\left(\mathfrak{a}_{2}\right)=D_{\mathbf{R}}\left(\mathfrak{a}_{1} \mathfrak{a}_{2}\right) .
\end{aligned}
$$

Within classical mathematics, $D_{\mathbf{R}}\left(a_{1}, \ldots, a_{n}\right)$ can be seen as a quasi-compact open subset of the prime spectrum $\operatorname{Spec}(\mathbf{R})$ of $\mathbf{R}$. It corresponds to $\{\mathfrak{p} \in \operatorname{Spec}(\mathbf{R}) \mid$ $\left.\left\langle a_{1}, \ldots, a_{n}\right\rangle \nsubseteq \mathfrak{p}\right\}$.
The map $D_{\mathbf{R}}: \mathbf{R} \rightarrow \operatorname{Zar}(\mathbf{R})$ is a support called Zariski support.
By the following, we see that a ring has the same Krull dimension as his Zariski support.

Proposition 100. Let $\mathbf{R}$ be a ring and $n \in \mathbb{N}$. Then $\mathbf{R}$ has Krul dimension $\leq n$ if and only if its Zariski support has Krul dimension $\leq n$, i.e., for every sequence $\left(x_{0}, \ldots, x_{n}\right)$ of elements in $\mathbf{R}$ there exists a sequence $\left(y_{0}, \ldots, y_{n}\right)$ of elements in $\mathbf{R}$ such that:

$$
\left\{\begin{array}{r}
D_{\mathbf{R}}\left(y_{0} x_{0}\right)=D_{\mathbf{R}}(0)  \tag{2.7}\\
D_{\mathbf{R}}\left(y_{1} x_{1}\right) \leq D_{\mathbf{R}}\left(y_{0}, x_{0}\right) \\
\vdots \quad \vdots \\
D_{\mathbf{R}}\left(y_{n} x_{n}\right) \leq D_{\mathbf{R}}\left(y_{n-1}, x_{n-1}\right) \\
D_{\mathbf{R}}(1)=D_{\mathbf{R}}\left(y_{n}, x_{n}\right)
\end{array}\right.
$$

Proof. " $\Rightarrow$ " Let $x_{0}, \ldots, x_{n} \in \mathbf{R}$. As the Krull dimension of $\mathbf{R}$ is $\leq n$, the sequence $\left(x_{0}, \ldots, x_{n}\right)$ collapses, that is, there exist $a_{0}, \ldots, a_{n} \in \mathbf{R}$ and $m_{0}, \ldots, m_{n} \in \mathbb{N}$ such that

$$
x_{0}^{m_{0}}\left(x_{1}^{m_{1}} \cdots\left(x_{n}^{m_{n}}\left(1+a_{n} x_{n}\right)+\cdots+a_{1} x_{1}\right)+a_{0} x_{0}\right)=0 .
$$

Take $y_{n}=1+a_{n} x_{n}$ and then $y_{r-1}=x_{r}^{m_{r}} y_{r}+a_{r-1} x_{r-1}$ successively for $r=n, \ldots, 1$. " $\Leftarrow$ " We proceed by induction on $n$.

For $n=0$, let $x_{0} \in \mathbf{R}$ and consider $y_{0} \in \mathbf{R}$ such that $D_{\mathbf{R}}\left(y_{0} x_{0}\right)=D_{\mathbf{R}}(0)$ and $D_{\mathbf{R}}(1)=$ $D_{\mathbf{R}}\left(y_{0}, x_{0}\right)$. It follows that there exist $\ell \in \mathbb{N}$ and $c, d \in \mathbf{R}$ such that $y_{0}^{\ell} x_{0}^{\ell}=0$ and $c x_{0}+d y_{0}=1$. Thus, $\left(1-c x_{0}\right)^{\ell} x_{0}^{\ell}=0$ with $\left(1-c x_{0}\right)^{\ell} \in 1+x_{0} \mathbf{R}$, as desired (see Example 86-(1)).
Now, let us denote $\mathbf{T}:=\mathbf{R}^{\left\{x_{0}\right\}}=\mathbf{R} /\left(\langle x\rangle+\left(D_{\mathbf{R}}(0): x_{0}\right)\right)$. From Equalities (2.7), we infer that:

$$
\left\{\begin{array}{c}
D_{\mathbf{T}}\left(\bar{y}_{1} \bar{x}_{1}\right) \leq D_{\mathbf{T}}\left(\bar{y}_{0}, \bar{x}_{0}\right)  \tag{2.8}\\
D_{\mathbf{T}}\left(\bar{y}_{2} \bar{x}_{2}\right) \leq D_{\mathbf{T}}\left(\bar{y}_{1}, \bar{x}_{1}\right) \\
\vdots \quad \vdots \\
D_{\mathbf{T}}\left(\bar{y}_{n} \bar{x}_{n}\right) \leq D_{\mathbf{T}}\left(\bar{y}_{n-1}, \bar{x}_{n-1}\right) \\
D_{\mathbf{T}}(\overline{1})=D_{\mathbf{T}}\left(\bar{y}_{n}, \bar{x}_{n}\right)
\end{array}\right.
$$

Now, as $y_{0} x_{0}$ is nilpotent in $\mathbf{R}$, we have $\left.\left\langle y_{0}, x_{0}\right\rangle \subseteq D_{\mathbf{R}}(0): x_{0}\right)$. Since $\left(y_{1} x_{1}\right)^{m} \in$ $\left\langle y_{0}, x_{0}\right\rangle$ for some $m \in \mathbb{N}$, we deduce that $\bar{y}_{1} \bar{x}_{1}$ is nilpotent in $\mathbf{T}$, or also that $D_{\mathbf{T}}\left(\bar{y}_{1} \bar{x}_{1}\right)=D_{\mathbf{T}}(\overline{0})$. By the induction hypothesis, we have $\operatorname{Kdim} \mathbf{T} \leq n-1$ and, thus, $\operatorname{Kdim} \mathbf{R} \leq n$ by virtue of Theorem 80 .

Our goal now is to generalize Kronecker's Theorem 91 to supports. For this, we need the following two lemmas.

Lemma 101. Let $D$ be a support on a ring $\mathbf{R}$. Then, for every $u, v \in \mathbf{R}$, we have

$$
D(u, v)=D(u+v, u v)=D(u+v) \vee D(u v) .
$$

In particular, if $D(u v)=D(0)$, we have $D(u, v)=D(u+v)$.
Proof. As $D(u v)=D(u) \wedge D(v) \leq D(u) \vee D(v)$ and $D(u+v) \leq D(u) \vee D(v)$, we have $D(u+v, u v)=D(u+v) \vee D(u v) \leq D(u) \vee D(v)$.
Conversely, as $u^{2}=(u+v) u-u v$, we have $D\left(u^{2}\right)=D(u) \leq D((u+v) u) \vee D(u v) \leq$ $D(u+v) \vee D(u v)$.

Lemma 102. Let $D$ be a support on a ring $\mathbf{R}$. If $\left(b_{1}, \ldots, b_{n}\right)$ and $\left(x_{1}, \ldots, x_{n}\right)$ are two complementary sequences in $\mathbf{R}(n \geq 1)$ then, for any $a \in \mathbf{R}$, we have:

$$
D\left(a, b_{1}, \ldots, b_{n}\right)=D\left(b_{1}+a x_{1}, \ldots, b_{n}+a x_{n}\right),
$$

or also:

$$
D(a) \leq D\left(b_{1}+a x_{1}, \ldots, b_{n}+a x_{n}\right) .
$$

Proof. As

$$
\left\{\begin{array}{r}
D\left(b_{1} x_{1}\right)=D(0) \\
D\left(b_{2} x_{2}\right) \leq D\left(b_{1}, x_{1}\right) \\
\vdots \quad \vdots \\
D\left(b_{n} x_{n}\right) \leq D\left(b_{n-1}, x_{n-1}\right) \\
D(1)=D\left(b_{n}, x_{n}\right)
\end{array}\right.
$$

we infer that

$$
\left\{\begin{array}{r}
D\left(a b_{1} x_{1}\right)=D(0) \\
D\left(a b_{2} x_{2}\right) \leq D\left(b_{1}, a x_{1}\right) \\
\vdots \quad \vdots \\
D\left(a b_{n} x_{n}\right) \leq D\left(b_{n-1}, a x_{n-1}\right) \\
D(a)=D\left(b_{n}, a x_{n}\right)
\end{array}\right.
$$

Thus, by virtue of Lemma 101, we have

$$
\left\{\begin{array}{r}
D(a) \leq D\left(b_{n}+a x_{n}\right) \vee D\left(b_{n} a x_{n}\right) \\
D\left(a b_{n} x_{n}\right) \leq D\left(b_{n-1}+a x_{n-1}\right) \vee D\left(b_{n-1} a x_{n-1}\right) \\
\vdots
\end{array} \vdots \vdots \begin{array}{c}
D\left(a b_{3} x_{3}\right) \leq D\left(b_{2}+a x_{2}\right) \vee D\left(b_{2} a x_{2}\right) \\
D\left(a b_{2} x_{2}\right) \leq D\left(b_{1}+a x_{1}\right) \vee D\left(b_{1} a x_{1}\right)=D\left(b_{1}+a x_{1}\right)
\end{array}\right.
$$

Combining the inequalities above, one obtains

$$
D(a) \leq D\left(b_{1}+a x_{1}\right) \vee D\left(b_{2}+a x_{2}\right) \cdots D\left(b_{n}+a x_{n}\right)=D\left(b_{1}+a x_{1}, \ldots, b_{n}+a x_{n}\right) .
$$

As an immediate consequence of Lemma 102, one obtains:
Theorem 103. (Kronecker's Theorem for Supports) Let D be a support of Krull dimension $\leq n$ on a ring $\mathbf{R}$. Then for any finitely-generated ideal $\mathfrak{a}$ of $\mathbf{R}$, there exists an ideal $\mathfrak{b}$ of $\mathbf{R}$ generated by $n+1$ elements such that $D(\mathfrak{a})=D(\mathfrak{b})$.
More precisely, for any $b_{1}, \ldots, b_{n+r} \in \mathbf{R}(r \geq 2)$ there exist $c_{j} \in\left\langle b_{n+2}, \ldots\right.$, $\left.b_{n+r}\right\rangle, 1 \leq j \leq n+1$, such that $D\left(b_{1}, \ldots, b_{n+r}\right)=D\left(b_{1}+c_{1}, \ldots, b_{n+1}+c_{n+1}\right)$.

In particular, considering the Zariski support, one obtains:
Corollary 104. (Kronecker's Theorem, bis) In a ring of Krull dimension $\leq n$, every finitely-generated ideal has the same radical as an ideal generated by $n+1$ elements.

Definition 105. ( $n$-Stable Support)
(1) Let $n \geq 1$. A support $D$ on a ring $\mathbf{R}$ is said to be $n$-stable if for any $a \in \mathbf{R}$ and $L \in \mathbf{R}^{n}$, there exists $X \in \mathbf{R}^{n}$ such that $D(L, a)=D(L+a X)$, i.e., $D(a) \leq$ $D(L+a X)$.
(2) Let $n \geq 1$. A ring $\mathbf{R}$ is said to be $n$-stable if its Zariski support $D_{\mathbf{R}}$ is $n$-stable.
(3) A ring $\mathbf{R}$ is said to be 0 -stable if it is trivial.

Remark 106. If a support $D$ on a ring $\mathbf{R}$ is $n$-stable then for any $a \in \mathbf{R}$ and $L \in \mathbf{R}^{n}$, there exists $X \in \mathbf{R}^{n}$ such that $D(L, a)=D\left(L+a^{2} X\right)$, i.e., $D(a) \leq D\left(L+a^{2} X\right)$. This ensues from the fact that $D(a)=D\left(a^{2}\right)$ and $D(L, a)=D\left(L, a^{2}\right)$.

## Example 107.

(1) Let $D$ be a support on a ring $\mathbf{R}$ and $n \in \mathbb{N}$. If $\operatorname{Kdim}(D)<n$ then, by virtue of Lemma 102, $D$ is $n$-stable. In particular, if $\operatorname{Kdim} \mathbf{R}<n$ then $\mathbf{R}$ is $n$-stable.
(2) A valuation ring $\mathbf{V}$ is 1 -stable as for any $a, b \in \mathbf{V}$, if $a / b$ then $\langle a, b\rangle=\langle a\rangle$, and if $b / a$ then $\langle a, b\rangle=\langle b\rangle$.

Definition 108. (Localization and Quotient of a Support) Let $\mathbf{R}$ be a ring and $D$ : $\mathbf{R} \rightarrow \mathbf{T}$ a support on $\mathbf{R}$.
(1) If $\mathfrak{a}$ is a finitely-generated ideal of $\mathbf{R}$, then, denoting by $\pi$ the projection $\mathbf{T} \rightarrow$ $\mathbf{T} /(D(\mathfrak{a})=0)$, one obtains a support $D / \mathfrak{a}=\pi \circ D: \mathbf{R} \rightarrow \mathbf{T} /(D(\mathfrak{a})=0)$.
It is clear that if $D$ is $n$-stable then so is $D / \mathfrak{a}$.
(2) If $u \in \mathbf{R}$, then, denoting by $p$ the projection $\mathbf{T} \rightarrow \mathbf{T} /(D(u)=1)$, one obtains a support $D\left[\frac{1}{u}\right]=p \circ D: \mathbf{R} \rightarrow \mathbf{T}\left[\frac{1}{u}\right]:=\mathbf{T} /(D(u)=1)$.
It is clear that if $D$ is $n$-stable then so is $D\left[\frac{1}{u}\right]$.
The following lemma is particularly important. Let us first take an example which speaks for itself: consider the ring $\mathbb{Z}_{1+p \mathbb{Z}}[X]$ where $p$ is a prime number. Since $\operatorname{Kdim} \mathbb{Z}_{1+p \mathbb{Z}}[X] \leq 2$, we know by Lemma 102 that $\mathbb{Z}_{1+p \mathbb{Z}}[X]$ is 3-stable. But, using Proposition 109 below, one can do better: as

$$
\mathbb{Z}_{1+p \mathbb{Z}}[X]\left[\frac{1}{p}\right]=\mathbb{Q}[X] \&\left(\mathbb{Z}_{1+p \mathbb{Z}}[X]\right) /\langle p\rangle=\mathbb{F}_{p}[X] \& \operatorname{Kdim} \mathbb{Q}[X]=\operatorname{Kdim}_{p}[X]=1,
$$

we infer that $\mathbb{Z}_{1+p \mathbb{Z}}[X]$ is 2 -stable. More generally, consider a ring $\mathbf{A}$ of Krull dimension $\leq 1$ and suppose that there exists a regular element $r$ in $\operatorname{Rad}(\mathbf{A})$. Since $\operatorname{KdimA}\left[\frac{1}{r}\right] \leq 0$ and $\operatorname{Kdim}(\mathbf{A} /\langle r\rangle) \leq 0$, we have $\operatorname{KdimA}\left[\frac{1}{r}\right][X] \leq 1$ and $\operatorname{Kdim}(\mathbf{A} /\langle r\rangle)[X] \leq 1$, and thus, $\mathbf{A}[X]$ is 2-stable.

Lemma 109. (Coquand's Lemma) Let $D$ be a support on a ring $\mathbf{R}$ and pick $a \in \mathbf{R}$. Then, $D$ is $n$-stable if and only if both $D /\langle a\rangle$ and $D\left[\frac{1}{a}\right]$ are $n$-stable. In particular, $\mathbf{R}$ is n-stable if and only if both $\mathbf{R} /\langle a\rangle$ and $\mathbf{R}\left[\frac{1}{a}\right]$ are $n$-stable.
Proof. The implication " $\Rightarrow$ " is immediate.
" $\Leftarrow "$ Let $b \in \mathbf{R}$ and $L \in \mathbf{R}^{n}$. Since $D /\langle a\rangle$ is $n$-stable, there exists $Y \in \mathbf{R}^{n}$ such that $D(b) \leq D(L+b Y)$ in $\mathbf{T} /(D(a)=0)$, i.e., in $\mathbf{T}$ we have:

$$
\begin{equation*}
D(b) \leq D(a) \vee D(L+b Y) \tag{2.9}
\end{equation*}
$$

Now, as $D\left[\frac{1}{a}\right]$ is $n$-stable, considering the element $a b$ and the vector $L+b Y$, there exists $Z \in \mathbf{R}^{n}$ such that $D(a b) \leq D(L+b Y+a b Z)$ in $\mathbf{T} /(D(a)=1)$, i.e., in $\mathbf{T}$ we have:

$$
D(a b) \wedge D(a) \leq D(L+b X)
$$

and, thus, since $D(a b)=D(a) \wedge D(b)$, we have

$$
\begin{equation*}
D(a b) \leq D(L+b X) \tag{2.10}
\end{equation*}
$$

But, as $\langle a, L+b X\rangle=\langle a, L+b Y\rangle$, we have $D(a, L+b X)=D(a, L+b Y)$. Inequalities (2.9) and (2.10) become

$$
D(b) \leq D(a) \vee D(L+b X) \& D(a) \wedge D(b) \leq D(L+b X)
$$

It follows that $D(b) \leq D(L+b X)$ (see Exercise 383).

Theorem 110. ( $n$-Stable Induction) Let $\mathscr{F}$ be a class of rings containing the class of zero-dimensional rings, contained in the class of finite-dimensional rings, and satisfying the following induction rule:

$$
\forall \mathbf{R} \in \mathscr{F}, \exists a \in \mathbf{R} \left\lvert\, \forall \mathbf{A} \in\left\{\mathbf{R} /\langle a\rangle, \mathbf{R}\left[\frac{1}{a}\right]\right\}\right., \mathbf{A} \in \mathscr{F} \& \operatorname{Kim} \mathbf{A}<\sup (1, \operatorname{Kdim} \mathbf{R}) .
$$

Then, for each $\mathbf{R} \in \mathscr{F}$ and $n \in \mathbb{N}, \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is $(n+1)$-stable.
Proof. Let $\mathbf{R} \in \mathscr{F}$ and $n \in \mathbb{N}$. To prove that $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is $(n+1)$-stable, we proceed by induction on $\operatorname{Kdim} \mathbf{R}$. If $\operatorname{Kdim} \mathbf{R} \leq 0$, then as $\operatorname{Kdim} \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \leq n$, the result follows from Lemma 102. Else, there exists $a \in \mathbf{R}$ such that for $\mathbf{A} \in$ $\left\{\mathbf{R} /\langle a\rangle, \mathbf{R}\left[\frac{1}{a}\right]\right\}$, either $\operatorname{Kdim} \mathbf{A} \leq 0$ or $(\mathbf{A} \in \mathscr{F} \& \operatorname{Kdim} \mathbf{A}<\operatorname{Kdim} \mathbf{R})$. Using the induction hypothesis, the fact " $\operatorname{Kdim} \mathbf{A} \leq 0 \Rightarrow \mathbf{A}\left[X_{1}, \ldots, X_{n}\right]$ is $(n+1)$-stable", and Lemma 109, we obtain the desired result.

Corollary 111. If $\mathbf{R}$ is a domain of Krull dimension 1 such that $\operatorname{Rad}(\mathbf{R}) \neq\{0\}$ (for example, a local domain of Krull dimension 1), or a valuation ring of finite Krull dimension, or a ring with finite Zariski lattice (finite prime spectrum), then, for any $n \in \mathbb{N}, \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is $(n+1)$-stable.

Proof. First case: $\mathbf{R}$ is a domain of $\operatorname{Krull}$ dimension 1 such that $\operatorname{Rad}(\mathbf{R}) \neq\{0\}$. It is clear that the class $\mathscr{F}_{1}$ of domains of Krull dimension 1 such that $\operatorname{Rad}(\mathbf{R}) \neq\{0\}$ and rings of Krull dimension $\leq 0$ satisfies the induction hypotheses of Theorem 110. As a matter of fact, if $\mathbf{R}$ is a one-dimensional domain then for any $a \in \operatorname{Rad}(\mathbf{R}) \backslash\{0\}$, we have $\operatorname{Kdim} \mathbf{R}\left[\frac{1}{a}\right] \leq 0 \& \operatorname{Kim}(\mathbf{R} /\langle a\rangle) \leq 0$.
Second case: $\mathbf{R}$ is a valuation ring of finite Krull dimension. It is clear that the class $\mathscr{F}_{2}$ of valuation rings with finite Krull dimension and rings of Krull dimension $\leq 0$ satisfies the induction hypotheses of Theorem 110. As a matter of fact, if $\mathbf{R}$ is a valuation ring with $1 \leq \operatorname{Kdim} \mathbf{R} \leq \ell$ for some $\ell \in \mathbb{N}^{*}$, picking $a \in \mathbf{R}$ which is neither invertible nor nilpotent, then both of the rings $\mathbf{R}\left[\frac{1}{a}\right]$ and $\mathbf{R} /\langle a\rangle$ are in $\mathscr{F}_{2}$ and $\max \left(\operatorname{Kdim}\left(\mathbf{R}\left[\frac{1}{a}\right]\right), \operatorname{Kdim}(\mathbf{R} /\langle a\rangle)\right)<\operatorname{Kdim} \mathbf{R}$.
Third case: $\mathbf{R}$ has a finite prime spectrum. Denote by $\mathscr{F}_{3}$ the class of rings with finite prime spectrum and rings of Krull dimension $\leq 0$. It is clear that for $\mathbf{A} \in \mathscr{F}_{3}$ and $a \in \mathbf{A}$, both of the rings $\mathbf{A}\left[\frac{1}{a}\right]$ and $\mathbf{A} /\langle a\rangle$ are in $\mathscr{F}_{3}$. Now, suppose that $\mathbf{R}$ is a ring with finite number of prime ideals and with Krull dimension $\geq 1$. Let us denote by $\left\{\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{s}\right\}$ the set of maximal ideals of $\mathbf{R}$ which are not minimal, and $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$
the set of minimal prime ideals of $\mathbf{R}$. As $\cap_{i=1}^{s} \mathfrak{m}_{i} \nsubseteq \cup_{j=1}^{r} \mathfrak{p}_{j}$, one can pick an element $a \in \cap_{i=1}^{s} \mathfrak{m}_{i} \backslash \cup_{j=1}^{r} \mathfrak{p}_{j}$, and thus, we have $\max \left(\operatorname{Kdim}\left(\mathbf{R}\left[\frac{1}{a}\right]\right), \operatorname{Kdim}(\mathbf{R} /\langle a\rangle)\right)<\operatorname{KdimR}$.

It is worth pointing out that Corollary 111 can be extended to supports.
Corollary 112. If $\mathbf{V}$ is a valuation ring, then for any $n \in \mathbb{N}, \mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$ is $(n+1)$ stable.

Proof. Let $a \in \mathbf{V}$ and $L=\left(\ell_{1}, \ldots, \ell_{n+1}\right) \in \mathbf{V}^{n+1}$. Our goal is to find $X=\left(x_{1}, \ldots\right.$, $\left.x_{n+1}\right) \in \mathbf{V}^{n+1}$ such that $D_{\mathbf{V}}(L, a)=D_{\mathbf{V}}(L+a X)$. Let us denote by $\mathbf{V}_{1}$ the finitedimensional subring of $\mathbf{V}$ generated by the coefficients of $a, \ell_{1}, \ldots, \ell_{n+1}$. Then $\mathbf{V}_{2}:=$ $\left\{c / b \mid c, b \in \mathbf{V}_{1} \& b\right.$ is regular and divides $c$ in $\left.\mathbf{V}\right\}$ is a valuation subring of $\mathbf{V}$ with finite Krull dimension. As $\mathbf{V}_{2}\left[X_{1}, \ldots, X_{n}\right]$ is ( $n+1$ )-stable by Corollary 111, we can find $X \in \mathbf{V}_{2}^{n+1} \subseteq \mathbf{V}^{n+1}$ satisfying the required equality.

Our goal now is to prove that if $\mathbf{R}$ is a $n$-stable ring then $\operatorname{Gdim} \mathbf{R}<n$. The proof of this important fact relies on the following lemma.

Lemma 113. (Coquand's Lemma [108]) Let D be a support on a ring $\mathbf{R}$. If $D$ is $n$-stable then for any matrix $F=\left[C_{0}, C_{1}, \ldots, C_{n}\right] \in \mathbf{R}^{n \times(n+1)}$ (the $C_{i}$ 's stand for the columns of $F$ ), denoting by $G=\left[C_{1}, \ldots, C_{n}\right]$ and $\delta=\operatorname{det} G$, there exist $\lambda_{1}, \ldots, \lambda_{n} \in \mathbf{R}$ such that

$$
D\left(C_{0}, \delta\right) \leq D\left(C_{0}+\delta\left(\lambda_{1} C_{1}+\cdots+\lambda_{n} C_{n}\right)\right)
$$

Proof. We want to find $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbf{R}^{n}$ such that

$$
D(\delta) \leq D\left(C_{0}+\delta G \Lambda\right)
$$

Let us denote by $\tilde{G}$ the adjugate matrix of $G$ (the transpose of the cofactor matrix of $G)$ and $L=\tilde{G} C_{0}$. For any $\Lambda \in \mathbf{R}^{n}$, we have $\tilde{G}\left(C_{0}+\delta G \Lambda\right)=L+\delta^{2} \Lambda$, and, thus, $D\left(L+\delta^{2} \Lambda\right) \leq D\left(C_{0}+\delta G \Lambda\right)$. As $D$ is $n$-stable then, by virtue of Remark 106, there exists $\Lambda \in \mathbf{R}^{n}$ such that $D(\delta) \leq D\left(L+\delta^{2} \Lambda\right)$, and, thus, $D(\delta) \leq D\left(C_{0}+\delta G \Lambda\right)$, as desired.

Theorem 114. (Coquand's Theorem on $n$-Stability and G-Dimension [33]) Let $D$ be a support on a ring $\mathbf{R}$ and $n \in \mathbb{N}$. If $D$ is $n$-stable then for any matrix $F=$ $\left[C_{0}, C_{1}, \ldots, C_{p}\right] \in \mathbf{R}^{m \times(p+1)}$ (the $C_{i}$ 's stand for the columns of $F$ ), denoting by $G=$ $\left[C_{1}, \ldots, C_{p}\right]$, there exist $\lambda_{1}, \ldots, \lambda_{p} \in \mathscr{D}_{n}(G)$ such that

$$
D\left(C_{0}, \mathscr{D}_{n}(G)\right) \leq D\left(C_{0}+\lambda_{1} C_{1}+\cdots+\lambda_{p} C_{p}\right)
$$

In particular, if $D\left(C_{0}, \mathscr{D}_{n}(G)\right)=1$ then there exist $\lambda_{1}, \ldots, \lambda_{p} \in \mathscr{D}_{n}(G)$ such that $D\left(C_{0}+\lambda_{1} C_{1}+\cdots+\lambda_{p} C_{p}\right)=1$.

Proof. Let $\delta_{1}$ be a minor of size $n$ of $G$. Write $\delta_{1}=\operatorname{det}\left(\Gamma_{1}\right)$ where $\Gamma_{1}$ is the matrix extracted from $G$ corresponding to the minor $\delta_{1}$. Let us denote by $\Gamma_{1,0}$ the vector extracted from $C_{0}$ by keeping only the rows of $\Gamma_{1}$. By Lemma 113, we know that there exists $Y_{1} \in \mathbf{R}^{n}$ such that

$$
D\left(\delta_{1}\right) \leq D\left(\Gamma_{1,0}+\delta_{1} \Gamma_{1} Y_{1}\right) \leq D\left(C_{0}+\delta_{1} G \Lambda_{1}\right)=D\left(C_{0}+\lambda_{1,1} C_{1}+\cdots+\lambda_{1, p} C_{p}\right)
$$

where $\Lambda_{1}=\left(\lambda_{1,1}, \ldots, \lambda_{1, p}\right) \in \mathbf{R}^{p}\left(\lambda_{1, j} \in \mathscr{D}_{n}(G)\right)$ is obtained by completing $Y_{1}$ with zeroes. Thus,

$$
D\left(C_{0}, \delta_{1}\right) \leq D\left(C_{0}+\lambda_{1,1} C_{1}+\cdots+\lambda_{1, p} C_{p}\right)
$$

Repeating this process with a new minor $\delta_{2}$, one obtains $\lambda_{2,1}, \ldots, \lambda_{2, p} \in \mathscr{D}_{n}(G)$ such that

$$
D\left(C_{0}, \delta_{1}, \delta_{2}\right) \leq D\left(C_{0}+\lambda_{2,1} C_{1}+\cdots+\lambda_{2, p} C_{p}\right),
$$

and so on.

Corollary 115. Let $\mathbf{R}$ be a ring and $n \in \mathbb{N}$. If $\mathbf{R}$ is $n$-stable then $\operatorname{Gdim} \mathbf{R}<n$.
Corollary 116. Let $\mathbf{R}$ be a ring and $n \in \mathbb{N}$. We have the following implications:

$$
\operatorname{Kdim} \mathbf{R}<n \Rightarrow \mathbf{R} \text { is } n-\text { stable } \Rightarrow \operatorname{Gdim} \mathbf{R}<n \Rightarrow \operatorname{Sdim} \mathbf{R}<n .
$$

Proof. Use Example 107.(1) and Corollary 115.

Corollary 117. Let $\mathbf{R}$ be a ring of Krull dimension $\leq 0$, or a domain of Krull dimension 1 such that $\operatorname{Rad}(\mathbf{R}) \neq\{0\}$ (for example, a local domain of Krull dimension 1), or a valuation ring, or a ring with finite Zariski lattice. Then for $n \in \mathbb{N}^{*}$, if $M$ is a finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-module of rank $r \geq n+1$ then $M \cong N \oplus \mathbf{R}^{r-n}$ where $N$ is isomorphic to the image of a matrix of rank $n$.

Proof. Use Corollaries 111, 112 and 115, and Serre's Splitting Theorem 96.

Before giving the next two consequences of Corollary 117, let us first recall the definition of a seminormal ring together with the Traverso-Swan-Coquand Theorem (for a constructive proof, see Exercise 381).

Definition 118. A ring $\mathbf{R}$ will be called seminormal if for every $b, c \in \mathbf{R}$ satisfying $b^{2}=c^{3}$ there exists $a \in \mathbf{R}$ such that $a^{3}=b$ and $a^{2}=c$.
Note that an integral ring $\mathbf{R}$ is seminormal if and only if for every $b, c \in \mathbf{R}$ satisfying $b^{2}=c^{3}$, we have $\frac{b}{c} \in \mathbf{R}$.

Theorem 119. (Traverso-Swan-Coquand) For a ring $R$. The following assertions are equivalent:
(i) All finitely-generated projective $\mathbf{R}[X]$-modules of rank 1 are extended from $\mathbf{R}$.
(ii) For all $n \geq 1$, all finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-modules of rank 1 are extended from $\mathbf{R}$.
(iii) $\mathbf{R}_{\text {red }}:=\mathbf{R} / D_{\mathbf{R}}(0)$ is seminormal.

Proof. See Exercise 381.
In the particular case where $n=1$, we obtain the following two consequences of Corollary 117:

Corollary 120. Let $\mathbf{R}$ be a ring of Krull dimension $\leq 1$, or more generally, a ring $R$ which is locally of finite prime spectrum (i.e., for any maximal ideal $\mathfrak{m}$ of $\mathbf{R}$, the set of prime ideals of $\mathbf{R}$ contained in $\mathfrak{m}$ is finite; of course, this last hypothesis is not constructive). Then finitely-generated projective $\mathbf{R}[X]$-modules are extended from $\mathbf{R}$ if and only if $\mathbf{R}_{\mathrm{red}}$ is seminormal.

Theorem 121. (Bass-Simis-Vasconcelos [163]) If $\mathbf{R}$ is a valuation ring (resp., an arithmetical ring) then every finitely-generated projective $\mathbf{R}[X]$-module is free (resp., is extended from $\mathbf{R}$ ).

Proof. By the Quillen's patching Theorem 45, it suffices to prove the result for valuation rings. By Corollary 117, it suffices to deal with the case of a rank 1 projective $\mathbf{R}[X]$-module. It is well-known that a reduced valuation ring $\mathbf{R}$ is without zero-divisors (for $a, b, c \in \mathbf{R}, a b=0 \& b=a c \Rightarrow a^{2} c=0 \Rightarrow(a c)^{2}=0 \Rightarrow a c=$ $0 \Rightarrow b=0$ ). Thus, $\mathbf{V}:=\mathbf{R}_{\text {red }}$ is a valuation ring without zero-divisors, and a fortiori, it is seminormal. To see this, let $b, c \in \mathbf{V}$ such that $b^{2}=c^{3}$, and let us try to find $z \in \mathbf{V}$ such that $b=z^{3}$ and $c=z^{2}$.
If $b=x c$ for some $x \in \mathbf{V}$ then $c^{2}\left(x^{2}-c\right)=0$, and thus, as $\mathbf{V}$ is without zero-divisors, either $c=b=0\left(z=0\right.$ suits) or $c=x^{2}$ and $b=x c=x^{3}$ ( $z=x$ suits).
If $c=y b$ for some $y \in \mathbf{V}$ then $b^{2}\left(y^{3} b-1\right)=0$, and thus, either $b=c=0(z=0$ suits) or $b, c \in \mathbf{V}^{\times}\left(z=b c^{-1}\right.$ suits $)$.
The desired result follows from Theorem 119.

### 2.4 Projective Modules Over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, R an Arithmetical Ring

### 2.4.1 A Constructive Proof of Brewer-Costa-Maroscia Theorem

The aim of this subsection is to prove constructively the following theorem [20, 117] due to Maroscia and Brewer \& Costa which is a remarkable generalization of the Quillen-Suslin Theorem 72 since it is free of any Noetherian hypothesis.

Theorem 122. If $\mathbf{R}$ is a Prüfer domain of Krull dimension $\leq 1$, then each finitelygenerated projective module over the ring $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is extended. In particular, if $\mathbf{R}$ is a Bezout domain of Krull dimension $\leq 1$, then each finitely-generated projective module over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is free.

We will also propose in this Sect. 2.4 an alternative simpler constructive proof of Theorem 122 (see Remark 137).

### 2.4.1.1 Krull Dimension $\leq 1$

In order to use constructively the hypothesis that $\mathbf{R}$ has Krull dimension $\leq 1$, we recall the following constructive meaning of Krull dimension $\leq 1$ :
A ring $\mathbf{R}$ has Krull dimension $\leq 1$ if and only if

$$
\begin{equation*}
\forall a, b \in \mathbf{R}, \exists n \in \mathbb{N}, \exists x, y \in \mathbf{R} \mid a^{n}\left(b^{n}(1+x b)+y a\right)=0 \tag{2.11}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\forall a, b \in \mathbf{R}, \exists n \in \mathbb{N} \mid a^{n} b^{n} \in a^{n} b^{n+1} \mathbf{R}+a^{n+1} \mathbf{R} \tag{2.12}
\end{equation*}
$$

In the sequel, we will consider the family of identities in (2.11) as the constructive meaning of the hypothesis that $\mathbf{R}$ has Krull dimension $\leq 1$.
To simplify the computation of collapses related to Krull dimension $\leq 1$, we introduce the following ideal $I_{\mathbf{R}}(a, b)$.

Notation 123. If $a, b$ are two elements of a ring $\mathbf{R}$, we denote by $I_{\mathbf{R}}(a, b)$ the set of all $z \in \mathbf{R}$ such that there exist $x, y \in \mathbf{R}$ and $n \in \mathbb{N}$ satisfying $a^{n}\left(b^{n}(z+x b)+y a\right)=0$. In other words,

$$
I_{\mathbf{R}}(a, b)=\cup_{n \in \mathbb{N}}\left(a^{n} b^{n+1} \mathbf{R}+a^{n+1} \mathbf{R}: a^{n} b^{n} \mathbf{R}\right)
$$

So, the sequence $(a, b)$ collapses if and only if $1 \in I_{\mathbf{R}}(a, b)$.

## Lemma 124.

- $I_{\mathbf{R}}(a, b)$ is an ideal of $\mathbf{R}$,
- $z \in I_{\mathbf{R}}(a, b) \Rightarrow u v z \in I_{\mathbf{R}}(u a, v b)$,
- if $\varphi: \mathbf{R} \rightarrow \mathbf{T}$ is an homomorphism, then $\varphi\left(I_{\mathbf{R}}(a, b)\right) \subset I_{\mathbf{T}}(\varphi(a), \varphi(b))$,
- the Krull dimension of $\mathbf{R}$ is $\leq 1 \Longleftrightarrow \forall a, b \in \mathbf{R}, I_{\mathbf{R}}(a, b)=\langle 1\rangle$.


### 2.4.1.2 A Crucial Result

## Definition 125.

- A ring is Noetherian if every nondecreasing sequence $\left(I_{n}\right)_{n \in \mathbb{N}}$ of finitelygenerated ideals pauses (i.e., there exists $n \in \mathbb{N}$ such that $I_{n}=I_{n+1}$ ) [138, 139, 140, 141, 149, 159].
- A ring $\mathbf{R}$ is said to be equipped with a divisibility test if given $a, b \in \mathbf{R}$, one can answer the question $a \in$ ? $\langle b\rangle$, and in case of positive answer, one can explicitly find $c \in \mathbf{R}$ such that $a=b c$.
- A ring is said to be strongly discrete if it is equipped with a membership test to finitely-generated ideals, i.e., given $a, b_{1}, \ldots, b_{n} \in \mathbf{R}$, one can answer the question $a \in ?\left\langle b_{1}, \ldots, b_{n}\right\rangle$, and in case of positive answer, one can explicitly find $c_{1}, \ldots, c_{n} \in \mathbf{R}$ such that $a=b_{1} c_{1}+\cdots+b_{n} c_{n}$.
- A ring $\mathbf{R}$ is a valuation ring if it is equipped with a divisibility test and every two elements are comparable under division, i.e., given $a, b \in \mathbf{R}$, either $a \mid b$ or $b \mid a$. In particular, a valuation ring is local, strongly discrete, and residually discrete.
- A ring $\mathbf{R}$ is Bezout if each finitely-generated ideal is principal.
- A ring $\mathbf{R}$ is arithmetical if each finitely-generated ideal is locally principal.

A constructive characterization of arithmetical rings is that they are strongly discrete and satisfy the following property:

$$
\forall x, y \in \mathbf{R} \quad \exists s, t, a, b \in \mathbf{R}\left\{\begin{align*}
s x & =a y  \tag{2.13}\\
b x & =t y \\
s+t & =1
\end{align*}\right.
$$

See [49] or [101] for detailed explanations about this characterization. Property (2.13) amounts to saying that each finitely-generated ideal becomes principal after localization at a finite family of comaximal monoids.

- A ring is called a Prüfer ring if it is arithmetical and reduced.
- An integral domain is called a Prüfer domain if it is arithmetical.
- Recall that a coherent ring is a ring in which finitely-generated ideals are finitely-presented. We say that a ring $\mathbf{A}$ is stably coherent if $\mathbf{A}\left[X_{1}, \ldots, X_{n}\right]$ is coherent for every $n$.
- A pp-ring is a ring in which principal ideals are projective, which means that the annihilator of each element is idempotent.
- A coherent Prüfer ring is often called a semi-hereditary ring. Since a finitelypresented module is flat if and only if it is projective, coherent Prüfer rings are characterized by the fact that finitely-generated ideals are projective. And an arithmetical ring is a coherent Prüfer ring if and only if it is a pp-ring.
- A Dedekind ring is an arithmetical coherent Noetherian ring.

Let us recall some well-known results concerning Bezout rings. A Bezout ring is reduced and coherent if and only if it is a pp-ring. Over a Bezout pp-ring, each constant rank projective module is free. Over a Bezout domain each finitely-generated projective module is free. For a constructive approach of all previously cited facts see $[49,101]$.

The following result of Brewer \& Costa is an important intermediate result for Quillen Induction.

Theorem 126. If $\mathbf{R}$ is a Prüfer domain with Krull dimension $\leq 1$ then so is $\mathbf{R}\langle X\rangle$.
Next, we will give a constructive proof of a slightly more general version of the result above.

Theorem 127. ([112]) If $\mathbf{R}$ is a coherent Prüfer ring with Krull dimension $\leq 1$ then so is $\mathbf{R}\langle X\rangle$.

### 2.4.1.3 A Local Theorem

In the sequel, the letters $a, b, c$ will denote elements of $\mathbf{R}$ and $f, g, h$ elements of $\mathbf{R}[X]$. We will prove a local version of Theorem 127.

A local Prüfer ring is nothing but a reduced valuation ring. From a constructive point of view, a local coherent Prüfer ring is a ring $\mathbf{R}$ satisfying the following hypotheses:

$$
\left\{\begin{array}{rrll}
\forall x \in \mathbf{R} & x^{2}=0 & \Rightarrow & x=0  \tag{2.14}\\
\forall x, y \in \mathbf{R} & \exists z x=z y & \text { or } & \exists z y=z x \\
\forall x \in \mathbf{R} & x \in \mathbf{R}^{\times} & \text {or } & x \in \operatorname{Rad}(\mathbf{R}) \\
\forall x \in \mathbf{R} & \operatorname{Ann}(x)=0 & \text { or } & \operatorname{Ann}(x)=1
\end{array}\right.
$$

For example, the constructive meaning of the third item is that for each element $x \in \mathbf{R}$, we are able either to find an $y$ such that $x y=1$ or to find for each $z$ an $y$ such that $(1+x z) y=1$. The properties (2.14) amounts to saying that $\mathbf{R}$ is a valuation domain.

The first two properties imply that the ring has no zero-divisors ( $x y=0, x=$ $\left.z y \Rightarrow z y^{2}=0 \Rightarrow(z y)^{2}=0 \Rightarrow z y=0 \Rightarrow x=0\right)$, thus, in classical mathematics, the last two properties are automatically satisfied.

Denoting $\operatorname{Rad}(\mathbf{R})$ by $\mathscr{R}$, we easily infer that

$$
\left\{\begin{array}{ccc}
\forall x, y \in \mathbf{R} & \exists z \in \mathscr{R} x=z y \text { or } \exists z \in \mathscr{R} & y=z x \text { or } \exists u \in \mathbf{R}^{\times} y=u x  \tag{2.15}\\
\forall x, y \in \mathbf{R} & x y=0 \Rightarrow & (x=0 \text { or } y=0)
\end{array}\right.
$$

The following easy lemmas are useful for the proof of our Theorem 132.
Lemma 128. If the ring $\mathbf{R}$ satisfies (2.15), then each $F \in \mathbf{R}[X]$ can be written as $F=a f$ with $f=b f_{1}+f_{2}$ where $b \in \operatorname{Rad}(\mathbf{R})$ and $f_{2}$ is monic.

Proof. By the first property in (2.15), there is one coefficient of $F$, say $a$, dividing all the others. Thus, we can write $F=a f$ for some $f \in \mathbf{R}[X]$ with at least one coefficient equal to 1 . Now, write $f=f_{2}+f_{3}$ with $f_{2}$ monic and all the coefficients of $f_{3}$ are in $\operatorname{Rad}(\mathbf{R})$. Again, there is one coefficient in $f_{3}$, say $b$, dividing all the others. Thus, $f_{3}=b f_{1}$ for some $f_{1} \in \mathbf{R}[X]$.

Lemma 129. If $\mathbf{R}$ has Krull dimension $\leq 1, c \in \mathbf{R}$ is regular and $b \in \operatorname{Rad}(\mathbf{R})$, then $c$ divides a power of $b$.

Proof. Just use the equality (2.11) and the fact that $1+b \mathbf{R} \subseteq \mathbf{R}^{\times}$.

Corollary 130. If $\mathbf{R}$ has Krull dimension $\leq 1$ and $f=b f_{1}+f_{2} \in \mathbf{R}[X]$ with $b \in$ $\operatorname{Rad}(\mathbf{R})$ and $f_{2}$ monic, then for every regular $c \in \mathbf{R},\langle f, c\rangle$ contains a monic.

Proof. Using Lemma 129, we know that there exists $n \in \mathbb{N}$ such that $c$ divides $b^{n}$. Thus, the monic polynomial $f_{2}^{n} \in\left\langle f, b^{n}\right\rangle \subseteq\langle f, c\rangle$.

Remark 131. Let $\mathbf{R}$ be a ring and $x, y \in \mathbf{R}$. If $\langle x, y\rangle=\langle g\rangle$ for some $g \in \mathbf{R}$ then $g$ is a gcd of $x$ and $y$ in the following sense: an element in $\mathbf{R}$ divides both $x$ and $y$ if and only if it divides $g$.

A local version of Theorem 127 is Theorem 132.
Theorem 132. If $\mathbf{R}$ is a local coherent Prüfer ring (that is, it satisfies (2.14)) and has Krull dimension $\leq 1$, then $\mathbf{R}\langle X\rangle$ is a Bezout domain with Krull dimension $\leq 1$.

Proof. We first prove that $\mathbf{R}\langle X\rangle$ is a Bezout domain. It is a domain (each element is zero or regular) since $\mathbf{R}$ is a domain. Since $\mathbf{R}$ is a discrete gcd domain (that is, each pair of nonzero elements has a greatest common divisor) so is $\mathbf{R}[X]$ (see for example Theorem IV.4.7 of [120]) and $\mathbf{R}\langle X\rangle$ as well. Recall that a gcd ring $\mathbf{B}$ is Bezout if and only if

$$
\forall x, y \in \mathbf{B}, \quad(\operatorname{gcd}(x, y)=1 \quad \Longrightarrow \quad\langle x, y\rangle=\langle 1\rangle)
$$

To prove that $\mathbf{R}\langle X\rangle$ is Bezout, consider $F, G \in \mathbf{R}\langle X\rangle$ such that $\operatorname{gcd}(F, G)=1$ and let us show that $1 \in\langle F, G\rangle$. We may assume w.l.o.g. that $F \neq 0$ and $G \neq 0$. Since monic polynomials are invertible in $\mathbf{R}\langle X\rangle$, we may also assume that $F, G \in \mathbf{R}[X]$. We need to show that $\langle F, G\rangle_{\mathbf{R}[X]}$ contains a monic polynomial. Letting $H=\operatorname{gcd}(F, G)_{\mathbf{R}[X]}, H$ divides $\operatorname{gcd}(F, G)_{\mathbf{R}\langle X\rangle}=1$ (in $\mathbf{R}\langle X\rangle$ ) and so the leading coefficient of $H$ is invertible in $\mathbf{R}$. Using the equality $\langle F, G\rangle_{\mathbf{R}[X]}=H\langle F / H, G / H\rangle_{\mathbf{R}[X]}$, we see that we may suppose $H=1$. Following Lemma 128, we have $F=a f=a\left(b f_{1}+f_{2}\right), G=a^{\prime} g=$ $a^{\prime}\left(b^{\prime} g_{1}+g_{2}\right)$, with $b, b^{\prime} \in \operatorname{Rad}(\mathbf{R})$ and $f_{2}, g_{2}$ monic. In $\mathbf{R}\langle X\rangle$ we have:

$$
\operatorname{gcd}(F, G)=\operatorname{gcd}\left(a f, a^{\prime} g\right)=1 \Rightarrow \operatorname{gcd}\left(a, a^{\prime}\right)=1
$$

Thus, $\operatorname{gcd}(F, G)=1$ in $\mathbf{R}\langle X\rangle$ implies that either $a$ or $a^{\prime}$ is invertible in $\mathbf{R}$. Suppose for example that $a=1$. The fact that $\operatorname{gcd}(F, G)_{\mathbf{R}[X]}=1$ yields that the $\operatorname{gcd}$ in $\mathbf{K}[X]$ (where $\mathbf{K}$ is the quotient field of $\mathbf{R}$ ) is equal to 1 , that is, there is a regular element $c$ in $\mathbf{R} \cap\langle F, G\rangle_{\mathbf{R}[X]}$. By Corollary 130, we get a monic polynomial in $\langle c, F\rangle_{\mathbf{R}[X]} \subseteq$ $\langle F, G\rangle_{\mathbf{R}[X]}$, as desired.

Now, let us check that the Krull dimension of $\mathbf{R}\langle X\rangle$ is $\leq 1$. The Krull dimension of $\mathbf{K}[X]$ is $\leq 1$, and more precisely, for all $F, G \in \mathbf{R}[X]$ (keeping the same notations as above), we have an explicit collapse in $\mathbf{K}[X]$ (see Theorem 88) which can be rewritten in $\mathbf{R}[X]$ (by clearing the denominators) as follows:

$$
\exists n \in \mathbb{N}, \exists h_{1}, h_{2} \in \mathbf{R}[X], \exists w \in \mathbf{R} \backslash\{0\} \quad F^{n}\left(G^{n}\left(w+h_{1} G\right)+h_{2} F\right)=0
$$

This means that $\exists w \in \mathbf{R} \backslash\{0\}$, such that $w \in I_{\mathbf{R}\langle X\rangle}(F, G)$. Moreover, we have $1 \in I_{\mathbf{R}}\left(a, a^{\prime}\right)$ and a fortiori $1 \in I_{\mathbf{R}\langle X\rangle}\left(a, a^{\prime}\right)$, implying that $f g \in I_{\mathbf{R}\langle X\rangle}\left(a f, a^{\prime} g\right)=$
$I_{\mathbf{R}\langle X\rangle}(F, G)$. Finally, since the gcd in $\mathbf{R}\langle X\rangle$ of $w$ and $f g$ is equal to 1 (this is due to the fact that $f g$ is primitive), the ideal $I_{\mathbf{R}\langle X\rangle}(F, G)$, which contains $w$ and $f g$, contains 1.

Finally the fact that $\mathbf{R}\langle X\rangle$ is a pp-ring can be easily checked under the only hypothesis that $\mathbf{R}$ is a pp-ring.

### 2.4.1.4 A Quasi-Global Version

Applying the General Local-Global Principle 35 to the proof of Theorem 132 above, we get an algorithmic proof for the following quasi-global proposition.

Proposition 133. Let $\mathbf{R}$ be a coherent Prüfer ring with Krull dimension $\leq$ 1. Considering $F, G \in \mathbf{R}[X]$ :

- There exists a family $\left(S_{i}\right)$ of comaximal monoids of $\mathbf{R}$ such that in each $\mathbf{R}_{S_{i}}\langle X\rangle$ the ideal $\langle F, G\rangle$ is finitely-generated and projective.
- There exists a family $\left(S_{i}\right)$ of comaximal monoids of $\mathbf{R}$ such that in each $\mathbf{B}_{i}=$ $\mathbf{R}_{S_{i}}\langle X\rangle$ we have a collapse $I_{\mathbf{B}_{i}}(F, G)=\langle 1\rangle$.

An immediate corollary of Proposition 133 is Theorem 127. This is due to the fact that finitely-generated ideals are projective and that two elements producing a collapse are local properties, i.e., it suffices to check them after localizations at a family of comaximal monoids [34, 49, 101].

Let $\mathscr{F}$ be the class of coherent Prüfer rings of Krull dimension $\leq 1$. This class clearly satisfies the localization property (ii') in Theorem 49 (Concrete Induction à la Quillen). It satisfies (i) (in the same theorem) by Theorem 127.
Theorem 132 above asserts that if $\mathbf{R} \in \mathscr{F}$ is local, then $\mathbf{R}\langle X\rangle$ is a Bezout domain. In particular, every projective module over $\mathbf{R}\langle X\rangle$ is free. Combined with Theorem 47 (the Global Horrocks extension theorem), we obtain condition (iii') in Theorem 49. Finally we constructively get:

Theorem 134. (Brewer-Costa-Maroscia Theorem [20, 117]) If $\mathbf{R}$ is a coherent Prüfer ring with Krull dimension $\leq 1$, then every finitely-generated projective module over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is extended. In particular, if $\mathbf{R}$ is a Bezout pp-ring with Krull dimension $\leq 1$, then every constant rank projective module over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is free.

### 2.4.2 The Theorem of Lequain, Simis and Vasconcelos

Let $\mathbf{R}$ be a ring. We denote by $\mathbf{R}(X)$ the localization of $\mathbf{R}[X]$ at primitive polynomials, i.e., polynomials whose coefficients generate the whole ring $\mathbf{R}$. Of course, the ring $\mathbf{R}(X)$ is also a localization of $\mathbf{R}\langle X\rangle$ and we have $\mathbf{R}[X] \subseteq \mathbf{R}\langle X\rangle \subseteq \mathbf{R}(X)$. The containment $\mathbf{R}\langle X\rangle \subseteq \mathbf{R}(X)$ becomes an equality if and only if $\mathbf{R}$ has Krull dimension $\leq 0$ (in short, $\operatorname{Kdim} \mathbf{R} \leq 0$ ) [80] (see Remark 138).

The construction $\mathbf{R}(X)$ turned out to be an efficient tool for proving results on $\mathbf{R}$ via passage to $\mathbf{R}(X)$.
As seen in the previous subsection, the restriction in Brewer-Costa-Maroscia theorem to Prüfer domains with Krull dimension $\leq 1$ is due to the fact that $\mathbf{R}\langle X\rangle$ is a Prüfer domain if and only if $\mathbf{R}$ is a Prüfer domain with Krull dimension $\leq 1$. Subsequently, in order to generalize the Quillen-Suslin theorem to Prüfer domains and seeing that the class of Prüfer domains is not stable under the formation $\mathbf{R}\langle X\rangle$, Lequain and Simis [96] found a clever way to bypass this difficulty by proving the following new induction theorem.

Theorem 135. (Lequain-Simis Induction) Suppose that a class of rings $\mathscr{F}$ satisfies the following properties:
(i) If $\mathbf{R} \in \mathscr{F}$ then every nonmaximal prime ideal of $\mathbf{R}$ has finite height.
(ii) If $\mathbf{R} \in \mathscr{F}$ then $\mathbf{R}[X]_{\mathfrak{p}[X]} \in \mathscr{F}$ for any prime ideal $\mathfrak{p}$ of $\mathbf{R}$.
(iii) If $\mathbf{R} \in \mathscr{F}$ then $\mathbf{R}_{\mathfrak{p}} \in \mathscr{F}$ for any prime ideal $\mathfrak{p}$ of $\mathbf{R}$.
(iv) If $\mathbf{R} \in \mathscr{F}$ and $\mathbf{R}$ is local then any finitely-generated projective module over $\mathbf{R}[X]$ is free.

Then, for each $\mathbf{R} \in \mathscr{F}$, all finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-modules are extended from $\mathbf{R}$.

Note here that if $\mathbf{R}$ is local with maximal ideal $\mathfrak{m}$, then $\mathbf{R}(X)=\mathbf{R}[X]_{\mathfrak{m}[X]}$.
When coupled with Bass-Simis-Vasconcelos Theorem 121 asserting that over a valuation ring $\mathbf{V}$, all finitely-generated projective $\mathbf{V}[X]$-modules are free, the LequainSimis Induction Theorem yields to the elegant Lequain-Simis Vasconcelos Theorem 142 (see Corollary 142).

In this subsection, we will prove that for any ring $\mathbf{R}$ with Krull dimension $\leq$ $d$, the ring $\mathbf{R}\langle X\rangle$ "dynamically behaves like the ring $\mathbf{R}(X)$ or a localization of a polynomial ring of type $\left(S^{-1} \mathbf{R}\right)[X]$ with $S$ a multiplicative subset of $\mathbf{R}$ and the Krull dimension of $S^{-1} \mathbf{R}$ is $\leq d-1 "$.

As application of this dynamical comparison between the rings $\mathbf{R}(X)$ and $\mathbf{R}\langle X\rangle$, we will give a constructive variation of Lequain-Simis Induction Theorem-using a simple proof (see Theorem 140). Note that Lequain and Simis put considerable effort for proving this marvellous theorem and they used some quite complicated technical steps.

### 2.4.2.1 A Dynamical Comparison Between the Rings $\mathbf{R}(X)$ and $\mathbf{R}\langle X\rangle$ [55]

By the following theorem, we prove that for any ring $\mathbf{R}$ with Krull dimension $\leq$ $d$, the ring $\mathbf{R}\langle X\rangle$ "dynamically behaves like the ring $\mathbf{R}(X)$ or a localization of a
polynomial ring of type $\left(S^{-1} \mathbf{R}\right)[X]$ with $S$ a multiplicative subset of $\mathbf{R}$ and the Krull dimension of $S^{-1} \mathbf{R}$ is $\leq d-1$ ". This can be schematized as follows:

with $\operatorname{Kdim}\left(S_{i}^{-1} \mathbf{R}\right)<\operatorname{Kdim} \mathbf{R}$.
Theorem 136. Let $d \in \mathbb{N}$ and $\mathbf{R}$ be a ring with Krull dimension $\leq d$. Then for any primitive polynomial $f \in \mathbf{R}[X]$, there exist comaximal monoids $V_{1}, \ldots, V_{s}$ of $\mathbf{R}\langle X\rangle$ such that for each $1 \leq i \leq s$, either $f$ is invertible in $\mathbf{R}\langle X\rangle_{V_{i}}$ or $\mathbf{R}\langle X\rangle_{V_{i}}$ is a localization of $\left(S_{\mathbf{R}, a_{i}}^{-1} \mathbf{R}\right)[X]$, where $S_{\mathbf{R}, a_{i}}=a_{i}^{\mathbb{N}}\left(1+a_{i} \mathbf{R}\right)$, for some coefficient $a_{i}$ of $f$ (note that $\operatorname{Kdim} S_{\mathbf{R}, a_{i}}^{-1} \mathbf{R} \leq d-1$ ).
Proof.
First Case: $\mathbf{R}$ is Residually Discrete Local. Observe that any primitive polynomial $f \in \mathbf{R}[X]$ can be written in the form $f=g+u$ where $g, u \in \mathbf{R}[X]$, all the coefficients of $g$ are in the Jacobson radical $\operatorname{Rad}(\mathbf{R})$ of $\mathbf{R}$ and $u$ is quasi monic (that is, the leading coefficient of $u$ is invertible). If the degree of $u$ is $k$, then $g=\sum_{j>k} a_{j} X^{j}$. Now we open two branches: we localize $\mathbf{R}\langle X\rangle$ at the comaximal multiplicative subsets generated by $f$ and $g$.


In $\mathbf{R}\langle X\rangle_{f}, f$ is clearly invertible.
In $\mathbf{R}\langle X\rangle_{g}$, write $g=\sum_{j=k+1}^{m} a_{j} X^{j}$, where the $a_{j} \in \operatorname{Rad}(\mathbf{R})$. It follows that the multiplicative subsets $\mathscr{M}\left(a_{k+1}\right), \ldots, \mathscr{M}\left(a_{s}\right)$ are comaximal in $\mathbf{R}\langle X\rangle_{g}$. Note that for any $k+1 \leq i \leq m, \mathscr{M}\left(a_{i}\right)^{-1}\left(\mathbf{R}\langle X\rangle_{g}\right)$ is a localization of the polynomial ring $\mathbf{R}_{a_{i}}[X]$ and $\operatorname{dim} \mathbf{R}_{a_{i}}<\operatorname{dim} \mathbf{R}$.


General Case: R Arbitrary. Apply the General Local-Global Principle 35. Precisely this gives the following computation. First we remark that since $f$ is primitive, say $f=\sum_{j=0}^{m} a_{j} X^{j}$, the multiplicative subsets $U_{m}=\mathscr{M}\left(a_{m}\right), U_{m-1}=\mathscr{S}_{\mathbf{R}}\left(a_{m} ; a_{m-1}\right)$, $\ldots, U_{k}=\mathscr{S}_{\mathbf{R}}\left(a_{m}, \ldots, a_{k+1} ; a_{k}\right), \ldots, U_{0}=\mathscr{S}_{\mathbf{R}}\left(a_{m}, \ldots, a_{1} ; a_{0}\right)$ are comaximal in $\mathbf{R}$. It is now sufficient to prove the conclusion for each ring $\mathbf{R}_{U_{i}}$. And this conclusion is obtained from the proof given for the first case.

Remark 137. If $\mathbf{R}$ is a valuation domain then any $f \in \mathbf{R}[X]$ is easily written as $f=a g$ where $a \in \mathbf{R}$ and $g \in \mathbf{R}[X]$ is primitive, invertible in $\mathbf{R}(X)$. From this fact, it follows easily that $\mathbf{R}(X)$ is again a valuation domain, and if $\operatorname{Kdim} \mathbf{R} \leq d$ then $\operatorname{Kdim} \mathbf{R}(X) \leq d$. So by Theorem 136, we painlessly get constructively that:
(i) If $\mathbf{R}$ is a valuation domain with $\operatorname{Kdim} \mathbf{R} \leq 1$ then $\mathbf{R}\langle X\rangle$ is a Prüfer domain with $\operatorname{Kdim} \mathbf{R} \leq 1$ (we retrieve a very simple constructive proof of the Brewer-Costa-Maroscia Theorem 134). As a matter of fact, it is clear that in this case, in one of the $\mathbf{R}\langle X\rangle_{U_{i}}$, the computations are done like in $\mathbf{R}(X)$, while the other $\mathbf{R}\langle X\rangle_{U_{i}}$ are localizations of the polynomial ring $\mathbf{K}[X]$ where $\mathbf{K}$ is the quotient field of $\mathbf{R}$.
(ii) If $\mathbf{R}$ is a Prüfer domain with $\operatorname{Kdim} \mathbf{R} \leq 1$ then so is $\mathbf{R}\langle X\rangle$.

This is obtained from (i) by application of the General Constructive Rereading Principle.

Remark 138. If $\operatorname{Kdim} \mathbf{R}=0$ then clearly $\mathbf{R}\langle X\rangle=\mathbf{R}(X)$ (the rings $S_{a_{i}}^{-1} \mathbf{R}$ in Theorem 136 being trivial). This constructive proof is simpler than the one given in [80].

Example 139. $\mathbb{Z}\langle X\rangle$ behaves locally as $\mathbb{Z}(X)$ or a localization $S_{i}^{-1} \mathbb{Q}[X]$ of $\mathbb{Q}[X]$.


### 2.4.2.2 The Lequain-Simis Induction Theorem

We propose here a constructive variation of Lequain-Simis Induction Theorem (Theorem 135) using a simple proof. This is one important application of our dynamical comparison between the rings $\mathbf{R}(X)$ and $\mathbf{R}\langle X\rangle$.

Theorem 140. (Constructive Induction Theorem [55]) Let $\mathscr{F}$ be a class of commutative rings with finite Krull dimensions satisfying the properties below:
(ii') If $\mathbf{R} \in \mathscr{F}$ then $\mathbf{R}(X) \in \mathscr{F}$.
(iii) If $\mathbf{R} \in \mathscr{F}$ then $\mathbf{R}_{S} \in \mathscr{F}$ for each multiplicative subset $S$ in $\mathbf{R}$.
(iv') If $\mathbf{R} \in \mathscr{F}$ then any finitely-generated projective module over $\mathbf{R}[X]$ is extended from $\mathbf{R}$.

Then, for each $\mathbf{R} \in \mathscr{F}$, all finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-modules are extended from $\mathbf{R}$.

Proof. We reason by double induction on the number $n$ of variables and the Krull dimension of the base ring $\mathbf{R}$.
For the initialization of the induction there is no problem since if $n=1$ there is nothing to prove and for polynomial rings over zero-dimensional rings (see Theorem 50) the result is true constructively.
We assume that the construction is given with $n$ variables for rings in $\mathscr{F}$. Then we consider the case of $n+1$ variables and we give the proof by induction on the dimension of the ring $\mathbf{R} \in \mathscr{F}$. We assume that the dimension is $\leq d+1$ with $d \geq 0$ and the construction has been done for rings of dimension $\leq d$.
Let $P$ be a finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}, Y\right]$-module. Let us denote $X$ for $X_{1}, \ldots, X_{n}$. The module $P$ can be seen as the cokernel of a presentation matrix $M=M(X, Y)$ with entries in $\mathbf{R}[X, Y]$. Let $A(X, Y)$ be the associated enlarged matrix (as in the proof of Theorem 45).
Using the induction hypothesis over $n$ and (ii') we know that $A(X, Y)$ and $A(0, Y)$ are equivalent over the ring $\mathbf{R}(Y)[X]$. This means that there exist matrices $Q_{1}, R_{1}$ with entries in $\mathbf{R}[X, Y]$ such that

$$
\begin{align*}
& Q_{1} A(X, Y)=A(0, Y) R_{1}  \tag{2.16}\\
& \text { where } \quad \operatorname{det}\left(Q_{1}\right) \text { and } \operatorname{det}\left(R_{1}\right) \quad \text { are primitive polynomials in } \mathbf{R}[Y] . \tag{2.17}
\end{align*}
$$

We first want to show that $A(X, Y)$ and $A(0, Y)$ are equivalent over $\mathbf{R}\langle Y\rangle[X]$. Using the Vaserstein's patching, for doing this job it is sufficient to show that $A$ and $A(0, Y)$ are equivalent over $\mathbf{R}\langle Y\rangle[X]_{\mathscr{M}_{i}}$ for comaximal multiplicative subsets $\mathscr{M}_{i}$.
We consider the primitive polynomial $f=\operatorname{det}\left(Q_{1}\right) \operatorname{det}\left(R_{1}\right) \in \mathbf{R}[Y]$ and we apply Theorem 136. We get comaximal subsets $V_{1}, \ldots, V_{s}$ of $\mathbf{R}\langle Y\rangle$ such that for each $1 \leq i \leq s$, either $f$ is invertible in $\mathbf{R}\langle Y\rangle_{V_{i}}$ or $\mathbf{R}\langle Y\rangle_{V_{i}}$ is a localization of $\mathbf{R}_{a_{i}}[Y]$ for some $a_{i} \in \mathbf{R}$ such that $\mathbf{R}_{a_{i}}$ has Krull dimension $\leq d$.
In the first case $\operatorname{det}\left(Q_{1}\right)$ and $\operatorname{det}\left(R_{1}\right)$ are invertible in $\mathbf{R}\langle Y\rangle_{V_{i}}$. This implies that $A(X, Y)$ and $A(0, Y)$ are equivalent over $\mathbf{R}\langle Y\rangle[X]_{V i}$.
In the second case, by induction hypothesis on the dimension, $A(X, Y)$ and $A(0,0)$ are equivalent over $\mathbf{R}_{a_{i}}[Y][X]$. An immediate consequence is that $A(X, Y)$ and $A(0, Y)$ are equivalent over $\mathbf{R}_{a_{i}}[Y][X]$. Finally they are also equivalent over $\mathbf{R}\langle Y\rangle[X]_{V_{i}}$ which is a localization of the previous ring.
Now we know that there exist invertible matrices $Q, R$ over the ring $\mathbf{R}\langle Y\rangle[X] \subseteq$ $(\mathbf{R}[X])\langle Y\rangle$ such that

$$
Q A(X, Y)=A(0, Y) R
$$

We know also that $A(0,0)$ and $A(0, Y)$ are equivalent over $\mathbf{R}[Y] \subseteq(\mathbf{R}[X])\langle Y\rangle$ (case $n=1)$ and $A(0,0)$ and $A(X, 0)$ are equivalent over $\mathbf{R}[X] \subseteq(\mathbf{R}[X])\langle Y\rangle$. So $A(X, 0)$ and $A(X, Y)$ are equivalent over $(\mathbf{R}[X])\langle Y\rangle$, and by virtue of Horrocks Theorem 47, $P$ is extended from $\mathbf{R}[X]$, i.e., $A(X, 0)$ and $A(X, Y)$ are equivalent over $\mathbf{R}[X, Y]$. By induction hypothesis, $P$ is extended from $\mathbf{R}$.

Remark 141. In fact, the proof does not use any multiplicative subset of rings $\mathbf{R}$ in $\mathscr{F}$, but only multiplicative subsets obtained by iterating localizations at some $\mathscr{S}\left(a_{1}, \ldots, a_{k} ; u\right)$.
Corollary 142. (Lequain-Simis-Vasconcelos Theorem) For any arithmetical ring $\mathbf{R}$, all finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-modules are extended from $\mathbf{R}$.

Proof. By the Quillen's patching Theorem 45, it suffices to prove the result for valuation rings. As in the proof of Corollary 112 from Corollary 111, we can suppose that $\mathbf{R}$ is a finite-dimensional valuation ring.
Let us denote by $\mathscr{F}$ the class of finite-dimensional valuation rings. It is immediate that the hypotheses (ii') and (iii) in the Constructive Induction Theorem 140 are satisfied by $\mathscr{F}$. The hypothesis (iv') is nothing but the Bass-Simis-Vasconcelos Theorem 121.

Corollary 143. For any Bezout domain R, all finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-modules are free.

As always constructive proofs work in classical mathematics and Theorem 140 applies. Moreover, in classical mathematics, we get the following variation:
Theorem 144. (New Classical Induction Theorem) Let $\mathscr{F}$ be a class of commutative rings with finite Krull dimensions satisfying the properties below:
(ii) If $\mathbf{R} \in \mathscr{F}$ and $\mathbf{R}$ is local then $\mathbf{R}(X) \in \mathscr{F}$.
(iii') If $\mathbf{R} \in \mathscr{F}$ then $\mathbf{R}_{S} \in \mathscr{F}$ for each multiplicative set $S$ in $\mathbf{R}$.
(iv) If $\mathbf{R} \in \mathscr{F}$ and $\mathbf{R}$ is local then any finitely-generated projective module over $\mathbf{R}[X]$ is extended from $\mathbf{R}$.

Then, for each $\mathbf{R} \in \mathscr{F}$, all finitely-generated projective $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$-modules are extended from $\mathbf{R}$.

Proof. From (ii) and (iv) we deduce (ii') and (iv') in Theorem 140 by using the abstract Quillen's patching that uses maximal ideals.

### 2.5 Suslin's Stability Theorem

### 2.5.1 "Obvious" Syzygies

Recall that for a ring $\mathbf{R}$ and $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}^{m}$ ( $m \geq 1$ ), the syzygy module of $u$ is

$$
\operatorname{Syz}(u)=\operatorname{Syz}\left(u_{1}, \ldots, u_{m}\right):=\left\{\left(v_{1}, \ldots, v_{m}\right) \in \mathbf{R}^{m} \mid v_{1} u_{1}+\cdots+v_{m} u_{m}=0\right\} .
$$

Definition 145. Let $\mathbf{R}$ be a ring, $m \geq 2$, and $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}^{m}$. An $s \in \mathbf{R}^{m}$ is said to be an obvious syzygy of $u$ if $s=u_{j} e_{i}-u_{i} e_{j}=: s_{i, j}$ with $1 \leq i<j \leq m$, where $\left(e_{1}, \ldots, e_{m}\right)$ stands for the canonical basis of $\mathbf{R}^{m}$. Note that we avoided the use of the terminology "trivial syzygy" as it is reserved for $(0, \ldots, 0)$. Of course there are $\binom{m}{2}=\frac{m(m-1)}{2}$ obvious syzygies for $u$, and we have:

$$
\left\langle s_{i, j} \mid 1 \leq i<j \leq m\right\rangle \subseteq \operatorname{Syz}(u) .
$$

But, in general, there is no equality. For example, for $\alpha \notin \mathbf{R}^{\times}$and $\alpha \neq 0, s=$ $(-\alpha, 1) \in \operatorname{Syz}\left(\alpha, \alpha^{2}\right)$ but $s \notin\left\langle s_{1,2}\right\rangle=\mathbf{R}\left(\alpha^{2},-\alpha\right)$. Note that $\alpha s \in\left\langle s_{1,2}\right\rangle$. This is a general fact that will be explained in Proposition 146 below. As another example, if $\mathbf{R}$ is a noncoherent domain, then $\operatorname{Syz}(u)$ is not finitely-generated for some $m \geq 2$ and $u \in \mathbf{R}^{m}$, and, thus, $\left\langle s_{i, j} \mid 1 \leq i<j \leq m\right\rangle \varsubsetneqq \operatorname{Syz}(u)$.

Proposition 146. Let $\mathbf{R}$ be a ring, $m \geq 2$, and $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}^{m}$. Then

$$
\left\langle u_{1}, \ldots, u_{m}\right\rangle \operatorname{Syz}(u) \subseteq\left\langle s_{i, j} \mid 1 \leq i<j \leq m\right\rangle \subseteq \operatorname{Syz}(u),
$$

where the $s_{i, j}$ 's are the obvious syzygies of $u$.
In particular, if $u$ is unimodular, i.e., $1 \in\left\langle u_{1}, \ldots, u_{m}\right\rangle$, then

$$
\operatorname{Syz}(u)=\left\langle s_{i, j} \mid 1 \leq i<j \leq m\right\rangle .
$$

Proof. It suffices to prove that $u_{m} \operatorname{Syz}(u) \subseteq\left\langle s_{i, j} \mid 1 \leq i<j \leq m\right\rangle$. Letting $v=$ $\left(v_{1}, \ldots, v_{m}\right) \in \operatorname{Syz}(u)$, as $v_{m} u_{m}=-\left(v_{1} u_{1}+\cdots+v_{m-1} u_{m-1}\right)$, we have

$$
u_{m} v=v_{1} s_{1, m}+\cdots+v_{m-1} s_{m-1, m}
$$

Corollary 147. Let $\mathbf{R}$ be a Bezout domain, $m \geq 2$, and $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}^{m} \backslash\{0\}$. Then, denoting by $d=\operatorname{gcd}\left(u_{1} \ldots, u_{m}\right), \operatorname{Syz}(u)$ is generated as $\mathbf{R}$-module by the obvious syzygies of $\frac{1}{d} u$.

Proof. This follows from Proposition 146 since $\operatorname{Syz}(u)=\operatorname{Syz}\left(\frac{1}{d} u\right)$ and $\frac{1}{d} u$ is unimodular.

### 2.5.2 $\quad \mathrm{E}_{2}(\mathbf{R})$ as a Subgroup of $\mathrm{SL}_{2}(\mathbf{R})$

This subsection is devoted to Park's algorithm [132] with which one can test whether a given matrix in $\mathrm{SL}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right)$, where $\mathbf{R}$ is a Euclidean domain, allows a factorization into elementary matrices (i.e., $\in \mathrm{E}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right)$ ), and if it does, gives its explicit factorization.

Definition 148. Let $\mathbf{R}$ be ring and $n \geq 2$. A square $n \times n$ matrix $A$ with entries in $\mathbf{R}$ is said to be realizable if it can be written as a product of elementary matrices, i.e., if it is in $\mathrm{E}_{n}(\mathbf{R})$.

## Example 149.

(1) If $\mathbf{R}$ is a Euclidean domain then every matrix in $\operatorname{SL}_{n}(\mathbf{R})(n \geq 2)$ is realizable, i.e., $\mathrm{SL}_{n}(\mathbf{R})=\mathrm{E}_{n}(\mathbf{R})$. In more details, considering $A \in \mathrm{SL}_{n}(\mathbf{R})$, as its first column $C_{1}$ is unimodular, we can by successive applications of the Euclidean algorithm, transform $C_{1}$ using elementary operations to ${ }^{\mathrm{t}}(1,0, \ldots, 0)$. Thus, there exists $E \in \mathrm{E}_{n}(\mathbf{R})$ such that $E A=\left(\begin{array}{cc}1 & 0 \\ 0 & A^{\prime}\end{array}\right)$ with $A^{\prime} \in \mathrm{SL}_{n-1}(\mathbf{R})$. We finish by induction on $n$.
(2) Suslin's stability theorem (see Theorem 178): If $\mathbf{K}$ is a discrete field and $n \geq 3$, then every matrix in $\mathrm{SL}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)$ is realizable, i.e.,

$$
\mathrm{SL}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)=\mathrm{E}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right) .
$$

Definition and notation 150. Let $\mathbf{R}$ be a discrete ring and fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ (see Definition and Notation 199).
(1) As in Definition 214, for a nonzero polynomial $f, \operatorname{LT}(f)$ denotes its leading term and $\operatorname{mdeg}(f)$ its multidegree. We convene that $\mathrm{LT}(0)=0$ and $\operatorname{mdeg}(0)=$ $(0, \ldots, 0)$.
Note that if $\mathbf{R}$ is a domain, then $\operatorname{LT}(f g)=\operatorname{LT}(f) \operatorname{LT}(g)$ for $f, g \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$. This is no longer true if $\mathbf{R}$ is not a domain. For example, taking $\mathbf{R}=\mathbb{Z} / 4 \mathbb{Z}$, $f=\overline{1}+\overline{2} X$, and $g=\overline{1}-\overline{2} X$, we have $\operatorname{LT}(f)=\overline{2} X, \operatorname{LT}(g)=-\overline{2} X$, while $\mathrm{LT}(f g)=\overline{1}$ since $f g=\overline{1}$.
(2) For a matrix $A=\left(f_{i, j}\right)$ with entries in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, we define the matrix of its leading terms as

$$
\operatorname{LT}(A):=\left(\operatorname{LT}\left(f_{i, j}\right)\right)
$$

We also define the multidegree of $A$ to be

$$
\operatorname{mdeg}(A):=\max _{i, j}\left(\operatorname{mdeg}\left(f_{i, j}\right)\right)
$$

The following result was given by Park [132] in the case where $\mathbf{R}$ is a Euclidean domain but, in fact, it holds for any domain $\mathbf{R}$. It gives a key property that satisfies every nonconstant realizable matrix in $\mathrm{SL}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right)$.

Theorem 151. Let $\mathbf{R}$ be a domain, fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and consider a nonconstant realizable matrix $A \in \operatorname{SL}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right)$. Then either $A$ has a zero entry, or one of the rows of $\mathrm{LT}(A)$ is a term multiple of the other row.
Proof. Write $A=\left(\begin{array}{ll}q_{1} & q_{2} \\ q_{3} & q_{4}\end{array}\right)=E_{1} \cdots E_{\ell}$ a realization of $A$, that is, the $E_{r}$ 's have the form $E_{i, j}(p)=\mathrm{I}_{2}+p e_{i, j}$, where $p \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ and $e_{i, j}$ is the matrix in $\mathrm{M}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right)$ with 1 on position $(i, j)$ and 0 s elsewhere $(i \neq j)$. We proceed by induction on $\ell$.

If $\ell=1$, then $\mathbf{A}=E_{1,2}(p)$ or $E_{2,1}(p)$ for some $p \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and in both cases, it has a zero entry.
Now, suppose that $\ell \geq 2$ and denote by $B=E_{1} \cdots E_{\ell-1}=\left(\begin{array}{cc}p_{1} & p_{2} \\ p_{3} & p_{4}\end{array}\right)$. Two cases may occur:
Case 1: $B$ does not have a zero entry. In that case, by induction hypothesis, we may assume that

$$
\left(\operatorname{LT}\left(p_{1}\right), \operatorname{LT}\left(p_{2}\right)\right)=c X^{\alpha}\left(\operatorname{LT}\left(p_{3}\right), \operatorname{LT}\left(p_{4}\right)\right)
$$

for some $c \in \mathbf{R}$ and some monomial $X^{\alpha}=X_{1}^{\alpha_{1}} \ldots X_{k}^{\alpha_{k}}, \alpha_{i} \in \mathbb{N}$.
We have $A=B E_{\ell}$ with $E_{\ell}=E_{1,2}(q)$ or $E_{2,1}(q)$ for some $q \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$. As the two cases are similar, we will treat the case $E_{\ell}=E_{1,2}(q)$. In that case, we have

$$
A=\left(\begin{array}{ll}
q_{1} & q_{2} \\
q_{3} & q_{4}
\end{array}\right)=\left(\begin{array}{ll}
p_{1} & p_{2} \\
p_{3} & p_{4}
\end{array}\right) E_{1,2}(q)=\left(\begin{array}{ll}
p_{1} & p_{2}+q p_{1} \\
p_{3} & p_{4}+q p_{3}
\end{array}\right) .
$$

As $A$ is nonconstant, either $q_{1} q_{4}$ or $q_{3} q_{2}$ is nonconstant. Furthermore, since $\operatorname{det} A=$ $q_{1} q_{4}-q_{3} q_{2}=1$ is constant and $\mathbf{R}$ is a domain, we have

$$
\mathrm{LT}\left(q_{1} q_{4}\right)=\mathrm{LT}\left(q_{1}\right) \mathrm{LT}\left(q_{4}\right)=\mathrm{LT}\left(q_{3} q_{2}\right)=\operatorname{LT}\left(q_{3}\right) \mathrm{LT}\left(q_{2}\right)
$$

As $\operatorname{LT}\left(q_{1}\right)=c X^{\alpha} \operatorname{LT}\left(q_{3}\right)$, we infer that $\operatorname{LT}\left(q_{2}\right)=c X^{\alpha} \operatorname{LT}\left(q_{4}\right)$, and thus,

$$
\left(\operatorname{LT}\left(q_{1}\right), \operatorname{LT}\left(q_{2}\right)\right)=c X^{\alpha}\left(\operatorname{LT}\left(q_{3}\right), \operatorname{LT}\left(q_{4}\right)\right)
$$

as desired.
Case 2: $B$ has a zero entry. We can, without loss of generality, suppose that $p_{3}=0$. If $A=B E_{1,2}(q)=\left(\begin{array}{cc}p_{1} & p_{2}+q p_{1} \\ 0 & p_{4}\end{array}\right)$, then we are done as $A$ has a zero entry.
Else, $A=B E_{2,1}(q)=\left(\begin{array}{cc}p_{1}+q p_{2} & p_{2} \\ q p_{4} & p_{4}\end{array}\right)$ with $\operatorname{det} B=p_{1} p_{4}=1$ (in particular, $p_{1}$ and $p_{4}$ are constant). Since $A$ is nonconstant with constant determinant $(=1)$, necessarily $q p_{2}$ is nonconstant, and thus, $\operatorname{LT}\left(p_{1}+q p_{2}\right)=\operatorname{LT}\left(q p_{2}\right)=\operatorname{LT}(q) \operatorname{LT}\left(p_{2}\right)$, and $\left(\operatorname{LT}\left(p_{1}+q p_{2}\right), \operatorname{LT}\left(p_{2}\right)\right)=\mathrm{LT}\left(p_{2}\right) p_{1}\left(\operatorname{LT}(q) p_{4}, p_{4}\right)=\operatorname{LT}\left(p_{2} p_{1}\right)\left(\mathrm{LT}\left(q p_{4}\right), \operatorname{LT}\left(p_{4}\right)\right)$, as desired.

## Remark 152.

(i) Theorem 151 is not valid for constant realizable matrices. To see this, consider the matrix $\left(\begin{array}{ll}7 & 2 \\ 3 & 1\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})=\mathrm{E}_{2}(\mathbb{Z})$.
(2) Theorem 151 is not valid if $\mathbf{R}$ is not a domain. To see this, consider the matrix $A=\left(\begin{array}{cc}\overline{1}+\overline{2} X & \overline{2} \\ \overline{2} & \overline{1}-\overline{2} X\end{array}\right) \in \mathrm{SL}_{2}((\mathbb{Z} / 4 \mathbb{Z})[X])$. No entry of $A$ is zero, and none of the rows $L_{1}=\overline{2}(X, \overline{1})$ and $L_{2}=\overline{2}(\overline{1},-X)$ of $\operatorname{LT}(A)$ is a term multiple of the other row.
(3) As Theorem 151 is true for any monomial order, and $\operatorname{LT}(A)$ usually changes when monomial order changes, one may get several relationships between different term vectors (i.e., vectors whose entries are terms).

Example 153. Let $\mathbf{K}$ be a field and consider the matrix

$$
C:=\left(\begin{array}{cc}
1+x y & x^{2} \\
-y^{2} & 1-x y
\end{array}\right) \in \mathrm{SL}_{2}(\mathbf{K}[x, y])
$$

(1) Recall that the matrix $C$, called Cohn's matrix, appeared in [30] and was one of the earliest examples for $\mathrm{E}_{2}(\mathbf{R}) \varsubsetneqq \mathrm{SL}_{2}(\mathbf{R})$. To see that $C$ is not realizable, choosing any monomial order, we have

$$
\mathrm{LT}(C)=\left(\begin{array}{cc}
x y & x^{2} \\
-y^{2} & -x y
\end{array}\right)
$$

and we see that no entry of $C$ is zero, and none of the rows $L_{1}=x(y, x)$ and $L_{2}=-y(y, x)$ of $\operatorname{LT}(C)$ is a term multiple of the other row. We conclude that $C \notin \mathrm{E}_{2}(\mathbf{K}[x, y])$, and thus, Suslin's stability theorem (see Theorem 178) does not hold for $2 \times 2$ matrices, i.e.,

$$
\mathrm{E}_{2}(\mathbf{K}[x, y]) \nsubseteq \mathrm{SL}_{2}(\mathbf{K}[x, y])
$$

(2) The unimodular row $\left(1+x y, x^{2}\right)$ is completable (as it is the first row of $C$ ) but is not elementarily completable, that is, cannot be brought to $(1,0)$ by elementary transformations. This is because this would imply that $C \in \mathrm{E}_{2}(\mathbf{K}[x, y])$.

Remark 154. (Lam [92], page 56) Let us consider again Cohn's matrix

$$
C:=\left(\begin{array}{cc}
1+x y & x^{2} \\
-y^{2} & 1-x y
\end{array}\right) \in \mathrm{SL}_{2}(\mathbf{K}[x, y]) \backslash \mathrm{E}_{2}(\mathbf{K}[x, y]) .
$$

(1) As $C \notin \mathrm{E}_{2}(\mathbf{K}[x, y])$, so is the matrix

$$
M:=E_{1,2}(y) C E_{1,2}(x)=\left(\begin{array}{cc}
1+x y-y^{3} & x+y+x^{2}+x^{2} y-x y^{2}-x y^{3} \\
-y^{2} & 1-x y-x y^{2}
\end{array}\right) .
$$

The matrix $M$ is not realizable. Choosing the lexicographic monomial order with $y>x$ (see Example 200), one has

$$
\mathrm{LT}(M)=\left(\begin{array}{ll}
-y^{3} & -x y^{3} \\
-y^{2} & -x y^{2}
\end{array}\right)
$$

One can see that the first row of $\operatorname{LT}(M)$ is $y$ times its second row. We conclude that the converse of Theorem 151 does not hold.
(2) Consider the matrix

$$
N:=C\left(\begin{array}{ll}
0 & 1 \\
-1 & 0
\end{array}\right) C^{-1}=\left(\begin{array}{cc}
-x^{2}+x^{3} y+y^{2}+x y^{3} & 1+x^{4}+2 x y+x^{2} y^{2} \\
-1+2 x y-y^{2} x^{2}-y^{4} & x^{2}-x^{3} y-y^{2}-x y^{3}
\end{array}\right) .
$$

Choosing the lexicographic monomial order with $y>x$, one has

$$
\mathrm{LT}(N)=\left(\begin{array}{cc}
x y^{3} & x^{2} y^{2} \\
-y^{4} & -x y^{3}
\end{array}\right)
$$

(the leading terms matrix given by Lam in page 56 of [92] is not correct). One can see that no entry of $N$ is zero, and none of the rows $L_{1}=x y^{2}(y, x)$ and $L_{2}=$ $-y^{3}(y, x)$ of $\operatorname{LT}(N)$ is a term multiple of the other row. So, $N \notin \mathrm{E}_{2}(\mathbf{K}[x, y])$. But, by virtue of Proposition 164.(2), the matrix $\left(\begin{array}{ll}0 & 1 \\ -1 & 0\end{array}\right) \in \mathrm{E}_{2}(\mathbf{K}[x, y])$. We infer that, $\mathrm{E}_{2}(\mathbf{K}[x, y])$ is not a normal subgroup of $\mathrm{SL}_{2}(\mathbf{K}[x, y])$, or in short,

$$
\mathrm{E}_{2}(\mathbf{K}[x, y]) \nrightarrow \mathrm{SL}_{2}(\mathbf{K}[x, y]) .
$$

By contrast, Suslin's Normality Theorem 163 says that for any ring $\mathbf{R}$ and $m \geq 3$, we have $\mathrm{E}_{m}(\mathbf{R}) \triangleleft \mathrm{GL}_{m}(\mathbf{R})$.

Before presenting Park's algorithm, it is worth recalling that for a ring $\mathbf{R}$, when we say that $\mathrm{SL}_{2}(\mathbf{R})=\mathrm{E}_{2}(\mathbf{R})$ this means that we have an algorithm which expresses every matrix in $\mathrm{SL}_{2}(\mathbf{R})$ as a product of elementary matrices. For example, any Euclidean domain $R$ satisfies $\mathrm{SL}_{2}(\mathbf{R})=\mathrm{E}_{2}(\mathbf{R})$ (see Example 149.(1)).

Algorithm 155. (Park's Realization Algorithm for $\mathrm{SL}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right.$ [132])
Input: A matrix $A=\left(\begin{array}{cc}q_{1} & q_{2} \\ q_{3} & q_{4}\end{array}\right) \in \mathrm{SL}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right.$ with $\mathbf{R}$ a domain equipped with an algorithm (call it, AlgorithmConstant) realizing $\mathrm{SL}_{2}(\mathbf{R})=\mathrm{E}_{2}(\mathbf{R})$.
Output: An answer to the question " $A \in$ ? $\mathrm{E}_{2}\left(\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]\right.$ ", and in case of positive answer, a factorization of $A$ into elementary matrices.
Let us first fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$.
Step 1: Check the following cases. If one of them occurs, then we are done. Else, go to Step 2.

Case 1: If $A$ is constant then the answer is "yes", and use AlgorithmConstant to factorize $A$ into elementary matrices.
Case 2: If $A$ is nonconstant and has a zero entry then the answer is "yes". Transform $A$ using elementary operations into a constant matrix $A^{\prime}$ and then use AlgorithmConstant to factorize $A^{\prime}$ into elementary matrices.

For example, if $q_{3}=0$, then $\operatorname{det} A=q_{1} q_{4}=1$, and

$$
E_{1,2}\left(-q_{4}^{-1} q_{2}\right) A=\left(\begin{array}{cc}
q_{1} & 0 \\
0 & q_{4}
\end{array}\right)=: A^{\prime}
$$

is constant. The three other cases are similar.
Case 3: If $A$ is nonconstant, has no zero entry, and none of the rows of $\operatorname{LT}(A)$ is a term multiple of the other row, then the answer is "no" by virtue of Theorem 151.

Step 2: If one of the rows of $\mathrm{LT}(A)$ is a term multiple of the other row.
Assume, without loss of generality, that $\left(\operatorname{LT}\left(q_{1}\right), \operatorname{LT}\left(q_{2}\right)\right)=c X^{\alpha}$ $\left(\operatorname{LT}\left(q_{3}\right), \operatorname{LT}\left(q_{4}\right)\right)$ with $c \in \mathbf{R}$ and $\alpha \in \mathbb{N}^{k}$. Set $A:=E_{1,2}\left(-c X^{\alpha}\right) A$ and go to Step 1.

Theorem 156. Algorithm 155 terminates and is correct.
Proof. Theorem 151 ensures the correctness of Algorithm 155. To prove the termination, first note that at each passage at Step 2, the multidegree of one of the two rows of the current matrix decreases. Thus, as the set of monomials is well-ordered (see Theorem 209), Algorithm 155 must terminate.

Example 157. Consider the matrix

$$
A_{1}=\left(\begin{array}{cc}
1-x y^{2} & -x^{2} y^{2} \\
1+x y+y^{2}-x y^{2}-x^{2} y^{3} & 1+x y^{2}-x^{2} y^{2}-x^{3} y^{3}
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}[x, y])
$$

Suppose that we want to answer the question $A_{1} \in ? \mathrm{E}_{2}(\mathbb{Z}[x, y])$. Fixing the lexicographic order with $y>x$ as monomial order, we have:

$$
\operatorname{LT}\left(A_{1}\right)=\left(\begin{array}{cc}
-x y^{2} & -x^{2} y^{2} \\
-x^{2} y^{3} & -x^{3} y^{3}
\end{array}\right) .
$$

We will list below the successive matrices computed with Algorithm 155 as well as their leading terms matrices:

$$
\begin{aligned}
& A_{2}:=E_{2,1}(-x y) A_{1}=\left(\begin{array}{cc}
1-x y^{2} & -x^{2} y^{2} \\
1+y^{2}-x y^{2} & 1+x y^{2}-x^{2} y^{2}
\end{array}\right), \\
& \quad \operatorname{LT}\left(A_{2}\right)=\left(\begin{array}{cc}
-x y^{2} & -x^{2} y^{2} \\
-x y^{2} & -x^{2} y^{2}
\end{array}\right) \\
& A_{3}:=E_{2,1}(-1) A_{2}=\left(\begin{array}{cc}
1-x y^{2} & -x^{2} y^{2} \\
y^{2} & 1+x y^{2}
\end{array}\right), \operatorname{LT}\left(A_{3}\right)=\left(\begin{array}{cc}
-x y^{2} & -x^{2} y^{2} \\
y^{2} & x y^{2}
\end{array}\right) \\
& A_{4}:=E_{1,2}(x) A_{3}=\left(\begin{array}{cc}
1 & x \\
y^{2} & 1+x y^{2}
\end{array}\right), \operatorname{LT}\left(A_{4}\right)=\left(\begin{array}{cc}
1 & x \\
y^{2} & x y^{2}
\end{array}\right) \\
& A_{5}:=E_{2,1}\left(-y^{2}\right) A_{4}=\left(\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right)=E_{1,2}(x) .
\end{aligned}
$$

Thus, $A_{1}=E_{2,1}(x y) E_{2,1}(1) E_{1,2}(-x) E_{2,1}\left(y^{2}\right) E_{1,2}(x) \in \mathrm{E}_{2}(\mathbb{Z}[x, y])$.

As pointed out by Park in [132], the problem of extending a realization algorithm to matrices of finite impulse response filters was raised in [172]. In mathematical terms, this is about realization of matrices over the multivariate Laurent polynomial ring $\mathbf{R}\left[x_{1}^{ \pm}, \ldots, x_{k}^{ \pm}\right]$. So, an interesting issue is to generalize Algorithm 155 to Laurent polynomials.

### 2.5.3 Suslin's Normality Theorem

This subsection is mainly extracted from [92]. The proofs given there are already constructive. These proofs are included here so that these notes become selfcontained. The purpose is to prove the following wonderful general theorem due to Suslin [165]:

For any ring $\mathbf{R}$ and $n \geq 3$, the group $\mathrm{E}_{n}(\mathbf{R})$ is normal in $\mathrm{GL}_{n}(\mathbf{R})$, in short,

$$
\mathrm{E}_{n}(\mathbf{R}) \triangleleft \mathrm{GL}_{n}(\mathbf{R}) .
$$

Notation 158. (i) Recall that for a ring $\mathbf{R}$ and $n, m \geq 1$, we denote by $\mathrm{M}_{n, m}(\mathbf{R})$ the set of matrices of size $n \times m$ with entries in $\mathbf{R}$. The set $\mathrm{M}_{n, n}(\mathbf{R})$ will simply be denoted by $\mathrm{M}_{n}(\mathbf{R})$.
(ii) Recall that for any ring $\mathbf{R}$ and $n \geq 1$, an $n \times n$ elementary matrix $E_{i, j}(a)$ over $\mathbf{R}$, where $i \neq j$ and $a \in \mathbf{R}$, is the matrix in $\mathrm{M}_{n}(\mathbf{R})$ with 1s on the diagonal, $a$ on position $(i, j)$ and 0 s elsewhere. When multiplying on the left, that is, $M \rightarrow E_{i, j}(a) M$, for $M \in \mathrm{M}_{n}(\mathbf{R}), E_{i, j}(a)$ corresponds to the elementary rows operation $L_{i} \rightarrow L_{i}+a L_{j}$. When multiplying on the right, that is, $M \rightarrow M E_{i, j}(a)$, for $M \in \mathrm{M}_{n}(\mathbf{R}), E_{i, j}(a)$ corresponds to the elementary columns operation $C_{j} \rightarrow C_{j}+a C_{i} . \mathrm{E}_{n}(\mathbf{R})$ will denote the subgroup of $\mathrm{SL}_{n}(\mathbf{R})$ generated by elementary matrices.

The following is folklore. We will need it in Lemma 160.
Lemma 159. Let $\mathbf{R}$ be a ring, $n, m \geq 1, M \in \mathrm{M}_{n, m}(\mathbf{R})$, and $N \in \mathrm{M}_{m, n}(\mathbf{R})$. Then

$$
\mathrm{I}_{n}+M N \in \mathrm{GL}_{n}(\mathbf{R}) \Leftrightarrow \mathrm{I}_{m}+N M \in \mathrm{GL}_{m}(\mathbf{R}) .
$$

In particular, if $u \in \mathbf{R}^{1 \times m}$ and $v \in \mathbf{R}^{m \times 1}$ are such that $u v=0$ then

$$
\mathrm{I}_{m}+v u \in \mathrm{GL}_{m}(\mathbf{R}) \&\left(\mathrm{I}_{m}+v u\right)^{-1}=\mathrm{I}_{m}-v u .
$$

Proof. " $\Rightarrow$ " Denoting by $A=\left(\mathrm{I}_{n}+M N\right)^{-1}$, we have:

$$
\left(\mathrm{I}_{m}-N A M\right)\left(\mathrm{I}_{m}+N M\right)=\mathrm{I}_{m}+N M-N A\left(\mathrm{I}_{n}+M N\right) M=\mathrm{I}_{m} .
$$

" $\Leftarrow$ " This follows by symmetry.

Lemma 160. (Vaserstein [174]) Let $\mathbf{R}$ be a ring, $n, m \geq 1, M \in \mathrm{M}_{n, m}(\mathbf{R})$, and $N \in \mathrm{M}_{m, n}(\mathbf{R})$. If $\mathrm{I}_{n}+M N \in \mathrm{GL}_{n}(\mathbf{R})$ then

$$
\left(\begin{array}{lc}
\mathrm{I}_{n}+M N & 0 \\
0 & \left(\mathrm{I}_{m}+N M\right)^{-1}
\end{array}\right) \in \mathrm{E}_{n+m}(\mathbf{R}) .
$$

In particular, if $u \in \mathbf{R}^{1 \times m}$ and $v \in \mathbf{R}^{m \times 1}$ are such that $u v=0$ then

$$
\left(\begin{array}{ll}
\mathrm{I}_{m}+v u & 0 \\
0 & 1
\end{array}\right) \in \mathrm{E}_{m+1}(\mathbf{R}) .
$$

Proof. Let us denote by $R=\left(\mathrm{I}_{m}+N M\right)^{-1}$ and $S=\left(\mathrm{I}_{n}+M N\right)^{-1}$. We will perform the following series of elementary block operations (multiplying on the right, i.e., operating on columns):

$$
\begin{aligned}
& \left(\begin{array}{ll}
\mathrm{I}_{n}+M N & 0 \\
0 & R
\end{array}\right) \hookrightarrow\left(\begin{array}{cc}
\mathrm{I}_{n}+M N & -M \\
0 & R
\end{array}\right) \hookrightarrow\left(\begin{array}{lc}
\mathrm{I}_{n} & -M \\
R N & R
\end{array}\right) \hookrightarrow \\
& \left(\begin{array}{ll}
\mathrm{I}_{n} & 0 \\
R N & R+R N M
\end{array}\right)=\left(\begin{array}{cc}
\mathrm{I}_{n} & 0 \\
R N & \mathrm{I}_{m}
\end{array}\right) \stackrel{\text { elementary operations on rows }}{\hookrightarrow} \mathrm{I}_{n+m} .
\end{aligned}
$$

Example 161. Let $\mathbf{R}=\mathbf{A}[x, y]$, where $\mathbf{A}$ is a nontrivial ring. Take $n=1, m=2$, $u=(-y,-x)$, and $v=\binom{x}{-y}$. We have $u v=0, \mathrm{I}_{n}+u v=1$, and $C:=\left(\mathrm{I}_{m}+\right.$ $v u)^{-1}=\mathrm{I}_{m}-v u=\left(\begin{array}{cc}1+x y & x^{2} \\ -y^{2} & 1-x y\end{array}\right)$.
Recall that the matrix $C$, called Cohn's matrix, appeared in [30] and was one of the earliest examples for $\mathrm{E}_{2}(\mathbf{R}) \mp \mathrm{SL}_{2}(\mathbf{R})$ (see Example 153 for a proof). Accordingly to the above proof, after the following series of elementary operations:

$$
\begin{aligned}
& A:=\left(\begin{array}{ccr}
1 & 0 & 0 \\
0 & 1+x y & x^{2} \\
0 & -y^{2} & 1-x y
\end{array}\right) \begin{array}{l}
C_{2} \rightarrow C_{2}+y C_{1} \\
C_{3} \rightarrow C_{3}+x C_{1} \\
\hookrightarrow
\end{array} \\
&\left(\begin{array}{ccc}
1 & y & x \\
0 & 1+x y & x^{2} \\
0 & -y^{2} & 1-x y
\end{array}\right) \stackrel{C_{1} \rightarrow C_{1}+x C_{2}-y C_{3}}{\hookrightarrow} \\
&\left(\begin{array}{ccc}
1 & y & -x \\
x & 1+x y & x^{2} \\
-y & -y^{2} & 1-x y
\end{array}\right) \begin{array}{l}
C_{2} \rightarrow C_{2}-y C_{1} \\
C_{3} \rightarrow C_{3}-x C_{1} \\
\hookrightarrow
\end{array} \\
&\left(\begin{array}{ccc}
1 & 0 & 0 \\
x & 1 & 0 \\
-y & 0 & 1
\end{array}\right) \begin{array}{r}
L_{2} \rightarrow L_{2}-x L_{1} \\
L_{3} \rightarrow L_{3}+y L_{1} \\
\hookrightarrow
\end{array} \mathrm{I}_{3},
\end{aligned}
$$

one finds the elementary factorization:

$$
A=E_{2,1}(x) E_{3,1}(-y) E_{3,1}(x) E_{2,1}(y) E_{1,3}(y) E_{1,2}(-x) E_{3,1}(-x) E_{2,1}(-y)
$$

Corollary 162. Let $\mathbf{R}$ be a ring and $m \geq 1$. Consider $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}^{1 \times m}$ and $v={ }^{\mathrm{t}}\left(v_{1}, \ldots, v_{m}\right) \in \mathbf{R}^{m \times 1}$ such that $u v=0$.
(1) If $v_{i_{0}}=0$ for some $1 \leq i_{0} \leq m$, then $\mathrm{I}_{m}+v u \in \mathrm{E}_{m}(\mathbf{R})$.
(2) Let $r \in\left\langle u_{1}, \ldots, u_{m}\right\rangle$ and suppose that $m \geq 3$. Then $\mathrm{I}_{m}+r v u \in \mathrm{E}_{m}(\mathbf{R})$.

In particular, if $u$ is unimodular, then $\mathrm{I}_{m}+v u \in \mathrm{E}_{m}(\mathbf{R})$.
Proof. (1) We can suppose that $v_{m}=0$. Write $v={ }^{\mathrm{t}}\left(v^{\prime}, 0\right)$ and $u=\left(u^{\prime}, a\right)$ with $u^{\prime} \in \mathbf{R}^{1 \times(m-1)}, v^{\prime} \in \mathbf{R}^{(m-1) \times 1}$, and $a \in \mathbf{R}$. We have:

$$
\mathrm{I}_{m}+v u=\left(\begin{array}{ll}
\mathrm{I}_{m-1}+v^{\prime} u^{\prime} & v^{\prime} a \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
\mathrm{I}_{m-1} & v^{\prime} a \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
\mathrm{I}_{m-1}+v^{\prime} u^{\prime} & 0 \\
0 & 1
\end{array}\right),
$$

where obviously $\left(\begin{array}{cc}\mathrm{I}_{m-1} & v^{\prime} a \\ 0 & 1\end{array}\right) \in \mathrm{E}_{m}(\mathbf{R})$ and also $\left(\begin{array}{ll}\mathrm{I}_{m-1}+v^{\prime} u^{\prime} & 0 \\ 0 & 1\end{array}\right) \in \mathrm{E}_{m}(\mathbf{R})$ (this follows from Lemma 160 as $u^{\prime} v^{\prime}=0$ ).
(2) By virtue of Proposition 146, $r v \in\left\langle{ }^{\mathrm{t}} s_{i, j} \mid 1 \leq i<j \leq m\right\rangle$, where the $s_{i, j}$ 's are the obvious syzygies of $u$, that is, there exist $a_{1}, \ldots, a_{k} \in \mathbf{R}$ and $w_{1}, \ldots, w_{k} \in\left\{{ }^{\mathrm{t}} s_{i, j} \mid 1 \leq\right.$ $i<j \leq m\}$ such that

$$
r v=a_{1} w_{1}+\cdots+a_{k} w_{k} .
$$

Since $u w_{i}=0$, we have:

$$
\mathrm{I}_{m}+r v u=\left(\mathrm{I}_{m}+a_{1} w_{1} u\right)\left(\mathrm{I}_{m}+a_{2} w_{2} u\right) \cdots\left(\mathrm{I}_{m}+a_{k} w_{k} u\right),
$$

and, as $\mathrm{I}_{m}+a_{i} w_{i} u \in \mathrm{E}_{m}(\mathbf{R})$ by (1), we infer that $\mathrm{I}_{m}+r v u \in \mathrm{E}_{m}(\mathbf{R})$.

Now we are in position to prove Suslin's Normality Theorem. It is worth repeating that Suslin's Normality Theorem does not work in general for $m=2$ (see Example 153).

Theorem 163. (Suslin's Normality Theorem [165]) For any ring $\mathbf{R}$ and $m \geq 3$, the group $\mathrm{E}_{m}(\mathbf{R})$ is normal in $\mathrm{GL}_{m}(\mathbf{R})$.
Proof. It suffices to prove that for $1 \leq i \neq j \leq m, a \in \mathbf{R}$, and $\gamma \in \mathrm{GL}_{m}(\mathbf{R})$, we have

$$
\gamma E_{i, j}(a) \gamma^{-1} \in \mathrm{E}_{m}(\mathbf{R}) .
$$

Writing $E_{i, j}(a)=\mathrm{I}_{m}+a e_{i, j}$, where $e_{i, j}$ is the matrix in $\mathrm{M}_{m}(\mathbf{R})$ with 1 on position $(i, j)$ and 0 s elsewhere, we have

$$
\gamma E_{i, j}(a) \gamma^{-1}=\mathrm{I}_{m}+a\left(\gamma e_{i, j} \gamma^{-1}\right) .
$$

Denoting by $v$ the $i$ th column of $\gamma^{-1}$ and $u$ the $j$ th row of $\gamma$, as $\gamma \gamma^{-1}=\mathrm{I}_{m}$, we have $\gamma e_{i, j} \gamma^{-1}=v u$. Moreover, $u v=0$ since $i \neq j$. Thus,

$$
\gamma E_{i, j}(a) \gamma^{-1}=\mathrm{I}_{m}+a v u=\mathrm{I}_{m}+(a v) u
$$

The desired result follows from Corollary 162 ( $u$ being clearly unimodular).

### 2.5.4 Unimodular Rows and Elementary Operations

This subsection is mainly extracted from [92]. The proofs given there are already constructive. These proofs are included in here so that these notes become selfcontained. The goal is to give some basic facts about elementary transformations and unimodular rows that we will need in Sects. 2.6.1 and 2.6.2.

Proposition 164. Let $\mathbf{R}$ be a ring and $n \geq 1$.
(1) For any diagonal matrix $D \in \mathrm{M}_{n}(\mathbf{R})$ and any $E \in \mathrm{E}_{n}(\mathbf{R})$, we have

$$
D E D^{-1} \in \mathrm{E}_{n}(\mathbf{R})
$$

(2) $M_{1}=\left(\begin{array}{cc}0 & -\mathrm{I}_{n} \\ \mathrm{I}_{n} & 0\end{array}\right) \in \mathrm{E}_{2 n}(\mathbf{R}), M_{2}=\left(\begin{array}{ll}0 & \mathrm{I}_{n} \\ -\mathrm{I}_{n} & 0\end{array}\right) \in \mathrm{E}_{2 n}(\mathbf{R})$, and for any $a, b \in \mathbf{R}$,

$$
\begin{aligned}
& (\ldots, a, \ldots, b, \ldots) M_{1}=(\ldots, b, \ldots,-a, \ldots) \&(\ldots, a, \ldots, b, \ldots) M_{2}=(\ldots,-b, \\
& \ldots, a, \ldots)
\end{aligned}
$$

(3) (Whitehead's Lemma) For $A, B \in \mathrm{GL}_{n}(\mathbf{R})$, we have

$$
\left(\begin{array}{ll}
A B & 0 \\
0 & \mathrm{I}_{n}
\end{array}\right) \in\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right) \cdot \mathrm{E}_{2 n}(\mathbf{R}) .
$$

(4) For $u_{1}, \ldots, u_{n} \in \mathbf{R}^{\times}$, we have

$$
\operatorname{diag}\left(u_{1}, \ldots, u_{n}\right) \in \operatorname{diag}\left(\prod_{i=1}^{n} u_{i}, 1, \ldots, 1\right) . \mathrm{E}_{n}(\mathbf{R})
$$

(5) Any diagonal matrix in $\mathrm{SL}_{n}(\mathbf{R})$ belongs to $\mathrm{E}_{n}(\mathbf{R})$.

Proof. (1) We can suppose that $D=\operatorname{diag}(1, \ldots, 1, d, 1, \ldots, 1)$ where $d$ is in $k$ th position, and $E=\mathrm{I}_{m}+a e_{i, j}$, where $e_{i, j}$ is the matrix in $\mathrm{M}_{m}(\mathbf{R})$ with 1 on position $(i, j)$ $(i \neq j)$ and 0 s elsewhere. Then

$$
D E D^{-1}=\left\{\begin{array}{r}
\mathrm{I}_{m}+a e_{i, j} \text { if } k \neq i \& k \neq j \\
\mathrm{I}_{m}+d a e_{i, j} \text { if } k=i \\
\mathrm{I}_{m}+d^{-1} a e_{i, j} \text { if } k=j
\end{array}\right.
$$

(2) This follows from the following sequence of block elementary column transformations:

$$
\left(\begin{array}{ll}
0 & \mathrm{I}_{n} \\
-\mathrm{I}_{n} & 0
\end{array}\right) \rightarrow\left(\begin{array}{ll}
\mathrm{I}_{n} & \mathrm{I}_{n} \\
-\mathrm{I}_{n} & 0
\end{array}\right) \rightarrow\left(\begin{array}{ll}
\mathrm{I}_{n} & 0 \\
-\mathrm{I}_{n} & \mathrm{I}_{n}
\end{array}\right) \rightarrow\left(\begin{array}{ll}
\mathrm{I}_{n} & 0 \\
0 & \mathrm{I}_{n}
\end{array}\right) .
$$

(3) This follows from the following block column transformations:

$$
\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right) \rightarrow\left(\begin{array}{cc}
A & 0 \\
\mathrm{I}_{n} & B
\end{array}\right) \rightarrow\left(\begin{array}{cc}
A & -A B \\
\mathrm{I}_{n} & 0
\end{array}\right) \xrightarrow{\text { by }(\mathrm{l})}\left(\begin{array}{ll}
A B & A \\
0 & \mathrm{I}_{n}
\end{array}\right) \rightarrow\left(\begin{array}{cc}
A B & 0 \\
0 & \mathrm{I}_{n}
\end{array}\right) .
$$

(4) Use (3) and induct on $n$.
(5) This follows from (4).

Notation 165. Let $\mathbf{R}$ be a ring, $n \geq 1, G$ a subgroup of $\mathrm{GL}_{n}(\mathbf{R})$, and consider $u, u^{\prime} \in \mathbf{R}^{1 \times n}$. We write

$$
u \sim_{G} u^{\prime}
$$

if there exists $A \in G$ such that $u A=u^{\prime}$.
Proposition 166 (Roitman-Suslin-Vaserstein [146, 175]). Let $\mathbf{R}$ be a ring, and $n \geq 3$.
(1) If $u, u^{\prime} \in \mathbf{R}^{1 \times n}$ and $v \in \mathbf{R}^{n \times 1}$ are such that $u v=u^{\prime} v=1$, then $u \sim_{\mathrm{E}_{n}(\mathbf{R})} u^{\prime}$.
(2) If $u$ and $u^{\prime}$ are two elements of a free basis of $\mathbf{R}^{n}$, then $u \sim_{\mathrm{E}_{n}(\mathbf{R})} u^{\prime}$.
(3) Let $u=\left(u_{1}, \ldots, u_{n}\right)$ a unimodular row in $\mathbf{R}^{n}$.
(i) For $v_{1}, v_{2} \in \mathbf{R}$, if $u_{1} v_{1}+u_{2} v_{2}$ is invertible modulo $\left\langle u_{3}, \ldots, u_{n}\right\rangle$, then

$$
u \sim_{\mathbb{E}_{n}(\mathbf{R})}\left(v_{1}, v_{2}, u_{3}, \ldots, u_{n}\right) .
$$

(ii) If $a \in \mathbf{R}$ is invertible modulo $\left\langle u_{3}, \ldots, u_{n}\right\rangle$, then

$$
u \sim_{\mathrm{E}_{n}(\mathbf{R})}\left(a^{2} u_{1}, u_{2}, \ldots, u_{n}\right) .
$$

Proof. (1) As $\left(u-u^{\prime}\right) v=0$, then, by virtue of Corollary 162, $E:=\mathrm{I}_{n}+v\left(u^{\prime}-u\right) \in$ $\mathrm{E}_{n}(\mathbf{R})$ (because ${ }^{\mathrm{t}} E \in \mathrm{E}_{n}(\mathbf{R})$ ). We have $u E=u+u v\left(u-u^{\prime}\right)=u+u^{\prime}-u=u^{\prime}$.
(2) $u$ and $u^{\prime}$ can be seen as the first two rows of a matrix $A \in \mathrm{GL}_{n}(\mathbf{R})$. Denoting by $c$ and $c^{\prime}$ the first two columns of $A^{-1}$, we have

$$
\left\{\begin{array}{r}
u c=1 \\
u c^{\prime}=0 \\
u^{\prime} c=0 \\
u^{\prime} c^{\prime}=1
\end{array}\right.
$$

and, thus, $u\left(c+c^{\prime}\right)=u^{\prime}\left(c+c^{\prime}\right)$. The desired result follows from (1).
(3) (i) Writing $b\left(u_{1} v_{1}+u_{2} v_{2}\right)+b_{3} u_{3}+\cdots+b_{n} u_{n}=1$ with $b, b_{3}, \ldots, b_{n} \in \mathbf{R}$, we have:

$$
\begin{aligned}
& b\left(v_{1}+u_{2}\right) u_{1}+b\left(v_{2}-u_{1}\right) u_{2}+b_{3} u_{3}+\cdots+b_{n} u_{n} \\
& \quad=b\left(v_{1}+u_{2}\right) v_{2}+b\left(v_{2}-u_{1}\right)\left(-v_{1}\right)+b_{3} u_{3}+\cdots+b_{n} u_{n}=1 .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left(u_{1}, \ldots, u_{n}\right) \sim_{\mathrm{E}_{n}(\mathbf{R})}\left(v_{2},-v_{1}, u_{3}, \ldots, u_{n}\right)(\text { by }(1)) \\
& \quad \sim_{\mathrm{E}_{n}(\mathbf{R})}\left(v_{1}, v_{2}, u_{3}, \ldots, u_{n}\right)(\text { by Proposition } 164 .(2))
\end{aligned}
$$

(ii) Write $u_{1} w_{1}+\cdots+u_{n} w_{n}=1$ with $w_{i} \in \mathbf{R}$. By (i), we have

$$
\left(u_{1}, \ldots, u_{n}\right) \sim_{\mathrm{E}_{n}(\mathbf{R})}\left(w_{1}, w_{2}, u_{3}, \ldots, u_{n}\right) .
$$

As $a=\left(a u_{1}\right) w_{1}+\left(a u_{2}\right) w_{2}+\left(a u_{3}\right) w_{3}+\cdots+\left(a u_{n}\right) w_{n}$ is invertible modulo $\left\langle u_{3}, \ldots\right.$, $\left.u_{n}\right\rangle$, we deduce that $\left(a u_{1}\right) w_{1}+\left(a u_{2}\right) w_{2}$ is invertible modulo $\left\langle u_{3}, \ldots, u_{n}\right\rangle$, and hence, again by (i), we have

$$
\left(w_{1}, w_{2}, u_{3}, \ldots, u_{n}\right) \sim_{\mathrm{E}_{n}(\mathbf{R})}\left(a u_{1}, a u_{2}, u_{3}, \ldots, u_{n}\right) .
$$

Now, by Proposition 164 .(5), writing $a b \equiv 1 \bmod \left\langle u_{3}, \ldots, u_{n}\right\rangle$, that is, $\bar{a} \bar{b}=\overline{1}$ in the ring $\mathbf{A}:=\mathbf{R} /\left\langle u_{3}, \ldots, u_{n}\right\rangle$, the diagonal matrix $\operatorname{diag}(\bar{a}, \bar{b}) \in \mathrm{E}_{2}(\mathbf{A})$. It follows that after finitely many elementary operations performed on the first two entries of the row $\left(a u_{1}, a u_{2}, u_{3}, \ldots, u_{n}\right)$ (that is, operations of the form $c_{i} \rightarrow c_{i}+\lambda c_{j}$, with $1 \leq i \neq j \leq 2$ and $\lambda \in \mathbf{R}$, where $c_{1}$ and $c_{2}$ are the first two entries of the considered row), we get a new row $\tau$ of the form

$$
\left(a^{2} u_{1}+\lambda_{3} u_{3}+\cdots+\lambda_{n} u_{n}, u_{2}+\mu_{3} u_{3}+\cdots+\mu_{n} u_{n}, u_{3}, \ldots, u_{n}\right),
$$

with $\lambda_{i}, \mu_{i} \in \mathbf{R}$. The desired result follows since

$$
\tau E_{3,1}\left(-\lambda_{3}\right) \cdots E_{n, 1}\left(-\lambda_{n}\right) E_{3,2}\left(-\mu_{3}\right) \cdots E_{n, 2}\left(-\mu_{n}\right)=\left(a^{2} u_{1}, u_{2}, \ldots, u_{n}\right)
$$

### 2.5.5 Local-Global Principle for Elementary Polynomial Matrices

This subsection is reproduced from [106]. The goal is to obtain a constructive version of the following Quillen Induction result:

Let $\mathbf{R}$ be a ring, $n \geq 3$, and $M \in \mathrm{SL}_{n}(\mathbf{R}[X])$. If $M_{\mathscr{M}} \in \mathrm{E}_{n}\left(\mathbf{R}_{\mathscr{M}}[X]\right)$ for every maximal ideal $\mathscr{M}$ of $\mathbf{R}$, then $M \in \mathrm{E}_{n}(\mathbf{R}[X])$.

Notation 167. (i) Recall that for a ring $\mathbf{A}$ and $n, m \geq 1$, we denote by $\mathrm{M}_{n, m}(\mathbf{A})$ the set of matrices of size $n \times m$ with entries in $\mathbf{A}$. The set $\mathrm{M}_{n, n}(\mathbf{A})$ will simply be denoted by $\mathrm{M}_{n}(\mathbf{A})$.
(ii) If $J$ is an ideal of a ring $\mathbf{A}$ and $n \geq 1$, we define

$$
\mathrm{GL}_{n}(\mathbf{A}, J):=\operatorname{Ker}\left(\mathrm{GL}_{n}(\mathbf{A}) \rightarrow \mathrm{GL}_{n}(\mathbf{A} / J)\right)
$$

Thus, $\mathrm{GL}_{n}(\mathbf{A}, J)$ is the normal subgroup of $\mathrm{GL}_{n}(\mathbf{A})$ consisting of matrices $M$ which are $\equiv \mathrm{I}_{n} \bmod _{\mathrm{M}_{n}}(J) . \mathrm{GL}_{n}(\mathbf{A}, \mathbf{A})$ is just $\mathrm{GL}_{n}(\mathbf{A})$. Also, we define

$$
\mathrm{E}_{n}(\mathbf{A}, J):=\left\{\gamma^{-1} E_{i, j}(a) \gamma ; \gamma \in \mathrm{E}_{n}(\mathbf{A}), a \in J, 1 \leq i \neq j \leq n\right\}
$$

the normal subgroup of $\mathrm{E}_{n}(\mathbf{A})$ generated by the elementary matrices $\left\{E_{i, j}(a)\right.$; $a \in J, 1 \leq i \neq j \leq n\} . \mathrm{E}_{n}(\mathbf{A}, \mathbf{A})$ is just $\mathrm{E}_{n}(\mathbf{A})$. We have

$$
\mathrm{E}_{n}(\mathbf{A}, J) \subseteq \mathrm{E}_{n}(\mathbf{A}) \cap \mathrm{GL}_{n}(\mathbf{A}, J) \subseteq \mathrm{SL}_{n}(\mathbf{A}, J):=\mathrm{SL}_{n}(\mathbf{A}) \cap \mathrm{GL}_{n}(\mathbf{A}, J)
$$

but, in general, $\mathrm{E}_{n}(\mathbf{A}, J) \neq \mathrm{E}_{n}(\mathbf{A}) \cap \mathrm{GL}_{n}(\mathbf{A}, J)$. However, in the particular case where $\mathbf{A}=\mathbf{R}[X]$ and $J=\langle X\rangle$, the two groups coincide as affirms the following lemma.

We need the following series of lemmas.
Lemma 168. For any ring $\mathbf{R}$ and $n \geq 1$, we have

$$
\mathrm{E}_{n}(\mathbf{R}[X],\langle X\rangle)=\operatorname{Ker}\left(\mathrm{E}_{n}(\mathbf{R}[X]) \rightarrow \mathrm{E}_{n}(\mathbf{R}[X] /\langle X\rangle)=\mathrm{E}_{n}(\mathbf{R})\right)
$$

It is generated by matrices of type $\gamma E_{i, j}(X g) \gamma^{-1}$ with $g \in \mathbf{R}[X]$ and $\gamma \in \mathrm{E}_{n}(\mathbf{R})$.
Proof. Let $K$ be the above-mentioned kernel, take $M \in K$, and write

$$
M=\prod_{k=1}^{m} E_{i_{k}, j_{k}}\left(a_{k}+X g_{k}\right)=\prod_{k=1}^{m} E_{i_{k}, j_{k}}\left(a_{k}\right) E_{i_{k}, j_{k}}\left(X g_{k}\right)
$$

with $a_{k} \in \mathbf{R}$ and $g_{k} \in \mathbf{R}[X]$. Denoting by $M_{k}:=\prod_{\ell=1}^{k} E_{i_{\ell}, j_{\ell}}\left(a_{\ell}\right) \in \mathrm{E}_{n}(\mathbf{R})$, we have

$$
M=\prod_{k=1}^{m}\left(M_{k} E_{i_{k}, j_{k}}\left(X g_{k}\right) M_{k}^{-1}\right) \cdot \prod_{k=1}^{m} E_{i_{k}, j_{k}}\left(a_{k}\right)=\prod_{k=1}^{m} M_{k} E_{i_{k}, j_{k}}\left(X g_{k}\right) M_{k}^{-1}
$$

as $\prod_{k=1}^{m} E_{i_{k}, j_{k}}\left(a_{k}\right)=M(0)=\mathrm{I}_{n}$.

Lemma 169. Let $\mathbf{R}$ be a ring, $s \in \mathbf{R}, n \geq 3$, and $M=M(X) \in \mathrm{E}_{n}\left(\mathbf{R}_{s}[X],\langle X\rangle\right)$. Then, there exists $k \in \mathbb{N}$ such that $M\left(s^{k} X\right) \in \mathrm{E}_{n}(\mathbf{R}[X],\langle X\rangle)$.

Proof. We can, by virtue of Lemma 168, suppose that $M=\gamma E_{i, j}(X g) \gamma^{-1}$ for some $g \in \mathbf{R}_{s}[X], \gamma \in \mathrm{E}_{n}\left(\mathbf{R}_{s}\right)$, and $1 \leq i \neq j \leq n$. Writing $E_{i, j}(X g)=\mathrm{I}_{m}+X g e_{i, j}$, where $e_{i, j}$ is the matrix in $\mathrm{M}_{n}(\mathbf{R})$ with 1 on position $(i, j)$ and 0 s elsewhere, we have

$$
\gamma E_{i, j}(X g) \gamma^{-1}=\mathrm{I}_{n}+X g\left(\gamma e_{i, j} \gamma^{-1}\right) .
$$

Denoting by $v \in \mathbf{R}_{s}^{n \times 1}$ the $i$ th column of $\gamma$ and $u \in \mathbf{R}_{s}^{1 \times n}$ the $j$ th row of $\gamma^{-1}$, as $\gamma \gamma^{-1}=\mathrm{I}_{n}$, we have $\gamma e_{i, j} \gamma^{-1}=v u$. Moreover, $u v=0$ since $i \neq j, u$ is clearly unimodular, and

$$
\gamma E_{i, j}(X g) \gamma^{-1}=\mathrm{I}_{n}+(X g) v u .
$$

By virtue of Proposition $146, v \in\left\langle{ }^{\mathrm{t}} s_{i, j} \mid 1 \leq i<j \leq n\right\rangle$, where the $s_{i, j}$ 's are the obvious syzygies of $u$, that is, there exist $a_{1}, \ldots, a_{k} \in \mathbf{R}_{s}$ and $w_{1}, \ldots, w_{k} \in\left\{{ }^{\mathrm{t}} s_{i, j} \mid 1 \leq i<\right.$ $j \leq n\}$ such that

$$
v=a_{1} w_{1}+\cdots+a_{k} w_{k} .
$$

Since $u w_{i}=0$, we have:

$$
\mathrm{I}_{n}+(X g) v u=\left(\mathrm{I}_{n}+(X g) a_{1} w_{1} u\right)\left(\mathrm{I}_{n}+(X g) a_{2} w_{2} u\right) \cdots\left(\mathrm{I}_{n}+(X g) a_{k} w_{k} u\right)
$$

with $\mathrm{I}_{n}+(X g) a_{i} w_{i} u \in \mathrm{E}_{n}\left(\mathbf{R}_{s}[X]\right)$. Writing $g=\frac{\tilde{g}}{s^{k}}, a_{i} w_{i}=\frac{\tau_{i}}{s^{k}}$, and $u=\frac{\tilde{u}}{s^{k}}$, with $\tilde{g} \in$ $\mathbf{R}[X], \tau_{i} \in \mathbf{R}^{n \times 1}, \tilde{u} \in \mathbf{R}^{1 \times n}$, and $k \in \mathbb{N}$, we have

$$
M\left(s^{3 k} X\right)=\mathrm{I}_{n}+\left(s^{3 k} X g\right) v u=\left(\mathrm{I}_{n}+(X \tilde{g}) \tau_{1} \tilde{u}\right) \cdots\left(\mathrm{I}_{n}+(X \tilde{g}) \tau_{k} \tilde{u}\right) \in \mathrm{E}_{n}(\mathbf{R}[X],\langle X\rangle) .
$$

Lemma 170. Let $\mathbf{R}$ be a ring, $n \geq 3, s \in \mathbf{R}$, and $M=M(X) \in \mathrm{GL}_{n}(\mathbf{R}[X])$ such that $M \in \mathrm{E}_{n}\left(\mathbf{R}_{s}[X]\right)$. Then, there exists $k \in \mathbb{N}$ such that for all $a, b \in \mathbf{R}$ which are congruent modulo $s^{k}$, the matrix $M^{-1}(a X) M(b X) \in \mathrm{E}_{n}(\mathbf{R}[X],\langle X\rangle)$.

Proof. Consider two new variables $T, U$ and set

$$
M^{\prime}(X, T, U):=M^{-1}((T+U) X) M(T X)
$$

Applying Lemma 169 with $\mathbf{R}[X, T]$ instead of $\mathbf{R}$ and $U$ instead of $X$, there exists $k \in \mathbb{N}$ such that

$$
M^{\prime}\left(X, T, s^{k} U\right)=: N(X, T, U) \in \mathrm{E}_{n}(\mathbf{R}[X, T, U],\langle U\rangle)
$$

As $N(X, T, U)=M^{-1}\left(\left(T+s^{k} U\right) X\right) M(T X)$, for $b=a+s^{k} c$, we have

$$
M^{-1}(a X) M(b X)=N(X, a, c) \text { over } \mathbf{R}_{s}
$$

We have $N(0, T, U)=\mathrm{I}_{n}$ over $\mathbf{R}_{s}$ but not necessarily over $\mathbf{R}$. The matrix

$$
A(X, T, U):=N^{-1}(0, T, U) N(X, T, U)
$$

is equal to $N(X, T, U)$ over $\mathbf{R}_{s}$, with $N(0, T, U)=\mathrm{I}_{n}$ over $\mathbf{R}$, and

$$
M^{-1}(a X) M(b X)=A(X, a, c)
$$

over $\mathbf{R}_{s}$, and $A(X, a, c) \in \mathrm{E}_{n}(\mathbf{R}[X],\langle X\rangle)$.

Lemma 171. Let $\mathbf{R}$ be a ring, $n \geq 3, r, s \in \mathbf{R}$ with $\langle r, s\rangle=\mathbf{R}$, and $M \in \operatorname{GL}_{n}(\mathbf{R}[X])$. If $M \in \mathrm{E}_{n}\left(\mathbf{R}_{r}[X]\right)$ and $M \in \mathrm{E}_{n}\left(\mathbf{R}_{s}[X]\right)$ then $M \in \mathrm{E}_{n}(\mathbf{R}[X])$.

Proof. By virtue of Lemma 170, there exists $k \in \mathbb{N}$ such that for all $a, b \in \mathbf{R}$ which are congruent modulo $r^{k}$ or modulo $s^{k}$, the matrix $M^{-1}(a X) M(b X)$ is in $\mathrm{E}_{n}(\mathbf{R}[X],\langle X\rangle)$. Writing $r^{k} a+s^{k} b=1$ for some $a, b \in \mathbf{R}$, and considering $c=s^{k} b$, we have $c \equiv 0 \bmod s^{k}$ and $c \equiv 1 \bmod r^{k}$. The desired result follows from the equality

$$
M=M(X)=M^{-1}(0 . X) M(c . X) M^{-1}(c . X) M(1 . X)
$$

As an immediate consequence, one obtains:
Theorem 172. (Propagation Lemma for Elementary Polynomial Matrices [76, 106])
Let $\mathbf{R}$ be a ring, $n \geq 3$, and $M=M(X) \in \mathrm{GL}_{n}(\mathbf{R}[X])$.
(i) If $M(0)=\mathrm{I}_{n}$ then the set $\left\{s \in \mathbf{R} \mid M \in \mathrm{E}_{n}\left(\mathbf{R}_{s}[X]\right)\right\}$ is an ideal of $\mathbf{R}$.
(ii) The set $\left\{s \in \mathbf{R} \mid M(X) \sim_{\mathrm{E}_{n}\left(\mathbf{R}_{s}[X]\right)} M(0)\right\}$ is an ideal of $\mathbf{R}$.

Theorem 172 can be rephrased to give the following concrete local-global principle:

Theorem 173. (Concrete Local-Global Principle for Elementary Polynomial Matrices [106])
Let $\mathbf{R}$ be a ring, $n \geq 3, S_{1}, \ldots, S_{m}$ comaximal monoids of $\mathbf{R}$, and $M=M(X) \in$ $\mathrm{GL}_{n}(\mathbf{R}[X])$ with $M(0)=\mathrm{I}_{n}$. Then:

$$
M \in \mathrm{E}_{n}(\mathbf{R}[X]) \Leftrightarrow M \in \mathrm{E}_{n}\left(\mathbf{R}_{S_{i}}[X]\right) \forall 1 \leq i \leq m .
$$

### 2.5.6 A Realization Algorithm for $\mathrm{SL}_{3}(\mathbf{R}[X])$

This subsection is reproduced from [76] and [135]. The proofs given there are already constructive.

Lemma 174. ([135]) Let $\mathbf{R}$ be a ring, and $a, a^{\prime}, b, c, d \in \mathbf{R}$ such that $a a^{\prime} d-b c=1$. Then

$$
\left(\begin{array}{ccc}
a a^{\prime} & b & 0 \\
c & d & 0 \\
0 & 0 & 1
\end{array}\right) \equiv\left(\begin{array}{ccc}
a & b & 0 \\
c & a^{\prime} d & 0 \\
0 & 0 & 1
\end{array}\right) \cdot\left(\begin{array}{ccc}
a^{\prime} & b & 0 \\
c & a d & 0 \\
0 & 0 & 1
\end{array}\right) \bmod E_{3}(\mathbf{R})
$$

in the sense that there exist $M, N, A \in \mathrm{E}_{3}(\mathbf{R})$ such that

$$
\left(\begin{array}{ccc}
a a^{\prime} & b & 0 \\
c & d & 0 \\
0 & 0 & 1
\end{array}\right)=M\left(\begin{array}{ccc}
a & b & 0 \\
c & a^{\prime} d & 0 \\
0 & 0 & 1
\end{array}\right) N\left(\begin{array}{ccc}
a^{\prime} & b & 0 \\
c & a d & 0 \\
0 & 0 & 1
\end{array}\right) A .
$$

Proof. It suffices to take

$$
\begin{aligned}
& M=E_{2,1}(-c d) E_{2,3}(a d-1) E_{3,2}(1) E_{2,3}(-1) \\
& N=E_{2,3}(1) E_{3,2}(-1) E_{2,3}(1) \\
& \text { and } A=E_{2,3}(-1) E_{3,2}(1) E_{2,3}(a-1) E_{3,1}\left(-a^{\prime} c\right) E_{3,2}\left(-a^{\prime} d\right) .
\end{aligned}
$$

Theorem 175. ([76, 135]) Let $\mathbf{R}$ be a residually discrete local ring, and

$$
M=\left(\begin{array}{ccc}
p & q & 0 \\
r & s & 0 \\
0 & 0 & 1
\end{array}\right) \in \operatorname{SL}_{3}(\mathbf{R}[X])
$$

where $p$ is monic. Then $M$ is realizable, i.e., $M \in \mathrm{E}_{3}(\mathbf{R}[X])$.
Proof. We proceed by induction on $\operatorname{deg} p$. The case $p=1$ is immediate. Now, suppose that $\operatorname{deg} p=d \geq 1$. Using one elementary operation, we can replace $q$ with its remainder on division by $p$, and, thus, we can suppose that $\operatorname{deg} q<d$. As $1=p s-q r$ and $\mathbf{R}$ is local, then either $p(0) \in \mathbf{R}^{\times}$or $q(0) \in \mathbf{R}^{\times}$.
Case 1: $q(0) \in \mathbf{R}^{\times}$. Again, using one elementary operation, we can replace $p$ with $p-p(0) q(0)^{-1} q$, and, thus, we can suppose that $p(0)=0$, that is, $p=X p^{\prime}$ for some monic polynomial $p^{\prime} \in \mathbf{R}[X]$. By Lemma 174, we have

$$
\left(\begin{array}{ccc}
p & q & 0 \\
r & s & 0 \\
0 & 0 & 1
\end{array}\right) \equiv\left(\begin{array}{ccc}
X & q & 0 \\
r & p^{\prime} s & 0 \\
0 & 0 & 1
\end{array}\right) \cdot\left(\begin{array}{ccc}
p^{\prime} & q & 0 \\
r & X s & 0 \\
0 & 0 & 1
\end{array}\right) \bmod \mathrm{E}_{3}(\mathbf{R}[X]) .
$$

The second matrix on the right hand side is realizable by induction hypothesis. On the other hand, using one elementary operation, we can replace $q$ with $q(0) \in \mathbf{R}^{\times}$, and, thus, the first matrix on the right hand side is realizable.

Case 2: $q(0) \in \operatorname{Rad}(\mathbf{R})$. By virtue of Propositions 52 and 56 , there exist $p^{\prime}, q^{\prime} \in \mathbf{R}[X]$ with $\operatorname{deg} p^{\prime}<\operatorname{deg} q<d$ and $\operatorname{deg} q^{\prime}<\operatorname{deg} p=d$ such that $p^{\prime} p-q^{\prime} q=1$. Also, note that, as $p^{\prime}(0) p(0)-q^{\prime}(0) q(0)=1$ and $q(0) \in \operatorname{Rad}(\mathbf{R})$, we have $p^{\prime}(0) \in \mathbf{R}^{\times}$and, thus, $q(0)+p^{\prime}(0) \in \mathbf{R}^{\times}$. Now, we have

$$
\begin{aligned}
\left(\begin{array}{ccc}
p & q & 0 \\
r & s & 0 \\
0 & 0 & 1
\end{array}\right) & =E_{2,1}\left(r p^{\prime}-s q^{\prime}\right)\left(\begin{array}{ccc}
p & q & 0 \\
q^{\prime} & p^{\prime} & 0 \\
0 & 0 & 1
\end{array}\right) \\
& =E_{2,1}\left(r p^{\prime}-s q^{\prime}\right) E_{1,2}(-1)\left(\begin{array}{ccc}
p+q^{\prime} & q+p^{\prime} & 0 \\
q^{\prime} & p^{\prime} & 0 \\
0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

The last matrix on the right hand side is realizable by Case 1 since $q(0)+p^{\prime}(0) \in \mathbf{R}^{\times}$ and $\operatorname{deg}\left(p+q^{\prime}\right)=d$.

Corollary 176. Let $\mathbf{K}$ be a discrete field, and

$$
M=\left(\begin{array}{ccc}
p & q & 0 \\
r & s & 0 \\
0 & 0 & 1
\end{array}\right) \in \operatorname{SL}_{3}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)
$$

Then $M$ is realizable, i.e., $M \in \mathrm{E}_{3}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)$.
Proof. Let $\mathbf{R}=\mathbf{K}\left[X_{1}, \ldots, X_{k-1}\right]$ and $X=X_{k}$. We may assume that $p$ is monic at $X$ by applying a change of variables (à la Nagata for example). Also, applying the General Local-Global Principle 35 and the Concrete local-global Principle for elementary polynomial matrices (Theorem 173), we can suppose that $\mathbf{R}$ is local. The desired result follows from Theorem 175.

### 2.5.7 Elementary Unimodular Completion

Recall that for any ring $\mathbf{B}$, when we say that a matrix $N \in \mathbf{M}_{n}(\mathbf{B})(n \geq 3)$ is in $\mathrm{SL}_{2}(\mathbf{B})$ we mean that it is of the form

$$
\left(\begin{array}{cccc}
N^{\prime} & 0 & \ldots & 0 \\
0 & 1 & & \\
\vdots & & \ddots & \\
0 & & & 1
\end{array}\right)
$$

with $N^{\prime} \in \mathrm{SL}_{2}(\mathbf{B})$.
Lemma 177. (Elementary Unimodular Completion, General Case) Let $\mathbf{R}$ be a ring, $n \geq 3$, and $\mathscr{V}=\mathscr{V}(X)={ }^{\mathrm{t}}\left(v_{1}(X), \ldots, v_{n}(X)\right) \in \operatorname{Um}_{n}(\mathbf{R}[X])$ such that $v_{1}$ is monic. Then there exist $B_{1} \in \mathrm{SL}_{2}(\mathbf{R}[X])$ and $B_{2} \in \mathrm{E}_{n}(\mathbf{R}[X])$ such that $B_{1} B_{2} \mathscr{V}=\mathscr{V}(0)$.

Proof. This follows from Algorithm 69 and Suslin's Normality Theorem 163.

Theorem 178. (Elementary Unimodular Completion, Case $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$; [76, 135])
Let $\mathbf{K}$ be a field, and $n \geq 3$. Then the group $\mathrm{E}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)$ acts transitively on the set $\operatorname{Um}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)$.

Proof. The case $k=1$ is clear via the Euclidean division algorithm. We assume that the results holds for $\mathbf{R}=\mathbf{K}\left[X_{1}, \ldots, X_{k-1}\right]$. Let $X=X_{k}$ and $\mathscr{V}={ }^{\mathrm{t}}\left(v_{1}(X), \ldots, v_{n}(X)\right) \in$ $\operatorname{Um}_{n}(\mathbf{R}[X])$. We may assume that $v_{1}$ is monic by applying a change of variables (à la Nagata for example). By virtue of Lemma 177, there exist $B_{1} \in \mathrm{SL}_{2}(\mathbf{R}[X])$ and $B_{2} \in \mathrm{E}_{n}(\mathbf{R}[X])$ such that

$$
B_{1} B_{2} \mathscr{V}=\mathscr{V}(0)
$$

By the induction hypothesis, there exists $B \in \mathrm{E}_{n}(\mathbf{R})$ such that

$$
B B_{1} B_{2} \mathscr{V}={ }^{\mathrm{t}}(0, \ldots, 0,1)=: e_{n}, \text { and thus, } \mathscr{V}=B_{2}^{-1} B_{1}^{-1} B^{-1} e_{n} .
$$

Since $\mathrm{E}_{n}(\mathbf{R}[X])$ is a normal subgroup of $\mathrm{SL}_{n}(\mathbf{R}[X])$ (see Suslin's Normality Theorem 163), one can find a matrix $B^{\prime} \in \mathrm{E}_{n}(\mathbf{R}[X])$ such that $B_{1}^{-1} B^{-1}=B^{\prime} B_{1}^{-1}$. Note that $B_{1}^{-1}$ has the form

$$
\left(\begin{array}{ccccc}
p & q & 0 & \ldots & 0 \\
r & s & 0 & \ldots & 0 \\
0 & 0 & 1 & & \\
\vdots & \vdots & & \ddots & \\
0 & 0 & & & 1
\end{array}\right)
$$

and, thus, $B_{1}^{-1} e_{n}=e_{n}$ and $\mathscr{V}=B_{2}^{-1} B^{\prime} e_{n}$, or also

$$
B^{\prime-1} B_{2} \mathscr{V}=e_{n} .
$$

Now, we are in position to prove Suslin's stability theorem.
Theorem 179. (Suslin's Stability Theorem; [165])
Let $\mathbf{K}$ be a field, and $n \geq 3$. Then

$$
\mathrm{SL}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)=\mathrm{E}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)
$$

Proof. Let $M \in \operatorname{SL}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)$. As its last column $c_{n}$ is unimodular, in virtue of Theorem 179, there exists $B \in \mathrm{E}_{n}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)$ such that $B c_{n}=e_{n}$, and, thus,

$$
\begin{aligned}
& B M=\left(\begin{array}{cccc} 
& & 0 \\
& \tilde{M} & & \vdots \\
& & 0 \\
m_{1} & \cdots & m_{n-1} & 1
\end{array}\right), \text { and, } \\
& B M E_{n, 1}\left(-m_{1}\right) \cdots E_{n, n-1}\left(-m_{n-1}\right)=\left(\begin{array}{cc}
\tilde{M} & 0 \\
0 & 1
\end{array}\right) .
\end{aligned}
$$

Repeating this process, by successive elementary operations, we get a matrix of the form

$$
\left(\begin{array}{ccc}
p & q & 0 \\
r & s & 0 \\
0 & 0 & 1
\end{array}\right) \in \mathrm{SL}_{3}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]\right)
$$

Such matrix is realizable by virtue of Corollary 176.

It is worth recalling that Suslin's stability theorem does not hold for $n=2$ (see Cohn's Example 153).

### 2.6 The Hermite Ring Conjecture

### 2.6.1 The Hermite Ring Conjecture in Dimension One

This subsection is extracted from [182]. Recall that a ring $\mathbf{R}$ is said to be Hermite if any finitely-generated stably free $\mathbf{R}$-module is free (see Definition 21). Examples of Hermite rings are local rings (see Theorem 10), rings of Krull dimension $\leq 1$ (see Corollary 93), univariate polynomial rings with coefficients in a ring of Krull dimension $\leq 1$ (see Corollary 187; the goal of this subsection is to prove this result), polynomial rings over Bezout domains (see Corollary 143), and polynomial rings over zero-dimensional rings (see Theorem 50).

Recall also that for any ring $\mathbf{R}$, saying that any finitely-generated stably free $\mathbf{R}$ module is free amounts to saying that any unimodular row over $\mathbf{R}$ is completable (see Propositions 20 and 22), i.e., it can be written as the first row of an invertible matrix with entries in $\mathbf{R}$.

Quillen's and Suslin's proofs of Serre's problem on projective modules had a big effect on the subsequent development of the study of projective modules. Nevertheless, many old conjectures and open questions about projective modules over polynomial rings still wait for solutions. Our concern here is the following equivalent two conjectures (for a proof of the equivalence, see Propositions 20 and 22)).

Conjecture 180. (Hermite Ring Conjecture (1978) [91, 92]) If $\mathbf{R}$ is an Hermite ring, then $\mathbf{R}[X]$ is also Hermite.

Conjecture 181. If $\mathbf{R}$ is a ring and $v=\left(v_{0}(X), \ldots, v_{n}(X)\right)$ is a unimodular row over $\mathbf{R}[X]$ such that $v(0)=(1,0, \ldots, 0)$, then $v$ can be completed to a matrix in $\mathrm{GL}_{n+1}(\mathbf{R}[X])$.

In this subsection we will prove constructively that for any ring $\mathbf{R}$ of Krull dimension $\leq 1$ and $n \geq 3$, the group $\mathrm{E}_{n}(\mathbf{R}[X])$ acts transitively on $\operatorname{Um}_{n}(\mathbf{R}[X])$ (Theorem 186). In particular, we obtain that for any ring $\mathbf{R}$ with Krull dimension $\leq 1$, all finitely-generated stably free modules over $\mathbf{R}[X]$ are free (Corollary 187). This settles the long-standing Hermite ring conjecture for rings of Krull dimension $\leq 1$.

Let us begin by giving a constructive and elementary proof of a lemma which was used by Roitman [152] in the proof of his Theorem 5. Roitman gave as reference [91] (Chapter III, Lemma 1.1) but the proof given by Lam in [91] is not constructive and relies on the "going-up" property of prime ideals in integral extensions.

Lemma 182. Let $\mathbf{R}$ be a ring, and $I$ an ideal in $\mathbf{R}[X]$ that contains a monic polynomial. Let $J$ be an ideal in $\mathbf{R}$ such that $I+J[X]=\mathbf{R}[X]$. Then $(I \cap \mathbf{R})+J=\mathbf{R}$.

Proof. Let us denote by $f$ a monic polynomial in $I$. Since $I+J[X]=\mathbf{R}[X]$, there exist $g \in I$ and $h \in J[X]$ such that $g+h=1$. It follows that $\langle\bar{f}, \bar{g}\rangle=(\mathbf{R} / J)[X]$ where the classes are taken modulo $J[X]$. By virtue of Proposition 56, we obtain that $\operatorname{Res}(\bar{f}, \bar{g}) \in(\mathbf{R} / J)^{\times}$. As $f$ is a monic polynomial, $\operatorname{Res}(\bar{f}, \bar{g})=\overline{\operatorname{Res}(f, g)}$, and, thus, $\langle\operatorname{Res}(f, g)\rangle+J=\mathbf{R}$. The desired conclusion follows from the fact that $\operatorname{Res}(f, g) \in$ $I \cap \mathbf{R}$.

The following three lemmas were already proved constructively by their authors.
Lemma 183. (Roitman's Lemma [152]) Let $\mathbf{R}$ be a ring, and $f(X) \in \mathbf{R}[X]$ of degree $n>0$, such that $f(0) \in \mathbf{R}^{\times}$. Then for any $g(X) \in \mathbf{R}[X]$ and $k \geq$ $\operatorname{deg} g(X)-\operatorname{deg} f(X)+1$ there exists $h_{k}(X) \in \mathbf{R}[X]$ of degree $<n$ such that $g(X) \equiv X^{k} h_{k}(X) \bmod \langle f(X)\rangle$.

Proof. Let $f(X)=a_{0}+\cdots+a_{n} X^{n}, g(X)=c_{0}+\cdots+c_{m} X^{m}$. Let $g(X)-c_{0} a_{0}^{-1} f(X)=$ $X h_{1}(X)$. Then $g(X) \equiv X h_{1}(X) \bmod \langle f(X)\rangle$ and $\operatorname{deg} h_{1}(X)<\max (m, n)$. Similarly we obtain $h_{2}(X)$ such that $h_{1}(X) \equiv X h_{2}(X) \bmod \langle f(X)\rangle, \quad g(X) \equiv X^{2} h_{2}(X) \bmod$ $\langle f(X)\rangle, \operatorname{deg} h_{2}(X)<\max (m-1, n)$, and so on.

Lemma 184. (Bass' Lemma [13]) Let $k \in \mathbb{N}, \mathbf{R}$ a ring, $f_{1}, \ldots, f_{r} \in \mathbf{R}[X]$ with degrees $\leq k-1$, and $f_{r+1} \in \mathbf{R}[X]$ monic with degree $k$. If the coefficients of $f_{1}, \ldots, f_{r}$ generate the ideal $\mathbf{R}$ of $\mathbf{R}$, then $\left\langle f_{1}, \ldots, f_{r}, f_{r+1}\right\rangle$ contains a monic with degree $k-1$.

Proof. Let us denote by $\mathfrak{a}=\left\langle f_{1}, \ldots, f_{r}, f_{r+1}\right\rangle$ and $\mathfrak{b}$ the ideal formed by the coefficients of $X^{k-1}$ of the elements of $\mathfrak{a}$ having degree $\leq k-1$. It suffices to prove that $\mathfrak{b}=\mathbf{R}$. In fact we will prove that $\mathfrak{b}$ contains all the coefficients of $f_{1}, \ldots, f_{r}$. For $1 \leq$ $i \leq r$, denoting by $f_{i}=b_{0}+b_{1} X+\cdots+b_{k-1} X^{k-1}$ and $f_{r+1}=a_{0}+\cdots+a_{k-1} X^{k-1}+$ $X^{k}$, we have $b_{k-1} \in \mathfrak{b}$ and $f_{i}^{\prime}=X f_{i}-b_{k-1} f=b_{0}^{\prime}+b_{1}^{\prime} X+\cdots+b_{k-1}^{\prime} X^{k-1} \in \mathfrak{a}$ with $b_{j}^{\prime} \equiv b_{j-1} \bmod \left\langle b_{k-1}\right\rangle$. Thus, $b_{k-1}^{\prime}=b_{k-2}-a_{k-1} b_{k-1} \in \mathfrak{b}, b_{k-2} \in \mathfrak{b}$, and so on until getting that all the $b_{i}$ 's are in $\mathfrak{b}$.

Now we're reaching a crucial stage in our objective to prove the Hermite ring conjecture for rings of Krull dimension $\leq 1$.

Lemma 185. Let $\mathbf{R}$ be a reduced local ring of dimension $\leq 1, n \geq 2$, and let $v(X)=$ ${ }^{\mathrm{t}}\left(v_{0}(X), \ldots, v_{n}(X)\right) \in \operatorname{Um}_{n+1}(\mathbf{R}[X])$. Then there exists $E \in \mathrm{E}_{n+1}(R[X])$ such that $E v(X)={ }^{\mathrm{t}}\left(v_{0}(X), v_{1}(X), \ldots, v_{n-1}(X), c_{n}\right)$, where $c_{n} \in \mathbf{R}$.

Proof. By the local-global principle for elementary matrices (see Theorem 173), we can suppose that $\mathbf{R}$ is local.
We prove the claim by double induction on the number $N$ of nonzero coefficients of $v_{0}(X), \ldots, v_{n}(X)$ and $d$, starting with $N=1$ (in that case the result is immediate) and $d=0$ (in that case the result is well-known).
Let $N>1$ and $d>0$. We may assume that $v_{0}(0) \in \mathbf{R}^{\times}$. Let us denote by $a$ the leading coefficient of $v_{0}$ and $m_{0}:=\operatorname{deg} v_{0}$. If $a \in \mathbf{R}^{\times}$then the result follows from Suslin's lemma (Theorem 57). So we may assume $a \in \operatorname{Rad}(\mathbf{R})$. By the induction hypothesis applied to the ring $\mathbf{R} /\langle a\rangle$, we can assume that $v(X) \equiv{ }^{\mathrm{t}}(1,0, \ldots, 0) \bmod (a \mathbf{R}[X])^{n+1}$. By Lemma 183, we assume now $v_{i}=X^{2 k} w_{i}$, where $\operatorname{deg} w_{i}<m_{0}$ for $1 \leq i \leq n$. By Proposition 166.(3).(ii), we assume $\operatorname{deg} v_{i}<m_{0}$.
If $m_{0} \leq 1$, our first claim is established. Assume now that $m_{0} \geq 2$. Let $\left(c_{1}, \ldots\right.$, $\left.c_{m_{0}(n-1)}\right)$ be the coefficients of $1, X, \ldots, X^{m_{0}-1}$ in the polynomials $v_{2}(X), \ldots, v_{n}(X)$. By Lemma 182, the ideal generated in $\mathbf{R}_{a}$ by $\mathbf{R}_{a} \cap\left(v_{0} \mathbf{R}_{a}[X]+\right.$ $\left.v_{1} \mathbf{R}_{a}[X]\right)$ and the $c_{i}$ 's is $\mathbf{R}_{a}$. As $m_{0}(n-1) \geq 2>\operatorname{dim} \mathbf{R}_{a}$, by the Stable range Theorem 92 there exists

$$
\left(c_{1}^{\prime}, \ldots, c_{m_{0}(n-1)}^{\prime}\right) \equiv\left(c_{1}, \ldots, c_{m_{0}(n-1)}\right) \bmod \left(v_{0} \mathbf{R}[X]+v_{1} \mathbf{R}[X]\right) \cap \mathbf{R}
$$

such that $c_{1}^{\prime} \mathbf{R}_{a}+\cdots+c_{m_{0}(n-1)}^{\prime} \mathbf{R}_{a}=\mathbf{R}_{a}$. Assume that we have already $c_{1} \mathbf{R}_{a}+\cdots+$ $c_{m_{0}(n-1)} \mathbf{R}_{a}=\mathbf{R}_{a}$. By Lemma 184, the ideal $\left\langle v_{0}, v_{2}, \ldots, v_{n}\right\rangle$ of $\mathbf{R}[X]$ contains a polynomial $w(X)$ of degree $m_{0}-1$ which is unitary in $\mathbf{R}_{a}$. Let us denote the leading coefficient of $w$ by $u a^{k}$ where $u \in \mathbf{R}^{\times}$and that of $v_{1}$ by $b$. Using Proposition 166.(3).(ii), as $a$ is invertible modulo $\left\langle v_{0}, v_{1}\right\rangle$ (because $v(X) \equiv{ }^{\mathrm{t}}(1,0, \ldots, 0) \bmod (a \mathbf{R}[X])^{n+1}$ ), we can by elementary operations make the following transformations

$$
{ }^{\mathrm{t}}\left(v_{0}, v_{1}, \ldots, v_{n}\right) \rightarrow{ }^{\mathrm{t}}\left(v_{0}, a^{2 k} v_{1}, \ldots, v_{n}\right) \rightarrow{ }^{\mathrm{t}}\left(v_{0}, a^{2 k} v_{1}+\left(1-a^{k} u^{-1} b\right) w, v_{2}, \ldots, v_{n}\right) .
$$

Now, $a^{2 k} v_{1}+\left(1-a^{k} u^{-1} b\right) w$ is unitary in $\mathbf{R}_{a}$, we can assume that $v_{1}$ unitary in $\mathbf{R}_{a}, \operatorname{deg}\left(v_{1}\right):=m_{1}<m_{0}$. By Proposition 166.(3).(ii), as $a$ is invertible modulo $\left\langle v_{0}\right\rangle\left(\right.$ since $\left.v(X) \equiv{ }^{\mathrm{t}}(1,0, \ldots, 0) \bmod (a \mathbf{R}[X])^{n+1}\right)$, by elementary operations, ${ }^{\mathrm{t}}\left(v_{0}, v_{1}, v_{2}, \ldots, v_{n}\right)$ can be transformed into ${ }^{\mathrm{t}}\left(v_{0}, v_{1}, a^{\ell} v_{2}, \ldots, a^{\ell} v_{n}\right)$ for a suitable $\ell \in \mathbb{N}$ so that we can divide (like in Euclidean division) all $a^{\ell} v_{2}, \ldots, a^{\ell} v_{n}$ by $v_{1}$, and, thus, we can assume that $\operatorname{deg} v_{i}<m_{1}$ for $2 \leq i \leq n$.
Repeating the argument above we lower the degree of $v_{1}$ until reaching the desired result.

Theorem 186. Let $\mathbf{R}$ be a ring of dimension $\leq 1, n \geq 2$, and let $v(X)={ }^{t}\left(v_{0}(X), \ldots\right.$, $\left.v_{n}(X)\right)$ in $\operatorname{Um}_{n+1}(\mathbf{R}[X])$. Then there exists $E \in \mathrm{E}_{n+1}(R[X])$ such that $E v(X)=$ ${ }^{\mathrm{t}}(1,0, \ldots, 0)$.

Proof. By virtue of the Stable range theorem (see Theorem 92), it suffices to prove that there exists $E \in \mathrm{E}_{n+1}(R[X])$ such that $E v(X)=v(0)$. By the local-global principle for elementary matrices (see Theorem 173), we can suppose that $\mathbf{R}$ is local. Moreover, it is clear that we can suppose that $\mathbf{R}$ is reduced. By virtue of Lemma 185,
there exists $E \in \mathrm{E}_{n+1}(R[X])$ such that $E v(X)={ }^{\mathrm{t}}\left(v_{0}(X), v_{1}(X), c_{2}, \ldots, c_{n}\right)$, where $c_{i} \in \mathbf{R}$. So we can without loss of generality suppose that $v_{0}=a$ is constant.
Now, let us consider the ring $\mathbf{T}:=\mathbf{R} / \mathscr{I}(a)$. Since $\operatorname{dim} \mathbf{T} \leq 0$ (see Theorem 80), we have that $\mathbf{T}\langle X\rangle=\mathbf{T}(X)$ (see Remark 138) and thus $\mathbf{T}\langle X\rangle$ is a local ring. It follows that one among $v_{1}, \ldots, v_{n}$, say $v_{1}$, divides a monic polynomial in $\mathbf{T}[X]$. This means that there exist a monic polynomial $u \in \mathbf{R}[X], w, h_{1}, h_{2} \in \mathbf{R}[X]$ with $a h_{2}=0$, such that

$$
w v_{1}=u+a h_{1}+h_{2} .
$$

This means that $1 \in\left\langle v_{1}, a, h_{2}\right\rangle$ in the ring $\mathbf{R}\langle X\rangle$ and thus $1 \in\left\langle v_{1}, a+h_{2}\right\rangle$ by Lemma 90. That is, $\exists w_{1}, w_{2} \in \mathbf{R}[X] \mid v_{1} w_{1}+\left(a+h_{2}\right) w_{2}=: \tilde{u}$ is a monic polynomial.
Let $d \in \mathbb{N}$ and denote by $u_{0}, \ldots, u_{n}$ polynomials in $\mathbf{R}[X]$ such that $u_{0} v_{0}+\cdots+u_{n} v_{n}=$ 1. Denoting by

$$
\begin{aligned}
& \gamma_{1}:=E_{1,2}\left(h_{2} u_{1}\right) \cdots E_{1, n+1}\left(h_{2} u_{n}\right), \\
& \gamma_{2}:=E_{3,2}\left(X^{d} w_{1}\right) E_{3,1}\left(X^{d} w_{2}\right), \\
& \gamma:=\gamma_{2} \gamma_{1}
\end{aligned}
$$

we have

$$
\gamma_{1} v={ }^{\mathrm{t}}\left(a+h_{2}, v_{1}, \ldots, v_{n}\right)
$$

and

$$
\gamma v={ }^{\mathrm{t}}\left(a+h_{2}, v_{1}, v_{2}+X^{d} \tilde{u}, v_{3}, \ldots, v_{n}\right)
$$

So, for sufficiently large $d$, the third entry of $\gamma v$ becomes a monic polynomial. Thus, as already seen in Theorem 61, we have an algorithm transforming $\gamma v$ into ${ }^{\mathrm{t}}(1,0, \ldots, 0)$ using elementary operations.

Corollary 187. ([182]) For any ring $\mathbf{R}$ of Krull dimension $\leq 1$, all finitely-generated stably free modules over $\mathbf{R}[X]$ are free. In other words, if $\mathbf{R}$ is a ring of Krull dimension $\leq 1$ then $\mathbf{R}[X]$ is Hermite.

Proof. We know that if $\mathbf{R}$ has Krull dimension $\leq 1$ then all stably free modules over $\mathbf{R}$ are free (see Corollary 93 and Theorem 92). So, we have only to prove that all finitely-generated stably free modules over $\mathbf{R}[X]$ are extended from $\mathbf{R}$. For this, let $v={ }^{\mathrm{t}}\left(v_{0}(X), \ldots, v_{n}(X)\right) \in \mathbf{R}[X]^{n+1}(n \geq 2)$ be a unimodular vector. Our task amounts to proving that there exists $\Gamma \in \mathrm{GL}_{n+1}(\mathbf{R}[X])$ such that $\Gamma V={ }^{\mathrm{t}}(1,0, \ldots, 0)$. This follows from Theorem 186.

Corollary 188. The Hermite ring conjecture is true for rings of Krull dimension $\leq 1$.

Corollary 187 encourages us to set Conjecture 189. It is worth pointing out, that one cannot use the Quillen Induction Theorem 48 nor the constructive version of the Lequain-Simis Induction Theorem (Theorem 140) in order to settle affirmatively
this conjecture because the class of rings with Krull dimension $\leq 1$ is not stable by passage to none of the formations $\mathbf{R}\langle X\rangle$ and $\mathbf{R}(X)$. As a matter of fact, we have $\operatorname{dim} \mathbf{R}\langle X\rangle=\operatorname{dim} \mathbf{R}(X)=\operatorname{dim} \mathbf{R}[X]-1$ [27] (we don't have yet a constructive proof of this fact; see Exercise 373 for a partial constructive proof), and thus, to see this, it suffices to consider a ring $\mathbf{R}$ such $\operatorname{dim} \mathbf{R}=1<\operatorname{dim}_{\mathrm{v}} \mathbf{R}=\operatorname{dim} \mathbf{R}\langle X\rangle=\operatorname{dim} \mathbf{R}(X)=$ 2 (for example $\mathbf{R}=\mathbb{Q}+y \mathbb{Q}(x)[y]=\{f(y) \in \mathbb{Q}(x)[y] \mid f(0) \in \mathbb{Q}\}$ where $x, y$ are two independent indeterminates over the field of rationals $\mathbb{Q}$ [26]). The following conjecture is a generalization of Serre's conjecture to rings of Krull dimension $\leq 1$.

Conjecture 189. (The One-Dimension Conjecture) For any ring $\mathbf{R}$ of Krull dimension $\leq 1$, and $k \in \mathbb{N}$, all finitely-generated stably free modules over $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ are free. In other words, if $\mathbf{R}$ is a of Krull dimension $\leq 1$, then for any $k \in \mathbb{N}$, $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ is Hermite.

Also, Corollary 187 raises the $\mathbf{K}_{1}$-analogue question. We will state it as a conjecture.

Conjecture 190. Let $\mathbf{R}$ be a ring of Krull dimension $\leq 1$ and $n \geq 3$. Then every matrix $M \in \mathrm{SL}_{n}(\mathbf{R}[X])$ is congruent to $M(0)$ modulo $\mathrm{E}_{n}(\mathbf{R}[X])$.

In fact, by virtue of Theorem 186 and the local-global principle for elementary matrices (see Theorem 173), Conjecture 190 is equivalent to the following conjecture.

Conjecture 191. Suppose $\mathbf{R}$ is a residually discrete local ring of Krull dimension $\leq 1$, and

$$
M=\left(\begin{array}{ccc}
p & q & 0 \\
r & s & 0 \\
0 & 0 & 1
\end{array}\right) \in \operatorname{SL}_{3}(\mathbf{R}[X])
$$

Then $M \in \mathrm{E}_{3}(\mathbf{R}[X])$.

### 2.6.2 Stably Free Modules Over $\mathbf{R}[X]$ of Rank $>\operatorname{dim} \mathbf{R}$ are Free

This subsection is extracted from [184]. The purpose of this subsection is to extend the results obtained in the one-dimensional case to the general case and of course always without supposing that the base ring is Noetherian.

Theorem 192. Let $\mathbf{R}$ be a ring of dimension $\leq d, n \geq d+1$, and let

$$
v(X)={ }^{\mathrm{t}}\left(v_{0}(X), \ldots, v_{n}(X)\right) \in \operatorname{Um}_{n+1}(\mathbf{R}[X]) .
$$

Then there exists $E \in \mathrm{E}_{n+1}(R[X])$ such that $E v(X)={ }^{\mathrm{t}}(1,0, \ldots, 0)$.
Proof. By the Stable range Theorem 92, for any $w \in \operatorname{Um}_{n+1}(\mathbf{R})$, there exists $M \in$ $\mathrm{E}_{n+1}(R)$ such that $M w={ }^{\mathrm{t}}(1,0, \ldots, 0)$. So, it suffices to prove that there exists $E \in$ $\mathrm{E}_{n+1}(R[X])$ such that $E v(X)=v(0)$. For this aim, by the local-global principle for
elementary matrices (see Theorem 173), we can suppose that $\mathbf{R}$ is local. Moreover, it is clear that we can suppose that $\mathbf{R}$ is reduced.
We prove the claim by double induction on the number $N$ of nonzero coefficients of $v_{0}(X), \ldots, v_{n}(X)$ and $d$, starting with $N=1$ (in that case the result is immediate) and $d=0$ (in that case the result is well-known).

We will prove a first claim: $v(X)$ can be transformed by elementary operations into a vector with one constant entry.
Let $N>1$ and $d>0$. We may assume that $v_{0}(0) \in \mathbf{R}^{\times}$. Let us denote by $a$ the leading coefficient of $v_{0}$ and $m_{0}:=\operatorname{deg} v_{0}$. If $a \in \mathbf{R}^{\times}$then the result follows from Suslin's lemma (Theorem 57). So we may assume $a \in \operatorname{Rad}(\mathbf{R})$. By the induction hypothesis applied to the ring $\mathbf{R} /\langle a\rangle$, we can assume that $v(X) \equiv{ }^{\mathrm{t}}(1,0, \ldots, 0) \bmod (a \mathbf{R}[X])^{n+1}$. By Lemma 183, we assume now $v_{i}=X^{2 k} w_{i}$, where $\operatorname{deg} w_{i}<m_{0}$ for $1 \leq i \leq n$. By Proposition 166.(3).(ii), we assume $\operatorname{deg} v_{i}<m_{0}$.
If $m_{0} \leq 1$, our first claim is established. Assume now that $m_{0} \geq 2$. Let $\left(c_{1}, \ldots\right.$, $\left.c_{m_{0}(n-1)}\right)$ be the coefficients of $1, X, \ldots, X^{m_{0}-1}$ in the polynomials
$v_{2}(X), \ldots, v_{n}(X)$. By Lemma 182, the ideal generated in $\mathbf{R}_{a}$ by $\mathbf{R}_{a} \cap\left(v_{0} \mathbf{R}_{a}[X]+\right.$ $\left.v_{1} \mathbf{R}_{a}[X]\right)$ and the $c_{i}$ 's is $\mathbf{R}_{a}$. As $m_{0}(n-1) \geq 2 d>\operatorname{dim} \mathbf{R}_{a}$, by the Stable range Theorem 92 there exists

$$
\left(c_{1}^{\prime}, \ldots, c_{m_{0}(n-1)}^{\prime}\right) \equiv\left(c_{1}, \ldots, c_{m_{0}(n-1)}\right) \bmod \left(v_{0} \mathbf{R}[X]+v_{1} \mathbf{R}[X]\right) \cap \mathbf{R}
$$

such that $c_{1}^{\prime} \mathbf{R}_{a}+\cdots+c_{m_{0}(n-1)}^{\prime} \mathbf{R}_{a}=\mathbf{R}_{a}$. Assume that we have already $c_{1} \mathbf{R}_{a}+\cdots+$ $c_{m_{0}(n-1)} \mathbf{R}_{a}=\mathbf{R}_{a}$. By Lemma 184, the ideal $\left\langle v_{0}, v_{2}, \ldots, v_{n}\right\rangle$ of $\mathbf{R}[X]$ contains a polynomial $w(X)$ of degree $m_{0}-1$ which is unitary in $\mathbf{R}_{a}$. Let us denote the leading coefficient of $w$ by $u a^{k}$ where $u \in \mathbf{R}^{\times}$and that of $v_{1}$ by $b$. Using Proposition 166, as $a$ is invertible modulo $\left\langle v_{0}, v_{1}\right\rangle$ (because $v(X) \equiv{ }^{\mathrm{t}}(1,0, \ldots, 0) \bmod (a \mathbf{R}[X])^{n+1}$ ), we can by elementary operations make the following transformations

$$
{ }^{\mathrm{t}}\left(v_{0}, v_{1}, \ldots, v_{n}\right) \rightarrow{ }^{\mathrm{t}}\left(v_{0}, a^{2 k} v_{1}, \ldots, v_{n}\right) \rightarrow{ }^{\mathrm{t}}\left(v_{0}, a^{2 k} v_{1}+\left(1-a^{k} u^{-1} b\right) w, v_{2}, \ldots, v_{n}\right) .
$$

Now, $a^{2 k} v_{1}+\left(1-a^{k} u^{-1} b\right) w$ is unitary in $\mathbf{R}_{a}$, we can assume that $v_{1}$ unitary in $\mathbf{R}_{a}, \operatorname{deg}\left(v_{1}\right):=m_{1}<m_{0}$. By Proposition 166.(3).(ii), as $a$ is invertible modulo $\left\langle v_{0}\right\rangle\left(\right.$ since $\left.v(X) \equiv{ }^{\mathrm{t}}(1,0, \ldots, 0) \bmod (a \mathbf{R}[X])^{n+1}\right)$, by elementary operations, ${ }^{\mathrm{t}}\left(v_{0}, v_{1}, v_{2}, \ldots, v_{n}\right)$ can be transformed into ${ }^{\mathrm{t}}\left(v_{0}, v_{1}, a^{\ell} v_{2}, \ldots, a^{\ell} v_{n}\right)$ for a suitable $\ell \in \mathbb{N}$ so that we can divide (like in Euclidean division) all $a^{\ell} v_{2}, \ldots, a^{\ell} v_{n}$ by $v_{1}$, and, thus we can assume that $\operatorname{deg} v_{i}<m_{1}$ for $2 \leq i \leq n$.
Repeating the argument above we lower the degree of $v_{1}$ until reaching the desired form of our first claim.

Assume now that $v_{0}=a \in \mathbf{R}$. Let us consider the ring $\mathbf{T}:=\mathbf{R} / \mathscr{I}(a)$. Since $\operatorname{dim} \mathbf{T} \leq d-1$ (see Theorem 80) and $\left(\bar{v}_{1}, \ldots, \bar{v}_{n}\right) \in \operatorname{Um}_{n}(\mathbf{T}[X])$, there exists $E_{1} \in$ $\mathrm{E}_{n}(\mathbf{R}[X])$ such that

$$
E_{1}{ }^{\mathrm{t}}\left(v_{1}, \ldots, v_{n}\right)={ }^{\mathrm{t}}\left(1+a h_{1}+y_{1} \tilde{h}_{1}, a h_{2}+y_{2} \tilde{h}_{2}, \ldots, a h_{n}+y_{n} \tilde{h}_{n}\right),
$$

where $h_{i}, \tilde{h}_{i} \in \mathbf{R}[X], y_{i} \in \mathbf{R}$ with $a y_{i}=0$.

Denoting by $E_{2}=\left(\begin{array}{rr}1 & 0 \\ 0 & E_{1}\end{array}\right) \in \mathrm{E}_{n+1}(\mathbf{R}[X])$, we have

$$
E_{2} v={ }^{\mathrm{t}}\left(a, 1+a h_{1}+y_{1} \tilde{h}_{1}, a h_{2}+y_{2} \tilde{h}_{2}, \ldots, a h_{n}+y_{n} \tilde{h}_{n}\right) .
$$

Thus,

$$
E_{1,2}(-a) E_{2,1}\left(-h_{1}\right) \cdots E_{n+1,1}\left(-h_{n}\right) E_{2} v={ }^{\mathrm{t}}\left(0,1+y_{1} \tilde{h}_{1}, y_{2} \tilde{h}_{2}, \ldots, y_{n} \tilde{h}_{n}\right)=: \tilde{v}
$$

and we can easily find $E_{3} \in \mathrm{E}_{n+1}(\mathbf{R}[X])$ such that $E_{3} \tilde{v}={ }^{\mathrm{t}}(1,0, \ldots, 0)$.

Corollary 193. ([184]) For any ring $\mathbf{R}$ with Krull dimension $\leq d$, all finitelygenerated stably free modules over $\mathbf{R}[X]$ of rank $>d$ are free.

Proof. By the Stable range theorem (Corollary 93), all finitely-generated stably free modules over $\mathbf{R}$ of rank $>d$ are free. So, we have only to prove that all stably free modules over $\mathbf{R}[X]$ are extended from $\mathbf{R}$.
For this, let $v={ }^{\mathrm{t}}\left(v_{0}(X), \ldots, v_{n}(X)\right) \in \mathbf{R}[X]^{n+1}(n \geq d+1)$ be a unimodular vector. Our task amounts to proving that there exists $\Gamma \in \mathrm{GL}_{n+1}(\mathbf{R}[X])$ such that $\Gamma V=$ ${ }^{t}(1,0, \ldots, 0)$. This follows from Theorem 192.

Corollary 193 encourages us to set the following conjecture.
Conjecture 194. For any ring $\mathbf{R}$ with Krull dimension $\leq d$, all finitely-generated stably free modules over $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ of rank $>d$ are free.

### 2.6.3 Two New Conjectures

The field with two elements will be denoted by $\mathbb{F}_{2}$. The goal of this subsection is to present a "serious" counterexample candidate to the Hermite ring conjecture, i.e., a ring $\mathbf{R}$ and a vector $V(X)$ in $\operatorname{Um}_{n}(\mathbf{R}[X])$ which is not equivalent to $V(0)$ by the action of $\mathrm{GL}_{n}(\mathbf{R}[X])$. The obstacle is to prove the following new conjecture:

Conjecture 195. (One Square Conjecture) The unimodular vector ${ }^{\mathrm{t}}\left(x_{1}, x_{2}, x_{3}\right)$ is not completable over the ring

$$
\mathbb{F}_{2}\left[X_{1}, X_{2}, X_{3}, Y_{2}, Y_{3}\right] /\left\langle X_{1}^{2}+X_{2} Y_{2}+X_{3} Y_{3}-1\right\rangle=\mathbb{F}_{2}\left[x_{1}, x_{2}, x_{3}, y_{2}, y_{3}\right] .
$$

Or more generally:
Conjecture 196. (One Square Conjecture, bis) If $\mathbf{K}$ is a field then the unimodular vector ${ }^{t}\left(x_{1}, x_{2}, x_{3}\right)$ is not completable over the ring

$$
\mathbf{K}\left[X_{1}, X_{2}, X_{3}, Y_{2}, Y_{3}\right] /\left\langle X_{1}^{2}+X_{2} Y_{2}+X_{3} Y_{3}-1\right\rangle=\mathbf{K}\left[x_{1}, x_{2}, x_{3}, y_{2}, y_{3}\right] .
$$

Conjecture 195 above is true over the reals as the unimodular vector ${ }^{\mathrm{t}}\left(x_{1}, x_{2}, x_{3}\right)$ is not completable over the ring $\mathbb{R}\left[X_{1}, X_{2}, X_{3}\right] /\left\langle X_{1}^{2}+X_{2}^{2}+X_{3}^{2}-1\right\rangle=\mathbb{R}\left[x_{1}, x_{2}, x_{3}\right]$ (the real sphere counterexample, see for example pages 33 and 34 of [92]).

### 2.6.3.1 First Possible Application in Case of a Positive Answer to the One Square Conjecture

A positive answer to the One Square Conjecture (Conjecture 195) will give a negative answer to Murthy's $(a, b, c)$-Problem [91, 92]. Consider a vector ${ }^{\mathrm{t}}(1+a, b, c)$ over a ring $\mathbf{R}$, where $a$ is nilpotent modulo the ideal $\langle b, c\rangle$. Clearly, ${ }^{\mathrm{t}}(1+a, b, c) \in \mathrm{Um}_{3}(\mathbf{R})$. If $2 \in \mathbf{R}^{\times}$then it is classical (it is a consequence of Suslin's $n$ !-theorem, see Exercise 378), that ${ }^{\mathrm{t}}(1+a, b, c)$ is completable. If $2 \notin \mathbf{R}^{\times}$, for example if $2=0 \mathrm{in} \mathbf{R}$, this is a long-standing open problem set by Murthy [92] (page 323). It can be formulated as follows:

Murthy's ( $a, b, c$ )-Problem [91, 92].
If $\mathbf{R}$ is a ring of characteristic 2 and $a^{n} \in\langle b, c\rangle$ for some $n \geq 2$, is the unimodular vector ${ }^{\mathrm{t}}(1+a, b, c)$ completable?

Quoting from [92] (page 323): "although this question looks simple, it remained unanswered for more than 25 years. Even the case $n=2$ seems wide open!".
If the One Square conjecture (Conjecture 195) is confirmed, then the answer to Murthy's $(a, b, c)$-Problem is negative. As a matter of fact, with notation of Conjecture 195, we have

$$
\left(1+x_{1}\right)^{2} \in\left\langle x_{2}, x_{3}\right\rangle
$$

while the vector ${ }^{\mathrm{t}}\left(x_{1}, x_{2}, x_{3}\right)$ is not completable.

### 2.6.3.2 Second Possible Application in Case of a Positive Answer to the One Square Conjecture

A positive answer to the One Square Conjecture (Conjecture 195) will also give a negative answer to the Hermite Ring Conjecture (Conjecture 180).

Let us consider five independent variables $A, B, C, D, E$ over $\mathbb{F}_{2}$ and set

$$
\mathbf{R}:=\mathbb{F}_{2}[A, B, C, D, E] /\left\langle A^{2}-D B-C E\right\rangle=\mathbb{F}_{2}[a, b, c, d, e] .
$$

A positive answer to the One Square Conjecture will imply that the polynomial vector $v(X):={ }^{\mathrm{t}}(1+a X, b, c)$ is not completable over $\mathbf{R}[X]$ as $v(1)$ is not elementarily completable over $\mathbf{R}$ (by the negative answer to Murthy's ( $a, b, c$ )-Problem) ), while $v(0):={ }^{\mathrm{t}}(1, b, c)$ is easily completable to a matrix in $\mathrm{GL}_{3}(\mathbf{R})$. Thus, in case of a positive answer to the One Square Conjecture, $M(X):=\operatorname{Syz}(1+a X, b, c)$ (the first syzygy module) will be an example of a rank 2 stably free modules over $\mathbf{R}[X]$ which is not extended from $M(0) \equiv \mathbf{R}^{2}$.

It is worth pointing out that Rao and Swan had given in [147] an example of a vector in $\mathrm{Um}_{3}(\mathbf{R}[X])$ that is completable to a matrix in $\mathrm{GL}_{3}(\mathbf{R}[X])$, but not completable to one in $\mathrm{E}_{3}(\mathbf{R}[X])$, using topological arguments.

Before stating our second conjecture, we give the following simple result.

Proposition 197. Let $\mathbf{K}$ be a field, $n \geq 2$, and $m \geq 0$ with $n+m \geq 3$. If -1 is the sum of $n-1$ squares in $\mathbf{K}$ then the unimodular vector ${ }^{t}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ is elementarily completable over the ring

$$
\begin{aligned}
& \mathbf{K}\left[X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{m}\right] / \\
& \quad\left\langle X_{1}^{2}+\cdots+X_{n}^{2}+Y_{1} Z_{1}+\cdots+Y_{m} Z_{m}-1\right\rangle \\
& \quad=\mathbf{K}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}, z_{1}, \ldots, z_{m}\right] .
\end{aligned}
$$

For example, in any finite field, -1 is the sum of two squares. Our intuition is that the converse of Proposition 197 holds. We state it as a conjecture.

Conjecture 198. (The Sum of Squares Conjecture) Let $\mathbf{K}$ be a field, $n \geq 2$, and $m \geq 0$ with $n+m \geq 3$. The unimodular vector ${ }^{t}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ is elementarily completable over the ring

$$
\begin{aligned}
& \mathbf{K}\left[X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{m}\right] /\left\langle X_{1}^{2}+\cdots+X_{n}^{2}+Y_{1} Z_{1}+\cdots+Y_{m} Z_{m}-1\right\rangle \\
& \quad=\mathbf{K}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}, z_{1}, \ldots, z_{m}\right]
\end{aligned}
$$

if and only if -1 is the sum of $n-1$ squares in $\mathbf{K}$.
A positive answer to Conjecture 198 will, amongst other things, give new examples of completable unimodular vectors which are not elementary completable. As a matter of fact, it is well-known [92] that the unimodular vector ${ }^{\mathrm{t}}\left(x_{1}, \ldots, x_{n}\right)$ is completable over the ring

$$
\mathbb{R}\left[X_{1}, \ldots, X_{n}\right] /\left\langle X_{1}^{2}+\cdots+X_{n}^{2}-1\right\rangle=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]
$$

if and only if $n=1,2,4$ or 8 .

## Chapter 3

## Dynamical Gröbner Bases

### 3.1 Dickson's Lemma and the Division Algorithm

The Euclidean division algorithm plays a key role when dealing with univariate polynomials with coefficients in a field $\mathbf{K}$. For example, if one wants to divide a $f(X)=a_{n} X^{n}+a_{n-1} X^{n-1}+\cdots\left(a_{i} \in \mathbf{K}, a_{n} \neq 0\right)$ by a polynomial $g(X)=b_{n-r} X^{n-r}+$ $b_{n-r-1} X^{n-r-1}+\cdots\left(b_{i} \in \mathbf{K}, r \geq 0, b_{n-r} \neq 0\right)$, one should subtract $a_{n} b_{n-r}^{-1} X^{r} g$ from $f$ to cancel the leading term $a_{n} X^{n}$ of $f$, and then to resume the same process with $f-a_{n} b_{n-r}^{-1} X^{r} g$ until one obtains a polynomial of degree less than $n-r$. Note that the monomials of the polynomials above are written in decreasing order by degree in $X$ :

$$
\cdots>X^{k+1}>X^{k}>\cdots>X^{3}>X^{2}>X>1 .
$$

In order to generalize the division algorithm to the multivariate case, as a first step, one has to define a total order on monomials which is compatible with multiplication and which is a well-ordering, in the sense that any nonincreasing sequence of monomials pauses (Corollary 210).

Definition and notation 199. Let $\mathbf{R}$ be a ring, $n \geq 1$, and consider $n$ independent variables $X_{1}, \ldots, X_{n}$ on $\mathbf{R}$.
(1) For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$, we denote by $X^{\alpha}:=X_{1}^{\alpha_{1}} \cdots X_{n}^{\alpha_{n}}$.
(2) We denote by

$$
\mathbb{M}_{n}:=\left\{X^{\alpha} \mid \alpha \in \mathbb{N}^{n}\right\}
$$

the set of monomials at $X_{1}, \ldots, X_{n}$. Of course, there is a one-to-one correspondence between $\mathbb{M}_{n}$ and $\mathbb{N}^{n}$ given by $X^{\alpha} \leftrightarrow \alpha$, with $1 \leftrightarrow(0, \ldots, 0)$.
(3) A monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is a relation $>$ on $\mathbb{M}_{n}$ satisfying:
(i) $>$ is a total order on $\mathbb{M}_{n}$.
(ii) For $\alpha, \beta, \gamma \in \mathbb{N}^{n}$, if $X^{\alpha}>X^{\beta}$ then $X^{\alpha} X^{\gamma}>X^{\beta} X^{\gamma}$.
(iii) $X^{\alpha} \geq 1$ for all $\alpha \in \mathbb{N}^{n}$.

Example 200. Let $\alpha, \beta \in \mathbb{N}^{n}$.
(1) Lexicographic order with $X_{1}>X_{2}>\cdots>X_{n}: X^{\alpha}>_{\operatorname{lex}} X^{\beta}$ if the left-most nonzero entry of $\alpha-\beta$ is positive. For example, $X_{1}^{2} X_{2} X_{3}^{2}>_{\text {lex }} X_{1}^{2}>_{\text {lex }}$ $X_{1} X_{2}^{2} X_{3}^{2}>_{\text {lex }} X_{1} X_{2} X_{3}^{3}>_{\text {lex }} X_{3}^{7}$.
(2) Graded lexicographic order with $X_{1}>X_{2}>\cdots>X_{n}: X^{\alpha}>_{\operatorname{grlex}} X^{\beta}$ if $\sum_{i=1}^{n} \alpha_{i}>\sum_{i=1}^{n} \beta_{i}$ or $\left(\sum_{i=1}^{n} \alpha_{i}=\sum_{i=1}^{n} \beta_{i}\right.$ and $\left.X^{\alpha}>_{\text {lex }} X^{\beta}\right)$. For example, $X_{3}^{7}>$ grlex $X_{1}^{2} X_{2} X_{3}^{2}>$ grlex $X_{1} X_{2}^{2} X_{3}^{2}>$ grlex $X_{1} X_{2} X_{3}^{3} \gg_{\text {grlex }} X_{1}^{2}$.
(3) Graded reverse lexicographic order with $X_{1}>X_{2}>\cdots>X_{n}: X^{\alpha}>_{\text {grevlex }} X^{\beta}$ if $\sum_{i=1}^{n} \alpha_{i}>\sum_{i=1}^{n} \beta_{i}$ or ( $\sum_{i=1}^{n} \alpha_{i}=\sum_{i=1}^{n} \beta_{i}$ and the right-most nonzero entry of $\alpha-\beta$ is negative). For example, $X_{3}^{7} \gg_{\text {grevlex }} X_{1}^{2} X_{2} X_{3}^{2}>{ }_{\text {grevlex }} X_{1} X_{2}^{2} X_{3}^{2}>$ grevlex $X_{1} X_{2} X_{3}^{3}>$ grevlex $X_{1}^{2}$.

Of course, for $n=1$, all monomial orders coincide.
Remark 201. (Monomial Orders on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$, [3])
Let $\mathbf{R}$ be a ring, $n, m \geq 1$, consider $n$ independent variables $X_{1}, \ldots, X_{n}$ on $\mathbf{R}$, and denote by

$$
\left(e_{1}=(1,0, \ldots, 0), e_{2}=(0,1,0, \ldots, 0), \ldots, e_{m}=(0, \ldots, 0,1)\right)
$$

the standard basis of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$.
(1) By a monomial in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$ we mean a vector of type $X^{\alpha} e_{i}(1 \leq i \leq$ $m$ ), where $X^{\alpha}$ is a monomial in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. For example, $\left(0, X_{1} X_{2}^{3}, 0\right)$ is a monomial in $\mathbf{R}\left[X_{1}, X_{2}\right]^{3}$, but $\left(0, X_{1}+X_{2}^{3}, 0\right)$ and $\left(0, X_{1}, X_{2}^{3}\right)$ are not. If $M=$ $X^{\alpha} e_{i}$ and $N=X^{\beta} e_{j}$, we say that $M$ divides $N$ if $i=j$ and $X^{\alpha}$ divides $X^{\beta}$. For example, $\left(X_{1}, 0,0\right)$ divides $\left(X_{1} X_{2}, 0,0\right)$, but does not divide $\left(0, X_{1} X_{2}, 0\right)$. Note that, is case $M$ divides $N$, there exists a monomial $X^{\gamma}$ in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that $N=X^{\gamma} M$. In this case, we define

$$
\frac{N}{M}:=X^{\gamma}
$$

For example $\frac{\left(X_{1} X_{2}, 0,0\right)}{\left(X_{1}, 0,0\right)}=X_{2}$. We denote by $\mathbb{M}_{n}^{m}$ the set of monomials in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$, with $\mathbb{M}_{n}^{1}=\mathbb{M}_{n}$.
(2) A monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$ is a relation $>$ on $\mathbb{M}_{n}^{m}$ satisfying:
(i) > is a total order on $\mathbb{M}_{n}^{m}$.
(ii) $X^{\alpha} M>M$ for all $M \in \mathbb{M}_{n}^{m}$ and $X^{\alpha} \in \mathbb{M}_{n} \backslash\{1\}$.
(iii) $M>N \Rightarrow X^{\alpha} M>X^{\alpha} N$ for all $M, N \in \mathbb{M}_{n}^{m}$ and $X^{\alpha} \in \mathbb{M}_{n}$.

Note that, when specialized to the case $m=1$, this definition coincides with the definition of a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ given in Definition and notation 199.
(3) Starting from a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, there are two natural ways of obtaining a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$ :
(i) For monomials $M=X^{\alpha} e_{i}, N=X^{\beta} e_{j} \in \mathbb{M}_{n}^{m}$, we say that

$$
M>N \text { if }\left\{\begin{array}{l}
X^{\alpha}>X^{\beta} \\
\text { or } \\
X^{\alpha}=X^{\beta} \text { and } i>j
\end{array}\right.
$$

This monomial order is called TOP for "term over position" as it gives more importance to the monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ than to the position in the vector. For example, in case $X_{1}>X_{2}$, we have

$$
\left(0, X_{1}\right)>\left(X_{1}, 0\right)>\left(0, X_{2}\right)>\left(X_{2}, 0\right) .
$$

(ii) For monomials $M=X^{\alpha} e_{i}, N=X^{\beta} e_{j} \in \mathbb{M}_{n}^{m}$, we say that

$$
M>N \text { if }\left\{\begin{array}{l}
i>j \\
\text { or } \\
i=j \text { and } X^{\alpha}>X^{\beta}
\end{array}\right.
$$

This monomial order is called POT for "position over term" as it gives more importance to the position in the vector than to the monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. For example, in case $X_{1}>X_{2}$, we have

$$
\left(0, X_{1}\right)>\left(0, X_{2}\right)>\left(X_{1}, 0\right)>\left(X_{2}, 0\right) .
$$

(4) Most of the results given in this book related to Gröbner bases for finitelygenerated ideals in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ can fairly be generalized to finitely-generated submodules of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$ using monomials order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$, namely, Dickson' lemma (Theorem 209), the division algorithm, Buchberger's algorithm, the ideal membership test, computation of syzygies, and so on. We chose to limit ourselves to ideals simply to make the text easier to read.

Definition 202. Let $\mathbf{R}$ be a strongly discrete coherent ring, $f=\sum_{\alpha} a_{\alpha} X^{\alpha}$ a nonzero polynomial in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and $>$ a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.
(1) The $X^{\alpha}$ (resp. the $a_{\alpha} X^{\alpha}$ ) are called the monomials (resp. the terms) of $f$.
(2) The multidegree of $f$ is $\operatorname{mdeg}(f):=\max \left\{\alpha \in \mathbb{N}^{n}: a_{\alpha} \neq 0\right\}$.
(3) The leading coefficient of $f$ is $\mathrm{LC}(f):=a_{\operatorname{mdeg}(f)} \in \mathbf{R}$.
(4) The leading monomial of $f$ is $\operatorname{LM}(f):=X^{\operatorname{mdeg}(f)}$.
(5) The leading term of $f$ is $\operatorname{LT}(f):=\mathrm{LC}(f) \mathrm{LM}(f)$.
(6) For $g, h \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, we say that $\mathrm{LT}(g)$ divides $\mathrm{LT}(h)$ if $\mathrm{LM}(g)$ divides $\mathrm{LM}(h)$ and $\mathrm{LC}(g)$ divides $\mathrm{LC}(h)$.

In order to give a constructive proof of Dickson's lemma, following [105], we give the following definition.

Definition 203. A partially ordered set $(E, \leq)$ is said to satisfy the descending chain condition (in short, DCC) if for every nonincreasing sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $E$, there exists $n \in \mathbb{N}$ such that $u_{n}=u_{n+1}$. A partially ordered set $(E, \leq)$ is said to satisfy the ascending chain condition (in short, ACC) if for every nondecreasing sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $E$, there exists $n \in \mathbb{N}$ such that $u_{n}=u_{n+1}$.

Example 204. $\mathbb{N}$ with the usual order satisfies DCC.
Let $(E, \leq)$ be a partially ordered set. We will denote by $\leq_{d}$ the order on $E^{d}$ defined by $\left(x_{1}, \ldots, x_{d}\right) \leq_{d}\left(y_{1}, \ldots, y_{d}\right)$ if and only if $x_{i} \leq y_{i}$ for all $1 \leq i \leq d$. We shall write $\leq$ instead of $\leq_{d}$ when there is no risk of confusion.

Lemma 205. ([105]) If a partially ordered set $(E, \leq)$ satisfies DCC (resp., ACC), then so does $\left(E^{d}, \leq_{d}\right)$ (resp., $\left.A C C\right)$.

Proof. It suffices to prove the result in the case $d=2$. The same reasoning can be used to prove the general case by induction. Let $\left(u_{n}, v_{n}\right)_{n \in \mathbb{N}}$ be a nonincreasing sequence of elements of $E^{2}$. It is easy to see that, since the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is nonincreasing, one can find $n_{1}<n_{2}<\cdots$ such that $u_{n_{i}}=u_{n_{i}+1}$ for all $i \in \mathbb{N}$. The sequence $\left(v_{n_{i}}\right)_{i \in \mathbb{N}}$ being nonincreasing, there exists $j \in \mathbb{N}$ such that $v_{n_{j}}=v_{n_{j+1}}$. But, as $v_{n_{j}} \geq v_{n_{j}+1} \geq v_{n_{j+1}}$, we have $v_{n_{j}}=v_{n_{j}+1}$, and, thus, $\left(u_{n_{j}}, v_{n_{j}}\right)=\left(u_{n_{j}+1}, v_{n_{j}+1}\right)$. For the ACC case, consider the reverse order.

Definition and notation 206. Let $(E, \leq)$ be a partially ordered set.
(1) For $Y \in E$, we define

$$
Y^{\uparrow}:=\{Z \in E \mid Z \geq Y\}
$$

and for $Y_{1}, \ldots, Y_{m} \in E$, we define

$$
\mathscr{M}_{E}^{+}\left(Y_{1}, \ldots, Y_{m}\right):=\cup_{i=1}^{m} Y_{i}^{\uparrow}=\left\{Z \in E \mid Z \geq Y_{1} \vee \cdots \vee Z \geq Y_{m}\right\} .
$$

$\mathscr{M}_{E}^{+}\left(Y_{1}, \ldots, Y_{m}\right)$ is called a final subset of finite type of $E$ (generated by $Y_{1}, \ldots, Y_{m}$ ). The set of final subsets of finite type of $E$, including the empty subset considered as generated by the empty family, will be denoted by $\mathscr{F}(E)$.
(2) In the particular case $E=\mathbb{N}^{d}$, for $Y=\left(y_{1}, \ldots, y_{d}\right) \in \mathbb{N}^{d}$, we have

$$
Y^{\uparrow}:=\left\{Z=\left(z_{1}, \ldots, z_{d}\right) \in \mathbb{N}^{d} \mid z_{i} \geq y_{i} \forall 1 \leq i \leq d\right\}=\left(y_{1}, \ldots, y_{d}\right)+\mathbb{N}^{d}
$$

The set $\mathscr{F}\left(\mathbb{N}^{d}\right) \backslash\{\emptyset\}$ will be denote by $\mathscr{M}_{d}$. So, $\mathscr{F}\left(\mathbb{N}^{d}\right)$ is isomorphic to $\mathscr{M}_{d} \cup\{-\infty\}$.

## Proposition 207. ([105])

(1) Every $A \in \mathscr{M}_{d}$ is generated by a unique minimal family (for $\subseteq$ ). This family can be obtained by taking the minimal elements (for $\leq_{d}$ ) of any family of generators of $A$.
(2) Given $A, B \in \mathscr{M}_{d}$, one can decide whether $A \subseteq B$ or not.
(3) The ordered set $\left(\mathscr{M}_{d}, \subseteq\right)$ satisfies $A C C$.

Proof. (1) It is clear that for any $Y, Y_{1}, \ldots, Y_{n} \in \mathbb{N}^{d}$, we have

$$
Y^{\uparrow} \subseteq Y_{1}^{\uparrow} \cup \cdots \cup Y_{n}^{\uparrow} \Leftrightarrow Y \in Y_{1}^{\uparrow} \cup \cdots \cup Y_{n}^{\uparrow} \Leftrightarrow Y_{1} \leq_{d} Y \text { or } \cdots \text { or } Y_{n} \leq_{d} Y .
$$

So, starting from a finite family of generators of $A$, to obtain a minimal family of generators of $A$, one has only to keep the minimal elements (for $\leq_{d}$ ) of the considered family. This proves the existence part of (1).

If $Y_{1}, \ldots, Y_{n}$ and $Z_{1}, \ldots, Z_{m}$ are minimal families of generators of $A$, then for each $1 \leq i \leq n$, there exists $1 \leq j \leq m$ such that $Z_{j} \leq_{d} Y_{i}$ and vice versa. By minimality of the two families, we deduce that $\left\{Y_{1}, \ldots, Y_{n}\right\}=\left\{Z_{1}, \ldots, Z_{m}\right\}$.
(2) This is straightforward.
(3) We will induct on $d$. The case $d=1$ is clear. Suppose that $d \geq 2$ and consider a nondecreasing sequence $\left(A_{m}\right)_{m \in \mathbb{N}}$ in $\mathscr{M}_{d}$. Let $a=\left(a_{1}, \ldots, a_{d}\right) \in A_{0}$. For all $1 \leq i \leq d$ and $r \in \mathbb{N}$, let

$$
H_{i, d}^{r}:=\left\{\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{N}^{d} \mid x_{i}=r\right\} .
$$

There is an obvious order isomorphism between $\left(H_{i, d}^{r}, \leq_{d}\right)$ and $\left(\mathbb{N}^{d-1}, \leq_{d-1}\right)$. So $\left(\mathscr{F}\left(H_{i, d}^{r}\right), \subseteq\right)$ satisfies ACC by induction hypothesis (it is isomorphic to $\left.\mathscr{M}_{d-1} \cup\{-\infty\}\right)$. The crucial point in the proof is the following observation:

$$
\mathbb{N}^{d} \backslash a^{\uparrow}=\cup_{i=1}^{d} \cup_{r<a_{i}} H_{i, d}^{r} \text { (a finite union). }
$$

It follows that for all $m \in \mathbb{N}$, we have

$$
A_{m}=a^{\uparrow} \bigcup \cup_{i=1}^{d} \cup_{r<a_{i}}\left(A_{m} \cap H_{i, d}^{r}\right)
$$

The desired result follows since all the nondecreasing sequences $\left(A_{m} \cap\right.$ $\left.H_{i, d}^{r}\right)_{m \in \mathbb{N}}$ pause by induction hypothesis.

Definition 208. Consider $d$ independent variables $X_{1}, \ldots, X_{d}$ over a field $K$. As usual, for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}, X^{\alpha}$ denotes the monomial $X_{1}^{\alpha_{1}} \cdots X_{d}^{\alpha_{d}}$.
A monomial ideal of $\mathbf{K}\left[X_{1}, \ldots, X_{d}\right]$ is an ideal generated by a family of monomials at $X_{1}, \ldots, X_{d}$. Clearly, two monomial ideals are equal if and only if they contain the same monomials, and the set of finitely-generated monomial ideals is in one-to-one correspondence with $\mathscr{M}_{d}$.

The third assertion of Proposition 207 is equivalent to Dickson's lemma.
Theorem 209. (Dickson's Lemma, Constructive Version, Lombardi and Perdry [105]) The set of finitely-generated monomial ideals of $\mathbf{K}\left[X_{1}, \ldots, X_{d}\right]$, ordered with $\subseteq$, satisfies ACC.

Corollary 210. Let $\mathbf{R}$ be a ring, $>$ be a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{d}\right]$, and denote by $\mathbb{M}_{d}:=\left\{X^{\alpha}=X_{1}^{\alpha_{1}} \cdots X_{d}^{\alpha_{d}} \mid \alpha \in \mathbb{N}^{d}\right\}$. Then $\left(\mathbb{M}_{d}, \leq\right)$ satisfies DCC. In other words, any monomial order is a well-ordering.

Proof. There is a one-to-one correspondence between $\mathbb{M}_{d}$ and $\mathbb{N}^{d}$ given by $X^{\alpha} \leftrightarrow$ $\alpha$. A nonincreasing sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $\left(\mathbb{N}^{d},>\right)$ pauses at step $n$ if and only if the nondecreasing sequence $\left(\cup_{i=0}^{n} u_{i}^{\uparrow}\right)_{n \in \mathbb{N}}$ in $\left(\mathscr{M}_{d}, \subseteq\right)$ pauses at step $n$. The desired result follows from Proposition 207.

Now we have all the necessary tools to give a generalization of the Euclidean division algorithm to multivariate polynomials.

Algorithm 211. (Division Algorithm in $\mathbf{K}\left[X_{1}, \ldots, X_{d}\right]$ )
Input: $f_{1}, \ldots, f_{s}, f \in \mathbf{K}\left[X_{1}, \ldots, X_{d}\right]$, and $>$ a monomial order on $\mathbf{K}\left[X_{1}, \ldots, X_{n}\right]$, where $\mathbf{K}$ is a discrete field.
Output: $q_{1}, \ldots, q_{s}, r \in \mathbf{K}\left[X_{1}, \ldots, X_{d}\right]$ such that

$$
f=q_{1} f_{1}+\cdots+q_{s} f_{s}+r
$$

$\operatorname{mdeg}\left(q_{i} f_{i}\right) \leq \operatorname{mdeg}(f)$, and either $r=0$ or $r$ is a linear combination, with coefficients in $\mathbf{K}$, of monomials, none of which is divisible by any of $\operatorname{LT}\left(f_{1}\right), \ldots, \operatorname{LT}\left(f_{s}\right)$. The polynomial $r$ is called $a$ remainder of $f$ on division by $F:=\left[f_{1}, \ldots, f_{s}\right]$, and is denoted by $\bar{f}^{F}$.
Initialization: $q_{1}:=0 ; \cdots ; q_{s}:=0 ; r:=0 ; p:=f$
WHILE $p \neq 0$ DO
$i:=1$;
div:= false
$\mathrm{WHILE} i \leq s$ AND div $=$ false DO
IF $\operatorname{LT}\left(f_{i}\right)$ divides LT $(p)$ THEN
$q_{i}:=q_{i}+\frac{\mathrm{LT}(p)}{\operatorname{LT}\left(f_{i}\right)}$
$p:=p-\frac{\mathrm{LT}(p)}{\mathrm{LT}\left(f_{i}\right)} f_{i}$
div $:=$ true
ELSE
$i:=i+1$
IF div $=$ false THEN
$r:=r+\mathrm{LT}(p)$
$p:=p-\operatorname{LT}(p)$
Proposition 212. Algorithm 211 terminates and is correct.
Proof. The fact that Algorithm 211 terminates is constructively proven by Theorem 209 since $\mathrm{LM}(p)$ decreases until reaching $p=0$. The correctness of Algorithm 211 is obvious.

Example 213. Let $f=X^{2} Y^{2}, f_{1}=2+12 X Y, f_{2}=8 Y^{2} \in \mathbb{Q}[X, Y]$, and fix any monomial order $>$ on $\mathbb{Q}[X, Y]$. Then

$$
\bar{f}^{\left[f_{1}, f_{2}\right]}=\frac{1}{36} \text { while } \bar{f}^{\left[f_{2}, f_{1}\right]}=0
$$

We conclude that, contrary to the univariate case, the remainder is not unique. Moreover, from the second division, we infer that $f \in\left\langle f_{1}, f_{2}\right\rangle$ despite that the remainder of the first division is not null (is a unit). It can be seen that the division algorithm (Algorithm 211) is not a satisfactory generalization of its univariate counterpart. The remedy for that is the "notion of Gröbner basis" (see Proposition 228).

Definition 214. Let $\mathbf{R}$ be a strongly discrete coherent ring, and $>$ a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.
(1) For a nonzero ideal $I$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right], \operatorname{LT}(I):=\langle\operatorname{LT}(g), g \in I \backslash\{0\}\rangle$. It is an ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.
(2) Let $I$ be a nonzero ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and $f_{1}, \ldots, f_{s} \in I$. We say that $G=$ $\left\{f_{1}, \ldots, f_{s}\right\}$ is a Gröbner basis for $I$ if

$$
\mathrm{LT}(I)=\left\langle\mathrm{LT}\left(f_{1}\right), \ldots, \mathrm{LT}\left(f_{s}\right)\right\rangle
$$

We convene that $\emptyset$ is a Gröbner basis for $\{0\}$.
It was Buchberger [22] that first constructed Gröbner bases over fields (i.e., in $\mathbf{K}\left[X_{1}, \ldots, X_{n}\right]$, where $\mathbf{K}$ is a field). Rings over which one can construct Gröbner bases will be called Gröbner rings and are the subject of the following section.

We will explain how to construct Gröbner bases over discrete fields in the more general setting of coherent Notherian valuation rings (see Sect. 3.3.1) or, more generally, coherent archimedean valuation rings (they are valuation domains of Krull dimension $\leq 1$ or coherent valuation rings with zero-divisors of Krull dimension $\leq 0$, see Proposition 265 and Theorem 272).

### 3.2 Gröbner Rings

We first give the following series of definitions with the aim of extending Gröbner bases to multivariate polynomial rings with coefficients in a ring which is not a field.

Definition 215. Let $\mathbf{R}$ be a strongly discrete coherent ring.
(1) We say that $\mathbf{R}$ is an $n$-Gröbner ring if for every finitely-generated ideal $I$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, fixing the lexicographic order as monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right], \mathrm{LT}(I)$ is also finitely generated; or equivalently, such that every finitely-generated ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ has a Gröbner basis with respect to the lexicographic monomial order.
(2) We say that $\mathbf{R}$ is a Gröbner ring if it is $n$-Gröbner for all positive integer $n$.

It is worth noting that, in the definition above, one can demand that Gröbner bases can be constructed for any monomial order but the fact that this can be done for at least the lexicographic order will suffice for dealing with the main issues we are interested in, namely the ideal membership question, computing elimination ideals, computing intersection of finitely-generated ideals, computing syzygies, etc. The second reason behind this restriction is that when $\mathbf{R}$ is a valuation domain of Krull dimension $\leq 1$, we only know that Gröbner bases can be constructed in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ with respect to the lexicographic monomial order (see Theorem 256). We will conjecture (see Conjecture 225) that over any strongly discrete coherent ring $\mathbf{R}$, if Gröbner bases can be constructed with respect to the lexicographic order, then they can be constructed with respect to any other monomial order.
The " $n$-Gröbner" property is inherited by localization since for any finitelygenerated ideal $I$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ and any monoid $S$ of $\mathbf{R}$, we have $\operatorname{LT}\left(S^{-1} I\right)=$
$S^{-1} \mathrm{LT}(I)$. In opposition to this, if $\mathbf{R}$ is $n$-Gröbner, and $\mathfrak{a}$ is an ideal of $\mathbf{R}$, then $\mathbf{R} / \mathfrak{a}$ need not be $n$-Gröbner (see Example 262). We don't know whether the implication " 1 -Gröbner $\Rightarrow$ Gröbner" is true but the obtained results about valuation domains (see for example Theorem 256) lead us to believe in this implication (see Conjecture 225).

Example 216. - A strongly discrete coherent Noetherian ring is Gröbner [3, 120, 159].

- If $\mathbf{K}$ is a discrete field then $\mathbf{K}\left[X_{1}, X_{2}, \ldots\right]$ is a non-Noetherian Gröbner ring (see Corollary 221).
- A valuation domain is 1 -Gröbner if and only if its Krull dimension is $\leq 1$, or equivalently, if its valuation group is archimedean (see Theorem 255).
- A Prüfer domain is 1 -Gröbner if and only if its Krull dimension is $\leq 1$ (this is a consequence of the previous bullet using the notion of dynamical Gröbner bases).
- More generally, a Prüfer domain is Gröbner if and only if its Krull dimension is $\leq 1$ (consequence of Theorem 256).
- A valuation ring containing a zero-divisor is Gröbner if and only if it is zerodimensional and coherent (see Proposition 272).
- An example of a one-dimensional Gröbner domain which is neither Noetherian nor Prüfer will be given in Example 222 (but this example is proven only within classical mathematics).

The following lemma is immediate.
Lemma 217. Let $\mathbf{A}$ be a strongly discrete ring. A term $a X^{k}$ (where $a \in \mathbf{A}$ and $k \in \mathbb{N}$ ) belongs to an ideal of $\mathbf{A}[X]$ of the form $\left\langle b_{\lambda} X^{k_{\lambda}} ; \lambda \in \Lambda\right\rangle$, where $b_{\lambda} \in \mathbf{A}$ and $k_{\lambda} \in \mathbb{N}$, if and only if $a \in\left\langle b_{\lambda} ; k_{\lambda} \leq k\right\rangle$.

Definition 218. (i) Let $\mathbf{R}$ be a strongly discrete ring. For $n \in \mathbb{N}$ and $I$ an ideal of $\mathbf{R}[X]$, we denote by $\mathrm{LC}_{n}(I)$ the ideal of $\mathbf{R}$ generated by the leading coefficients of the elements of $I$ of degree $n$. In particular, $\mathrm{LC}_{0}(I)=I \cap \mathbf{R}$. The sequence $\left(\mathrm{LC}_{n}(I)\right)_{n \in \mathbb{N}}$ is obviously nondecreasing and so $\mathrm{LC}_{\infty}(I):=\cup_{n \in \mathbb{N}} \mathrm{LC}_{n}(I)$ is an ideal of $\mathbf{R}$.
(ii) Following [79], we say that a ring $\mathbf{R}$ satisfies the Kaplansky property, if for any finitely-generated ideal $I$ of $\mathbf{R}\left[X_{1}\right]$ and $n \in \mathbb{N} \cup\{\infty\}$, the ideal $\mathrm{LC}_{n}(I)$ is finitely-generated.

By the following proposition one can see that the 1-Gröbner property implies the Kaplansky property.

Proposition 219. Let $\mathbf{R}$ be a strongly discrete ring and I a finitely-generated ideal of $\mathbf{R}\left[X_{1}\right]$. If $\mathrm{LT}(I)$ is finitely-generated then, $\forall n \in \mathbb{N} \cup\{\infty\}, \mathrm{LC}_{n}(I)$ is finitelygenerated.

Proof. By virtue of Lemma 217, denoting by $\operatorname{LT}(I)=\left\langle b_{i} X_{1}^{k_{i}}: 1 \leq i \leq s\right\rangle$, where $b_{i} \in \mathbf{R}$ and $k_{i} \in \mathbb{N}$, we have

$$
\operatorname{LC}_{n}(I)=\left\langle b_{i}: k_{i} \leq n\right\rangle
$$

Note that the converse of Proposition 219 does not hold. As a matter of fact, we will give in Example 253, an example of a valuation domain $\mathbf{V}$ and a finitelygenerated ideal $I$ of $\mathbf{V}\left[X_{1}\right]$ such that $\mathrm{LT}(I)$ is not finitely-generated while $\mathrm{LC}_{n}(I)$ is principal for all $n \in \mathbb{N} \cup\{\infty\}$.

In order to construct an example of a one-dimensional Gröbner domain which is neither Noetherian nor Prüfer (as announced in Example 216), we first need the following technical result.

Proposition 220. Let $\left(\mathbf{R}_{n}\right)_{n \in \mathbb{N}}$ be an increasing sequence of $m$-Gröbner (resp. Gröbner) rings ( $m \geq 1$ ) such that $\mathbf{R}_{n+1}$ is a free $\mathbf{R}_{n}$-module and $R_{0}$ is not trivial. Then $\mathbf{R}=\bigcup_{n \in \mathbb{N}} \mathbf{R}_{n}$ is a non-Noetherian m-Gröbner (resp. Gröbner) ring.

Proof. The ring $\mathbf{R}\left[X_{1}, \ldots, X_{m}\right]$ will be denoted by $\mathbf{R}[\bar{X}]$. For all $n \geq 0$ considering $f_{n} \in \mathbf{R}_{n+1} \backslash \mathbf{R}_{n}$, the non-decreasing sequence $\left(\left\langle f_{0}, \ldots, f_{n}\right\rangle\right)_{n \in \mathbb{N}}$ of ideals of $\mathbf{R}$ does not pause and, thus, $\mathbf{R}$ is not Noetherian. Moreover, it is clear that for $i \geq j, \mathbf{R}_{i}$ is a free $\mathbf{R}_{j}$-module.
Letting $I=g_{1} \mathbf{R}[\bar{X}]+\ldots+g_{s} \mathbf{R}[\bar{X}]$ be a finitely-generated ideal of $\mathbf{R}[\bar{X}]$, there exists $r \in \mathbb{N}$ such that $g_{1}, \ldots, g_{s} \in \mathbf{R}_{r}[\bar{X}]$. For $q \geq r$, we will denote by $I_{q}$ the ideal of $\mathbf{R}_{q}[\bar{X}]$ generated by the $g_{i}$ 's.
Now, letting $f \in I$, there is $k \geq r$ such that $f \in I_{k}$. Denoting by $\left\{u_{\lambda}, \lambda \in \Lambda\right\}$ a basis of the free $\mathbf{R}_{r}$-module $\mathbf{R}_{k}, f$ can be rewritten as

$$
f=f_{1} u_{\lambda_{1}}+\cdots+f_{d} u_{\lambda_{d}}
$$

where $\lambda_{i} \in \Lambda$, all the $f_{i}$ 's are elements of $I_{r}$, and such that

$$
\operatorname{mdeg}(f)=\max \left\{\operatorname{mdeg}\left(f_{i} u_{\lambda_{i}}\right), 1 \leq i \leq d\right\}
$$

Thus, $\operatorname{LT}(f) \in \operatorname{LT}\left(I_{r}\right) \mathbf{R}[\bar{X}]$. As $\operatorname{LT}\left(I_{r}\right) \mathbf{R}[\bar{X}] \subseteq \operatorname{LT}(I)$, we deduce that $\mathrm{LT}(I)=$ $\mathrm{LT}\left(I_{r}\right) \mathbf{R}[\bar{X}]$ and the result clearly follows.

Corollary 221. If $\mathbf{K}$ is a discrete field then $\mathbf{K}\left[X_{1}, X_{2}, \ldots\right]=\bigcup_{n \geq 1} \uparrow \mathbf{K}\left[X_{1}, \ldots, X_{n}\right]$ is a non-Noetherian Gröbner ring.

Refining Hochster's example [70, page 225], one obtains an example of a onedimensional Gröbner domain which is neither Noetherian nor Prüfer. It is worth pointing out that Example 222 is written within classical mathematics since for a discrete field $\mathbf{K}$, the formal series ring $\mathbf{K}[[X]]$ is not discrete. The "purely ideal" result proposed in Example 222 does not correspond to any known algorithm for computing Gröbner bases.

Example 222. Let $\mathbf{K}$ be a field. Setting $\mathbf{R}_{n}=\mathbf{K}\left[\left[X^{\frac{2}{3^{n}}}, X^{3}\right]\right]$ and $\mathbf{R}=\bigcup_{n \in \mathbb{N}} \uparrow \mathbf{R}_{n}$, we will prove that the ring $\mathbf{R}$ is a Gröbner local domain of Krull dimension 1 which is neither Noetherian nor Prüfer.

First, as $\mathbf{R}_{n}$ is isomorphic to $\mathbf{K}[[T, Z]] / \operatorname{Ker} \phi$ where $\phi: \mathbf{K}[[T, Z]] \longrightarrow \mathbf{R}_{n}$ is such that $\phi(f(T, Z))=f\left(X^{\frac{2}{3^{n}}}, X^{3}\right)$, one can see easily that $\mathbf{R}_{n}$ is a one-dimensional Noetherian (and, thus, Gröbner) domain (recall that $\operatorname{dim} \mathbf{K}[[T, Z]]=2$ ).

Now, let us prove that $\operatorname{dim} \mathbf{R} \leq 1$. Considering $a, b \in \mathbf{R}$, there exists $m \in \mathbb{N}$ such that $a, b \in \mathbf{R}_{m}$. As $\mathbf{R}_{m}$ has Krull dimension 1, there is a collapse of the form $a^{k}\left(b^{k}(1+\right.$ $x b)+y a)=0$ for some $x, y \in \mathbf{R}_{m} \subseteq \mathbf{R}$ and $k \in \mathbb{N}$. We infer that $\operatorname{dim} \mathbf{R} \leq 1$. As $\mathbf{R}$ is not a field, its Krull dimension must be equal to 1 .

The following argument is extracted from [70]. Setting $j=X^{\frac{2}{3^{n+1}}}$, we have for all $k \in \mathbb{N}, j^{3 k}=\left(X^{\frac{2}{n^{n}}}\right)^{k} \in \mathbf{R}_{n}, j^{3 k+1}=\left(X^{\frac{2}{3^{n}}}\right)^{k} j \in j \mathbf{R}_{n}$, and $j^{3 k+2}=\left(X^{\frac{2}{3^{n}}}\right)^{k} j^{2} \in$ $j^{2} \mathbf{R}_{n}$. Hence $\mathbf{R}_{n+1}=1 . \mathbf{R}_{n}+j \mathbf{R}_{n}+j^{2} \mathbf{R}_{n}$. Let $f, g, h \in \mathbf{R}_{n}$ such that $f+j g+j^{2} h=$ 0 . The monomials of $\mathbf{R}_{n}$ are of the form $X^{\frac{2 l}{3^{n}}} X^{3 l^{\prime}}$, those of $j \mathbf{R}_{n}$ are of the form $X^{\frac{2}{3^{n+1}}} X^{\frac{2 m}{3^{n}}} X^{3 m^{\prime}}$, and those of $j^{2} \mathbf{R}_{n}$ are of the form $X^{\frac{4}{3^{n+1}}} X^{\frac{2 t}{3^{n}}} X^{3 t^{\prime}}$. Hence, if we set $f+j g+j^{2} h=0$ with $(f, g, h) \neq(0,0,0)$, one of the following equalities will hold:

$$
\begin{aligned}
X^{\frac{2 l}{3^{n}}} X^{3 l^{\prime}} & =X^{\frac{2}{3^{n+1}}} X^{\frac{2 m}{3^{n}}} X^{3 m^{\prime}} \\
X^{\frac{2 l}{3^{n}}} X^{3 l^{\prime}} & =X^{\frac{4}{3^{n+1}}} X^{\frac{2 t}{3^{n}}} X^{3 t^{\prime}}, \\
X^{\frac{2}{3^{n+1}}} X^{\frac{2 m}{3^{n}}} X^{3 m^{\prime}} & =X^{\frac{4}{3^{n+1}}} X^{\frac{2 t}{3^{n}}} X^{3 t^{\prime}}
\end{aligned}
$$

This means that one of the following equalities will hold:

$$
\begin{aligned}
2 l+3^{n+1} l^{\prime} & =2 m+3^{n+1} m^{\prime}+\frac{2}{3}, \\
2 l+3^{n+1} l^{\prime} & =2 t+3^{n+1} t^{\prime}+\frac{4}{3}, \\
2 m+3^{n+1} m^{\prime}+\frac{2}{3} & =2 t+3^{n+1} t^{\prime}+\frac{4}{3} .
\end{aligned}
$$

This is impossible because each of these equalities would imply that $\frac{2}{3}$ is an integer. We conclude that $\mathbf{R}_{n+1}$ is a free $\mathbf{R}_{n}$-module having $\left\{1, j, j^{2}\right\}$ as a basis.

The ring $\mathbf{R}$ is local because so is $\mathbf{K}[[T, Z]]$. As $X^{\frac{2}{3}}$ and $X^{3}$ are not comparable under division, $\mathbf{R}$ is not a valuation domain. The fact that $\mathbf{R}$ is Gröbner follows from Proposition 220.

Lemma 223. Let $\mathbf{R}$ be a strongly discrete coherent ring and consider a monomial order $>$ on $\mathbf{R}[X, Y]$ such that $X>Y$. For any $a \in \mathbf{R}$, supposing that $\langle Y+a X\rangle$ has a Gröbner basis $G=\left\{g_{1}, \ldots, g_{s}\right\}$, then the annihilator of $a$ is generated by the set $\{b \in \mathbf{R} \mid b Y \in G\}$.

Proof. Let $c \in \operatorname{Ann}(a)$. We have $c Y=c(Y+a X) \in\langle Y+a X\rangle$. Thus, $c Y \in$ $\left\langle\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right\rangle$ and, obviously, it belongs to the ideal generated by $\{b \in$ $\mathbf{R} \mid b Y \in G\}$.
Conversely, let $b \in \mathbf{R}$ such that $b Y \in G$. There exists $h \in \mathbf{R}[X, Y]$ such that $b Y=$ $(Y+a X) h$. Necessarily, $h$ has the form $h=b+Y u(Y)+X v(X)+X Y w(X, Y)$. It follows that $a b X+a X^{2} v(X) \equiv 0 \bmod Y$, and hence $a b=0$.

Proposition 224. ([143]) A Gröbner ring is stably coherent.
Proof. It suffices to prove that $\mathbf{R}[X]$ is coherent when $\mathbf{R}$ is a Gröbner ring. By virtue of Lemma 223 and Definition and Proposition 7, it remains to prove that the intersection of two finitely-generated ideals of $\mathbf{R}[X]$ is finitely-generated. For this, let $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ and $J=\left\langle g_{1}, \ldots, g_{r}\right\rangle$ two finitely-generated ideals of $\mathbf{R}[X]$. As in the case where the base ring is a field,

$$
I \cap J=\left\langle t f_{1}, \ldots, t f_{s},(1-t) g_{1}, \ldots,(1-t) g_{r}\right\rangle \cap \mathbf{R}[X]
$$

where $t$ is an indeterminate over $\mathbf{R}[X]$. If $G$ is a Gröbner basis for

$$
\left\langle t f_{1}, \ldots, t f_{s},(1-t) g_{1}, \ldots,(1-t) g_{r}\right\rangle
$$

in $\mathbf{R}[X, t]$ accordingly to the lexicographic monomial order with $t>X$, then $G \cap$ $\mathbf{R}[X]$ if a finite generating set for $I \cap J$.

We will see in Theorems 255 and 256 that, for a valuation domain $\mathbf{V}$ with explicit divisibility, the following assertions are equivalent:
(1) For any finitely-generated ideal $I$ of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, fixing the lexicographic order as monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, the leading terms ideal $\operatorname{LT}(I)$ is also finitely-generated.
(2) For any finitely-generated ideal $I$ of $\mathbf{V}[X]$, the leading terms ideal $\operatorname{LT}(I)$ is also finitely-generated.
(3) $\operatorname{dim} \mathbf{V} \leq 1$.

This encourages us to set the following conjecture.
Conjecture 225. (The Leading Terms Ideals Conjecture) If $\mathbf{R}$ is a strongly discrete coherent ring then the following assertions are equivalent:
(1) For any finitely-generated ideal I of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and any monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, the leading terms ideal $\mathrm{LT}(I)$ is also finitely-generated.
(2) For any finitely-generated ideal I of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, fixing the lexicographic order as monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, the leading terms ideal $\operatorname{LT}(I)$ is also finitely-generated.
(3) For any finitely-generated ideal I of $\mathbf{R}[X]$, the leading terms ideal $\operatorname{LT}(I)$ is also finitely-generated.

### 3.3 Gröbner Bases Over Strongly Discrete Coherent Arithmetical Rings

### 3.3.1 Gröbner Bases Over a Coherent Valuation Ring

Recall that a coherent valuation ring $\mathbf{R}$ is nothing but a valuation ring such that given $a \in \mathbf{R}$, one can compute $b \in \mathbf{R}$ generating the annihilator of $a$, i.e., such that

$$
\operatorname{Ann}(a)=\{x \in \mathbf{R} \mid x a=0\}=b \mathbf{R}
$$

Recall also (see Definition 8) that a coherent valuation ring $\mathbf{R}$ is integral if and only if it is without zero-divisors, and a reduced valuation ring is coherent if and only if it is integral.

Definition 226. Let $\mathbf{R}$ be a coherent valuation ring ring, $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ a nonzero finitely-generated ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and $>$ a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.
(1) As in the classical division algorithm in $\mathbf{F}\left[X_{1}, \ldots, X_{n}\right]$ ( $\mathbf{F}$ a discrete field) (see Algorithm 211), for each polynomials $h, h_{1}, \ldots, h_{m} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, there exist $q_{1}, \ldots, q_{m}, r \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that

$$
h=q_{1} h_{1}+\cdots+q_{m} h_{m}+r,
$$

with $\operatorname{mdeg}(h) \geq \operatorname{mdeg}\left(q_{i} h_{i}\right)$, and either $r=0$ or $r$ is a sum of terms none of which is divisible by any of $\operatorname{LT}\left(h_{1}\right), \ldots, \operatorname{LT}\left(h_{m}\right)$. The polynomial $r$ is called a remainder of $h$ on division by $H=\left\{h_{1}, \ldots, h_{m}\right\}$ and denoted $r=\bar{h}^{H}$.
(2) Let $g_{1}, \ldots, g_{m} \in I$. Recall that $G=\left\{g_{1}, \ldots, g_{m}\right\}$ is said to be a Gröbner basis for $I$ if $\operatorname{LT}(I)=\langle\operatorname{LT}(G)\rangle:=\left\langle\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{m}\right)\right\rangle$.

The following lemma gives a sufficient and necessary condition for a term to belong to an ideal generated by terms over a valuation ring.

Lemma 227. Let $\mathbf{R}$ be a strongly discrete valuation ring and $I=\left\langle a_{\alpha} X^{\alpha}\right.$, $\alpha \in A\rangle$ an ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ generated by a collection of terms. Then a term $b X^{\beta}$ lies in I if and only if $X^{\beta}$ is divisible by $X^{\alpha}$ and $b$ is divisible by $a_{\alpha}$ for some $\alpha \in A$.

Proof. It is obvious that the condition is sufficient. For proving the necessity, write $b X^{\beta}=\sum_{i=1}^{s} c_{i} a_{\alpha_{i}} X^{\gamma_{i}} X^{\alpha_{i}}$ for some $\alpha_{1}, \ldots, \alpha_{s} \in A, c_{i}, a_{\alpha_{i}} \in \mathbf{R} \backslash\{0\}$, and $\gamma_{i} \in \mathbb{N}^{n}$. Ignoring the superfluous terms, for each $1 \leq i \leq s, \gamma_{i}+\alpha_{i}=\beta$, and $b=\sum_{i=1}^{s} c_{i} a_{\alpha_{i}}$. It is clear that for each $1 \leq i \leq s, X^{\beta}$ is divisible by $X^{\alpha_{i}}$. Since all the coefficients are comparable under division, we can suppose that $a_{\alpha_{1}}$ divides all the $a_{\alpha_{i}}$ and thus divides $b$.

The following proposition shows that the rather "disappointing" behavior of the division algorithm (Algorithm 211) detected in Example 213 (nonuniqueness of the remainder) does not occur when one divides by a Gröbner basis.

Proposition 228. Let $\mathbf{R}$ be a coherent valuation ring, $>$ a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, I a nonzero ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right], f_{1}, \ldots, f_{s} \in I$ such that $G=\left\{f_{1}, \ldots, f_{s}\right\}$ is a Gröbner basis for $I$, and $f \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Then:
(1) There is a unique $r \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ with the following two properties:
(i) No term of $r$ is divisible by any of the $\operatorname{LT}\left(f_{i}\right)$ 's.
(ii) There is $g \in I$ such that $f=g+r$.

In particular, $r$ is the remainder on division of $f$ by $G$ regardless how the elements of $G$ are listed when using the division algorithm (Algorithm 211).
(2) $f \in I \Leftrightarrow \bar{f}^{G}=0$ (the ideal membership test).
(3) $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$.

Proof. (1) The division algorithm (Algorithm 211) gives $r=\bar{f}^{G} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ satisfying the property (i) and $q_{1}, \ldots, q_{s} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that $f=q_{1} f_{1}+$ $\cdots+q_{s} f_{s}+r$. Then take $g=q_{1} f_{1}+\cdots+q_{s} f_{s} \in I$.
For the uniqueness, let $f=g_{1}+r_{1}=g_{2}+r_{2}$ satisfying (i) and (ii). As $r_{1}-$ $r_{2}=g_{2}-g_{1} \in I$ then either it is null or $\operatorname{LT}\left(r_{1}-r_{2}\right)$ is divisible by one of the $\mathrm{LT}\left(f_{i}\right)$ 's (because $G$ is a Gröbner basis for $I$ and taking into account Lemma 227). The latter case is impossible since no term of $r_{1}, r_{2}$ is divisible any of the $\mathrm{LT}\left(f_{i}\right)$ 's. We conclude that $r_{1}=r_{2}$.
(2) If $\bar{f}^{G}=0$ then clearly $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle \subseteq I$. Conversely, if $f \in I$, then $f=f+0$ satisfies the two conditions of (1), and thus $\bar{f}^{G}=0$.
(3) This is an immediate consequence of (2).

We now consider the problem of the construction of a Gröbner basis. A key tool introduced by Buchberger [22] in the case where the base ring is a discrete field is the notion of $S$-polynomial of two polynomials.
Definition 229. Let $\mathbf{R}$ be a coherent valuation ring, $f \neq g \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, and $>$ a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.
(1) If $\operatorname{mdeg}(f)=\alpha$ and $\operatorname{mdeg}(g)=\beta$ then let $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, where $\gamma_{i}=$ $\max \left(\alpha_{i}, \beta_{i}\right)$ for each $i$. Perform the test $\mathrm{LC}(f) \mid \mathrm{LC}(g)$ or $\mathrm{LC}(g) \mid \mathrm{LC}(f)$.
$S(f, g)=\frac{X^{\gamma}}{\operatorname{LM}(f)} f-\frac{\operatorname{LC}(f)}{\operatorname{LC}(g)} \frac{X^{\gamma}}{\operatorname{LM}(g)} g$ if $\mathrm{LC}(g)$ divides $\operatorname{LC}(f)$.
$S(f, g)=\frac{\operatorname{LC}(g)}{\operatorname{LC}(f)} \frac{X^{\gamma}}{\operatorname{LM}(f)} f-\frac{X^{\gamma}}{\operatorname{LM}(g)} g$ if $\operatorname{LC}(f)$ divides $\operatorname{LC}(g)$ and $\operatorname{LC}(g)$ does not divide $\operatorname{LC}(f) .{ }^{1}$
$S(f, g)$ is called the $S$-polynomial of $f$ and $g$. It is "designed" to produce cancellation of leading terms. Here, it is worth pointing out that $S(f, g)$ is not uniquely determined when $\mathbf{R}$ has zero-divisors. This minor technical issue will be repaired through the consideration in (2) of $S(f, f)$ and $S(g, g)$.

[^0](2) Let $d$ be a generator of the annihilator of $\operatorname{LC}(f)$ (note that this annihilator is principal because $\mathbf{R}$ is a coherent valuation ring). We set
$$
S(f, f):=d f
$$
(it is defined up to a unit). Note that $S(f, f)$ behaves exactly like usual $S$ polynomials in the sense that $\operatorname{mdeg}(S(f, f))<\operatorname{mdeg}(f)$ and $S\left(X^{\delta} f, X^{\delta} f\right)=$ $X^{\delta} S(f, f) \forall \delta \in \mathbb{N}^{n}$. In addition, if the leading coefficient of $f$ is not a zerodivisor then automatically $S(f, f)=0$ (as in the case where $\mathbf{R}$ is a field).
$S(f, f)$ is called the auto-S-polynomial of $f$. It is "designed" to cover the cancellation of the leading term of $f$ produced by a multiplication of $f$ by an element of the annihilator of $\mathrm{LC}(f)$.

Example 230. (Example 213 Continued) Let $f_{1}=2+12 X Y, f_{2}=8 Y^{2} \in \mathbb{Q}[X, Y]$, and fix any monomial order $>$ on $\mathbb{Q}[X, Y]$. Then

$$
S\left(f_{1}, f_{2}\right)=Y f_{1}-\frac{3}{2} X f_{2}=2 Y
$$

Of course, $S\left(f_{1}, f_{1}\right)=S\left(f_{2}, f_{2}\right)=0$ as we are on an integral ground.
Example 231. (S-Polynomials over $\mathbb{F}_{2}[Y] /\left\langle Y^{2}\right\rangle$, a Useful Ring in Coding Theory)
The ring $\mathbf{V}:=\mathbb{F}_{2}[Y] /\left\langle Y^{2}\right\rangle=\mathbb{F}_{2}[y]$ (where $y=\bar{Y}$ ) is a zero-dimensional coherent valuation ring with zero-divisors (as $y^{2}=0$ ).
Let $f \neq g \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, and $>$ a monomial order. Denoting by $\operatorname{mdeg}(f)=$ $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right), \operatorname{mdeg}(g)=\beta=\left(\beta_{1}, \ldots, \beta_{n}\right), \gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, where $\gamma_{k}=$ $\max \left(\alpha_{k}, \beta_{k}\right)$ for each $k$, the only case where $S(f, g)$ is not equal to $\operatorname{LC}(g) \frac{X^{\gamma}}{X^{\alpha}} f-$ $\mathrm{LC}(f) \frac{X^{\gamma}}{X^{\beta}} g$ (up to a unit) is when $\operatorname{LC}(f)=\mathrm{LC}(g)=y$. In that case $S(f, g)$ is simply equal to $\frac{X^{\gamma}}{X^{\alpha}} f-\frac{X^{\gamma}}{X^{\beta}} g$. On the other hand, for the computation of $S(f, f)$, two cases may arise:
If $\operatorname{LC}(f)=1$ or $1+y$ then $S(f, f)=0$.
If $\mathrm{LC}(f)=y$ then $S(f, f)=y f$.
For example, fixing the lexicographic order with $X_{1}>X_{2}$ as monomial order, and considering the polynomials $f_{1}:=y X_{1}+X_{2}$ and $f_{2}=y+y X_{2}$, we have:

$$
\begin{aligned}
& S\left(f_{1}, f_{2}\right)=X_{2} f_{1}-X_{1} f_{2}=X_{2}^{2}+y X_{1} \\
& S\left(f_{1}, f_{1}\right)=y f_{1}=y X_{2}, S\left(f_{2}, f_{2}\right)=y f_{2}=0 .
\end{aligned}
$$

Example 232. (The Ring $\mathbb{Z}_{p \mathbb{Z}}$, Where $p$ Is a Prime Number)
(1) Recall that the ring $\mathbb{Z}_{p \mathbb{Z}}$ is the following localization of $\mathbb{Z}$ :

$$
\mathbb{Z}_{p \mathbb{Z}}:=\left\{\left.\frac{a}{b} \in \mathbb{Q} \right\rvert\, a \in \mathbb{Z} \text { and } b \in \mathbb{Z} \backslash p \mathbb{Z}\right\} .
$$

For $a \in \mathbb{Z} \backslash\{0\}$, we denote by $v_{p}(a):=\max \left\{k \in \mathbb{N} \mid p^{k}\right.$ divides $\left.a\right\}$ (the valuation of $a$ at $p$ ), so that,

$$
a=p^{v_{p}(a)} a^{\prime} \text { with } a^{\prime} \wedge p=1, \text { that is, } a^{\prime} \in \mathbb{Z} \backslash p \mathbb{Z} .
$$

So, any element $x \in \mathbb{Z}_{p \mathbb{Z}}$ can be written in the form

$$
x=p^{k} \frac{a^{\prime}}{b^{\prime}} \text { with } k \in \mathbb{N} \text { and } a^{\prime}, b^{\prime} \in \mathbb{Z} \backslash p \mathbb{Z}
$$

The nonnegative integer $k$ is called the valuation of $x$ at $p$ and is denoted by $v_{p}(x)$. It follows that for $x, y \in \mathbb{Z}_{p \mathbb{Z}} \backslash\{0\}$,

$$
x \mid y \Leftrightarrow v_{p}(x) \leq v_{p}(y)
$$

and, thus, $\mathbb{Z}_{p \mathbb{Z}}$ is a valuation domain. It follows also, that any nondecreasing sequence $\left(\left\langle x_{n}\right\rangle\right)_{n \in \mathbb{N}}$ of principal ideals of $\mathbb{Z}_{p \mathbb{Z}}$ (finitely-generated ideals of $\mathbb{Z}_{p \mathbb{Z}}$ are principal as $\mathbb{Z}_{p \mathbb{Z}}$ is valuation domain) pauses after at most $\left(v_{p}\left(x_{0}\right)+\right.$ 1) iterations, and, thus, $\mathbb{Z}_{p \mathbb{Z}}$ is Noetherian. In classical literature, $\mathbb{Z}_{p \mathbb{Z}}$ is called a "discrete valuation domain" (discrete because its valuation group is $\mathbb{Z}$ ) but we prefer to call it a Noetherian valuation domain as, in this text following Richman, the terminology "discrete" is reserved for rings equipped with an equality test.
(2) In $\mathbb{Z}_{p \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$, for $x, y \in \mathbb{Z}_{p \mathbb{Z}} \backslash\{0\}$, a term $x X^{\alpha}$ divides a term $y X^{\beta}$ if and only if $v_{p}(x) \leq v_{p}(y)$ and $X^{\alpha} \mid X^{\beta}$.
(3) We will specify the definition of $S$-polynomials given in Definition 226 to the case where the base ring is $\mathbb{Z}_{p \mathbb{Z}}$.

Let $f_{i}, f_{j} \in \mathbb{Z}_{p \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}(i \neq j)$, and fix a monomial order $>$ on $\mathbb{Z}_{p \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$. Denote by $\operatorname{mdeg}\left(f_{i}\right)=\beta=\left(\beta_{1}, \ldots, \beta_{n}\right), \operatorname{mdeg}\left(f_{j}\right)=\beta^{\prime}=$ $\left(\beta_{1}^{\prime}, \ldots, \beta_{n}^{\prime}\right), \gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, where $\gamma_{k}=\max \left(\beta_{k}, \beta_{k}^{\prime}\right)$ for each $k$.
Moreover, denoting by $\mathrm{LC}\left(f_{i}\right)=c_{i}=p^{v_{p}\left(c_{i}\right)} \frac{a_{i}}{b_{i}}, \mathrm{LC}\left(f_{j}\right)=c_{j}=p^{v_{p}\left(c_{j}\right)} \frac{a_{j}}{b_{j}}$, with $a_{i}, b_{i}, a_{j}, b_{j} \in \mathbb{Z} \backslash p \mathbb{Z}$, we have:
(i) $S\left(f_{i}, f_{j}\right):=\frac{X^{\gamma}}{\operatorname{LM}\left(f_{i}\right)} f_{i}-\frac{a_{i} b_{j}}{b_{i} a_{j}} p^{v_{p}\left(c_{i}\right)-v_{p}\left(c_{j}\right)} \frac{X^{\gamma}}{\operatorname{LM}\left(f_{j}\right)} f_{j}$ if $v_{p}\left(c_{j}\right) \leq v_{p}\left(c_{i}\right)$.

$$
S\left(f_{i}, f_{j}\right):=\frac{a_{j} b_{i}}{b_{j} a_{i}} p^{v_{p}\left(c_{j}\right)-v_{p}\left(c_{i}\right)} \frac{X^{\gamma}}{\operatorname{LM}\left(f_{i}\right)} f_{i}-\frac{X^{\gamma}}{\operatorname{LM}\left(f_{j}\right)} f_{j} \text { if } v_{p}\left(c_{j}\right)>v_{p}\left(c_{i}\right) .
$$

(ii) $S\left(f_{i}, f_{i}\right)=S\left(f_{j}, f_{j}\right)=0$ (as we are on an integral ground).
(4) Let $f_{1}=2+12 X Y, f_{2}=8 Y^{2} \in \mathbb{Z}_{2 \mathbb{Z}}[X, Y]$. Fixing any monomial order $>$ on $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$, we have:

$$
S\left(f_{1}, f_{2}\right)=\frac{2}{3} Y f_{1}-X f_{2}=\frac{4}{3} Y
$$

The following lemma will be of great use since it is a key result for the characterization of Gröbner bases by means of $S$-polynomials.

Lemma 233. Let $\mathbf{R}$ be a valuation ring, $>$ a monomial order, and $f_{1}, \ldots, f_{s} \in$ $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that $\operatorname{mdeg}\left(f_{i}\right)=\gamma$ for each $1 \leq i \leq$ s. If $\operatorname{mdeg}\left(\sum_{i=1}^{s} a_{i} f_{i}\right)<\gamma$ for some $a_{1}, \ldots, a_{s} \in \mathbf{R}$, then $\sum_{i=1}^{s} a_{i} f_{i}$ is a linear combination with coefficients in $\mathbf{R}$ of the $S$-polynomials $S\left(f_{i}, f_{j}\right)$ for $1 \leq i, j \leq s$. Furthermore, each $S\left(f_{i}, f_{j}\right)$ has multidegree $<\gamma$

Proof. Since $\mathbf{R}$ is a valuation ring, we can suppose that $\operatorname{LC}\left(f_{s}\right) / \mathrm{LC}\left(f_{s-1}\right) /$ $\cdots / \mathrm{LC}\left(f_{1}\right)$. Thus, for $i<j, S\left(f_{i}, f_{j}\right)=f_{i}-\frac{\mathrm{LC}\left(f_{i}\right)}{\operatorname{LC}\left(f_{j}\right)} f_{j}$.

$$
\begin{aligned}
\sum_{i=1}^{s} a_{i} f_{i}= & a_{1}\left(f_{1}-\frac{\operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{2}\right)} f_{2}\right)+\left(a_{2}+\frac{\operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{2}\right)} a_{1}\right)\left(f_{2}-\frac{\operatorname{LC}\left(f_{2}\right)}{\operatorname{LC}\left(f_{3}\right)} f_{3}\right) \\
& +\cdots+\left(a_{s-1}+\frac{\operatorname{LC}\left(f_{s-2}\right)}{\operatorname{LC}\left(f_{s-1}\right)} a_{s-2}\right. \\
& \left.+\cdots+\frac{\operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{s-1}\right)} a_{1}\right)\left(f_{s-1}-\frac{\operatorname{LC}\left(f_{s-1}\right)}{\operatorname{LC}\left(f_{s}\right)} f_{s}\right) \\
& +\left(a_{s}+\frac{\operatorname{LC}\left(f_{s-1}\right)}{\operatorname{LC}\left(f_{s}\right)} a_{s-1}+\cdots+\frac{\operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{s}\right)} a_{1}\right) f_{s} .
\end{aligned}
$$

$\operatorname{But}\left(a_{s}+\frac{\operatorname{LC}\left(f_{s-1}\right)}{\operatorname{LC}\left(f_{s}\right)} a_{s-1}+\cdots+\frac{\operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{s}\right)} a_{1}\right) \operatorname{LC}\left(f_{s}\right)=0$ since $\operatorname{mdeg}\left(\sum_{i=1}^{s} a_{i} f_{i}\right)<\gamma$, and, thus,

$$
\left(a_{s}+\frac{\mathrm{LC}\left(f_{s-1}\right)}{\mathrm{LC}\left(f_{s}\right)} a_{s-1}+\cdots+\frac{\mathrm{LC}\left(f_{1}\right)}{\mathrm{LC}\left(f_{s}\right)} a_{1}\right) f_{s} \in \mathbf{R} S\left(f_{s}, f_{s}\right)
$$

Using Lemma 227 and Lemma 233, we generalize some classical results about the existence and characterization of Gröbner bases for ideals in polynomial rings over coherent valuation rings.

Theorem 234. Let $\mathbf{R}$ be a coherent valuation ring, $I=\left\langle g_{1}, \ldots, g_{s}\right\rangle$ an ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Then, $G=\left\{g_{1}, \ldots, g_{s}\right\}$ is a Gröbner basis for I if and only if for all pairs $i \leq j$, the remainder on division of $S\left(g_{i}, g_{j}\right)$ by $G$ is zero.

Proof. " $\Rightarrow$ " As $S\left(g_{i}, g_{j}\right) \in\left\langle g_{i}, g_{j}\right\rangle \subseteq I$, then, by virtue of Proposition 228.(2), ${\overline{S\left(g_{i}, g_{j}\right)}}^{G}=0$.
" $\Leftarrow$ " Instead of going through the details of the proof, we prefer to give the idea behind it. This is nicely explained in [43, page 83] in case the base ring is a discrete field. The same proof holds in our situation as we have all the necessary ingredients.

Letting $f \in I=\left\langle g_{1}, \ldots, g_{s}\right\rangle$, there are polynomials $h_{i} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that

$$
\begin{equation*}
f=\sum_{i=1}^{s} h_{i} g_{i} \tag{3.1}
\end{equation*}
$$

with $\operatorname{mdeg}(f) \leq \max _{1 \leq i \leq s}\left(\operatorname{mdeg}\left(h_{i} g_{i}\right)\right)$.
Case 1: $\operatorname{mdeg}(f)=\max _{1 \leq i \leq s}\left(\operatorname{mdeg}\left(h_{i} g_{i}\right)\right)$, say $\operatorname{mdeg}(f)=\operatorname{mdeg}\left(h_{i_{0}} g_{i_{0}}\right)$ for some $i_{0} \in\{1, \ldots, s\}$. As the leading coefficients of the $h_{i} g_{i}$ 's such that $\operatorname{mdeg}(f)=$ $\operatorname{mdeg}\left(h_{i} g_{i}\right)$ are comparable under division, we can suppose that all of them are divisible by the leading coefficient of $h_{i_{0}} g_{i_{0}}$. It follows that $\operatorname{LT}(f) \in\left\langle\mathbf{L T}\left(g_{i_{0}}\right)\right\rangle \subseteq$ $\left\langle\mathrm{LT}\left(g_{1}\right), \ldots, \mathrm{LT}\left(g_{s}\right)\right\rangle$.
Case 2: $\operatorname{mdeg}(f)<\max _{1 \leq i \leq s}\left(\operatorname{mdeg}\left(h_{i} g_{i}\right)\right)$. Then, roughly speaking, some cancellation must occur among the leading terms of (3.1). Using Lemma 233, we can rewrite this in terms of $S$-polynomials. Then, the assumption that $S$-polynomials have zero remainders modulo $G$ allows to replace the $S$-polynomials by expressions involving less cancellation. Thus, we obtain an expression for $f$ that has less cancellation of leading terms. An so on, as the set of monomials is well-ordered (by virtue of Corollary 210), we end up with a situation like that of Case 1.

From Theorem 234 ensues the following algorithm for constructing Gröbner bases over coherent valuation rings.

Algorithm 235. (Buchberger's Algorithm for Coherent Valuation Rings)
Input: $g_{1}, \ldots, g_{s} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ where $\mathbf{R}$ is a coherent valuation ring, and a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$
Output: a Gröbner basis $G$ for $\left\langle g_{1}, \ldots, g_{s}\right\rangle$ with $\left\{g_{1}, \ldots, g_{s}\right\} \subseteq G$
$G:=\left\{g_{1}, \ldots, g_{s}\right\}$
REPEAT
$G^{\prime}:=G$
For each pair $f, g$ in $G^{\prime}$ DO

$$
\begin{aligned}
& S:=\overline{S(f, g)} G^{\prime} \\
& \text { If } S \neq 0 \text { THEN } G:=G^{\prime} \cup\{S\}
\end{aligned}
$$

UNTIL $G=G^{\prime}$
The algorithm above is exactly the same algorithm as in the case where the base ring is a discrete field (Algorithm 211). The only modifications are in the definition of $S$-polynomials, in the consideration of the auto- $S$-polynomials, and in the divisions of terms. Note that we will see later in this chapter (Theorem 272) that the precise reason why Buchberger's Algorithm 235 terminates is that the valuation ring is archimedean, or equivalently, either it is a valuation domain of Krull dimension $\leq 1$ or a zero-dimensional valuation ring containing zero-divisors. But for now, we will content ourselves with the following result.

Theorem 236. If $\mathbf{R}$ is a coherent Noetherian valuation ring then Algorithm 235 terminates and is correct.

Proof. This algorithm computes a nondecreasing sequence $G_{1} \subseteq G_{2} \subseteq \cdots$. First $G_{0}=\left\{g_{1}, \ldots, g_{s}\right\}$ is a family of generators of $I=\left\langle g_{1}, \ldots, g_{s}\right\rangle$. If $G_{i} \subseteq I$, then for $f, g \in G_{i}$, we have $S(f, g) \in I$, and hence $\overline{S(f, g)}{ }^{G_{i}} \in I$, and $G_{i+1} \subseteq I$. By induction, $G_{m} \subseteq I$ for all $m$.
If the algorithm ends, Theorem 234 guarantees that the computed family $G$ is a Gröbner basis for $I$.
Hence we just need to prove that the algorithm ends. For each $i$, we denote by $\left\langle\operatorname{LT}\left(G_{i}\right)\right\rangle$ the ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ generated by the leading terms of the elements of $G_{i}$, by $\left\langle\mathrm{LM}\left(G_{i}\right)\right\rangle$ the ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ generated by the leading monomials of the elements of $G_{i}$, and by $\left\langle\operatorname{LC}\left(G_{i}\right)\right\rangle$ the ideal of $\mathbf{R}$ generated by the leading coefficients of the elements of $G_{i}$. Since $G_{i} \subseteq G_{i+1}$, we have $\left\langle\operatorname{LT}\left(G_{i}\right)\right\rangle \subseteq\left\langle\operatorname{LT}\left(G_{i+1}\right)\right\rangle$. But if $G_{i} \subset G_{i+1}$, then there exists $f, g \in G_{i}$ such that $\overline{S(f, g)}^{G_{i}} \neq 0$, and hence $\left.\operatorname{LT}(\overline{S(f, g})^{G_{i}}\right) \in\left\langle\mathrm{LT}\left(G_{i+1}\right)\right\rangle \backslash\left\langle\operatorname{LTT}\left(G_{i}\right)\right\rangle$, and $\left\langle\operatorname{LT}\left(G_{i}\right)\right\rangle \subset\left\langle\operatorname{LT}\left(G_{i+1}\right)\right\rangle$.
Since the sequence $\left(\left\langle\mathrm{LM}\left(G_{i}\right)\right\rangle\right)_{i \in \mathbb{N}}$ is nondecreasing, one can find $n_{1}<n_{2}<\cdots$ such that $\left\langle\operatorname{LM}\left(G_{n_{i}}\right)\right\rangle=\left\langle\operatorname{LM}\left(G_{n_{i}+1}\right)\right\rangle$ for all $i \in \mathbb{N}$. The sequence $\left\langle\operatorname{LC}\left(G_{n_{i}}\right)\right\rangle_{i \in \mathbb{N}}$ being nondecreasing, using the fact that $\mathbf{R}$ is Noetherian, there exists $j \in \mathbb{N}$ such that $\left\langle\operatorname{LC}\left(G_{n_{j}}\right)\right\rangle=\left\langle\operatorname{LC}\left(G_{n_{j+1}}\right)\right\rangle$. But, as $\left\langle\operatorname{LC}\left(G_{n_{j}}\right)\right\rangle \subseteq\left\langle\operatorname{LC}\left(G_{n_{j}+1}\right)\right\rangle \subseteq\left\langle\operatorname{LC}\left(G_{n_{j+1}}\right)\right\rangle$, we have $\left\langle\operatorname{LC}\left(G_{n_{j}}\right)\right\rangle=\left\langle\operatorname{LC}\left(G_{n_{j}+1}\right)\right\rangle$, and, thus, $\left\langle\operatorname{LT}\left(G_{n_{j}}\right)\right\rangle=\left\langle\operatorname{LT}\left(G_{n_{j}+1}\right)\right\rangle$. Hence $G_{i}=G_{i+1}$, completing the proof.

Note that in classical mathematics, a Noetherian valuation domain which is not a field is called a DVR. From a constructive point of view, we don't know a priori the generator of the maximal ideal.

Example 237. Examples of coherent Noetherian valuation rings are:

- Discrete fields ( $\mathbb{Q}$ for example).
- $\mathbb{Z}_{p \mathbb{Z}}=\left\{\left.\frac{a}{b} \right\rvert\, a \in \mathbb{Z} \& b \in Z \backslash p \mathbb{Z}\right\}$ ( $p$ a prime number). It is a domain.
- D/ $/\left\langle a^{k}\right\rangle$ with $\mathbf{D}$ a PID (such as $\mathbb{Z}$ ), and $a$ an irreducible element. When $k \geq 2$, it has zero-divisors ( $\mathbb{F}_{2}[Y] /\left\langle Y^{2}\right\rangle$ for example).
- Galois rings $\operatorname{GR}\left(p^{k}, n\right)=\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)[t] /\langle f\rangle$, where $f$ is a monic irreducible polynomial in $\left(\mathbb{Z} / p^{k} \mathbb{Z}\right)[t]$ ( $p$ a prime number) of degree $n$ whose image modulo $p$ is irreducible. When $k \geq 2$, they have zero-divisors.

Keeping the above notation, it is obvious that if $G$ is a Gröbner basis for $I$, then for any $p \in G$ such that $\operatorname{LT}(p) \in\langle\operatorname{LT}(G \backslash\{p\})\rangle, G \backslash\{p\}$ is also a Gröbner basis for I. So, using Algorithm 235 and removing any $p$ with $\operatorname{LT}(p) \in\langle\operatorname{LT}(G \backslash\{p\})\rangle$, we
can construct for $I$ a Gröbner basis $G$ such that

$$
\forall p \in G, \mathrm{LT}(p) \notin\langle\mathrm{LT}(G \backslash\{p\})\rangle .
$$

Such a Gröbner basis will be called a pseudo-minimal Gröbner basis.
But even more, one can ask that the Gröbner basis $G$ satisfies the following property:

$$
\begin{equation*}
\forall p \in G, \text { no term of } p \text { lies in }\langle\operatorname{LT}(G \backslash\{p\})\rangle . \tag{3.2}
\end{equation*}
$$

Such a Gröbner basis will be called a pseudo-reduced Gröbner basis, and can be computed by the following algorithm.

Algorithm 238. Let $\mathbf{R}$ be a coherent Noetherian valuation ring, $G=\left\{g_{1}, \ldots, g_{s}\right\}$ a pseudo-minimal Gröbner basis for $I=\left\langle g_{1}, \ldots, g_{s}\right\rangle$, with $g_{i} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, accordingly to a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Then, a pseudo-reduced Gröbner basis for $I$ can be computed in a finite number of steps by the following algorithm:
Input: a pseudo-minimal Gröbner basis $G=\left\{g_{1}, \ldots, g_{s}\right\}$ for $\left\langle g_{1}, \ldots, g_{s}\right\rangle$
Output: a pseudo-reduced Gröbner basis $\tilde{G}=\left\{\tilde{g}_{1}, \ldots, \tilde{g}_{s}\right\}$ for $\left\langle g_{1}, \ldots, g_{s}\right\rangle$
IF $s=1$ THEN $\tilde{g}_{1}:=g_{1}$
ELSE
IF $s=2$ THEN $\tilde{g}_{1}:=\bar{g}_{1}\left\{g_{2}\right\} ; \tilde{g}_{2}:=\overline{g_{2}}\left\{\tilde{g}_{1}\right\}$
ELSE

$$
\begin{aligned}
& \tilde{g}_{1}:=\overline{g_{1}}\left\{g_{2}, \ldots, g_{s}\right\} ; \tilde{g}_{2}:=\overline{g_{2}}\left\{\tilde{g}_{1}, g_{3}, \ldots, g_{s}\right\} \\
& i:=3 \\
& \text { WHILE } i \leq s \text { DO } \tilde{g}_{i}:=\bar{g}_{i}\left\{\tilde{g}_{1}, \ldots, \tilde{g}_{i-1}, g_{i+1}, \ldots, g_{s}\right\} \\
& i:=i+1
\end{aligned}
$$

Remark 239. In search of uniqueness of a pseudo-reduced Gröbner basis, we need a "normalization" of the elements of a pseudo-reduced Gröbner basis. In case the base ring is a discrete field, this is easily done by requiring the leading coefficients of the elements of a pseudo-reduced Gröbner basis to be 1 . This gives birth to the notion of reduced Gröbner basis. For rings which are not fields, this has to be done on a case-by-case basis. Hereafter a few examples:
(1) Consider the case where the base ring is $\mathbb{Z} / p^{\alpha} \mathbb{Z}$, with $p$ is a prime number and $\alpha \geq 2$. For $f \in\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, fixing a monomial order on $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)\left[X_{1}, \ldots, X_{n}\right]$, and denoting by $\operatorname{LC}(f)=a$, where $a=p^{m} c, 0 \leq m \leq$ $\alpha-1$ and $c \wedge p=1$, the normalization of $f$, denoted by $\tilde{f}$, can be defined as

$$
\tilde{f}:=c^{-1} f, \text { with } \operatorname{LC}(\tilde{f})=p^{m}, 0 \leq m \leq \alpha-1
$$

(2) Consider the case where the base ring is $\mathbb{Z}_{p \mathbb{Z}}=\left\{\left.\frac{a}{b} \right\rvert\, a \in \mathbb{Z} \& b \in \mathbb{Z} \backslash p \mathbb{Z}\right\}$ ( $p$ a prime number). Let $f \in \mathbb{Z}_{p \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, and fix a monomial order on $\mathbb{Z}_{p \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$. Denote by $\operatorname{LC}(f)=\frac{a}{b}$, where $a=p^{m} c, b=p^{r} d, 0 \leq r \leq m$, and $c, d \in \mathbb{Z}$ with $c \wedge p=d \wedge p=1$. The normalization of $f$, denoted by $\tilde{f}$, can be defined as

$$
\tilde{f}:=\frac{d}{c} f, \text { with } \operatorname{LC}(\tilde{f}) \in p^{\mathbb{N}}
$$

(3) Consider the ring $\mathbf{V}:=\mathbb{F}_{2}[Y] /\left\langle Y^{2}\right\rangle=\mathbb{F}_{2}[y]=\{0,1,1+y, y\}$, with $\mathbf{V}^{\times}=$ $\{1,1+y\}$. For $f \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, fixing a monomial order, the normalization of $\tilde{f}$ of $f$ can be defined as:

$$
\tilde{f}=\left\{\begin{array}{l}
f \text { if } \mathrm{LC}(f)=y \text { or } 1 \\
(1+y) f \text { if } \mathrm{LC}(f)=1+y
\end{array}\right.
$$

with $\operatorname{LC}(\tilde{f})=1$ or $y$.
Example 240. (Example 230 Continued) Let $f_{1}=2+12 X Y, f_{2}=8 Y^{2} \in \mathbb{Q}[X, Y]$, and fix any monomial order $>$ on $\mathbb{Q}[X, Y]$. Then

$$
S\left(f_{1}, f_{2}\right)=Y f_{1}-\frac{3}{2} X f_{2}=2 Y \xrightarrow{\text { normalization }} Y=: f_{3} ; f_{1} \xrightarrow{f_{3}} 1
$$

Thus, $\{1\}$ is the reduced Gröbner basis of $\left\langle f_{1}, f_{2}\right\rangle$ in $\mathbb{Q}[X, Y]$.
Example 241. (Example 232.(4) Continued) Let $f_{1}=2+12 X Y, f_{2}=8 Y^{2} \in$ $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$, and fix any monomial order $>$ on $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$. Then

$$
S\left(f_{1}, f_{2}\right)=\frac{2}{3} Y f_{1}-X f_{2}=\frac{4}{3} Y \xrightarrow{\text { normalization }} 4 Y=: f_{3} ; f_{1} \xrightarrow{f_{3}} 2, f_{2} \xrightarrow{2} 0, f_{3} \xrightarrow{2} 0 .
$$

Thus, $\{2\}$ is the reduced Gröbner basis of $\left\langle f_{1}, f_{2}\right\rangle$ in $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$.
Example 242. (Gröbner Bases Over $\mathbb{F}_{2}[Y] /\left\langle Y^{2}\right\rangle$, Example 231 Continued)
Consider the ring $\mathbf{V}:=\mathbb{F}_{2}[Y] /\left\langle Y^{2}\right\rangle=\mathbb{F}_{2}[y]$, and the ideal $I=\left\langle f_{1}=y X_{1}+X_{2}, f_{2}=\right.$ $\left.y+y X_{2}\right\rangle \subseteq \mathbf{V}\left[X_{1}, X_{2}\right]$. Let us compute a Gröbner basis for $I$ accordingly to the lexicographic order with $X_{1}>X_{2}$. We have:

$$
S\left(f_{1}, f_{1}\right)=y X_{2} \xrightarrow{f_{2}} y=: f_{3} ; f_{2} \xrightarrow{f_{3}} 0 ; f_{1} \xrightarrow{f_{3}} X_{2} .
$$

Thus, $\left\{y, X_{2}\right\}$ is the reduced Gröbner basis of $I$.
Gröbner bases are a powerful tool to eliminate variables. To see this, let us first define the elimination ideals of an ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.
Definition 243. Let $\mathbf{R}$ be a ring, $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ an ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and $1 \leq$ $k \leq n$. The $k$ th elimination ideal of $I$ is

$$
I_{k}:=I \cap \mathbf{R}\left[X_{k+1}, \ldots, X_{n}\right] .
$$

It is an ideal of $\mathbf{R}\left[X_{k+1}, \ldots, X_{n}\right]$ consisting in all combinations of $f_{1}, \ldots, f_{s}$ eliminating the variables $X_{1}, \ldots, X_{k}$. Note that $I_{n}$ is nothing but $I \cap \mathbf{R}$.

The following theorem shows that Gröbner bases with respect to the lexicographic monomial order allow the computation of the elimination ideals.
Theorem 244. Let $\mathbf{R}$ be a coherent valuation ring, $G=\left\{g_{1}, \ldots, g_{s}\right\}$ a Gröbner basis for an ideal $I=\left\langle g_{1}, \ldots, g_{s}\right\rangle$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ with respect to the lexicographic monomial order with $X_{1}>X_{2}>\cdots>X_{n}$. Then, for all $1 \leq k \leq n$,

$$
G_{k}:=G \cap \mathbf{R}\left[X_{k+1}, \ldots, X_{n}\right]
$$

is a Gröbner basis for the kth elimination ideal $I_{k}$ of $I$.

Proof. As $G_{k} \subseteq I_{k}$, it suffices to show that $\mathrm{LT}\left(I_{k}\right) \subseteq\left\langle\mathrm{LT}\left(G_{k}\right)\right\rangle$. Let $f \in I_{k} \subseteq I$. Since $G$ is a Gröbner basis for $I$, there exists $1 \leq i \leq s$ such that $\operatorname{LT}\left(g_{i}\right)$ divides $\operatorname{LT}(f)$. It follows that $\mathrm{LT}\left(g_{i}\right)$ involves only the variables $X_{k+1}, \ldots, X_{n}$. As any monomial involving one of the variables $X_{1}, \ldots, X_{k}$ is greater that $\operatorname{LT}\left(g_{i}\right)$, we infer that $g_{i} \in$ $\mathbf{R}\left[X_{k+1}, \ldots, X_{n}\right]$, and thus, $g_{i} \in G_{k}$.

Example 245. (Example 241 Continued) Let $f_{1}=2+12 X Y, f_{2}=8 Y^{2} \in \mathbb{Z}_{2 \mathbb{Z}}[X, Y]$, and fix any monomial order $>$ on $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$. Then $\{2\}$ is the reduced Gröbner basis of $I=\left\langle f_{1}, f_{2}\right\rangle$ in $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$. It follows that:

$$
I \cap \mathbb{Z}_{2 \mathbb{Z}}[X]=\langle 2\rangle=2 \mathbb{Z}_{2 \mathbb{Z}}[X], I \cap \mathbb{Z}_{2 \mathbb{Z}}[Y]=\langle 2\rangle=2 \mathbb{Z}_{2 \mathbb{Z}}[Y], \text { and } I \cap \mathbb{Z}_{2 \mathbb{Z}}=\langle 2\rangle=2 \mathbb{Z}_{2 \mathbb{Z}} .
$$

Example 246. (Example 242 Continued)
Consider the ring $\mathbf{V}:=\mathbb{F}_{2}[Y] /\left\langle Y^{2}\right\rangle=\mathbb{F}_{2}[y]$, and the ideal $I=\left\langle f_{1}=y X_{1}+X_{2}, f_{2}=\right.$ $\left.y+y X_{2}\right\rangle \subseteq \mathbf{V}\left[X_{1}, X_{2}\right]$. We know that $\left\{y, X_{2}\right\}$ is a Gröbner basis for $I$ with respect to the lexicographic order with $X_{1}>X_{2}$. Thus,

$$
I \cap \mathbf{V}\left[X_{2}\right]=\left\langle y, X_{2}\right\rangle \text { and } I \cap \mathbf{V}=\langle y\rangle=\{0, y\}
$$

If one wants to compute $I \cap \mathbf{V}\left[X_{1}\right]$, then he has to consider the lexicographic order with $X_{2}>X_{1}$. For this order, $\left\{y, X_{2}\right\}$ is again a Gröbner basis for $I$, and thus,

$$
I \cap \mathbf{V}\left[X_{1}\right]=\langle y\rangle
$$

At the end of this subsection, let us point out that almost all the improvements that have been made in case where the base ring is a discrete field will prove to be easily adaptable to coherent valuation rings. Of course, in such case, one must take into account the considerable number of optimizations that have been made in recent years for the purpose of speeding up Buchberger's algorithm in case where the base ring is a discrete field (the faster version was given in [63]). The interested reader can refer to [73] for an introduction to this subject. Our goal is simply to introduce the main lines of the computation of Gröbner bases over coherent valuation rings.

### 3.3.2 Gröbner Bases Over $\mathbb{Z} / p^{\alpha} \mathbb{Z}$

Recently Gröbner bases techniques in polynomial rings over $\mathbb{Z} / m \mathbb{Z}$ and $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times$ $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$ (in particular $\mathbb{Z} / 2^{\alpha} \mathbb{Z}$ and $\left.\left(\mathbb{Z} / 2^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / 2^{\alpha} \mathbb{Z}\right)\right)$ have attracted some attention due to their potential applications in formal verification of data paths [21, 74, 162 ], and coding theory $[25,127,128,129,130,144]$ (see also the recent Ph.D thesis of Wienand [177]). Also, many authors [6, 54, 69, 136, 154, 169, 178] have been interested in computing Gröbner bases over $\mathbb{Z} / p^{\alpha} \mathbb{Z}$ (where $p$ is a "lucky" prime number), because modular methods give a satisfactory way to avoid intermediate coefficients swell with Buchberger's algorithm for computing Gröbner bases over the rational numbers.
We will specify the definition of $S$-polynomials given in Definition 226 to the important case where the base ring is $\mathbb{Z} / p^{\alpha} \mathbb{Z}$, where $p$ is a prime number and $\alpha \geq 2$. To lighten the notation, the class of $a \in \mathbb{Z}$ modulo $p^{\alpha} \mathbb{Z}$ will also be denoted by $a$.

Definition 247. Recall that the valuation of $a \in \mathbb{Z} \backslash\{0\}$ at $p$ is $v_{p}(a):=\max \{k \in$ $\mathbb{N} \mid p^{k}$ divides $\left.a\right\}$, so that,

$$
a=p^{v_{p}(a)} a^{\prime} \text { with } a^{\prime} \wedge p=1 .
$$

Note that, in $\mathbb{Z} / p^{\alpha} \mathbb{Z}, a^{\prime}$ is a unit and, writing $u a^{\prime}+v p^{\alpha}=1$ (Bezout identity) for some $u, v \in \mathbb{Z}$, we have $a^{\prime-1}=u$ in $\mathbb{Z} / p^{\alpha} \mathbb{Z}$.

Definition 248. (S-Polynomials Over $\mathbb{Z} / p^{\alpha} \mathbb{Z}$ )
Let $p$ be a prime number, $f_{i}, f_{j} \in\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}(i \neq j)$, and fix a monomial order $>$ on $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)\left[X_{1}, \ldots, X_{n}\right]$. Denote by $\operatorname{mdeg}\left(f_{i}\right)=\beta=\left(\beta_{1}, \ldots, \beta_{n}\right)$, $\operatorname{mdeg}\left(f_{j}\right)=\beta^{\prime}=\left(\beta_{1}^{\prime}, \ldots, \beta_{n}^{\prime}\right), \gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, where $\gamma_{k}=\max \left(\beta_{k}, \beta_{k}^{\prime}\right)$ for each $k$.
Moreover, denote by $\operatorname{LC}\left(f_{i}\right)=a_{i}, a_{i}=p^{m_{i}} c_{i}, \operatorname{LC}\left(f_{j}\right)=a_{j}, a_{j}=p^{m_{j}} c_{j}$ with $0 \leq$ $m_{i}, m_{j} \leq \alpha-1$ and $c_{i} \wedge p=c_{j} \wedge p=1$.
(i) $S\left(f_{i}, f_{j}\right):=\frac{X^{\gamma}}{\operatorname{LM}\left(f_{i}\right)} f_{i}-p^{m_{i}-m_{j}} c_{i} c_{j}^{-1} \frac{X^{\gamma}}{\operatorname{LM}\left(f_{j}\right)} f_{j}$ if $m_{j} \leq m_{i}$.

$$
S\left(f_{i}, f_{j}\right):=p^{m_{j}-m_{i}} c_{j} c_{i}^{-1} \frac{X^{\gamma}}{\operatorname{LM}\left(f_{i}\right)} f_{i}-\frac{X^{\gamma}}{\operatorname{LM}\left(f_{j}\right)} f_{j} \text { if } m_{j}>m_{i} .
$$

(ii) $S\left(f_{i}, f_{i}\right):=p^{\alpha-m_{i}} f_{i}$.

Example 249. Let $\mathbf{V}[X]=(\mathbb{Z} / 16 \mathbb{Z})[X]$ and consider the ideal $I=\left\langle f_{1}\right\rangle$, where $f_{1}=$ $2+4 X+8 X^{2}$.

$$
\begin{aligned}
& S\left(f_{1}, f_{1}\right)=2 f_{1}=4+8 X=: f_{2}, \\
& S\left(f_{1}, f_{2}\right)=2=: f_{3}, \\
& S\left(f_{2}, f_{2}\right)=2 f_{2}=8 \xrightarrow{f_{3}} 0, S\left(f_{3}, f_{3}\right)=0, \\
& f_{2} \xrightarrow{f_{3}} 0 .
\end{aligned}
$$

Thus, $\mathscr{G}=\{2\}$ is the reduced Gröbner basis of $I$.
Example 250. ([25, Example 2.4.6]) Let $\mathbf{V}[X, Y]=(\mathbb{Z} / 27 \mathbb{Z})[X, Y]$ and consider $\mathscr{G}=\left\{g_{i}\right\}_{i=1}^{4}$, where $g_{1}=9, g_{2}=X+1, g_{3}=3 Y^{2}, g_{4}=Y^{3}+13 Y^{2}-12$. Let us fix the lexicographic order as monomial order with $X>Y$.

$$
\begin{aligned}
& S\left(g_{1}, g_{2}\right)=X g_{1}-9 g_{2}=-9 \xrightarrow{g_{1}} 0, \\
& S\left(g_{1}, g_{3}\right)=Y^{2} g_{1}-3 g_{3}=0, \\
& S\left(g_{1}, g_{4}\right)=-9 Y^{2} \xrightarrow{g_{1}} 0, \\
& S\left(g_{2}, g_{3}\right)=3 Y^{2} g_{2}-X g_{3}=3 Y^{2} \xrightarrow{g_{3}} 0, \\
& S\left(g_{2}, g_{4}\right)=Y^{3} g_{2}-X g_{4}=-13 X Y^{2}+12 X+Y^{3} \xrightarrow{g_{2}} 12 X+Y^{3}+13 Y^{2} \\
& \xrightarrow{g_{2}} Y^{3}+13 Y^{2}-12 \xrightarrow{g_{3}} 0, \\
& S\left(g_{3}, g_{4}\right)=Y g_{3}-3 g_{4}=-12 Y^{3}+9 \xrightarrow{g_{3}} 9 \xrightarrow{g_{1}} 0 .
\end{aligned}
$$

Thus, $\mathscr{G}$ is a Gröbner basis for $\left\langle g_{1}, g_{2}, g_{3}, g_{4}\right\rangle$ in $\mathbf{V}[X, Y]$.

Example 251. Let $\mathbf{V}[X, Y]=(\mathbb{Z} / 4 \mathbb{Z})[X, Y]$ and consider the ideal $I=\left\langle f_{1}, f_{2}, f_{3}\right\rangle$, where $f_{1}=X^{4}-X, f_{2}=Y^{3}-1, f_{3}=2 X Y$. Let us fix the lexicographic order as monomial order with $X>Y$.

$$
\begin{aligned}
& S\left(f_{1}, f_{2}\right)=Y^{3} f_{1}-X^{4} f_{2}=X^{4}-X Y^{3} \xrightarrow{f_{1}} X-X Y^{3} \xrightarrow{f_{2}} 0, \\
& S\left(f_{1}, f_{3}\right)=2 Y f_{1}-X^{3} f_{3}=-2 X Y \xrightarrow{f_{3}} 0, \\
& S\left(f_{2}, f_{3}\right)=2 X f_{2}-Y^{2} f_{3}=-2 X=: f_{4}, \\
& S\left(f_{2}, f_{4}\right)=2 X f_{2}+Y^{3} f_{4}=-2 X \xrightarrow{f_{4}} 0, \\
& S\left(f_{1}, f_{4}\right)=2 f_{1}+X^{3} f_{4}=-2 X \xrightarrow{f_{4}} 0, \\
& f_{3} \xrightarrow{f_{4}} 0 .
\end{aligned}
$$

Thus, $\mathscr{G}=\left\{f_{1}, f_{2}, f_{4}\right\}$ is a Gröbner basis for $I$ in $\mathbf{V}[X, Y]$.
Example 252. Take $p=2$ and $\alpha=4$. Let $I=\left\langle f_{1}\right\rangle \subseteq(\mathbb{Z} / 16 \mathbb{Z})[X, Y]$, where $f_{1}=$ $8 X+2 Y+1$. Let us fix the lexicographic order as monomial order with $X>Y$.
$S\left(f_{1}, f_{1}\right)=2 f_{1}=4 Y+2=: f_{2}, S\left(f_{2}, f_{2}\right)=4 f_{2}=8=: f_{3}, S\left(f_{2}, f_{3}\right)=4=: f_{4}$, $S\left(f_{2}, f_{4}\right)=2=: f_{5}, S\left(f_{2}, f_{5}\right)=1$. We conclude that $\{1\}$ is the reduced Gröbner of $I$.
Here, it is worth pointing out that, contrary to the integral case, in the presence of zero-divisors, $\{f\}$ need not be a Gröbner basis of $\langle f\rangle$.

### 3.3.3 When a Valuation Domain Is Gröbner?

A natural question arising is :
For a coherent valuation ring $\mathbf{R}$, is it always possible to compute a Gröbner basis for each finitely-generated nonzero ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ by Buchberger's Algorithm 235 in a finite number of steps ?

In fact, in the integral case, if the totally ordered group corresponding to the valuation is not archimedean, Buchberger's Algorithm 235 does not always work in a finite number of steps as can be seen by the following example.

Example 253. Let $\mathbf{V}$ be a valuation domain with a corresponding valuation $v$ and group $G$. Suppose that $G$ is not archimedean, that is there exist $a, b \in \mathbf{V}$ such that:

$$
v(a)>0, \text { and } \forall n \in \mathbb{N}^{*}, v(b)>n v(a) .
$$

Denote by $I$ the ideal of $\mathbf{V}[X]$ generated by $g_{1}=a X+1$ and $g_{2}=b$.
Since $S\left(g_{1}, g_{2}\right)=\left(\frac{b}{a}\right) g_{1}-X g_{2}=\frac{b}{a}$ and $\frac{b}{a}$ is not divisible by $b$, then one must add $g_{3}=\frac{b}{a}$ when executing Buchberger's Algorithm 235.
In the same way, $S\left(g_{1}, g_{3}\right)=\left(\frac{b}{a^{2}}\right) g_{1}-X g_{3}=\frac{b}{a^{2}}$ and $\frac{b}{a^{2}}$ is not divisible by $b$ nor by $\frac{b}{a}$. Thus, one must add $g_{4}=\frac{b}{a^{2}}$, and so on, we observe that Buchberger's Algorithm 235 does not terminate.

Let us take the particular case where $G=\mathbb{Z} \times \mathbb{Z}$ equipped with the lexicographic order, $a=(0,1)$, and $b=(1,0)$. We can prove $\langle\mathrm{LT}(I)\rangle$ is not finitely-generated
despite that $I$ is finitely-generated and that clearly $\left\langle\mathrm{LC}_{n}(I)\right\rangle=\langle a\rangle$ for all $n \in \mathbb{N} \cup\{\infty\}$ (there is no such example in the literature).

Proof. To check this, by way of contradiction, suppose that $\langle\mathrm{LT}(I)\rangle=\left\langle h_{1}, \ldots, h_{s}\right\rangle$, $h_{i} \in I \backslash\{0\}, s \in \mathbb{N}^{*}$. We can suppose that $h_{1}, \ldots, h_{s}$ are terms, that is $h_{i}=\operatorname{LT}\left(h_{i}\right)$ for each $1 \leq i \leq s$. From Lemma 227, it follows that for each $n \in \mathbb{N}$, there exists $i_{n} \in\{1, \ldots, s\}$ such that $h_{i_{n}}$ divides $\frac{b}{a^{n}}$. We infer that there exists $1 \leq i_{0} \leq s$ such that $h_{i_{0}}$ is constant ( $h_{i_{0}} \in \mathbf{V} \backslash\{0\}$ ) and such that

$$
\forall n \in \mathbb{N}, h_{i_{0}} \text { divides } \frac{b}{a^{n}}
$$

That is, $v\left(h_{i_{0}}\right) \leq(1,-n) \forall n \in \mathbb{N}$. It follows that there exists $k \in \mathbb{N}$ such that $v\left(h_{i_{0}}\right)=$ $(0, k)$ and hence there exists $u$ invertible in $\mathbf{V}$ such that $h_{i_{0}}=u a^{k}$. Now,

$$
\left\{\begin{array} { l } 
{ a ^ { k } \in I } \\
{ a X + 1 \in I }
\end{array} \Rightarrow \left\{\begin{array}{l}
a^{k} \in I \\
a^{k-1}(a X+1) \in I
\end{array} \Rightarrow a^{k-1} \in I \Rightarrow \cdots \Rightarrow a \in I \Rightarrow 1 \in I\right.\right.
$$

a contradiction.

As a consequence of this example, keeping the notation above, we know that a necessary condition so that Buchberger's Algorithm 235 terminates in the integral case is that the group $G$ is archimedean (this is in fact equivalent to $\operatorname{dim} \mathbf{V} \leq 1$, see Exercise 372). Moreover, we already know that a sufficient condition is that $\mathbf{V}$ be Noetherian (see Theorem 236). This encouraged us to set the following conjecture.

Conjecture 254. (The Gröbner Ring Conjecture [77]) For a valuation domain V, the following assertions are equivalent:
(i) It is always possible to compute a Gröbner basis for each finitely-generated nonzero ideal of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$ by Buchberger's Algorithm 235, with respect to any monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, in a finite number of steps.
(ii) $\operatorname{dim} \mathbf{V} \leq 1$.

The following result gives a solution to the Gröbner Ring Conjecture 254 in the univariate case.

Theorem 255. ([114]) For a valuation domain V, the following assertions are equivalent:
(1) For any finitely-generated ideal I of $\mathbf{V}[X]$, the leading terms ideal $\operatorname{LT}(I)$ is also finitely-generated.
(2) If $J$ is a finitely-generated ideal of $\mathbf{V}[X]$, then $J \cap \mathbf{V}$ is a principal ideal of $\mathbf{V}$.
(3) $\operatorname{dim} \mathbf{V} \leq 1$.

Proof. " 1 ) $\Rightarrow(2)$ " Let $J$ be a finitely-generated ideal of $\mathbf{V}\left[X_{1}, \ldots, X_{m}\right]$. As $\langle\operatorname{LT}(J)\rangle$ is finitely-generated, denote it by $\left\langle h_{1}, \ldots, h_{s}\right\rangle$ where $h_{1}, \ldots, h_{s}$ are terms. We can suppose that $h_{1} \in \mathbf{V}$ and $h_{2}, \ldots, h_{s} \notin \mathbf{V}$. By virtue of Lemma 227, we infer that $J \cap \mathbf{V}=\left\langle h_{1}\right\rangle$.
" $(2) \Rightarrow(3)$ " Let us denote by $v$ and $G$ respectively the valuation and the valuation group associated with $\mathbf{V}$ and consider $a, b \in \operatorname{Rad}(\mathbf{V})$ (the radical of $\mathbf{V}$ ). Our goal is to find $n \in \mathbb{N}$ such that $v(b) \leq n v(a)$, or equivalently, such that $b$ divides $a^{n}$.
Let us denote by $I$ the ideal of $\mathbf{V}[X]$ generated by $g_{1}=a X+1$ and $g_{2}=b$. Because $I$ finitely-generated, $I \cap \mathbf{V}$ is principal, write $I \cap \mathbf{V}=\langle c\rangle$. As $c \in I$, it can be written in the form

$$
c=U(X) \cdot(a X+1)+V(X) \cdot b
$$

with $U(X), V(X) \in \mathbf{V}[X]$. Supposing that $\operatorname{deg} V \leq k$ and evaluating $X$ at $\frac{-1}{a}$, we obtain that $c=V\left(\frac{-1}{a}\right) b$ and, thus, $b$ divides $c a^{k}$. This means that $v(b) \leq v\left(c a^{k}\right)$, or equivalently, $v(c) \geq v\left(\frac{b}{a^{k}}\right)$.
It is worth pointing out that for any $m \in \mathbb{N}$, if $a^{m}$ divides $b$ then $\frac{b}{a^{m}} \in I$ as $S\left(g_{1}, g_{2}\right)=$ $\left(\frac{b}{a}\right) g_{1}-X g_{2}=\frac{b}{a}=: g_{3} \in I, \ldots, g_{m+1}:=\frac{b}{a^{m-1}} \in I, g_{m+2}:=\frac{b}{a^{m}}=\frac{b}{a^{m}}(a X+1)-$ $X g_{m+1} \in I$.
If $a^{k}$ does not divide $b$, we are done by taking $n=k$; otherwise $v(c)=v\left(\frac{b}{a^{k}}\right)$ because $c / \frac{b}{a^{k}}$ and necessarily $I \cap \mathbf{V}=\left\{x \in \mathbf{V} \left\lvert\, v(x) \geq v\left(\frac{b}{a^{k}}\right)\right.\right\}$. Thus, $\frac{b}{a^{k+1}} \notin I, b$ divides $a^{k+1}$, and we are done by taking $n=k+1$.
" $(3) \Rightarrow(1)$ " Let $I$ be a finitely-generated nonzero ideal of $\mathbf{V}[X]$, say $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$. Denoting by $\mathbf{K}$ the quotient field of $\mathbf{V}$ and setting $\Delta:=\operatorname{gcd}\left(f_{1}, \ldots, f_{s}\right)$ in $\mathbf{K}[X]$, we have $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle=\left\langle\Delta h_{1}, \ldots, \Delta h_{s}\right\rangle$ for some coprime polynomials $h_{1}, \ldots, h_{s} \in$ $\mathbf{K}[X]$. Replacing $I$ by $\alpha I$ for an appropriate $\alpha \in \mathbf{V} \backslash\{0\}$, we may suppose that $\Delta, h_{1}, \ldots, h_{s} \in \mathbf{V}[X]$. As $\mathbf{V}$ is a valuation domain, there is one coefficient $a$ of one of the $h_{i}$ 's which divides all the others. Thus, one can write $I=a \Delta\left\langle g_{1}, \ldots, g_{s}\right\rangle$ where $\Delta, g_{1}, \ldots, g_{s} \in \mathbf{V}[X], \operatorname{gcd}\left(g_{1}, \ldots, g_{s}\right)=1$ in $\mathbf{K}[X]$ and at least one of the $g_{i}$ 's is primitive. In particular, it follows that $\operatorname{gcd}\left(g_{1}, \ldots, g_{s}\right)=1$ in $\mathbf{V}[X]$. As $\mathbf{V}\langle X\rangle$ (the localization of $\mathbf{V}[X]$ at monic polynomials) is a Bezout domain (see Theorem 132), the ideal $J=\left\langle g_{1}, \ldots, g_{s}\right\rangle$ contains a monic polynomial. Since proving that $\operatorname{LT}(I)$ is finitely-generated amounts to proving that $\mathrm{LT}(J)$ is finitely-generated, one may suppose that $I$ contains a monic polynomial. The desired result follows from Theorem 75 (a valuation domain obviously being coherent).

Now we pass to the multivariate case. Recall that if a valuation domain $\mathbf{V}$ has Krull dimension $\leq 1$ then $\mathbf{V}\langle X\rangle$ is a Bezout domain of Krull dimension $\leq 1$ (see Theorem 132).

For any ring $\mathbf{R}$, one can define by induction the ring

$$
\mathbf{R}\left\langle X_{1}, \ldots, X_{n}\right\rangle:=\left(\mathbf{R}\left\langle X_{1}, \ldots, X_{n-1}\right\rangle\right)\left\langle X_{n}\right\rangle
$$

It is in fact the localization of the multivariate polynomial ring $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ at the monoid

$$
S_{n}=\left\{p \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \mid \operatorname{LC}(p)=1\right\}
$$

where $\mathrm{LC}(p)$ denotes the leading coefficient of $p$ with respect to the lexicographic monomial order on with $X_{1}<X_{2}<\cdots<X_{n}$.
As mentioned above, if $\mathbf{V}$ is a valuation domain with dimension $\leq 1$, then $\mathbf{V}\left\langle X_{1}, \ldots, X_{n}\right\rangle$ is a Bezout domain with Krull dimension $\leq 1$.

The following result gives a solution to the Gröbner Ring Conjecture 254 in the lexicographic monomial order case.

Theorem 256. ([185]) For a valuation domain V, fixing the lexicographic order as monomial order, the following assertions are equivalent:
(1) For any finitely-generated ideal I of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, the leading terms ideal $\mathrm{LT}(I)$ is also finitely-generated.
(2) If $J$ is a finitely-generated ideal of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, then $J \cap \mathbf{V}$ is a principal ideal of $\mathbf{V}$.
(3) $\operatorname{dim} \mathbf{V} \leq 1$.

Proof. For proving the implications " $(1) \Rightarrow(2) \Rightarrow(3)$ " do as in the proof of Theorem 255.
"(3) $\Rightarrow$ (1)" We suppose that $X_{1}<X_{2}<\cdots<X_{n}$. We proceed by induction on $n$. The result is obviously true for $n=0$. Let $I$ be a finitely-generated nonzero ideal of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, say $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$. Denoting by $\mathbf{K}$ the quotient field of $\mathbf{V}$ and setting $\Delta:=\operatorname{gcd}\left(f_{1}, \ldots, f_{s}\right)$ in $\mathbf{K}\left[X_{1}, \ldots, X_{n}\right]$, we have $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle=\left\langle\Delta h_{1}, \ldots, \Delta h_{s}\right\rangle$ for some coprime polynomials $h_{1}, \ldots, h_{s} \in \mathbf{K}\left[X_{1}, \ldots, X_{n}\right]$. Replacing $I$ by $\alpha I$ for an appropriate $\alpha \in \mathbf{V} \backslash\{0\}$, we may suppose that $\Delta, h_{1}, \ldots, h_{s} \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$. As $\mathbf{V}$ is a valuation domain, there is one coefficient $a$ of one of the $h_{i}$ 's which divides all the others. Thus, one can write $I=a \Delta\left\langle g_{1}, \ldots, g_{s}\right\rangle$ where $\Delta, g_{1}, \ldots, g_{s} \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, $\operatorname{gcd}\left(g_{1}, \ldots, g_{s}\right)=1$ in $\mathbf{K}\left[X_{1}, \ldots, X_{n}\right]$ and at least one of the $g_{i}$ 's is primitive. In particular, it follows that $\operatorname{gcd}\left(g_{1}, \ldots, g_{s}\right)=1$ in $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$. As $\mathbf{V}\left\langle X_{1}, \ldots, X_{n}\right\rangle$ is a Bezout domain, denoting by $J=\left\langle g_{1}, \ldots, g_{s}\right\rangle$, we infer that

$$
J \cap S_{n} \neq \emptyset .
$$

Since proving that $\mathrm{LT}(I)$ is finitely-generated amounts to proving that $\mathrm{LT}(J)$ is finitely-generated, one may suppose that $I \cap S_{n} \neq \emptyset$. Moreover, by a change of variables "à la Nagata", we can suppose that $I$ contains a monic polynomial at the variable $X_{n}$. Note that this change of variables does not "distort" our lexicographic monomial order. To see this, let us consider the case of two variables $X$ and $Y$ with $Y>X$ and denote the change of variables by

$$
\varphi: Y \mapsto Y+X^{r}, X \mapsto X, \text { with } r \in \mathbb{N}^{*} .
$$

We have for $n, n^{\prime}, m, m^{\prime} \in \mathbb{N}$,

$$
\begin{aligned}
& \operatorname{LM}\left(\varphi\left(X^{n} Y^{m}\right)\right)>\operatorname{LM}\left(\varphi\left(X^{n^{\prime}} Y^{m^{\prime}}\right)\right) \Leftrightarrow \operatorname{LM}\left(X^{n}\left(Y+X^{r}\right)^{m}\right)>\operatorname{LM}\left(X^{n^{\prime}}\left(Y+X^{r}\right)^{m^{\prime}}\right) \\
& \Leftrightarrow X^{n}\left(\mathrm{LM}\left(Y+X^{r}\right)\right)^{m}>X^{n^{\prime}}\left(\mathrm{LM}\left(Y+X^{r}\right)\right)^{m^{\prime}} \Leftrightarrow X^{n} Y^{m}>X^{n^{\prime}} Y^{m^{\prime}}
\end{aligned}
$$

From now on, denoting by $\mathbf{A}=\mathbf{V}\left[X_{1}, \ldots, X_{n-1}\right]$, the leading terms of polynomials in $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$ will be denoted using "LT" when considered as multivariate polynomials at the variables $X_{1}, \ldots, X_{n}$ and using "L" when considered as univariate polynomials at the variable $X_{n}$ (i.e., in $\mathbf{A}\left[X_{n}\right]$ ). By virtue of Theorem 75 and its proof, with $\mathbf{A}$ as above and $X=X_{n}$, (A being coherent, see Corollary 369), we have

$$
\mathrm{L}(I)=\left\langle c_{1}\left(X_{1}, \ldots, X_{n-1}\right) X_{n}^{\alpha_{1}}, \ldots, c_{\ell}\left(X_{1}, \ldots, X_{n-1}\right) X_{n}^{\alpha_{\ell}}, X_{n}^{m}\right\rangle
$$

for some $\alpha_{1} \leq \cdots \leq \alpha_{\ell}<m$ in $\mathbb{N}$ and $c_{i} \in \mathbf{A}$. One can rewrite $\left\{\alpha_{1}, \ldots \alpha_{\ell}\right\}=$ $\left\{\beta_{1}, \ldots \beta_{r}\right\}$ with $\beta_{1}<\cdots<\beta_{r}$. For $1 \leq j \leq r$, we set

$$
\mathfrak{I}_{j}:=\operatorname{LT}\left(\left\langle c_{i} \mid \alpha_{i} \leq \beta_{j}\right\rangle\right)
$$

Now, for $f \in I$, let us denote by $\operatorname{LT}(f)=u X_{1}^{\gamma_{1}} \cdots X_{n-1}^{\gamma_{n-1}} X_{n}^{\gamma_{n}}$ and $\mathrm{L}(f)=(\cdots+$ $\left.u X_{1}^{\gamma_{1}} \cdots X_{n-1}^{\gamma_{n-1}}\right) X_{n}^{\gamma_{n}}$ with $u \in \mathbf{V}$. If $\gamma_{n} \geq m$, then $\operatorname{LT}(f) \in\left\langle X_{n}^{m}\right\rangle$. Otherwise, as

$$
\mathrm{LT}(f)=\mathrm{LT}(\mathrm{~L}(f))
$$

then by writing $\mathrm{L}(f)$ as an element of $\left\langle c_{1} X_{n}^{\alpha_{1}}, \ldots, c_{\ell} X_{n}^{\alpha_{\ell}}, X_{n}^{m}\right\rangle$ and using Lemma 217, one easily obtains that

$$
\mathrm{L}(f) \in \mathfrak{I}_{1} \cdot\left\langle X_{n}^{\beta_{1}}\right\rangle \vee \cdots \vee \mathfrak{I}_{r} \cdot\left\langle X_{n}^{\beta_{r}}\right\rangle
$$

Thus,

$$
\mathrm{LT}(I)=\mathfrak{I}_{1} \cdot\left\langle X_{n}^{\beta_{1}}\right\rangle+\cdots+\mathfrak{I}_{r} \cdot\left\langle X_{n}^{\beta_{r}}\right\rangle+\left\langle X_{n}^{m}\right\rangle
$$

By the induction hypothesis, all the $\Im_{j}$ 's are finitely-generated and, thus, so is $\operatorname{LT}(I)$.

Corollary 257. A valuation domain is Gröbner if and only if its Krull dimension is $\leq 1$.

The following question was pointed to us by Henri Lombardi for further extension of Corollary 257 to domains whose divisors group have dimension $\leq 1$.

Question 258. Is a strongly discrete coherent unique factorization domain Gröbner?

### 3.3.4 When a Coherent Valuation Ring with Zero-Divisors is Gröbner?

Notation 259. Let $a$ be an element of a ring R. Recall that the annihilator of $a$ in $\mathbf{R}$ is the ideal

$$
\operatorname{Ann}(a):=\{x \in \mathbf{R} \mid x a=0\} .
$$

As the sequence $\left(\operatorname{Ann}\left(a^{n}\right)\right)_{n \in \mathbb{N}}$ is nondecreasing,

$$
\operatorname{Ann}\left(a^{\infty}\right):=\cup_{n \in \mathbb{N}} \operatorname{Ann}\left(a^{n}\right)
$$

is an ideal of $\mathbf{R}$.
For example, if $a$ is regular then $\operatorname{Ann}\left(a^{\infty}\right)=\{0\}$, and if it is nilpotent $\operatorname{Ann}\left(a^{\infty}\right)=$ R.

Lemma 260. Let $\mathbf{R}$ be a discrete ring. For any $a \in \mathbf{R}$, we have:

$$
\langle 1+a X\rangle \cap \mathbf{R}=\operatorname{Ann}\left(a^{\infty}\right) \quad \& \operatorname{LT}(\langle 1+a X\rangle)=\operatorname{Ann}\left(a^{\infty}\right)[X]+\langle a X\rangle
$$

In particular, $\mathrm{LT}(\langle 1+a X\rangle)$ is finitely-generated if and only if so is $\operatorname{Ann}\left(a^{\infty}\right)$.
Proof. Letting $c \in\langle 1+a X\rangle \cap \mathbf{R}$, there exists $g=\sum_{i=0}^{m} b_{i} X^{i} \in \mathbf{R}[X]$ such that

$$
(1+a X) g=c \in \mathbf{R}
$$

By identification, we have $a b_{m}=0, b_{m}+a b_{m-1}=0, \ldots, b_{1}+a b_{0}=0, b_{0}=c$, and thus $b_{k}=(-a)^{k} c \forall 0 \leq k \leq m$ and $a^{m+1} c=0$.
Conversely, letting $b \in \operatorname{Ann}\left(a^{\infty}\right)$, there exists $n \in \mathbb{N}$ such that $b a^{n}=0$. It follows that

$$
b(1+a X)\left(1-a X+\cdots+(-a)^{n-1} X^{n-1}\right)=b\left(1-(-a)^{n} X^{n}\right)=b,
$$

and, thus, $b \in\langle 1+a X\rangle \cap \mathbf{R}$. We conclude that $\langle 1+a X\rangle \cap \mathbf{R}=\operatorname{Ann}\left(a^{\infty}\right)$ and necessarily $\operatorname{Ann}\left(a^{\infty}\right)[X]+\langle a X\rangle \subseteq \operatorname{LT}(\langle 1+a X\rangle)$.
Letting $f=c_{0}+c_{1} X+\cdots+c_{n} X^{n} \in\langle 1+a X\rangle$ (we suppose that $n \geq 1$ ), there exists $g=\sum_{i=0}^{m} b_{i} X^{i} \in \mathbf{R}[X](m+1 \geq n)$ such that

$$
(1+a X) g=f
$$

By identification, we have

$$
S:\left\{\begin{array}{l}
a b_{m}=0 \\
b_{m}+a b_{m-1}=0 \\
\vdots \\
b_{n+1}+a b_{n}=0 \\
b_{n}+a b_{n-1}=c_{n} \\
\vdots \\
b_{1}+a b_{0}=c_{1} \\
b_{0}=c_{0},
\end{array}\right.
$$

and, thus, $b_{n}=c_{n}-a c_{n-1}+\cdots+(-a)^{n} c_{0}$ and $a^{m-n+1} b_{n}=0$. It follows that $b_{n} \in$ $\operatorname{Ann}\left(a^{\infty}\right)$ and $c_{n} \in \operatorname{Ann}\left(a^{\infty}\right)+\langle a\rangle$, as desired.
The final particular affirmation easily follows by adapting the second members in the equalities of $S$.

Proposition 261. For any discrete ring $\mathbf{R}$, we have (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) where:
(i) $\mathbf{R}$ is 1-Gröbner.
(ii) If $J$ is a finitely-generated ideal of $\mathbf{R}[X]$, then $J \cap \mathbf{R}$ is a finitely-generated ideal of $\mathbf{R}$.
(iii) For any $a \in \mathbf{R}, \operatorname{Ann}\left(a^{\infty}\right)$ is a finitely-generated ideal of $\mathbf{R}$.

Proof. "(i) $\Rightarrow$ (ii)" Let $J$ be a finitely-generated ideal of $\mathbf{R}[X]$. As $\langle\mathrm{LT}(J)\rangle$ is finitelygenerated, denote it by $\left\langle h_{1}, \ldots, h_{s}\right\rangle$ where $h_{1}, \ldots, h_{s}$ are terms. We can suppose that $h_{1}, \ldots, h_{r} \in \mathbf{R}$ and $h_{r+1}, \ldots, h_{s} \notin \mathbf{R}$ where $1 \leq r \leq s$. It is clear that $J \cap \mathbf{R}=$ $\left\langle h_{1}, \ldots, h_{r}\right\rangle$.
"(ii) $\Rightarrow$ (iii)" This follows immediately from Lemma 260.

In the following, we give an example of a ring in which assertion (iii) of Proposition 261 fails. Moreover, this example shows also that if $\mathbf{R}$ is 1-Gröbner, and $\mathfrak{a}$ is an ideal of $\mathbf{R}$, then $\mathbf{R} / \mathfrak{a}$ need not be 1 -Gröbner.

Example 262. Take $X_{0}, X_{1}, X_{2}, \ldots$ infinitely many independent indeterminates over a discrete field $\mathbf{K}$ and consider the ring $\mathbf{R}:=\mathbf{K}\left[X_{n}: n \geq 0\right] /\left\langle X_{0}^{k} X_{k}: k \geq 1\right\rangle$. Then, clearly

$$
\operatorname{Ann}\left(\bar{X}_{0}^{\infty}\right)=\left\langle\bar{X}_{k}: k \geq 1\right\rangle,
$$

which is not a finitely-generated ideal of $\mathbf{R}$. It follows, by virtue of Proposition 261, that $\mathbf{R}$ is not 1-Gröbner, though $\mathbf{K}\left[X_{n}: n \geq 0\right]$ is 1-Gröbner because a finitelygenerated ideal of $\mathbf{K}\left[X_{n}: n \geq 0\right][X]$ involves in its generators only a finite number of indeterminates among the $X_{i}$ 's.

Definition 263. (The Archimedean Property) We say that a valuation ring $\mathbf{V}$ is archimedean if

$$
\forall a, b \in \operatorname{Rad}(\mathbf{V}) \backslash\{0\} \exists n \in \mathbb{N} \mid a \text { divides } b^{n}
$$

where $\operatorname{Rad}(\mathbf{V})$ denotes the radical of $\mathbf{V}$.

For valuation domains, the situation is clear (this is folklore):
Proposition 264. For any valuation domain $\mathbf{V}$, the following three assertions are equivalent:
(i) $\mathbf{V}$ is archimedean.
(ii) The valuation group of $\mathbf{V}$ is archimedean.
(iii) $\operatorname{dim} \mathbf{V} \leq 1$.

Proof. See Exercise 372.

For a valuation ring with zero-divisors, the implication "(iii) $\Rightarrow$ (i)" in Proposition 264 is no longer true (see Example 268). The following proposition gives a characterization of archimedean valuation rings by means of Krull dimension.

Proposition 265. ([123]) Let $\mathbf{V}$ be a valuation ring. Then, $\mathbf{V}$ is archimedean if and only if either $\mathbf{V}$ is a valuation domain of Krull dimension $\leq 1$, or $\mathbf{V}$ contains a nonzero zero-divisor and is zero-dimensional.

Proof. A nonconstructive proof. Denote by $\mathfrak{m}$ the maximal ideal of $\mathbf{V}$. Assume that $\mathbf{V}$ is archimedean, let $\mathfrak{p}$ be any prime ideal of $\mathbf{V}$ and fix a nonzero element $a$ of $\mathfrak{p}$. Since, for every $b \in \mathfrak{m}$, there exists $n$ such that $a$ divides $b^{n}, b \in \mathfrak{p}$, and hence, $\mathfrak{m}=\mathfrak{p}$. Conversely, if $\operatorname{dim} \mathbf{V}=0$, every element of $\mathfrak{m}$ is nilpotent and $\mathbf{V}$ is archimedean.

A constructive proof. The proof above can be transformed into a constructive one as follows: assume that $\mathbf{V}$ is archimedean. If $\mathbf{V}$ is reduced then it is necessarily without zero-divisors (for $a, b, c \in \mathbf{V}, a b=0 \& b=a c \Rightarrow a^{2} c=0 \Rightarrow(a c)^{2}=0 \Rightarrow a c=$ $0 \Rightarrow b=0$ ) and thus $\operatorname{dim} \mathbf{V} \leq 1$. Otherwise, there exists a nonzero nilpotent element $a$ in $\mathbf{V}$ and hence, as above, any element in $\operatorname{Rad}(\mathbf{V})$ is nilpotent. Thus, $\operatorname{dim} \mathbf{V}=0$.

Remark 266. In order for the disjunction in Proposition 265 to become fully constructive, we have to suppose that we can test the existence of a nonzero nilpotent element in $\mathbf{V}$.

Theorem 267. For any valuation ring $\mathbf{V}$, we have (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) where:
(i) $\mathbf{V}$ is 1-Gröbner.
(ii) If $J$ is a finitely-generated ideal of $\mathbf{V}[X]$, then $J \cap \mathbf{V}$ is a principal ideal of $\mathbf{V}$.
(iii) $\mathbf{V}$ is archimedean (in particular, $\operatorname{dim} \mathbf{V} \leq 1$ ).

Proof. By virtue of Proposition 261, we have only to prove that "(ii) $\Rightarrow$ (iii)". For this, by way of contradiction, suppose that $\mathbf{V}$ is not archimedean and take $a, b \in$ $\operatorname{Rad}(\mathbf{V}) \backslash\{0\}$ such that $b^{n}$ divides $a$ for every $n \in \mathbb{N}$. Let us denote by $J$ the ideal of
$\mathbf{V}[X]$ generated by $g_{1}=b X+1$ and $g_{2}=a$. Because $J$ is finitely-generated, $J \cap \mathbf{V}$ is principal, write $J \cap \mathbf{V}=\langle c\rangle$. As $c \in J$, it can be written in the form

$$
c=U(X) \cdot(b X+1)+V(X) \cdot a,
$$

with $U(X), V(X) \in \mathbf{V}[X]$. Denoting by $U(X)=\sum_{i=0}^{k-1} u_{i} X^{i}$ and $V(X)=\sum_{j=0}^{k} v_{j} X^{j}$, with $u_{i}, v_{j} \in \mathbf{V}$ and $k \geq \max (1, \operatorname{deg} U+1, \operatorname{deg} V)$, we have by identification:

```
\(b u_{k-1}+a v_{k}=0 \Rightarrow b u_{k-1}=a\left(-v_{k}\right)\),
\(b u_{k-2}+u_{k-1}+v_{k-1} a=0 \Rightarrow b^{2} u_{k-2}=a\left(v_{k}-b v_{k-1}\right)\),
:
\(b^{k} u_{0}=a \gamma\), where \(\gamma=\sum_{i=1}^{k}(-1)^{k-i} b^{k-i} v_{i}\).
```

Now, $c=u_{0}+v_{0} a \Rightarrow b^{k} c=b^{k} u_{0}+b^{k} v_{0} a=a\left(\gamma+b^{k} v_{0}\right)=a r$ where $r=\gamma+b^{k} v_{0} \in$ V.

On the other hand, let $x \in \mathbf{V}$ be such that $a=x b^{k+1}$. For $1 \leq j \leq k+1$ let $x_{j}=$ $x b^{k+1-j}$, so that $x_{j} b^{j}=a$. We have $x_{1} g_{1}-X g_{2}=x_{1}=: g_{3} \in J, \ldots, g_{k+2}:=x_{k} \in$ $J, g_{k+3}:=x_{k+1}=x=x_{k+1} g_{1}-X g_{k+2} \in J$. Thus, $c$ divides $x_{k+1}$, and then $c b^{k+1}$ divides $a$. It follows that $a=c b^{k+1} s=a r s b$ (for some $s \in \mathbf{V}$ ) and thus $(1-r s b) a=$ 0 . As $1-r s b \in \mathbf{V}^{\times}$, we infer that $a=0$, a contradiction.

The example below, shows that, contrary to the case of valuation domains (Theorem 255), If $\mathbf{V}$ is a one-dimensional valuation ring with zero-divisors, there may exist a finitely-generated ideal $J$ of $\mathbf{V}[X]$ whose leading terms ideal $\operatorname{LT}(J)$ is not finitely-generated.

Example 268. ([123]) Let $\mathbf{T}$ be a rank-two valuation domain explicitly given and take a nonzero element $a$ in the height-one prime ideal of $\mathbf{T}$. For example, one can consider a valuation domain $\mathbf{T}$ whose valuation group is $\mathbb{Z} \times \mathbb{Z}$ equipped with the lexicographic order, and $a$ an element in $\mathbf{T}$ whose valuation is $(0,1)$.
Then $\mathbf{V}:=\mathbf{T} /\langle a\rangle$ is a one-dimensional valuation ring which is not archimedean (by virtue of Proposition 265), and hence, is not 1-Gröbner (by virtue of Theorem 267).

### 3.3.4.1 Buchberger's Algorithm for Strongly Discrete Coherent Archimedean Valuation Rings

Recall that a valuation ring $\mathbf{V}$ is coherent if for any $a \in \mathbf{V}, \operatorname{Ann}(a)$ is principal.
Algorithm 269. (Buchberger's Algorithm for Coherent Archimedean Valuation Rings)
Input: $g_{1}, \ldots, g_{s} \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, where $\mathbf{V}$ is a coherent archimedean valuation ring Output: a Gröbner basis $G$ for $\left\langle g_{1}, \ldots, g_{s}\right\rangle$ with respect to the lexicographic monomial order $>$, with $\left\{g_{1}, \ldots, g_{s}\right\} \subseteq G$
$G:=\left\{g_{1}, \ldots, g_{s}\right\}$
REPEAT
$G^{\prime}:=G$

For each pair $f_{i}, f_{j}$ in $G^{\prime} \mathrm{DO}$
$S:=\overline{S\left(f_{i}, f_{j}\right)}{ }^{\prime}$
If $S \neq 0$ THEN $G:=G^{\prime} \cup\{S\}$
UNTIL $G=G^{\prime}$
Theorem 270. Algorithm 269 terminates and is correct.
Proof. The termination proof of Algorithm 269 is included in the proof of Theorem 272. The correctness of Algorithm 269 ensues from Theorem 244.

The following example shows that an archimedean valuation ring need not be coherent.

Example 271. Let $\mathbf{W}$ be a non-Noetherian valuation domain of Krull dimension 1, denote by $\mathfrak{m}$ its radical, and consider $\alpha \in \mathfrak{m} \backslash\{0\}$. The ring $\mathbf{V}:=\mathbf{W} / \alpha \mathfrak{m}$ is a zerodimensional (local with $\mathfrak{m} / \alpha \mathfrak{m}$ as radical) valuation ring, and hence, archimedean by virtue of Proposition 265. It is clear that in $\mathbf{V}, \operatorname{Ann}(\bar{\alpha})=\mathfrak{m} / \alpha \mathfrak{m}$ which is not principal as $\mathfrak{m}$ is not principal as an ideal of $\mathbf{W}$.

Theorem 272. Let $\mathbf{V}$ be a valuation ring. Then, $\mathbf{V}$ is Gröbner if and only if $\mathbf{V}$ is both coherent and archimedean, or also, if and only if either $\mathbf{V}$ is a valuation domain of Krull dimension $\leq 1$, or $\mathbf{V}$ contains a nonzero zero-divisor, $\mathbf{V}$ is zero-dimensional and the annihilator of any element in $\mathbf{V}$ is finitely-generated.

Proof. Let $I$ be a finitely-generated ideal of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$ and fix the lexicographic order as monomial order. A finite basis for $\mathrm{LT}(I)$ can be obtained by executing Buchberger's Algorithm for coherent valuation rings (Algorithm 269). As a matter of fact, on the one hand, the hypothesis " $V$ is a valuation ring" is needed for the computation of the $S$-polynomials of the form $S\left(f_{i}, f_{j}\right)$ with $i \neq j$, while the coherence hypothesis is needed for the computation of the auto-S-polynomials of the form $S\left(f_{i}, f_{i}\right)$. Thus, the hypothesis " $\mathbf{V}$ is a coherent valuation ring" ensures the correctness of the algorithm. On the other hand, the hypothesis " $V$ is archimedean" (not all the powers of an element in $\operatorname{Rad}(\mathbf{V}) \backslash\{0\}$ can divide another element in $\operatorname{Rad}(\mathbf{V}) \backslash\{0\}$ ) ensures its termination (as in the integral case, Theorem 256) because it is the same algorithm, only the computation of the $S\left(f_{i}, f_{i}\right)$ is added. This latter does not affect the termination of the algorithm as $\left.\operatorname{mdeg}\left(S\left(f_{i}, f_{i}\right)\right)<\operatorname{mdeg}\left(f_{i}\right)\right)$.

Remark 273. In order for the disjunction in Theorem 272 to become fully constructive, we have to suppose that we can test the existence of a nonzero nilpotent element in $\mathbf{V}$.

### 3.3.5 Dynamical Gröbner Bases Over Gröbner Arithmetical Rings

The concept of Gröbner basis was originally introduced by Buchberger in his Ph.D. thesis (1965) in order to solve the ideal membership problem for polynomial rings over a field [22]. The ideal membership problem has received considerable attention from the constructive algebra community resulting in algorithms that generalize the work of Buchberger [3, 6, 7, 65, 86]. A dynamical approach to Gröbner bases over PID was first introduced in [181, 183]. Our goal in this subsection is to extend the notion of dynamical Gröbner basis to Gröbner arithmetical rings.

First note that for a Dedekind domain $\mathbf{R}$ with field of fractions $\mathbf{F}$, a necessary condition so that $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is: $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{F}\left[X_{1}, \ldots, X_{n}\right]$.
Suppose that this condition is fulfilled, that is, there exists $d \in \mathbf{R} \backslash\{0\}$ such that

$$
d f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle \text { in } \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]
$$

If the base ring $\mathbf{R}$ is a Dedekind domain in which complete prime factorization is feasible, we can write

$$
\langle d\rangle=\prod_{i=1}^{\ell} \mathfrak{p}_{i}^{n_{i}},
$$

where the $\mathfrak{p}_{i}$ 's are nonzero distinct prime ideals of $\mathbf{R}$, and $n_{i} \in \mathbb{N} \backslash\{0\}$.
Other necessary conditions so that $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is: $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{R}_{\mathfrak{p}_{i}}\left[X_{1}, \ldots, X_{n}\right]$ for each $1 \leq i \leq \ell$. Here the polynomial ring is over the Noetherian valuation domain $\mathbf{R}_{\mathfrak{p}_{i}}$. Write:

$$
d_{i} f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle \text { in } \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \text { for some } d_{i} \in \mathbf{R} \backslash \mathfrak{p}_{i} \text { (i). }
$$

Since no prime of $\mathbf{R}$ contains the ideal $\left\langle d, d_{1}, \ldots, d_{\ell}\right\rangle$, we obtain that $1 \in$ $\left\langle d, d_{1}, \ldots, d_{\ell}\right\rangle$, that is, we can find an equality $\alpha d+\alpha_{1} d_{1}+\cdots+\alpha_{\ell} d_{\ell}=1, \alpha, \alpha_{i} \in \mathbf{R}$. Using this Bezout identity, we can find an equality asserting that $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Thus, the necessary conditions are sufficient and it suffices to treat the problem in case the base ring is a Noetherian valuation domain.
This method raises the following question:
How to avoid the obstacle of complete prime factorization when it is expensive or infeasible in the considered Dedekind ring?

The fact that the method explained above is based on gluing "local realizability" appeals to the use of dynamical methods, namely, the use of the notion of "dynamical Gröbner basis". Our goal is to mimic dynamically as much as we can the method explained above using a constructive theory of Dedekind rings, or more generally, Gröbner arithmetical rings.

### 3.3.5.1 How to Construct a Dynamical Gröbner Basis Over a Gröbner Arithmetical Ring?

Definition 274. A dynamical Gröbner basis of an ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is a set $G=\left\{\left(G_{1}, S_{1}\right), \ldots,\left(G_{\ell}, S_{\ell}\right)\right\}$, where $S_{1}, \ldots, S_{\ell}$ are comaximal multiplicative subsets of $\mathbf{R}$, and, for each $1 \leq i \leq \ell, G_{i}$ is a Gröbner basis for $S_{i}^{-1} I$ in the ring $\left(S_{i}^{-1} \mathbf{R}\right)\left[X_{1}, \ldots, X_{n}\right]$.
Example 275. (Examples 241 and 252 Continued) Let $\mathbf{V}_{1}=\mathbb{Z}_{2 \mathbb{Z}}=\left\{\left.\frac{a}{b} \in \mathbb{Q} \right\rvert\,(a, b) \in\right.$ $\mathbb{Z} \times \mathbb{Z}$ and $b$ is odd $\}, \mathbf{V}_{2}=\mathbb{Z} / 16 \mathbb{Z}=\mathbb{Z} / 2^{4} \mathbb{Z}$, and $\mathbf{T}=\mathbf{V}_{1} \times \mathbf{V}_{2}$. Note that $\mathbf{T}$ is a Gröbner arithmetical ring by Proposition 283.
Consider the ideal $I=\left\langle f_{1}=(2,1)+(0,2) Y+(0,8) X+(12,0) X Y, f_{2}=(8,0) Y^{2}\right\rangle \subseteq$ $\mathbf{T}[X, Y]$, and fix the lexicographic order as monomial order with $X>Y$.
Let us denote by $\mathbf{e}_{\mathbf{1}}=(1,0), \mathbf{e}_{\mathbf{2}}=(0,1)$, and $\mathbf{1}=(1,1)=\mathbf{e}_{\mathbf{1}}+\mathbf{e}_{\mathbf{2}}$ the unit of $\mathbf{R}$. We know in advance that the monoids $S_{1}=\mathbf{e}_{1}{ }^{\mathbb{N}}$ and $S_{2}=\mathbf{e}_{2}{ }^{\mathbb{N}}$ are comaximal with

$$
S_{1}^{-1} \mathbf{T}=\mathbf{T}\left[\frac{\mathbf{1}}{\mathbf{e}_{\mathbf{1}}}\right] \cong \mathbf{V}_{1}=\mathbb{Z}_{2 \mathbb{Z}} \text { and } S_{2}^{-1} \mathbf{T}=\mathbf{T}\left[\frac{\mathbf{1}}{\mathbf{e}_{\mathbf{2}}}\right] \cong \mathbf{V}_{2}=\mathbb{Z} / 16 \mathbb{Z}
$$

This can be represented as follows:


Denoting by $\pi_{1}$ and $\pi_{2}$, the first and second projections, respectively, we have $\pi_{1}(\mathbf{T})=\mathbf{V}_{1}, \pi_{2}(\mathbf{T})=\mathbf{V}_{2}$,

$$
\pi_{1}(I)=\left\langle 2+12 X Y, 8 Y^{2}\right\rangle, \text { and } \pi_{2}(I)=\langle 1+2 Y+8 X\rangle .
$$

By Examples 241 and 252, we know that $G_{1}=\{2\}$ is a Gröbner basis for $\pi_{1}(I)$ and $G_{2}=\{1\}$ is a Gröbner basis for $\pi_{2}(I)$. So, denoting by $\mathscr{G}_{i}=\mathbf{e}_{\mathbf{i}} G_{i}=\left\{\mathbf{e}_{\mathbf{i}} g: g \in\right.$ $\left.G_{i}\right\}, G=\left\{\left(\mathscr{G}_{1}, \mathbf{e}_{1}{ }^{\mathbb{N}}\right),\left(\mathscr{G}_{2}, \mathbf{e}_{2}{ }^{\mathbb{N}}\right)\right\}=\left\{\left(\{(2,0)\}, \mathbf{e}_{1}{ }^{\mathbb{N}}\right),\left(\{(0,1)\}, \mathbf{e}_{2}{ }^{\mathbb{N}}\right)\right\}$ is a dynamical Gröbner basis for $I$.

Let $\mathbf{R}$ be a Gröbner arithmetical ring (for example, a Dedekind ring), $I=$ $\left\langle f_{1}, \ldots, f_{s}\right\rangle$ a nonzero finitely-generated ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and fix a monomial order $>$. The purpose is to construct a dynamical Gröbner basis $G$ for $I$.

### 3.3.5.2 Dynamical Version of Buchberger's Algorithm for Coherent Arithmetical Rings

This algorithm works like Buchberger's Algorithm 269 for coherent valuation rings. The only difference is when it has to handle two incomparable (under division) elements $a, b$ in $\mathbf{R}$. In this situation, one should first compute $u, v, w \in \mathbf{R}$ such that

$$
\left\{\begin{array}{l}
u b=v a \\
w b=(1-u) a .
\end{array}\right.
$$

Now, one opens two branches: the computations are pursued in $\mathbf{R}_{u}$ and $\mathbf{R}_{1-u}$.

- First possibility: the two incomparable elements $a$ and $b$ are encountered when performing the division algorithm (analogous to the division algorithm in the case of a valuation ring). Suppose that one has to divide a term $a X^{\alpha}=$ $\mathrm{LT}(f)$ by another term $b X^{\beta}=\mathrm{LT}(g)$ with $X^{\beta}$ divides $X^{\alpha}$.

In the ring $\mathbf{R}_{1-u}: f=\frac{w}{1-u} \frac{X^{\alpha}}{X^{\beta}} g+r(\operatorname{mdeg}(r)<\operatorname{mdeg}(f))$ and the division is pursued with $f$ replaced by $r$.

In the ring $\mathbf{R}_{u}: \operatorname{LT}(f)$ is not divisible by $\mathrm{LT}(g)$ and thus $f=\bar{f}^{\{g\}}$.

- Second possibility: the two incomparable elements $a$ and $b$ are encountered when computing $S(f, g)$ with $\mathrm{LT}(f)=a X^{\alpha}$ and $\mathrm{LT}(g)=b X^{\beta}$. Denote $\gamma=$ $\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, with $\gamma_{i}=\max \left(\alpha_{i}, \beta_{i}\right)$ for each $i$.

In the ring $\mathbf{R}_{1-u}: S(f, g)=\frac{X^{\gamma}}{X^{\alpha}} f-\frac{w}{1-u} \frac{X^{\gamma}}{X^{\beta}} g$.
In the ring $\mathbf{R}_{u}: S(f, g)=\frac{v}{u} \frac{X^{\gamma}}{X^{\alpha}} f-\frac{X^{\gamma}}{X^{\beta}} g$.

At each new branch, if $S=\overline{S(f, g)}{ }^{G^{\prime}} \neq 0$ where $G^{\prime}$ is the current Gröbner basis, then $S$ must be added to $G^{\prime}$.

### 3.3.5.3 The Ideal Membership Problem Over Gröbner Arithmetical Rings

Theorem 276. (Dynamical Gluing)
Let $\mathbf{R}$ be a Gröbner arithmetical ring, $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ a nonzero finitely-generated ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right], f \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and fix a monomial order. Suppose that $G=\left\{\left(G_{1}, S_{1}\right), \ldots,\left(G_{k}, S_{k}\right)\right\}$ is a dynamical Gröbner basis for I in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Then, $f \in I$ if and only if $\bar{f}^{G_{i}}=0$ in $\left(S_{i}^{-1} \mathbf{R}\right)\left[X_{1}, \ldots, X_{n}\right]$ for each $1 \leq i \leq k$.

Proof. " $\Rightarrow^{\prime \prime}$ This follows from the fact that $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in the ring $\left(S_{i}^{-1} \mathbf{R}\right)$ $\left[X_{1}, \ldots, X_{n}\right]$ and from the valuation case.
" $\Leftarrow$ " Since $\bar{f}^{G_{i}}=0$, then $f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\left(S_{i}^{-1} \mathbf{R}\right)\left[X_{1}, \ldots, X_{n}\right]$, for each $1 \leq i \leq k$. This means that for each $1 \leq i \leq k$, there exist $s_{i} \in S_{i}$ and $h_{i, 1}, \ldots, h_{i, s} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that

$$
s_{i} f=h_{i, 1} f_{1}+\cdots+h_{i, s} f_{s} .
$$

Using the fact that $S_{1}, \ldots, S_{k}$ are comaximal, there exist $a_{1}, \ldots, a_{k} \in \mathbf{R}$ such that $\sum_{i=1}^{k} a_{i} s_{i}=1$. It follows that

$$
f=\left(\sum_{i=1}^{k} a_{i} h_{i, 1}\right) f_{1}+\cdots+\left(\sum_{i=1}^{k} a_{i} h_{i, s}\right) f_{s} \in I
$$

### 3.3.5.4 Locally Gröbner Rings

Definition 277. Let $\mathbf{R}$ ba a strongly discrete coherent ring. We say that $\mathbf{R}$ is locally Gröbner if, for every $n$, fixing the lexicographic order as monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, every finitely-generated ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ has a dynamical Gröbner basis.
Within classical mathematics, this amount to saying that $\mathbf{R}_{\mathfrak{m}}$ is Gröbner for every maximal ideal $\mathfrak{m}$ of $\mathbf{R}$.

Lemma 278. If $\mathbf{R}$ is a locally Gröbner arithmetical ring the so is $\mathbf{R}\left[\frac{1}{a}\right]$ for any $a \in \mathbf{R}$.

Proof. We have only to prove that for any $b_{1}, \ldots, b_{n} \in \mathbf{R}$, the ideal $\left\langle b_{1}, \ldots, b_{n}\right\rangle: a^{\infty}$ is finitely generated. This follows from Exercise 387.

The following result is not fully constructive. To be so, when using the "dynamical evaluation" one has to be able to ensure that one of the two situations mentioned by Corollary 279 applies.

Proposition 279. Let $\mathbf{R}$ be an arithmetical ring. Then, $\mathbf{R}$ is locally Gröbner if and only if, locally, it is a valuation domain of Krull dimension $\leq 1$ or a zerodimensional coherent valuation ring. In particular, a Gröbner arithmetical ring has Krull dimension $\leq 1$.

Proof. This can be seen via Dynamical Gröbner bases.

Examples of locally Gröbner arithmetical rings are valuation domains of Krull dimension $\leq 1$, zero-dimensional coherent valuation rings, and Dedekind rings (i.e., arithmetical coherent Noetherian rings). Also, a finite product of Gröbner valuation rings is a Gröbner arithmetical ring (see Example 275 and Proposition 283).

Proposition 280. A Dedekind ring is a locally Gröbner arithmetical ring. It is, locally, a valuation domain of Krull dimension $\leq 1$ or a coherent zero-dimensional valuation ring. In particular, it has Krull dimension $\leq 1$.

Proof. Let $\mathbf{R}$ be a Dedekind ring. It is, by definition, an arithmetical coherent Noetherian ring. By virtue of Theorem 236 and using Dynamical Gröbner bases, we infer that $\mathbf{R}$ is locally Gröbner. The remaining desired results follow from Proposition 279.

It is worth pointing out that Lombardi and Quitté, have proved constructively in [108, Theorem 7.8, page 752], but adopting another approach, that if an arithmetical pp-ring is Noetherian then its Krull dimension is $\leq 1$.

Our goal now is to give a series of examples of dynamical Gröbner bases to illustrate our dynamical approach.

### 3.3.6 A Parallelisable Algorithm for Computing Dynamical Gröbner Bases Over $\mathbb{Z} / m \mathbb{Z}$ via the Chinese Remainder Theorem

The idea of using the Chinese remainder theorem for computing Gröbner bases over $\mathbb{Z} / m \mathbb{Z}$ via the Chinese remainder theorem is already introduced in [129]. Our objective here is to explain how this method can be seen as a particular case of computing dynamical Gröbner bases and to bring some simplifications.

Let $m \in \mathbb{N} \backslash\{0,1,2\}$ and suppose that we know the prime factorization $m=$ $p_{1}^{\alpha_{1}} \cdots p_{\ell}^{\alpha_{\ell}}$ of $m$, where $\ell, \alpha_{i} \in \mathbb{N}^{*}$ and the $p_{i}^{\prime}$ 's are pairwise different prime numbers. The goal of this section is to present a simple way for constructing a dynamical Gröbner basis over the Dedekind ring $\mathbf{R}:=\mathbb{Z} / m \mathbb{Z}$ whose leaves (i.e., comaximal localizations) are known in advance by the Chinese remainder theorem.
It is worth pointing out that if the prime factorization of $m$ is not possible then one has to follow the general theory of dynamical Gröbner bases.

By the Chinese remainder theorem, we have the ring isomorphism

$$
\mathbb{Z} / m \mathbb{Z} \cong\left(\mathbb{Z} / p_{1}^{\alpha_{1}} \mathbb{Z}\right) \times\left(\mathbb{Z} / p_{2}^{\alpha_{2}} \mathbb{Z}\right) \times \cdots \times\left(\mathbb{Z} / p_{\ell}^{\alpha_{\ell}} \mathbb{Z}\right)
$$

So, we can assume that $\mathbf{R}=\prod_{i=1}^{\ell}\left(\mathbb{Z} / p_{i}^{\alpha_{i}} \mathbb{Z}\right)$.
Our objective now is to explain how to construct a dynamical Gröbner basis over R. The advantage of working with the ring $\mathbf{R}=\prod_{i=1}^{\ell}\left(\mathbb{Z} / p_{i}^{\alpha_{i}} \mathbb{Z}\right)$ is that we know in advance that the binary tree we will construct when computing dynamically a Gröbner basis of an ideal of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is formed by only $\ell$ leaves as follows (we denote by $\mathbf{e}_{\mathbf{i}}=(0, \ldots, 0,1,0, \ldots, 0)$ where 1 is on the $i$ th position, and $\left.\mathbf{1}=(1, \ldots, 1)=\mathbf{e}_{\mathbf{1}}+\cdots+\mathbf{e}_{\ell}\right)$ :

$$
\begin{aligned}
& \text { R } \\
& \begin{array}{lll}
\swarrow & \cdots & \searrow \\
\mathbf{R}\left[\frac{\mathbf{1}}{\mathbf{e}_{\mathbf{1}}}\right] & \cdots & \mathbf{R}\left[\frac{\mathbf{1}}{\mathbf{e}_{\ell}}\right]
\end{array}
\end{aligned}
$$

Note that, as $\mathbf{R}\left[\frac{\mathbf{1}}{\mathbf{e}_{\mathbf{i}}}\right] \cong \mathbb{Z} / p_{i}^{\alpha_{i}} \mathbb{Z}$, in order to compute a dynamical Gröbner basis of an ideal $I$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, one only has to execute $\ell$ times (possibly in a parallel way) Buchberger's Algorithm over $\mathbb{Z} / p^{\alpha} \mathbb{Z}$ (Algorithm 269). Denoting by $G_{i}(1 \leq$ $i \leq \ell$ ) the computed Gröbner basis for $\pi_{i}(I)$, where $\pi_{i}$ is the $i$ th canonical projection, and setting $\mathbf{e}_{\mathbf{i}} G_{i}=\left\{\mathbf{e}_{\mathbf{i}} g: g \in G_{i}\right\}, G=\left\{\left(\mathbf{e}_{\mathbf{1}} G_{1}, \mathbf{e}_{\mathbf{1}}{ }^{\mathbb{N}}\right) \ldots,\left(\mathbf{e}_{\ell} G_{\ell}, \mathbf{e}_{\ell}{ }^{\mathbb{N}}\right)\right\}$ is a dynamical Gröbner basis for $I$.

Example 281. Take $\mathbf{A}=\mathbb{Z} / 216 \mathbb{Z}$, fix the lexicographic order as monomial order with $X>Y$, and suppose that we want to compute a Gröbner basis for the following
ideal of $\mathbf{A}[X, Y]$ :

$$
\begin{aligned}
J & =\left\langle u_{1}=144, u_{2}=X+162 Y-80, u_{3}=162 X^{2}+81, u_{4}=-24 Y^{2}\right. \\
u_{5} & \left.=-80 Y^{3}+40 Y^{2}-120\right\rangle
\end{aligned}
$$

As $216=2^{3} \times 3^{3}$, by the Chinese remainder theorem, we have $\mathbb{Z} / 216 \mathbb{Z} \stackrel{\varphi}{\cong}(\mathbb{Z} / 8 \mathbb{Z}) \times$ $(\mathbb{Z} / 27 \mathbb{Z})$, where

$$
\begin{aligned}
\varphi: \mathbb{Z} / 216 \mathbb{Z} & \rightarrow(\mathbb{Z} / 8 \mathbb{Z}) \times(\mathbb{Z} / 27 \mathbb{Z}) \\
\bar{x} & \mapsto(\dot{x}, \tilde{x}),
\end{aligned}
$$

and $\bar{x}, \dot{x}, \tilde{x}$ denote the classes of $x \in \mathbb{Z}$ modulo $216,8,27$, respectively. Moreover, we have:

$$
\begin{aligned}
\varphi^{-1}:(\mathbb{Z} / 8 \mathbb{Z}) & \times(\mathbb{Z} / 27 \mathbb{Z}) \rightarrow \mathbb{Z} / 216 \mathbb{Z} \\
(\dot{x}, \tilde{y}) & \mapsto \overline{81 x-80 y} .
\end{aligned}
$$

So our problem can be translated into the ring $\mathbf{R}:=\left(\mathbb{Z} / 2^{3} \mathbb{Z}\right) \times\left(\mathbb{Z} / 3^{3} \mathbb{Z}\right)$ in which the considered ideal becomes

$$
\begin{aligned}
I & =\varphi(J)=\left\langle f_{1}=(0,9), f_{2}=(1,1) X+(2,0) Y+(0,1),\right. \\
f_{3} & =(2,0) X^{2}+(1,0) \\
f_{4} & \left.=(0,3) Y^{2}, f_{5}=(0,1) Y^{3}+(0,13) Y^{2}-(0,12)\right\rangle .
\end{aligned}
$$

Let us denote by

$$
I_{1}:=\pi_{1}(I)=\left\langle g_{1}=X+2 Y, g_{2}=2 X^{2}+1\right\rangle
$$

and

$$
I_{2}:=\pi_{2}(I)=\left\langle h_{1}=9, h_{2}=X+1, h_{3}=3 Y^{2}, h_{4}=Y^{3}+13 Y^{2}-12\right\rangle .
$$

Using the algorithm given in Sect. 3.3.2, one finds that $\mathscr{G}_{1}=\{1\}$ and $\mathscr{G}_{2}=$ $\left\{h_{1}, h_{2}, h_{3}, h_{4}\right\}$ are reduced Gröbner bases for $I_{1}$ and $I_{2}$ respectively, and thus, $\mathscr{G}=$ $\left\{\left(\mathbf{e}_{1} \mathscr{G}_{1}, \mathbf{e}_{1}{ }^{\mathbb{N}}\right),\left(\mathbf{e}_{2} \mathscr{G}_{2}, \mathbf{e}_{2}{ }^{\mathbb{N}}\right)\right\}$ is a dynamical Gröbner basis for $I$ in the ring $\mathbf{R}[X, Y]$, where $\mathbf{e}_{\mathbf{1}}=(1,0)$ and $\mathbf{e}_{\mathbf{2}}=(0,1)$. Going back to the ring $\mathbf{A}[X, Y]$, we conclude that $G=\left\{81,72,-80 X-80,-24 Y^{2},-80 Y^{3}+40 Y^{2}-120\right\}$ is a Gröbner basis for $J$ in the ring $\mathbf{A}[X, Y]$ (and thus so is $\left\{9,-80 X-80,-24 Y^{2},-80 Y^{3}+40 Y^{2}-120\right\}$ ).

Remark 282. It is worth pointing out that if the prime factorization of $m$ is not possible then instead of using the Chinese remainder theorem one has to follow the general theory of dynamical Gröbner bases: do as if $\mathbb{Z} / m \mathbb{Z}$ were a valuation domain, or also, as if $m$ was a power of a prime number. When, during the computations, one
meets two integers $s$ and $r(2 \leq s, r<m)$ which are not comparable under division modulo $m$, then compute $d=s \wedge r$, write $s=d s^{\prime}, r=d r^{\prime}$ where $s^{\prime} \wedge r^{\prime}=1$ and $s^{\prime}, r^{\prime}$ are not invertible modulo $m$, or also, $s^{\prime} \wedge m \neq 1$ and $r^{\prime} \wedge m \neq 1$. Now, the ring $\mathbb{Z} / m \mathbb{Z}$ has to be replaced by the rings $\mathbf{A}_{1}=(\mathbb{Z} / m \mathbb{Z})\left[\frac{1}{s^{\prime} \wedge m}\right]$ and $\mathbf{A}_{2}=(\mathbb{Z} / m \mathbb{Z})\left[\frac{1}{r^{\prime} \wedge m}\right]$. We have:

- $\left(s^{\prime} \wedge m\right) \wedge\left(r^{\prime} \wedge m\right)=1$ as $s^{\prime} \wedge r^{\prime}=1$,
- $s$ divides $r$ in $\mathbf{A}_{1}$, and
- $r$ divides $s$ in $\mathbf{A}_{2}$.

In fact, this can be rephrased as follows: we found two coprime factors $s^{\prime} \wedge m$ and $r^{\prime} \wedge m$ of $m$ which can be used to partially factorize $m$ and then to write $\mathbb{Z} / m \mathbb{Z}$ as a product of simpler rings by the Chinese remainder theorem.

### 3.3.7 A Parallelisable Algorithm for Computing Gröbner Bases Over $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$

Many attacks showed that cryptosystems based on Gröbner bases over a field are not secure. The analysis of all known attacks, like for example the linear algebra attack, showed that they use in some step, the solution of a linear system on the underlying field. Hence one solution to avoid such attack (proposed in [144]) is to work with a ring over which linear systems are difficult to solve. Precisely, over a Dedekind ring with many zero-divisors. For this objective, the ring $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$ (where $p$ is a prime number) may be interesting as, in this ring, the probability that an element is a zero-divisor is equal to $\frac{2 p-1}{p^{2}}\left(=\frac{3}{4}\right.$ if $p=2$, see Exercise 386).

The following proposition shows that $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$ is a Dedekind ring. Moreover, we explicitly code $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$ as the ring $\mathbb{Z}[t]$ modulo an ideal of $\mathbb{Z}[t]$.

Proposition 283. (1) If $\mathbf{R}$ and $\mathbf{T}$ are Gröbner valuation rings (resp., coherent Noetherian valuation rings), then $\mathbf{R} \times \mathbf{T}$ is a Gröbner arithmetical ring (resp., a Dedekind ring).
(2) $\mathbb{Z}[t] /\left\langle p^{\alpha}, t^{2}-t\right\rangle \stackrel{\varphi}{\cong}\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$.

Proof. (1) Denoting by $\mathbf{e}=(1,0)$ and $\mathbf{1}=(1,1)$, we have

$$
(\mathbf{R} \times \mathbf{T})\left[\frac{\mathbf{1}}{\mathbf{e}}\right] \cong(\mathbf{R} \times \mathbf{T}) /\langle\mathbf{1}-\mathbf{e}\rangle \cong \mathbf{R} \&(\mathbf{R} \times \mathbf{T})\left[\frac{1}{\mathbf{1}-\mathbf{e}}\right] \cong(\mathbf{R} \times \mathbf{T}) /\langle\mathbf{e}\rangle \cong \mathbf{T} .
$$

(2) This is very classical, take $\varphi(\bar{f})=(\overline{f(0)}, \overline{f(1)})$ for $f \in \mathbb{Z}[t]$. Here, for $g \in \mathbb{Z}[t]$ (resp., for $c \in \mathbb{Z}$ ), $\bar{g}$ (resp., for $\bar{c}$ ) denotes the class of $g$ modulo $\left\langle p^{\alpha}, t^{2}-t\right\rangle$ (resp., modulo $\left\langle p^{\alpha}\right\rangle$ ).

It is worth pointing out that denoting by $f=\sum_{i=0}^{m} a_{i} t^{i} \in \mathbb{Z}[t]$, we

$$
\begin{gathered}
\bar{f}=\bar{a}_{0}+\left(\sum_{i=1}^{m} \bar{a}_{i}\right) t, \text { and } \\
\varphi(\bar{f})=\left(\bar{a}_{0}, \sum_{i=0}^{m} \bar{a}_{i}\right), \varphi^{-1}(\bar{a}, \bar{b})=\bar{a}+(\bar{b}-\bar{a}) t .
\end{gathered}
$$

### 3.3.7.1 How to Compute a Reduced Dynamical Gröbner Basis Over $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)\left[X_{1}, \ldots, X_{n}\right]$ and $\left(\mathbb{Z}[t] /\left\langle p^{\alpha}, t^{2}-t\right\rangle\right)\left[X_{1}, \ldots, X_{n}\right]$

Our objective now is to explain how to construct a dynamical Gröbner bases over $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$. The advantage of working with the ring $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$ is that we know in advance that the binary tree we will construct when computing dynamically a Gröbner basis of an ideal of $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)\left[X_{1}, \ldots, X_{n}\right]$ is formed by only two leaves as follows (we denote by $\mathbf{V}=\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$, $\mathbf{e}=(1,0)$ and $\mathbf{1}=(1,1))$ :


Note that, as $\mathbf{V}\left[\frac{1}{\mathbf{e}}\right] \cong \mathbf{V}\left[\frac{\mathbf{1}}{\mathbf{1}-\mathbf{e}}\right] \cong \mathbb{Z} / p^{\alpha} \mathbb{Z}$, in order to compute a dynamical Gröbner basis of an ideal $I$ of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, one only has to execute twice Buchberger's Algorithm 269 over $\mathbb{Z} / p^{\alpha} \mathbb{Z}$ (possibly in a parallel way). The first one is with $\pi_{1}(I)$ and the second one is with $\pi_{2}(I)$, where $\pi_{1}$ and $\pi_{2}$ are the first and second canonical projection of $\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)$ over $\mathbb{Z} / p^{\alpha} \mathbb{Z}$. Moreover, if at each ith leave ( $i=1,2$ ), the computed Gröbner basis is denoted by $G_{i}$, then the dynamical Gröbner basis is $G=\left\{\left(\mathscr{G}_{1}, \mathbf{e}^{\mathbb{N}}\right),\left(\mathscr{G}_{2},(\mathbf{1}-\mathbf{e})^{\mathbb{N}}\right)\right\}$ and is also reduced, where $\mathscr{G}_{1}=\mathbf{e} G_{1}=\{\mathbf{e} g$ : $\left.g \in G_{1}\right\}$, and $\mathscr{G}_{2}=(\mathbf{1}-\mathbf{e}) G_{2}=\left\{(\mathbf{1}-\mathbf{e}) g: g \in G_{2}\right\}$.

Note that if $J$ is a finitely-generated ideal of $\left(\mathbb{Z}[t] /\left\langle p^{\alpha}, t^{2}-t\right\rangle\right)\left[X_{1}, \ldots, X_{n}\right]$, denoting by $G_{i}$ the reduced Gröbner basis for $\pi_{i}(\phi(J))(i=1,2)$, the reduced dynamical Gröbner basis for $J$ in $\left(\mathbb{Z}[t] /\left\langle p^{\alpha}, t^{2}-t\right\rangle\right)\left[X_{1}, \ldots, X_{n}\right]$ is defined as

$$
G=\left\{\left(G_{1},(1-t)^{\mathbb{N}}\right),\left(G_{2}, t^{\mathbb{N}}\right)\right\}
$$

Here $\phi$ stands for the extension of $\varphi$ to $\left(\mathbb{Z}[t] /\left\langle p^{\alpha}, t^{2}-t\right\rangle\right)\left[X_{1}, \ldots, X_{n}\right]$ by setting $\phi\left(X_{j}\right)=X_{j}$. Of course, as mentioned above, $G_{1}$ and $G_{2}$ can be computed in a parallel way.

Moreover, for $h \in\left(\mathbb{Z}[t] /\left\langle p^{\alpha}, t^{2}-t\right\rangle\right)\left[X_{1}, \ldots, X_{n}\right]$, its unique remainder on division by $G$ is

$$
\bar{h}^{G}=\phi^{-1}\left(\overline{\phi(h)}^{G_{1}}, \overline{\phi(h)}^{G_{2}}\right),
$$

and we have:

$$
h \in J \Leftrightarrow \bar{h}^{G}=0 \Leftrightarrow \overline{\phi(h)}^{G_{1}}=\overline{\phi(h)}^{G_{2}}=0 .
$$

Example 284. Take $p=2$ and $\alpha=3$. Let

$$
J=\left\langle P_{1}=(2-t) X+(1+t) Y+1-t, P_{2}=(1+t) X^{2}+1\right\rangle \subseteq\left(\mathbb{Z}[t] /\left\langle 8, t^{2}-t\right\rangle\right)[X, Y] .
$$

If coded in the ring $(\mathbb{Z} / 8 \mathbb{Z}) \times(\mathbb{Z} / 8 \mathbb{Z})[X, Y], J$ becomes

$$
I=\left\langle f_{1}=(2,1) X+(1,2) Y+(1,0), f_{2}=(1,2) X^{2}+(1,1)\right\rangle
$$

## Computing a Reduced Dynamical Gröbner basis

Let us denote by

$$
I_{1}:=\pi_{1}(I)=\left\langle g_{1}=2 X+Y+1, g_{2}=X^{2}+1\right\rangle
$$

and

$$
I_{2}:=\pi_{2}(I)=\left\langle h_{1}=X+2 Y, h_{2}=2 X^{2}+1\right\rangle .
$$

Let us fix the lexicographic order as monomial order with $X>Y$. We will give all the details of the dynamical computation:

$$
\begin{aligned}
& S\left(g_{1}, g_{1}\right)=4 g_{1}=4 Y+4=: g_{3}, S\left(g_{3}, g_{3}\right)=2 g_{3}=0, S\left(g_{2}, g_{2}\right)=0, \\
& S\left(g_{1}, g_{2}\right)=X g_{1}-2 g_{2}=X Y+X-2:=g_{4}, S\left(g_{4}, g_{4}\right)=0, \\
& S\left(g_{1}, g_{3}\right)=2 Y g_{1}-X g_{3}=2 Y^{2}+2 Y-4 X \xrightarrow{g_{1}} 2 Y^{2}-2=: g_{5}, S\left(g_{5}, g_{5}\right)=0, \\
& S\left(g_{1}, g_{5}\right)=Y^{2} g_{1}-X g_{5}=2 X+Y^{3}+Y^{2} \xrightarrow{g_{1}} Y^{3}+Y^{2}-Y-1=: g_{6}, S\left(g_{6}, g_{6}\right)=0, \\
& S\left(g_{1}, g_{6}\right)=Y^{3} g_{1}-2 X g_{6}=-2 X Y^{2}+2 X Y+2 X+Y^{4}+Y^{3} \xrightarrow{g_{1}} Y^{4}+2 Y^{3}-2 Y- \\
& 1 \xrightarrow{g_{1}} 0, S\left(g_{2}, g_{3}\right)=4 Y g_{2}-X^{2} g_{3}=-4 X^{2}+4 Y \xrightarrow{g_{2}} 4 Y+4 \xrightarrow{g_{2}} 0, \\
& S\left(g_{2}, g_{4}\right)=Y g_{2}-X g_{4}=-X^{2}+2 X+Y \xrightarrow{g_{2}} 2 X+Y+1 \xrightarrow{g_{1}} 0, \\
& S\left(g_{2}, g_{5}\right)=2 Y^{2} g_{2}-X^{2} g_{5}=2 X^{2}+2 Y^{2} \xrightarrow{g_{2}} 2 Y^{2}-1 \xrightarrow{g_{5}} 0, \\
& S\left(g_{2}, g_{6}\right)=Y^{3} g_{2}-X^{2} g_{6}=-X^{2} Y^{2}+X^{2} Y+X^{2}+Y^{3} \xrightarrow{g_{1}} Y^{3}+Y^{2}-Y-1 \xrightarrow{g_{6}} 0, \\
& S\left(g_{3}, g_{4}\right)=X g_{3}-4 g_{4}=0, S\left(g_{3}, g_{5}\right)=Y g_{3}-2 g_{5}=4 Y+4 \xrightarrow{g_{3}} 0, \\
& S\left(g_{3}, g_{6}\right)=Y^{2} g_{3}-4 g_{6}=4 Y+4 \xrightarrow{g_{3}} 0, \\
& S\left(g_{4}, g_{5}\right)=2 Y g_{4}-X g_{5}=2 X Y+2 X-4 Y \xrightarrow{g_{1}}-Y^{2}-6 Y-1 \longrightarrow Y^{2}+6 Y+1=: g_{7}, \\
& S\left(g_{7}, g_{7}\right)=0, g_{5}, g_{6} \xrightarrow{g_{7}, g_{3}} 0, S\left(g_{4}, g_{7}\right)=Y g_{4}-X g_{7}=-5 X Y-X-2 Y^{g_{4} \xrightarrow{2} g_{1} g_{3}} 0 .
\end{aligned}
$$

Thus, $\mathscr{G}_{1}=\left\{2 X+Y+1, X^{2}+1,4 Y+4, X Y+X-2, Y^{2}+6 Y+1\right\}$ is a reduced Gröbner for $I_{1}$.
$S\left(h_{1}, h_{1}\right)=0, S\left(h_{2}, h_{2}\right)=4 h_{1}=4=: h_{3}, S\left(h_{3}, h_{3}\right)=0, S\left(h_{1}, h_{2}\right)=2 X h_{1}-h_{2}=$ $4 X Y-1 \xrightarrow{h_{3}}-1 \longrightarrow 1$.

Thus, $\mathscr{G}_{2}=\{1\}$ is a reduced Gröbner for $I_{2}$.
As a conclusion, a reduced dynamical Gröbner basis for $I$ in the ring $(\mathbb{Z} / 8 \mathbb{Z}) \times$ $(\mathbb{Z} / 8 \mathbb{Z})[X, Y]$ is

$$
\begin{aligned}
\mathscr{G}= & \left\{\left(\left\{(2,0) X+(1,0) Y+(1,0),(1,0) X^{2}+(1,0),(4,0) Y+(4,0),(1,0) X Y\right.\right.\right. \\
& \left.\left.\left.+(1,0) X-(2,0),(1,0) Y^{2}+(6,0) Y+(1,0)\right\}, e^{\mathbb{N}}\right),\left(\{(0,1)\},(\mathbf{1}-e)^{\mathbb{N}}\right)\right\} .
\end{aligned}
$$

In the ring $\left(\mathbb{Z}[t] /\left\langle 8, t^{2}-t\right\rangle\right)[X, Y]$, a reduced dynamical Gröbner basis for $J$ is
$G=\left\{\left(\left\{2 X+Y+1, X^{2}+1,4 Y+4, X Y+X-2, Y^{2}+6 Y+1\right\},(1-t)^{\mathbb{N}}\right),\left(\{1\}, t^{\mathbb{N}}\right)\right\}$.
Denoting by $\mathbf{W}=\mathbb{Z}[t] /\left\langle 8, t^{2}-t\right\rangle$, this dynamical Gröbner basis corresponds to the binary tree:


Answering the Ideal Membership Problem

$$
h=(1+t) X^{2}+(4+3 t) Y+5-3 t \in ? J .
$$

If coded in the ring $(\mathbb{Z} / 8 \mathbb{Z}) \times(\mathbb{Z} / 8 \mathbb{Z})[X, Y]$, this problem becomes

$$
\begin{aligned}
u & =\left(u_{1}, u_{2}\right)=(1,2) X^{2}+(4,7) Y+(5,2) \in ? I, \text { or also } \\
u_{1} & =X^{2}+4 Y+5 \in ? I_{1} \& u_{2}=2 X^{2}+7 Y+2 \in ? I_{2} .
\end{aligned}
$$

We have $u_{1} \in I_{1}$ as ${\overline{u_{1}}}^{\mathscr{G}_{1}}=0$. More precisely,

$$
\begin{align*}
u_{1} & =g_{2}+g_{3}=4 g_{1}+g_{2}, \text { or also } \\
(1,0) u & =(4,0) f_{1}+(1,0) f_{2} . \tag{3.3}
\end{align*}
$$

On the other hand, of course $u_{2} \in I_{2}=\langle 1\rangle$, and we have

$$
\begin{align*}
u_{2} & =-2 X\left(2 X^{2}+7 Y+2\right) h_{1}+\left(2 X^{2}+7 Y+2\right) h_{2}, \text { or also } \\
(0,1) u & =-2 X\left(2 X^{2}+7 Y+2\right)(0,1) f_{1}+\left(2 X^{2}+7 Y+2\right)(0,1) f_{2} \tag{3.4}
\end{align*}
$$

$(3.3)+(3.4) \Rightarrow u=\left(4,-2 X\left(2 X^{2}+7 Y+2\right)\right) f_{1}+\left(1,2 X^{2}+7 Y+2\right) f_{2} \in I$, and thus,

$$
h=\left(4-\left(4 X^{3}+14 X Y+4 X-4\right) t\right) P_{1}+\left(1+\left(2 X^{2}+7 Y+1\right) t\right) P_{2} \in J .
$$

### 3.3.8 Dynamical Gröbner Bases Over $\mathbb{F}_{2}[a, b] /\left\langle a^{2}-a, b^{2}-b\right\rangle$

One main feature of the use of dynamical Gröbner bases is that it enables to easily resolve the delicate problem caused by zero-divisors appearing as leading coefficients. Cai and Kapur concluded their paper [28] by mentioning the open question of how to generalize Buchberger's algorithm for Boolean rings (see also [85] where Boolean rings are used to model prepositional calculus). As a typical example of a problematical situation, they studied the case where the base ring is $\mathbf{A}=$ $\mathbb{F}_{2}[a, b]\left\langle a^{2}-a, b^{2}-b\right\rangle$. In that case, the method they proposed in [28] does not work due to the fact that an annihilator of $a b+a+b+1 \in \mathbf{A}$ can be either $a$ or $b$ and thus there may exist noncomparable multiannihilators for an element in A. Dynamical Gröbner bases allow to fairly overcome this difficulty. As a matter of fact, in
this precise case, as will be explained below, we will be led to compute a dynamical Gröbner bases made up of four Gröbner bases on localizations of $\mathbf{A}$. We will see that at each leaf of the constructed binary tree, the problem Cai and Kapur pointed disappears completely. Thus, by systemizing the dynamical construction above, it is straightforward that dynamical Gröbner bases over Dedekind rings could be a satisfactory solution to this open problem.

It is folklore that the presence of a nontrivial idempotent $\mathbf{e}$ in a ring $\mathbf{B}$ (i.e., $\mathbf{e}^{2}=\mathbf{e}$

$$
\begin{aligned}
& \text { and } \mathbf{e} \notin\{0,1\}) \text { splits } \mathbf{B} \text { into two subrings as follows: } \\
& \quad \mathbf{B}=\mathbf{e B}+(1-\mathbf{e}) \mathbf{B} \cong \mathbf{e B} \times(1-\mathbf{e}) \mathbf{B} \cong \mathbf{B} /\langle 1-\mathbf{e}\rangle \times \mathbf{B} /\langle\mathbf{e}\rangle \cong \mathbf{B}\left[\frac{1}{\mathbf{e}}\right] \times \mathbf{B}\left[\frac{1}{1-\mathbf{e}}\right] .
\end{aligned}
$$

Let us consider the ring $\mathbf{A}=\mathbb{F}_{2}[a, b]\left\langle a^{2}-a, b^{2}-b\right\rangle=\mathbb{F}_{2}+\mathbb{F}_{2} a+\mathbb{F}_{2} b+\mathbb{F}_{2} a b$ with the relations $a^{2}=a$ and $b^{2}=b$. When working with the ring $\mathbf{A}$, we know in advance that the binary tree we will construct when computing dynamically a Gröbner basis of an ideal of $\mathbf{A}\left[X_{1}, \ldots, X_{n}\right]$ is formed by only four leaves as follows:

where

$$
\begin{aligned}
\mathbf{A}_{a, b} & :=\mathbf{A}\left[\frac{1}{a}, \frac{1}{b}\right] \cong \mathbf{A} \text { with }\left\{\begin{array}{l}
a=1 \\
b=1
\end{array} \mathbb{F}_{2},\right. \\
\mathbf{A}_{a, 1+b} & :=\mathbf{A}\left[\frac{1}{a}, \frac{1}{1+b}\right] \cong \mathbf{A} \text { with }\left\{\begin{array}{l}
a=1 \\
b=0
\end{array} \cong \mathbb{F}_{2},\right. \\
\mathbf{A}_{1+a, b} & :=\mathbf{A}\left[\frac{1}{1+a}, \frac{1}{b}\right] \cong \mathbf{A} \text { with }\left\{\begin{array}{l}
a=0 \\
b=1
\end{array} \cong \mathbb{F}_{2},\right. \\
\mathbf{A}_{1+a, 1+b} & :=\mathbf{A}\left[\frac{1}{1+a}, \frac{1}{1+b}\right] \cong \mathbf{A} \text { with }\left\{\begin{array}{l}
a=0 \\
b=0
\end{array} \cong \mathbb{F}_{2} .\right.
\end{aligned}
$$

So, computing a dynamical Gröbner basis over $\mathbf{A}$ amounts to computing four (classical) Gröbner bases over $\mathbb{F}_{2}$ (possibly, in a parallel way). Moreover, we can define a "reduced dynamical Gröbner basis" as a set $\left\{\left(G_{1}, a^{\mathbb{N}} b^{\mathbb{N}}\right),\left(G_{2}, a^{\mathbb{N}}(1+\right.\right.$ $\left.\left.b)^{\mathbb{N}}\right),\left(G_{3},(1+a)^{\mathbb{N}} b^{\mathbb{N}}\right),\left(G_{4},(1+a)^{\mathbb{N}}(1+b)^{\mathbb{N}}\right)\right\}$ where each $G_{i}$ is a reduced Gröbner basis over $\mathbb{F}_{2}$.

Example 285. Let us consider the ideal $I=\langle f=1+(1+a+b+a b) X\rangle$ of $\mathbf{A}[X]$ where $\mathbf{A}=\mathbb{F}_{2}[a, b]$ with $a^{2}=a$ and $b^{2}=b$.
The reduced dynamical Gröbner basis of $I$ is

$$
\left\{\left(\{1\}, a^{\mathbb{N}} b^{\mathbb{N}}\right),\left(\{1\}, a^{\mathbb{N}}(1+b)^{\mathbb{N}}\right),\left(\{1\},(1+a)^{\mathbb{N}} b^{\mathbb{N}}\right),\left(\{1+X\},(1+a)^{\mathbb{N}}(1+b)^{\mathbb{N}}\right)\right\}
$$

Now, suppose that we want to answer to the ideal membership problem

$$
g=1+(a+b+a b) X+X^{2} \in ? I .
$$

Obviously, over the first three localizations, the answer is yes. On the other hand, taking $a=b=0, g$ becomes $1+X^{2}=(1+X)^{2} \in\langle 1+X\rangle$, and thus the global answer to the ideal membership problem is positive. Moreover, as the relation $g=(1+X) f$ holds at the four localizations (i.e., by successively taking $a=1, b=1 ; a=1, b=0$; $a=0, b=1 ; a=0, b=0$ ), it holds globally, i.e., over $\mathbf{A}$.

We will propose, in the following three subsections, three methods for computing Gröbner bases over the integers.

### 3.3.9 Dynamical Gröbner Bases Over the Integers

We propose in this subsection to explain how to compute dynamical Gröbner bases over the integers ( $\mathbb{Z}$ can be replaced by any Bezout domain with Krull dimension $\leq 1$ ) following the general theory of dynamical Gröbner bases. We start as if $\mathbb{Z}$ were a valuation domain. Suppose that two incomparable (under division) elements $a, b$ in $\mathbb{Z}$ appear as leading coefficients, of $f$ and $g$, respectively, when computing an $S(f, g)$. A key fact is that writing $a=(a \wedge b) a^{\prime}, b=(a \wedge b) b^{\prime}$, with $a^{\prime} \wedge b^{\prime}=1$, then $a$ divides $b$ in $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right], b$ divides $a$ in $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]$, and the two multiplicative subsets $a^{\mathbb{N}}$ and $b^{\mathbb{N}}$ are comaximal as $1 \in\left\langle a^{\prime}, b^{\prime}\right\rangle$. Then the ring $\mathbb{Z}$ splits into the rings $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right]$ and $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]$ :

and one continues as if the rings $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right]$ and $\mathbb{Z}\left[\frac{1}{b^{b}}\right]$ were valuation domains. Denoting by $\operatorname{mdeg}(f)=\alpha, \operatorname{mdeg}(g)=\beta$, and $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, where $\gamma_{i}=\max \left(\alpha_{i}, \beta_{i}\right)$ for each $i, S(f, g)$ is computed as follows:

In the ring $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]: S(f, g)=\frac{X^{\gamma}}{X^{\alpha}} f-\frac{a^{\prime}}{b^{\prime}} \frac{X^{\gamma}}{X^{\beta}} g=: S_{1}$.
In the ring $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right]: S(f, g)=\frac{b^{\prime}}{a^{\prime}} \frac{X^{\gamma}}{X^{\alpha}} f-\frac{X^{\gamma}}{X^{\beta}} g=: S_{2}$.
For $a_{1}, \ldots, a_{n} \in \mathbb{Z}$, we denote by

$$
\mathscr{M}\left(a_{1}, \ldots, a_{n}\right):=a_{1}^{\mathbb{N}} \cdots a_{n}^{\mathbb{N}}
$$

the monoid generated by $a_{1}, \ldots, a_{n}$. The localization of $\mathbb{Z}$ at $\mathscr{M}\left(a_{1}, \ldots, a_{n}\right)$ will be denoted by

$$
\mathbb{Z}_{a_{1} \cdot a_{2} \ldots . a_{n}}:=\mathscr{M}\left(a_{1}, \ldots, a_{n}\right)^{-1} \mathbb{Z}=\mathbb{Z}\left[\frac{1}{a_{1} \cdots a_{n}}\right]
$$

Example 286. a) Suppose that we want to construct a dynamical Gröbner basis for $I=\left\langle f_{1}=10 X Y+1, f_{2}=6 X^{2}+3\right\rangle$ in $\mathbb{Z}[X, Y]$.

Let fix the lexicographic order as monomial order with $X>Y$. We will give all the details of the computations only for one leaf.
Since $10 \wedge 6=2,10=2 \times 5$, and $6=2 \times 3$, one has to open two branches:


In $\mathbb{Z}_{5}$ :
$S\left(f_{1}, f_{2}\right)=\frac{3}{5} X f_{1}-Y f_{2}=\frac{3}{5} X-3 Y:=f_{3}$. But, when computing $S\left(f_{1}, f_{3}\right)$ we see that the leading coefficients of $f_{1}$ and $f_{3}$ are not comparable under division. Since $10 \wedge \frac{3}{5}=2 \wedge 3=1$, one has to open two new branches:


In $\mathbb{Z}_{5.2}$ :

$$
\begin{aligned}
S\left(f_{1}, f_{3}\right) & =\frac{\frac{3}{5}}{10} f_{1}-Y f_{3}=3 Y^{2}+\frac{3}{50}:=f_{4} . \\
S\left(f_{1}, f_{4}\right) & =\frac{3}{10} Y f_{1}-X f_{4}=-\frac{3}{50} X+\frac{3}{10} Y \\
& =-\frac{1}{10} f_{3} \xrightarrow{f_{3}} 0\left(\text { reductionmodulo } f_{3}\right) . \\
S\left(f_{2}, f_{3}\right) & =f_{2}-\frac{6 \times 5}{3} X f_{3}=30 X Y+3=3 f_{1} \xrightarrow{f_{1}} 0 . \\
S\left(f_{2}, f_{4}\right) & =Y^{2} f_{2}-2 X^{2} f_{4}=-\frac{3}{25} X^{2}+3 Y^{2} \xrightarrow{f_{2}} f_{4} \xrightarrow{f_{4}} 0 . \\
S\left(f_{3}, f_{4}\right) & =Y^{2} f_{3}-\frac{1}{5} X f_{4}=-\frac{3}{250} X-3 Y^{3} \xrightarrow{f_{3}}-Y f_{4} \xrightarrow{f_{4}} 0 .
\end{aligned}
$$

Thus, $G_{1}=\left\{10 X Y+1,6 X^{2}+3, \frac{3}{5} X-3 Y, 3 Y^{2}+\frac{3}{50}\right\}$ is a Gröbner basis for $\left\langle 10 X Y+1,6 X^{2}+3\right\rangle$ at the leaf $\mathscr{M}(5,2)^{-1} \mathbb{Z}=\mathbb{Z}_{5.2}$.
At the leaf $\mathbb{Z}_{5.3}$, we find $G_{2}=\left\{10 X Y+1,6 X^{2}+3, \frac{3}{5} X-3 Y, 2 Y^{2}+\frac{1}{25},-\frac{3}{25} X^{2}+\right.$ $\left.3 Y^{2}\right\}$ as a Gröbner basis for $\left\langle 10 X Y+1,6 X^{2}+3\right\rangle$.

Let's handle the right subtree:


At the leaf $\mathbb{Z}_{3.2}$, we find $G_{3}=\left\{10 X Y+1,6 X^{2}+3, X-5 Y, 50 Y^{2}+1,25 Y^{2}+\frac{1}{2}\right\}$ as a Gröbner basis for $\left\langle 10 X Y+1,6 X^{2}+3\right\rangle$. Of course, at the leaf $\mathbb{Z}_{3.5}=\mathbb{Z}_{5.3}, G_{1}$ is a Gröbner basis for $\left\langle 10 X Y+1,6 X^{2}+3\right\rangle$.

As a conclusion, the dynamical evaluation of the problem of constructing a Gröbner basis for $I$ produces the following evaluation tree:


The obtained dynamical Gröbner basis of $I$ is

$$
G=\left\{\left(G_{1}, \mathscr{M}(5,2)\right),\left(G_{2}, \mathscr{M}(5,3)\right),\left(G_{3}, \mathscr{M}(3,2)\right)\right\} .
$$

b) Suppose that we have to deal with the ideal membership problem:

$$
f=62 X^{3} Y+11 X^{2}+10 X Y^{2}+56 X Y+Y+8 \in ?\left\langle 10 X Y+1,6 X^{2}+3\right\rangle \text { in } \mathbb{Z}[X, Y] .
$$

The responses to this ideal membership problem in the rings $\mathbb{Z}_{5.2}[X, Y]$, $\mathbb{Z}_{5.3}[X, Y], \mathbb{Z}_{3.2}[X, Y]$ are all positive. One obtains:
$5 f=\left(31 X^{2}+5 Y+28\right) f_{1}+4 f_{2}$, and
$6 f=(6 Y+15) f_{1}+(62 X Y+11) f_{2}$.
Together with the Bezout identity $6-5=1$, one obtains:
$f=\left(-31 X^{2}+Y-13\right) f_{1}+(62 X Y+7) f_{2}$, a complete positive answer.

### 3.3.10 Gröbner Bases Over the Integers via Prime Factorization

In this section, $\mathbb{Z}$ can be replaced by any Dedekind domain $\mathbf{R}$ with complete prime factorization of principal ideals.

Let $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ be a finitely-generated ideal of $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. Let us fix a monomial order $>$ on $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and consider a normalized Gröbner basis $G_{0}=\left\{g_{1}, \ldots, g_{m}\right\}$ for $J:=I \otimes_{\mathbb{Z}} \mathbb{Q}$ in $\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$. Denote by $g_{i}=\frac{h_{i}}{d_{i}}$ where $h_{i} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right], d_{i}=\operatorname{LC}\left(h_{i}\right) \in \mathbb{Z}$, and take $d=\operatorname{lcm}\left(d_{1}, \ldots, d_{m}\right)$. If $d= \pm 1$ (for a Dedekind domain, if $d \in \mathbf{R}^{\times}$), then there is nothing to do, $G_{0}$ is already a Gröbner basis in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. Suppose now that $d$ is not a unit and that its prime factorization is feasible. Write

$$
\langle d\rangle= \pm \prod_{i=1}^{\ell} p_{i}^{n_{i}}
$$

where the $p_{i}$ 's are distinct prime numbers (for a Dedekind domain, one should write $\langle d\rangle=\prod_{i=1}^{\ell} \mathfrak{p}_{i}^{n_{i}}$, where the $\mathfrak{p}_{i}$ 's are nonzero distinct prime ideals of $\left.\mathbf{R}\right)$, and $n_{i} \in$ $\mathbb{N} \backslash\{0\}$.

Since for any $t \in d^{\mathbb{N}}, t_{1} \in \mathbb{Z} \backslash p_{1} \mathbb{Z}, \ldots, t_{\ell} \in \mathbb{Z} \backslash p_{\ell} \mathbb{Z}$, we have

$$
\operatorname{gcd}\left(t, t_{1}, \ldots, t_{\ell}\right)=1
$$

there exist $z, z_{1}, \ldots, z_{\ell} \in \mathbb{Z}$ such that

$$
z t+z_{1} t_{1}+\cdots+z_{\ell} t_{\ell}=1
$$

(for a Dedekind domain $\mathbf{R}$, one should say that since no prime of $\mathbf{R}$ contains the ideal $\left\langle d, d_{1}, \ldots, d_{\ell}\right\rangle$, we obtain that $\left.1 \in\left\langle t, t_{1}, \ldots, t_{\ell}\right\rangle\right)$.
By this Bezout identity, we see that the monoids

$$
S_{0}=d^{\mathbb{N}}, S_{1}=\mathbb{Z} \backslash p_{1} \mathbb{Z}, \ldots, S_{\ell}=\mathbb{Z} \backslash p_{\ell} \mathbb{Z}
$$

are comaximal (for a Dedekind domain, the monoids $S_{0}=d^{\mathbb{N}}, S_{1}=\mathbf{R} \backslash \mathfrak{p}_{1}, \ldots, S_{\ell}=$ $\mathbf{R} \backslash \mathfrak{p}_{\ell}$ are comaximal).
Now, one has to compute $\ell$ Gröbner basis $G_{1}, \ldots, G_{\ell}$, over $\mathbb{Z}_{p_{1} \mathbb{Z}}, \ldots, \mathbb{Z}_{p_{\ell} \mathbb{Z}}$, respectively, following Sect. 3.3.1 (for a Dedekind domain, one should compute $\ell$ Gröbner bases $G_{1}, \ldots, G_{\ell}$, over $\left(\mathbf{R} \backslash \mathfrak{p}_{1}\right)^{-1} \mathbf{R}, \ldots,\left(\mathbf{R} \backslash \mathfrak{p}_{\ell}\right)^{-1} \mathbf{R}$, respectively).

As a conclusion,

$$
G=\left\{\left(G_{0}, S_{0}\right),\left(G_{1}, S_{1}\right), \ldots,\left(G_{\ell}, S_{\ell}\right)\right\}
$$

is a dynamical Gröbner basis for $I$ in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$.
Note that, for $1 \leq i \leq \ell$, denoting $G_{i}=\left\{\frac{1}{a_{i, 1}} h_{i, 1}, \ldots, \frac{1}{a_{i, m_{i}}} h_{i, m_{i}}\right\}$ with $a_{i, j} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ and $h_{i, j} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$, then

$$
\mathscr{G}=\left\{h_{1}, \ldots, h_{m}, h_{1,1}, \ldots, h_{1, m_{1}}, \ldots, h_{\ell, 1}, \ldots, h_{\ell, m_{\ell}}\right\}
$$

is a Gröbner basis for $I$ in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$.
Example 287. Let $I=\left\langle f=20 Y-X, g=8 X^{2}\right\rangle \subseteq \mathbb{Z}[X, Y]$, and fix the lexicographic monomial order $>$ on $\mathbb{Z}[X, Y]$ with $Y>X$. Then:

- Over $\mathbb{Q}$ :

$$
S(f, g)=X^{2} f-\frac{5}{2} Y g=-X^{3} \xrightarrow{g} 0 .
$$

Thus, $G_{0}=\left\{Y-\frac{1}{20} X, X^{2}\right\}=\left\{\frac{20 Y-X}{20}, X^{2}\right\}$ is a normalized Gröbner basis for $\langle f, g\rangle$ in $\mathbb{Q}[X, Y]$. As $20=2^{2} \times 5$, one has to compute two more Gröbner bases for $\langle f, g\rangle$ in $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$ and $\mathbb{Z}_{5 \mathbb{Z}}[X, Y]$. Thus, we obtain the following three leaves tree:

$$
\begin{gathered}
\stackrel{\mathbb{Z}}{\mathbb{Z}\left[\frac{1}{20}\right]^{\swarrow}} \stackrel{\downarrow}{\mathbb{Z}_{2 \mathbb{Z}}}{ }^{\mathbb{Z}_{5 \mathbb{Z}}}
\end{gathered}
$$

- Over $\mathbb{Z}_{2 \mathbb{Z}}$ :

$$
\begin{aligned}
S(f, g) & =\frac{2}{5} X^{2} f-Y g=-\frac{2}{5} X^{3} \xrightarrow{\text { normalization }} 2 X^{3}=: h_{1}, \\
S\left(f, h_{1}\right) & =X^{3} f-10 Y h_{1}=-X^{4} \xrightarrow{\text { normalization }} X^{4}=: h_{2}, \\
S\left(f, h_{2}\right) & =X^{4} f-20 Y h_{2}=-X^{5} \xrightarrow{h_{2}} 0, \\
S\left(g, h_{1}\right) & =S\left(g, h_{2}\right)=S\left(h_{1}, h_{2}\right)=0 .
\end{aligned}
$$

Thus, $G_{1}=\left\{f, g, 2 X^{3}, X^{4}\right\}$ is a Gröbner basis for $\langle f, g\rangle$ in $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]$.

- Over $\mathbb{Z}_{5 \mathbb{Z}}$ :

$$
S(f, g)=X^{2} f-\frac{5}{2} Y g=-X^{3} \xrightarrow{g} 0 .
$$

Thus, $G_{2}=\{f, g\}$ is a Gröbner basis for $\langle f, g\rangle$ in $\mathbb{Z}_{5 \mathbb{Z}}[X, Y]$.
As a conclusion, $G=\left\{\left(\{f, g\}, 20^{\mathbb{N}}\right),\left(\left\{f, g, 2 X^{3}, X^{4}\right\}, \mathbb{Z} \backslash 2 \mathbb{Z}\right),(\{f, g\}, \mathbb{Z} \backslash 5 \mathbb{Z})\right\}$ is a dynamical Gröbner basis for $I$ in $\mathbb{Z}[X, Y]$.
We conclude also that $\mathscr{G}=\left\{f, g, 2 X^{3}, X^{4}\right\}$ is a Gröbner basis for $I$ in $\mathbb{Z}[X, Y]$.

### 3.3.11 A Branching-Free Algorithm for Computing Gröbner Bases Over the Integers

In this section, $\mathbb{Z}$ can be replaced by any Bezout domain of Krull dimension $\leq$ 1. We propose an important simplification [119] of the dynamical method for the construction of dynamical Gröbner bases over the integers [181]. We will benefit from the fact that our base ring $\mathbb{Z}$ is more than a Dedekind domain, it is a onedimensional Bezout domain. As explained above, we start as if $\mathbb{Z}$ were a valuation domain. Suppose that two incomparable (under division) elements $a, b$ in $\mathbb{Z}$ appear as leading coefficients, of $f$ and $g$ respectively, when computing an $S(f, g)$. A key fact is that writing $a=(a \wedge b) a^{\prime}, b=(a \wedge b) b^{\prime}$, with $a^{\prime} \wedge b^{\prime}=1$, then $a$ divides $b$ in $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right], b$ divides $a$ in $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]$, and the two multiplicative subsets $a^{\mathbb{N}}$ and $b^{\mathbb{N}}$ are comaximal as $1 \in\left\langle a^{\prime}, b^{\prime}\right\rangle$. Then $\mathbb{Z}$ splits into $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right]$ and $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]$, and we can continue as if $\mathbb{Z}$ were a valuation ring. Denoting by $\operatorname{mdeg}(f)=\alpha, \operatorname{mdeg}(g)=\beta$, and $\gamma=$ $\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, where $\gamma_{i}=\max \left(\alpha_{i}, \beta_{i}\right)$ for each $i, S(f, g)$ is computed as follows:

In the ring $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]: S(f, g)=\frac{X^{\gamma}}{X^{\alpha}} f-\frac{a^{\prime}}{b^{\prime}} \frac{X^{\gamma}}{X^{\beta}} g=: S_{1}$.
In the ring $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right]: S(f, g)=\frac{b^{\prime}}{a^{\prime}} \frac{X^{\gamma}}{X^{\alpha}} f-\frac{X^{\gamma}}{X^{\beta}} g=: S_{2}$.
But, denoting by $S:=b^{\prime} \frac{X^{\gamma}}{X^{\alpha}} f-a^{\prime} \frac{X^{\gamma}}{X^{\beta}} g$, we have:

$$
S=b^{\prime} S_{1}=a^{\prime} S_{2}
$$

As $S$ is associated (i.e., equal up to a unit) to $S_{1}$ in $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]$ and to $S_{2}$ in $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right]$, it can replace both of them, and thus there was no need to open the two branches $\mathbb{Z}\left[\frac{1}{a^{\prime}}\right]$ and $\mathbb{Z}\left[\frac{1}{b^{\prime}}\right]$ (we retrieve the same construction as in $[3,136]$ ).
It is worth pointing out that $\mathbb{Z}$ can be replaced by any Bezout domain with Krull dimension $\leq 1$.

### 3.3.11.1 Division Algorithm Over $\mathbb{Z}$

It is the global version of the (local) case when the base ring is a valuation domain. Let $f, f_{1}, \ldots, f_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, and consider a monomial order $>$ on $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. We want to compute a quotient $Q$ and a remainder $R$ of $f$ on division by $\left[f_{1}, \ldots, f_{s}\right]$.
Initialization: $Q:=[0, \ldots, 0], R:=0, p:=f(p$ is an intermediary variable with the relation $\left.f=Q[1] f_{1}+\cdots+Q[s] f_{s}+p+R\right)$.

WHILE $p \neq 0$ DO
$D:=\left\{i \mid \operatorname{LM}\left(f_{i}\right)\right.$ divides $\left.\operatorname{LM}(p)\right\} \subseteq\{1, \ldots, s\} ; b_{i}:=\operatorname{LC}\left(f_{i}\right) ;$
$d:=\wedge_{i \in D} b_{i}=\sum_{i \in D} \alpha_{i} b_{i} \in \mathbb{Z}$ with $\alpha_{i} \in \mathbb{Z}$, and $\operatorname{LC}(p)=q d+r$
(Euclidean division of $\operatorname{LC}(p)$ by $d$ );
$R:=R+r \operatorname{LM}(p)$;
$Q[i]:=Q[i]+\alpha_{i} q \frac{\mathrm{LM}(p)}{\mathrm{LM}\left(f_{i}\right)}$ if $i \in D$;
$p:=p-\sum_{i \in D} \alpha_{i} q \frac{\operatorname{LM}(p)}{\operatorname{LM}\left(f_{i}\right)} f_{i}-r \operatorname{LM}(p) ;$
A remainder of $f \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ on division by a finite set $F=\left\{f_{1}, \ldots, f_{s}\right\}$ of polynomials in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ will be denoted by $\bar{f}^{F}$.

### 3.3.11.2 Computation of $S$-Polynomials

Let $f, g \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, and consider a monomial order $>$ on $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. Denoting by $\operatorname{LT}(f)=a X^{\alpha}, \operatorname{LT}(g)=b X^{\beta}, a=(a \wedge b) a^{\prime}, b=(a \wedge b) b^{\prime}, \gamma=$ $\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ where $\gamma_{i}=\max \left(\alpha_{i}, \beta_{i}\right)$ for each $i$, the $S$-polynomial of $f$ and $g$ is the combination:

$$
S(f, g):=b^{\prime} \frac{X^{\gamma}}{X^{\alpha}} f-a^{\prime} \frac{X^{\gamma}}{X^{\beta}} g .
$$

## Algorithm 288. (Buchberger's Algorithm Over the Integers)

Input: $g_{1}, \ldots, g_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and $>$ a monomial order on $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$
Output: a Gröbner basis $G$ for $\left\langle g_{1}, \ldots, g_{s}\right\rangle$ with $\left\{g_{1}, \ldots, g_{s}\right\} \subseteq G$
$G:=\left\{g_{1}, \ldots, g_{s}\right\}$
REPEAT

$$
G^{\prime}:=G
$$

For each pair $f_{i}, f_{j}(i \neq j)$ in $G^{\prime}$ DO

$$
\begin{aligned}
& \quad S:=\overline{S\left(f_{i}, f_{j}\right)} G^{\prime} \\
& \text { If } S \neq 0 \text { THEN } G:=G^{\prime} \cup\{S\} \\
& \text { UNTIL } G=G^{\prime}
\end{aligned}
$$

Example 289. Let us consider the ideal $I=\left\langle f_{1}=10 X+2 Y, f_{2}=6 X+3\right\rangle$ of $\mathbb{Z}[X, Y]$ and fix the lexicographic order as monomial order with $X>Y$. Then:

$$
\begin{aligned}
& S\left(f_{1}, f_{2}\right)=3 f_{1}-5 f_{2}=6 Y-15=: f_{3}, \\
& S\left(f_{1}, f_{3}\right)=3 Y f_{1}-5 X f_{3}=6 Y^{2}+75 X \xrightarrow{f_{3}, f_{2}} 3 X+3 Y-6=: f_{4}, \\
& S\left(f_{1}, f_{4}\right)=3 f_{1}-10 f_{4}=-24 Y+60 \xrightarrow{f_{3}} 0, \\
& S\left(f_{2}, f_{3}\right)=Y f_{2}-X f_{3}=3 Y+15 X \xrightarrow{f_{4}, f_{3}} 0, \\
& S\left(f_{2}, f_{4}\right)=f_{2}-2 f_{4}=-6 Y+15 \xrightarrow{f_{3}} 0, \\
& S\left(f_{3}, f_{4}\right)=X f_{3}-2 Y f_{4}=-15 X-6 Y^{2}+12 Y \xrightarrow{f_{4}, f_{3}} 0 .
\end{aligned}
$$

Thus, $G=\left\{f_{1}, f_{2}, f_{3}, f_{4}\right\}$ is a Gröbner basis for $I$.

### 3.3.11.3 Reduced Gröbner Basis Over the Integers

Analogously to the case where the base ring is a field, a reduced Gröbner basis $G$ of an ideal $I$ of $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ can be fairly defined as a Gröbner basis of $I$ such that $\forall p \in G$ and for any term $T$ of $p$, the remainder of $T$ on division by the list formed by the $\mathrm{LT}(q)$ with $q \in G \backslash\{p\}$ is equal to $T$. It is not necessarily unique. For uniqueness one need to compute the so-called "strong" Gröbner basis [3].

Example 290. (Example 289 Continued) We transform $G$ into a reduced Gröbner basis as follows:

$$
\begin{aligned}
& f_{1} \xrightarrow{f_{2}, f_{4}} X-Y+3=: f_{1}, \\
& f_{2} \xrightarrow{f_{1}, f_{3}} 0=: f_{2}, \\
& f_{4} \xrightarrow{f_{1}, f_{3}} 0=: f_{4} .
\end{aligned}
$$

Thus, $\{X-Y+3,6 Y-15\}$ is a reduced Gröbner basis of $I$.

Dynamical Gröbner bases in the noncommutative case have been studied in [118].

### 3.4 Computing Syzygy Modules with Polynomial Rings Over Gröbner Arithmetical Rings

### 3.4.1 Computing Syzygy Modules with Polynomial Rings Over Gröbner Valuation Rings

### 3.4.1.1 Computing Syzygy Modules Over Gröbner Valuation Rings by Direct Computation of Gröbner Bases

The following theorem gives a generating set for syzygies of monomials with coefficients in a valuation ring. It is a generalization of [43, Proposition 8 (page 104)] to valuation rings.

Theorem 291. (Generating set of the syzygy module of a finite set of terms over a Gröbner valuation ring)
Let $\mathbf{V}$ be a valuation ring, $c_{1}, \ldots, c_{s} \in \mathbf{V} \backslash\{0\}$, and $M_{1}, \ldots, M_{s}$ be monomials in $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$. Denoting $\operatorname{LCM}\left(M_{i}, M_{j}\right)$ by $M_{i, j}$, and the canonical basis of $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right]^{s \times 1}$ by $\left(e_{1}, \ldots, e_{s}\right)$, the syzygy module $\operatorname{Syz}\left(c_{1} M_{1}, \ldots, c_{s} M_{s}\right)$ is generated by

$$
\left\{S_{i, j} \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right]^{s} \mid 1 \leq i \leq j \leq s\right\}
$$

where for $i \neq j$,

$$
S_{i, j}= \begin{cases}\frac{M_{i, j}}{M_{i}} e_{i}-\frac{c_{i}}{c_{j}} M_{i, j} e_{j} & \text { if } c_{j} \mid c_{i} \\ \frac{c_{j}}{c_{i}} \frac{M_{i, j}}{M_{i}} e_{i}-\frac{M_{i, j}}{M_{j}} e_{j} & \text { else },\end{cases}
$$

and

$$
S_{i, i}=d_{i} e_{i},
$$

with $d_{i}$ a generator of the annihilator of $c_{i}$ in $\mathbf{V}$ ( $S_{i, i}$ is defined up to a unit).
Proof. It is clear that for all $i \leq j, S_{i, j}$ is a syzygy of $M=\left(c_{1} M_{1}, \ldots, c_{s} M_{s}\right)$.
Now, in order to verify that $\left\{S_{i, j}, 1 \leq i \leq j \leq s\right\}$ is really a syzygy basis, we need to show that every syzygy $H$ of $M$ can be written as $H=\sum_{1 \leq i \leq j \leq s} u_{i, j} S_{i, j}$ where $u_{i, j} \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$.
For this, let $H={ }^{\mathrm{t}}\left(h_{1}, \ldots, h_{s}\right)$ be a syzygy of $M$, that is, such that $M H=0$. Letting $\gamma(H)=\max _{1 \leq i \leq s} \operatorname{mdeg}\left(h_{i} M_{i}\right)$, we have

$$
\sum_{\operatorname{mdeg}\left(h_{i} M_{i}\right)=\gamma(H)} c_{i} h_{i} M_{i}+\sum_{\operatorname{mdeg}\left(h_{i} M_{i}\right)<\gamma(H)} c_{i} h_{i} M_{i}=0 .
$$

Thus,

$$
\begin{aligned}
& \quad \sum_{\operatorname{mdeg}\left(h_{i} M_{i}\right)=\gamma(H)} c_{i} \mathrm{LT}\left(h_{i}\right) M_{i}+\sum_{\operatorname{mdeg}\left(h_{i} M_{i}\right)=\gamma(H)} c_{i}\left(h_{i}-\mathrm{LT}\left(h_{i}\right)\right) M_{i} \\
& \quad+\sum_{\operatorname{mdeg}\left(h_{i} M_{i}\right)<\gamma(H)} c_{i} h_{i} M_{i}=0 .
\end{aligned}
$$

We can write $H=G+\widetilde{G}$, where $G=\left(g_{1}, \ldots, g_{s}\right)$ with $g_{i}=\operatorname{LT}\left(h_{i}\right)$ if $\operatorname{mdeg}\left(h_{i} M_{i}\right)=$ $\gamma(H), 0$ else; $\widetilde{G}=\left(\widetilde{g}_{1}, \ldots, \widetilde{g}_{s}\right)$ with $\widetilde{g}_{i}=h_{i}-\mathrm{LT}\left(h_{i}\right)$ if $\operatorname{mdeg}\left(h_{i} M_{i}\right)=\gamma(H), h_{i}$ else. Since $\gamma(\widetilde{G})<\gamma(H)$, it suffices, by induction on $\gamma(H)$ (the induction is legitimated by Corollary 210), to prove the result for $G$. In particular, we can assume that $h_{i}=a_{i} M_{i}^{\prime}$ with $a_{i} \in \mathbf{V}$ ( $a_{i}$ can be zero). Let $i_{1}<i_{2}<\ldots<i_{t}$ be the indices corresponding to the nonzero $a_{i}$ 's, and denote $\gamma(H)$ by $\gamma$. The facts that $a_{1} M_{1}^{\prime} c_{1} M_{1}+\cdots+a_{s} M_{s}^{\prime} c_{s} M_{s}=0$ and $a_{i} M_{i}^{\prime} c_{i} M_{i}=a_{i} c_{i} X^{\gamma}$ imply that

$$
a_{i_{1}} c_{i_{1}}+\cdots+a_{i_{t}} c_{i_{t}}=0
$$

It follows that

$$
\begin{aligned}
\left(h_{1}, \ldots, h_{s}\right) & =\left(a_{1} M_{1}^{\prime}, \ldots, a_{s} M_{s}^{\prime}\right)=a_{i_{1}} M_{i_{1}}^{\prime} e_{i_{1}}+\ldots+a_{i_{t}} M_{i_{t}}^{\prime} e_{i_{t}} \\
& =a_{i_{1}} \frac{X^{\gamma}}{M_{i_{1}}} e_{i_{1}}+\cdots+a_{i_{t}} \frac{X^{\gamma}}{M_{i_{t}}} e_{i_{t}} .
\end{aligned}
$$

As $\mathbf{V}$ is a valuation ring, there exists an integer $q \in\{1, \ldots, t\}$ such that $c_{i_{q}}$ divides all the $c_{i_{j}}$ 's. So, the previous expression can be written as

$$
\begin{aligned}
a_{i_{1}} \frac{X^{\gamma}}{M_{i_{1}}} e_{i_{1}}+\cdots+a_{i_{t}} \frac{X^{\gamma}}{M_{i_{t}}} e_{i_{t}}= & \sum_{1 \leq j \leq q-1} a_{i_{j}} \frac{X^{\gamma}}{M_{i_{j}}, i_{q}}\left(\frac{M_{i_{j}, i_{q}}}{M_{i_{j}}} e_{i_{j}}-\frac{c_{i_{j}}}{c_{i_{q}}} \frac{M_{i_{j}, i_{q}}}{M_{i_{q}}} e_{i_{q}}\right) \\
& -\sum_{q+1 \leq j \leq t} a_{i_{j}} \frac{X^{\gamma}}{M_{i_{j}, i_{q}}}\left(\frac{c_{i_{j}}}{c_{i_{q}}} \frac{M_{i_{j}, i_{q}}}{M_{i_{q}}} e_{i_{q}}-\frac{M_{i_{j}, i_{q}}}{M_{i_{j}}} e_{i_{j}}\right) \\
& +\left(\sum_{j \neq q} a_{i_{j}} \frac{c_{i_{j}}}{c_{i_{q}}}+a_{i_{q}}\right) \frac{X^{\gamma}}{M_{i_{q}}} e_{i_{q} .} .(* *)
\end{aligned}
$$

Note that we have $\left(\sum_{j \neq q} a_{i j} \frac{c_{i j}}{c_{i_{q}}}+a_{i_{q}}\right) c_{i_{q}}=0$ by virtue of (*), and thus, $\left(\sum_{j \neq q} a_{i_{j}} \frac{c_{j}}{c_{i_{q}}}+\right.$ $\left.a_{i_{q}}\right) e_{i_{q}} \in\left\langle d_{i_{q}}\right\rangle e_{i_{q}}$. Note also that, for $1 \leq j \leq q-1, \frac{M_{i_{j}, i_{q}}}{M_{i_{j}}} e_{i_{j}}-\frac{c_{i_{j}}}{c_{i_{q}}} \frac{M_{i_{j}, i_{q}}}{M_{i_{q}}} e_{i_{q}}=S_{i_{j}, i_{q}}$, and for $q+1 \leq j \leq t$,

$$
\frac{c_{i_{j}}}{c_{i_{q}}} \frac{M_{i_{j}, i_{q}}}{M_{i_{q}}} e_{i_{q}}-\frac{M_{i_{j}, i_{q}}}{M_{i_{j}}} e_{i_{j}}=\left\{\begin{array}{l}
\frac{c_{i_{j}}}{c_{i_{q}}} S_{i_{q}, i_{j}} \text { if } c_{i_{j}} \mid c_{i_{q}} \\
S_{i_{q}, i_{j}} \text { else. }
\end{array}\right.
$$

Thus, $\operatorname{Syz}\left(c_{1} M_{1}, \ldots, c_{s} M_{s}\right) \subseteq\left\langle S_{i j}, 1 \leq i \leq j \leq s\right\rangle$.

Example 292. Let $\mathbf{V}=\mathbb{Z} / 8 \mathbb{Z}, f_{1}=4 X^{2}, f_{2}=2 X Y^{3}, f_{3}=6 Y, f_{4}=5$ in $\mathbf{V}[X, Y]$. With the previous notation, we have

$$
S_{1,1}=(2,0,0,0), S_{2,2}=(0,4,0,0), S_{3,3}=(0,0,4,0), S_{4,4}=(0,0,0,0)
$$

In addition, since $c_{4}\left|c_{3}\right| c_{2} \mid c_{1}$, the syzygy module $\operatorname{Syz}\left(f_{1}, \ldots, f_{4}\right)$ is generated by $\left\{\left.S_{i, j}=\frac{M_{i, j}}{M_{i}} e_{i}-\frac{c_{i}}{c_{j}} \frac{M_{i, j}}{M_{j}} e_{j} \right\rvert\, 1 \leq i<j \leq 4\right\} \cup\left\{S_{1,1}, S_{2,2}, S_{3,3}\right\}$, that is,

$$
\begin{aligned}
& \operatorname{Syz}\left(f_{1}, \ldots, f_{4}\right)=\left\langle{ }^{\mathrm{t}}\left(Y^{3}, 6 X, 0,0\right),{ }^{\mathrm{t}}\left(Y, 0,2 X^{2}, 0\right),{ }^{\mathrm{t}}\left(1,0,0,4 X^{2}\right),{ }^{\mathrm{t}}\left(0,1,5 X Y^{2}, 0\right),\right. \\
& \left.{ }^{\mathrm{t}}\left(0,1,0,6 X Y^{3}\right),{ }^{\mathrm{t}}(0,0,1,2 Y),{ }^{( }(2,0,0,0),{ }^{\mathrm{t}}(0,4,0,0),{ }^{\mathrm{t}}(0,0,4,0)\right\rangle .
\end{aligned}
$$

Notation 293. Let $\mathbf{V}$ be a coherent valuation ring, $>$ a monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{n}\right], f_{1}, \ldots, f_{s} \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$, and $\left\{g_{1}, \ldots, g_{t}\right\}$ a Gröbner basis for $\left\langle f_{1}, \ldots, f_{s}\right\rangle$. Denote by $c_{i}=\mathrm{LC}\left(g_{i}\right)$ and $M_{i}=\mathrm{LM}\left(g_{i}\right)$. In order to compute the syzygy module $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)$, we will first compute $\operatorname{Syz}\left(g_{1}, \ldots, g_{t}\right)$. Recall that for each $1 \leq i<j \leq t$, the $S$-polynomial of $g_{i}$ and $g_{j}$ is given by

$$
S\left(g_{i}, g_{j}\right):= \begin{cases}\frac{M_{i, j}}{M_{i}} g_{i}-\frac{c_{i}}{c_{j}} \frac{M_{i, j}}{M_{j}} g_{j} & \text { if } c_{j} \mid c_{i} \\ \frac{c_{j}}{c_{i}} \frac{M_{i, j}}{M_{i}} g_{i}-\frac{M_{i, j}}{M_{j}} g_{j} & \text { else }\end{cases}
$$

Moreover, $S\left(g_{i}, g_{i}\right):=d_{i} g_{i}$, where $d_{i}$ is a generator of the annihilator of $c_{i}$ in $\mathbf{V}$ (it is defined up to a unit).
For some $h_{i, j, k} \in \mathbf{V}\left[X_{1}, \ldots, X_{n}\right]$, we have

$$
S\left(g_{i}, g_{j}\right)=\sum_{k=1}^{t} h_{i, j, k} g_{k} \text { with } \operatorname{mdeg}\left(S\left(g_{i}, g_{j}\right)\right)=\max _{1 \leq k \leq t} \operatorname{mdeg}\left(h_{i, j, k} g_{k}\right) \quad(\star) .
$$

(The polynomials $h_{i, j, k}$ are given by the division algorithm.)
For $1 \leq i<j \leq t$, let

$$
\varepsilon_{i, j}= \begin{cases}\frac{M_{i, j}}{M_{i}} e_{i}-\frac{c_{i}}{c_{j}} \frac{M_{i, j}}{M_{j}} e_{j} & \text { if } c_{j} \mid c_{i} \\ \frac{c_{j}}{c_{i}} \frac{M_{i, j}}{M_{i}} e_{i}-\frac{M_{i, j}}{M_{j}} e_{j} & \text { else }\end{cases}
$$

and $\varepsilon_{i, i}=d_{i} e_{i}$, where $d_{i}$ is a generator of the annihilator of $c_{i}$ in $\mathbf{V}$. For $1 \leq i \leq j \leq t$, denote by

$$
s_{i, j}=\varepsilon_{i, j}-\sum_{k=1}^{t} h_{i, j, k} e_{k} .
$$

Theorem 294. (Syzygy module of a Gröbner basis over a coherent valuation ring) With the previous notation,

$$
\operatorname{Syz}\left(g_{1}, \ldots, g_{t}\right)=\left\langle s_{i, j} \mid 1 \leq i \leq j \leq t\right\rangle .
$$

Proof. " $\supseteq$ " Let $G=\left(g_{1}, \ldots, g_{t}\right)$. For each $1 \leq i \leq j \leq t$, we have $G s_{i, j}=S\left(g_{i}, g_{j}\right)-$ $\sum_{k=1}^{t} h_{i, j, k} g_{k}=0$. Thus, $s_{i, j} \in \operatorname{Syz}\left(g_{1}, \ldots, g_{t}\right)$.
$" \subseteq "$ Let $U={ }^{\mathrm{t}}\left(u_{1}, \ldots, u_{t}\right) \in \operatorname{Syz}\left(g_{1}, \ldots, g_{t}\right)$, and set $\gamma(U)=\max _{1 \leq i \leq t}$ $\left\{\operatorname{mdeg}\left(u_{i} g_{i}\right)\right\}$. We will proceed by induction on $\gamma(U)$ (the induction is legitimated by Corollary 210).

Letting $S=\left\{i \in\{1, \ldots, t\} \mid \operatorname{mdeg}\left(u_{i} g_{i}\right)=\gamma(U)\right\}$, we have

$$
\sum_{i \in S} u_{i} g_{i}+\sum_{i \notin S} u_{i} g_{i}=0 \Rightarrow \sum_{i \in S} \operatorname{LT}\left(u_{i}\right) g_{i}+\sum_{i \in S}\left(u_{i}-\mathrm{LT}\left(u_{i}\right)\right) g_{i}+\sum_{i \notin S} u_{i} g_{i}=0,
$$

and so, $\sum_{i \in S} \operatorname{LT}\left(u_{i}\right) \operatorname{LT}\left(g_{i}\right)=0$, that is, $\left(\operatorname{LT}\left(u_{i}\right)\right)_{i \in S} \in \operatorname{Syz}\left(\operatorname{LT}\left(g_{i}\right)\right)_{i \in S}$. By virtue of Theorem 291, we can write

$$
\left(\operatorname{LT}\left(u_{i}\right)\right)_{i \in S}=\sum_{1 \leq i \leq j \leq t, i, j \in S} h_{i, j} \varepsilon_{i, j} . \quad(\star \star)
$$

Let $U=W+{ }^{\mathrm{t}}\left(u_{1}^{\prime}, \ldots, u_{t}^{\prime}\right)$ with $W={ }^{\mathrm{t}}\left(w_{1}, \ldots, w_{t}\right)$ and $w_{i}= \begin{cases}0 & \text { if } i \notin S \\ L T\left(u_{i}\right) & \text { if } i \in S,\end{cases}$ in such a way we have

$$
U=\sum_{1 \leq i \leq j \leq t, i, j \in S} h_{i, j} \varepsilon_{i j}+{ }^{\mathrm{t}}\left(u_{1}^{\prime}, \ldots, u_{t}^{\prime}\right) .
$$

We can write $U=\bar{V}+V$ where

$$
\bar{V}=\sum_{1 \leq i \leq j \leq t, i, j \in S} h_{i, j} s_{i, j} \text { and } V=\sum_{1 \leq i \leq j \leq t, i, j \in S} h_{i, j} \sum_{k=1}^{t} h_{i, j, k} e_{k}+{ }^{\mathrm{t}}\left(u_{1}^{\prime}, \ldots, u_{t}^{\prime}\right) .
$$

It is clear that $\bar{V} \in\left\langle s_{i j}, 1 \leq i \leq j \leq t\right\rangle$. Denoting by $V={ }^{\mathrm{t}}\left(v_{1}, \ldots, v_{t}\right)$, we have

$$
\begin{aligned}
\operatorname{mdeg}\left(v_{l} g_{l}\right) & =\operatorname{mdeg}\left(u_{l}^{\prime} g_{l}+\sum_{1 \leq i \leq j \leq t, i, j \in S} h_{i, j} h_{i, j, l} g_{l}\right) \\
& \leq \max _{1 \leq i \leq j \leq t, i, j \in S}\left\{\operatorname{mdeg}\left(u_{l}^{\prime} g_{l}\right), \operatorname{mdeg}\left(h_{i, j} h_{i, j, l} g_{l}\right)\right\}
\end{aligned}
$$

By definition of ${ }^{\mathrm{t}}\left(u_{1}^{\prime}, \ldots, u_{t}^{\prime}\right)$, we have $\operatorname{mdeg}\left(u_{l}^{\prime} g_{l}\right)<\gamma(U)$. Moreover, from $(\star \star)$, we have

$$
\left(\operatorname{LT}\left(u_{i}\right)\right)_{i \in S}{ }^{\mathrm{t}}\left(g_{i}\right)_{i \in S}=\sum_{1 \leq i \leq j \leq t, i, j \in S} h_{i, j} S\left(g_{i}, g_{j}\right) . \quad(\star \star \star)
$$

In the equality $(\star \star \star)$, all the terms $\operatorname{LT}\left(u_{i}\right) g_{i}$ on the left-hand side are homogeneous with multidegree $\gamma(U)$ since $\operatorname{mdeg}\left(\operatorname{LT}\left(u_{i}\right) \operatorname{LT}\left(g_{i}\right)\right)=\gamma(U) \quad \forall i \in S$. This property must also be satisfied on the right-hand side. Thus, $\operatorname{mdeg}\left(h, \frac{M_{i, j}}{M_{i}} M_{i}\right) \leq \gamma(U)$, $\operatorname{mdeg}\left(h_{i, j} \frac{c_{i}}{c_{j}} \frac{M_{i, j}}{M_{j}} M_{j}\right) \leq \gamma(U)$, and $\operatorname{mdeg}\left(h_{i, j} M_{i, j}\right) \leq \gamma(U)$.
On the other hand, $\forall 1 \leq k \leq t, \operatorname{mdeg}\left(h_{i, j, k} g_{k}\right) \leq \operatorname{mdeg}\left(S\left(g_{i}, g_{j}\right)\right)$ since by ( $\star$ ) we have $\operatorname{mdeg}\left(S\left(g_{i}, g_{j}\right)\right)=\max _{1 \leq k \leq t} \operatorname{mdeg}\left(h_{i, j, k} g_{k}\right)$.
Hence $\operatorname{mdeg}\left(h_{i, j} h_{i, j, l} g_{l}\right) \leq \operatorname{mdeg}\left(h_{i, j} S\left(g_{i}, g_{j}\right)\right)<\operatorname{mdeg}\left(h_{i, j} M_{i, j}\right) \leq \gamma(U)$, $\operatorname{mdeg}\left(v_{l} g_{l}\right)<\gamma(U) \forall 1 \leq l \leq t$, and finally, $\gamma(V)<\gamma(U)$ as desired.

Example 295. Let $\mathbf{V}=\mathbb{Z} / 8 \mathbb{Z}$ and $g_{1}=2 X^{3}+6 X^{2}, g_{2}=6 Y^{2}, g_{3}=5 X Y-5 Y \in$ $\mathbf{V}[X, Y]$. Let us fix the lexicographic order as monomial order with $X>Y$. Then

$$
\begin{aligned}
G= & \left\{g_{1}, g_{2}, g_{3}\right\} \text { is a Gröbner basis for }\left\langle g_{1}, g_{2}, g_{3}\right\rangle \text { in }(\mathbb{Z} / 8 \mathbb{Z})[X, Y] \text { as } \\
& S\left(g_{1}, g_{1}\right)=4 g_{1}=0, S\left(g_{2}, g_{2}\right)=4 g_{2}=0, S\left(g_{3}, g_{3}\right)=0 g_{3}=0, \\
& S\left(g_{1}, g_{2}\right)=Y^{2} g_{1}-3 X^{3} g_{2}=X^{2} g_{2} \xrightarrow{g_{2}} 0, \\
& S\left(g_{1}, g_{3}\right)=Y g_{1}-2 X^{2} g_{3}=0, \\
& S\left(g_{2}, g_{3}\right)=X g_{2}-6 Y g_{3}=g_{2} \xrightarrow{g_{2}} 0 .
\end{aligned}
$$

Keeping the previous notation, we have

$$
h_{1,2,1}=0, h_{1,2,2}=X^{2}, h_{123}=0 \Rightarrow s_{1,2}={ }^{\mathrm{t}}\left(Y^{2},-3 X^{3}-X^{2}, 0\right) .
$$

In the same way, we obtain that $s_{1,3}={ }^{\mathrm{t}}\left(Y, 0,-2 X^{2}\right), s_{2,3}={ }^{\mathrm{t}}(0, X-1,-6 Y), s_{1,1}=$ ${ }^{\mathrm{t}}(4,0,0), s_{2,2}={ }^{\mathrm{t}}(0,4,0)$, and $s_{3,3}={ }^{\mathrm{t}}(0,0,0)$. Thus,

$$
\operatorname{Syz}\left(g_{1}, g_{2}, g_{3}\right)=\left\langle^{\mathrm{t}}\left(Y^{2}, 5 X^{3}+7 X^{2}, 0\right),{ }^{\mathrm{t}}\left(Y, 0,6 X^{2}\right),{ }^{\mathrm{t}}(0, X+7,2 Y),{ }^{\mathrm{t}}(4,0,0),{ }^{\mathrm{t}}(0,4,0)\right\rangle .
$$

Keeping Notation 293, and denoting by $F=\left[f_{1} \cdots f_{s}\right]$ and $G=\left[g_{1} \cdots g_{t}\right]$, there exist two matrices $S$ and $T$ respectively of size $t \times s$ and $s \times t$ such that $F=G S$ and $G=F T$. We can first compute a generator set $\left\{s_{1}, \ldots, s_{r}\right\}$ of $\operatorname{Syz}(G)$. For each $i \in\{1, \ldots, r\}$, we have $0=G s_{i}=(F T) s_{i}=F\left(T s_{i}\right)$. So $\left\langle T s_{i} \mid i \in\{1, \ldots, r\}\right\rangle \subseteq$ $\operatorname{Syz}(F)$. Also, denoting by $\mathbf{I}_{s}$ the identity matrix of size $s$, we have

$$
F\left(\mathbf{I}_{s}-T S\right)=F-F T S=F-G S=F-F=0
$$

This equality shows that the columns $r_{1}, \ldots, r_{s}$ of $\mathbf{I}_{s}-T S$ are also in $\operatorname{Syz}(F)$. The converse holds as stated by the following theorem.

Theorem 296. (Syzygy module over a Gröbner valuation ring: general case) With the previous notation, we have

$$
\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)=\left\langle T s_{1}, \ldots, T s_{r}, r_{1}, \ldots, r_{s}\right\rangle
$$

Proof. Let $s=\left(a_{1}, \ldots, a_{s}\right) \in \operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)$. As $0=F s=G S s$, we have $S s \in$ $\operatorname{Syz}\left(g_{1}, \ldots, g_{t}\right)$.
By definition of $s_{1}, \ldots, s_{r}$, we have $S s=\sum_{i=1}^{r} h_{i} s_{i}$ for $h_{i} \in V\left[X_{1}, \ldots, X_{n}\right]$, which implies that $T S s=\sum_{i=1}^{r} h_{i}\left(T s_{i}\right)$. Thus, $s=s-T S s+T S s=\left(I_{s}-T S\right) s+\sum_{i=1}^{r} h_{i}\left(T s_{i}\right)=$ $\sum_{i=1}^{s} a_{i} r_{i}+\sum_{i=1}^{r} h_{i}\left(T s_{i}\right)$, and $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right) \subseteq\left\langle T s_{1}, \ldots, T s_{r}, r_{1}, \ldots, r_{s}\right\rangle$. We conclude that $\quad \operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right) \quad=\quad\left\langle T s_{1}, \ldots\right.$, $\left.T s_{r}, r_{1}, \ldots, r_{s}\right\rangle$.

Example 297. Let $f_{1}=2 X Y, f_{2}=Y^{3}+1, f_{3}=X^{2}+X \in \mathbf{V}[X, Y]=(\mathbb{Z} / 4 \mathbb{Z})[X, Y]$, and $F=\left[\begin{array}{lll}f_{1} & f_{2} & f_{3}\end{array}\right]$. Computing a Gröbner basis for $\left\langle f_{1}, f_{2}, f_{3}\right\rangle$ using the lexico-
graphic order with $X>Y$ as monomial order, we obtain:

$$
\begin{aligned}
& S\left(f_{1}, f_{1}\right)=2 f_{1}=0, S\left(f_{2}, f_{2}\right)=0 f_{2}=0, S\left(f_{3}, f_{3}\right)=0 f_{3}=0, \\
& S\left(f_{1}, f_{2}\right)=Y^{2} f_{1}-2 X f_{2}=2 X=: f_{4}, S\left(f_{4}, f_{4}\right)=2 f_{4} \xrightarrow{f_{4}} 0, \\
& S\left(f_{1}, f_{3}\right)=X f_{1}-2 Y f_{3}=2 X Y \xrightarrow{f_{1}} 0, \\
& S\left(f_{2}, f_{3}\right)=X^{2} f_{2}-Y^{3} f_{3}=3 X^{2}+X Y^{3} \xrightarrow{f_{3}, f_{2}} 0, \\
& f_{1} \xrightarrow{f_{4}} 0, S\left(f_{2}, f_{4}\right)=2 X f_{2}-Y^{3} f_{4}=2 X \xrightarrow{f_{4}} 0, \\
& S\left(f_{3}, f_{4}\right)=2 f_{3}-X f_{4}=2 X \xrightarrow{f_{4}} 0 .
\end{aligned}
$$

Thus, $\left\{f_{2}, f_{3}, f_{4}\right\}$ is a Gröbner basis for $\left\langle f_{1}, f_{2}, f_{3}\right\rangle$ in $\mathbf{V}[X, Y]$. Let us denote by $G=\left[g_{1} g_{2} g_{3}\right]$ with $g_{1}=f_{4}, g_{2}=f_{2}, g_{3}=f_{3}$.
We have $G=F T$ with $T=\left(\begin{array}{ccc}Y^{2} & 0 & 0 \\ -2 X & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$ and $F=G S$ with $S=\left(\begin{array}{ccc}Y & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$.
The nonzero vectors $s_{i, j}$ we found are

$$
\begin{aligned}
& s_{1,1}={ }^{\mathrm{t}}(2,0,0), s_{1,2}={ }^{\mathrm{t}}\left(Y^{3}-1,2 X, 0\right), s_{1,3}={ }^{\mathrm{t}}(X-1,0,2), \text { and } \\
& s_{2,3}={ }^{\mathrm{t}}\left(0, X^{2}+X,-Y^{3}-1\right) .
\end{aligned}
$$

And so

$$
\begin{aligned}
T s_{1,1} & =\left(\begin{array}{c}
2 Y^{2} \\
0 \\
0
\end{array}\right), T s_{1,2}=\left(\begin{array}{c}
Y^{5}-Y^{2} \\
2 X Y^{3} \\
0
\end{array}\right), T s_{1,3}=\left(\begin{array}{c}
X Y^{2}-Y^{2} \\
2 X+2 X^{2} \\
2
\end{array}\right) \\
T s_{2,3} & =\left(\begin{array}{c}
0 \\
X^{2}+X \\
-Y^{3}-1
\end{array}\right) .
\end{aligned}
$$

Moreover, we have $\mathbf{I}_{3}-T S=\left(\begin{array}{ccc}1-Y^{3} & 0 & 0 \\ 2 X Y & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$. So, denoting the first column of $\mathbf{I}_{3}-T S$ by $r_{1}$, we have

$$
\begin{aligned}
\operatorname{Syz}(F)= & \left\langle T s_{1,1}, T s_{1,2}, T s_{1,3}, T s_{2,3}, r_{1}\right\rangle \\
= & \left\langle{ }^{\mathrm{t}}\left(2 Y^{2}, 0,0\right),{ }^{\mathrm{t}}{ }^{5} Y^{5}-Y^{2}, 2 X Y^{3}, 0\right),{ }^{\mathrm{t}}\left(X Y^{2}-Y^{2}, 2 X+2 X^{2}, 2\right), \\
& \left.{ }^{\mathrm{t}}\left(0, X^{2}+X,-Y^{3}-1\right),{ }^{\mathrm{t}}\left(1-Y^{3}, 2 X Y, 0\right)\right\rangle .
\end{aligned}
$$

### 3.4.1.2 Computing Syzygy Modules Over Gröbner Domains via Saturation

We will hereafter present a method for computing syzygies over Gröbner domains via saturation (and which is known over $\mathbb{Z}$ ).

Let $\mathbf{R}$ be a Gröbner domain with quotient field $\mathbf{K}$ and consider $p_{1}, \ldots, p_{m} \in$ $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$. Recall that the syzygy module of $\left(p_{1}, \ldots, p_{m}\right)$ over $\mathbf{A}(\mathbf{A}=\mathbf{R}$ or $\mathbf{K}$ ) is

$$
\operatorname{Syz}_{\mathbf{A}}\left(p_{1}, \ldots, p_{m}\right)=\left\{\left(q_{1}, \ldots, q_{m}\right) \in \mathbf{A}\left[X_{1}, \ldots, X_{k}\right]^{m} \mid p_{1} q_{1}+\cdots+p_{m} q_{m}=0\right\} .
$$

We know that $\operatorname{Syz}_{\mathbf{K}}\left(p_{1}, \ldots, p_{m}\right)$ is finitely-generated (it is a particular case of Theorem 296, the base ring being a discrete field), say

$$
\operatorname{Syz}_{\mathbf{K}}\left(p_{1}, \ldots, p_{m}\right)=\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] s_{1}+\cdots+\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] s_{n}
$$

for some $s_{i} \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$. Now $\operatorname{Syz}_{\mathbf{R}}\left(p_{1}, \ldots, p_{m}\right)$ is nothing but the $\mathbf{R}$-saturation $\operatorname{Sat}_{\mathbf{R}}(S)\left(\operatorname{Sat}(S)\right.$ is there is no confusion risk) of $S:=\mathbf{R}\left[X_{1}, \ldots, X_{k}\right] s_{1}+\cdots+$ $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right] s_{n}$, i.e.,

$$
\begin{aligned}
\operatorname{Sat}(S) & :=\left\{s \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m} \mid \alpha s \in S \text { for some } \alpha \in \mathbf{R} \backslash\{0\}\right\} \\
& =\left(S \otimes_{\mathbf{R}} \mathbf{K}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m} .
\end{aligned}
$$

The computation of the $\mathbf{R}$-saturation of finitely-generated submodules of $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$ can be done as in the case where $\mathbf{R}=\mathbb{Z}$. To simplify, we will compute the $\mathbf{R}$-saturation of finitely-generated ideals of $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ (the case of submodules of $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is analogous).

Notation 298. Let $\mathbf{A}$ be a ring, $a \in \mathbf{A}$ and $I$ an ideal of $\mathbf{A}$. We denote by

$$
\left(I: a^{\infty}\right)=\left\{x \in \mathbf{A}|\exists n \in \mathbb{N}| x a^{n} \in I\right\}
$$

It is an ideal of $\mathbf{A}$ containing $I$.
Proposition 299. Let $\mathbf{R}$ be a domain with quotient field $\mathbf{K}$, take $X_{1}, \ldots$, $X_{n}, Z$ independent variables over $\mathbf{K}$, and consider an ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Let us fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ and consider a normalized Gröbner basis $G=\left\{g_{1}, \ldots, g_{m}\right\}$ for $I \otimes_{\mathbf{R}} \mathbf{K}$. Denoting by $g_{i}=\frac{h_{i}}{d_{i}}$ where $h_{i} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right], d_{i}=\operatorname{LC}\left(h_{i}\right) \in \mathbf{R}, J=\left\langle h_{1}, \ldots, h_{s}\right\rangle \subseteq \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and taking $d=\prod_{i=1}^{m} d_{i}\left(\right.$ or $d=\operatorname{lcm}\left(d_{1}, \ldots, d_{m}\right)$ if such a notion exists), we have:

$$
\begin{aligned}
\operatorname{Sat}(I) & =\operatorname{Sat}(J)=\left(I \otimes_{\mathbf{R}} \mathbf{K}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]=\left(J: d^{\infty}\right) \\
& =\left\langle h_{1}, \ldots, h_{s}, d Z-1\right\rangle \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] .
\end{aligned}
$$

Proof. The fact that $\operatorname{Sat}(I)=\operatorname{Sat}(J)=\left(I \otimes_{\mathbf{R}} \mathbf{K}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is straightforward. The fact that $\left(J: d^{\infty}\right)=\left\langle h_{1}, \ldots, h_{s}, d Z-1\right\rangle \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ follows from Lemma 260. It remains to prove that $\left(I \otimes_{\mathbf{R}} \mathbf{K}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]=\left(J: d^{\infty}\right)$. For this, let $f \in\left(I \otimes_{\mathbf{R}} \mathbf{K}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. As $G=\left\{g_{1}, \ldots, g_{m}\right\}$ is a Gröbner basis for $\left(I \otimes_{\mathbf{R}} \mathbf{K}\right)$, by the Division Algorithm 211, one can find $q_{1}, \ldots, q_{m} \in \mathbf{K}\left[X_{1}, \ldots, X_{n}\right]$ such that $f=q_{1} g_{1}+\cdots+q_{m} g_{m}$. But as all the $g_{i}$ 's are monic (i.e., with 1 as leading coefficient), when dividing $f$ by $G$ all the denominators which may appear are powers of $d$, that is, $q_{1}, \ldots, q_{m} \in \frac{1}{d^{r}} \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ for some $r \in \mathbb{N}$. As a matter of fact, as $g_{i}=\frac{1}{d_{i}} h_{i} \in \frac{1}{d} \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ and $f \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, the coefficient of the first quotient term appearing when starting the division of $f$ by one of the $g_{i}$ 's is in $\mathbf{R}$, the second is in $\frac{1}{d} \mathbf{R}$, the third in $\frac{1}{d^{2}} \mathbf{R}$, and so on. It follows that

$$
d^{r+1} f=\sum_{i=1}^{m} d^{r} q_{i} \frac{d}{d_{i}} h_{i} \in J, \text { and thus, } f \in\left(J: d^{\infty}\right)
$$

Conversely, if $f \in\left(J: d^{\infty}\right)$, then $d^{k} f \in J \subseteq\left(I \otimes_{\mathbf{R}} \mathbf{K}\right)$ for some $k \in \mathbb{N}$, and hence $f \in\left(I \otimes_{\mathbf{R}} \mathbf{K}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.

Corollary 300. Let $\mathbf{R}$ be a Gröbner domain. Denote its quotient field by K, and consider an ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Let us fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ and consider a Gröbner basis $\left\{h_{1}, \ldots, h_{m}\right\}$ for I in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Denoting by $\delta=\prod_{i=1}^{m} \mathrm{LC}\left(h_{i}\right)$ (or $\delta=\operatorname{lcm}\left(\operatorname{LC}\left(h_{1}\right), \ldots, \mathrm{LC}\left(h_{m}\right)\right.$ ) if such a notion exists), we have

$$
\operatorname{Sat}(I)=\left(I: \delta^{\infty}\right)
$$

Proof. It suffices to use Proposition 299 and the fact that $\left\{\frac{1}{\operatorname{LC}\left(h_{1}\right)} h_{1}, \ldots\right.$, $\left.\frac{1}{\mathrm{LC}\left(h_{m}\right)} h_{m}\right\}$ is a normalized Gröbner basis for $I \otimes_{\mathbf{R}} \mathbf{K}$.

From Corollary 300 ensues the following algorithm for computing the saturation of finitely-generated ideals of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, where $\mathbf{R}$ is a Gröbner domain.

Algorithm 301. (An Algorithm for Computing the Saturation of Finitely-Generated Ideals of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, Where $\mathbf{R}$ Is a Gröbner Domain)
Input: $f_{1}, \ldots, f_{s} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, where $\mathbf{R}$ be a Gröbner domain.
Output: a finite generating set $G \subseteq \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ of $\operatorname{Sat}\left(\left\langle f_{1}, \ldots, f_{s}\right\rangle\right)$.

1. Compute a Gröbner basis $\left\{h_{1}, \ldots, h_{m}\right\}$ for $\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ with respect to the lexicographic monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ with $X_{n}>$ $\cdots>X_{1}$.
2. $\delta:=\prod_{i=1}^{m} \mathrm{LC}\left(h_{i}\right) \quad\left(\right.$ or $\delta:=\operatorname{lcm}\left(\mathrm{LC}\left(h_{1}\right), \ldots, \mathrm{LC}\left(h_{m}\right)\right)=\mathrm{LC}\left(h_{1}\right) \vee \cdots \vee$ $\operatorname{LC}\left(h_{m}\right)$ ) if such a notion exists, for example if $\mathbf{R}=\mathbb{Z}$ ).
3. Compute a Gröbner basis $\left\{g_{1}, \ldots, g_{r}\right\}$ for $\left\langle f_{1}, \ldots, f_{s}, \delta Z-1\right\rangle$ in $\mathbf{R}\left[X_{1}, \ldots, X_{n}, Z\right]$ with respect to the lexicographic monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}, Z\right]$ with $Z>X_{n}>\cdots>X_{1}$.
4. $G:=\left\{g_{1}, \ldots, g_{r}\right\} \cap \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.

Example 302. (Example 290 Continued) Let us compute a finite generating set for $\operatorname{Sat}(I)$, where $I=\left\langle f_{1}=10 X+2 Y, f_{2}=6 X+3\right\rangle$ is an ideal of $\mathbb{Z}[X, Y]$. We know, via Example 290, that $\left\{h_{1}=X-Y+3, h_{2}=6 Y-15\right\}$ is a reduced Gröbner basis of $I$ with respect to the lexicographic order with $X>Y$. We have $\delta:=\mathrm{LC}\left(h_{1}\right) \vee$ $\left.\mathrm{LC}\left(h_{2}\right)\right)=1 \vee 6=6$. We obtain $\{X-Y+3,2 Y-5, Z-Y+2\}$ as a Gröbner basis of $\left\langle h_{1}, h_{2}, 6 Z-1\right\rangle$ with respect to the lexicographic order with $Z>X>Y$. Thus, $G=\{X-Y+3,2 Y-5\}$ is a generating set of $\operatorname{Sat}(I)$.

Proposition 303. Let $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ be a finitely-generated ideal of $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. Let us fix a monomial order $>$ on $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$, and consider a reduced Gröbner basis $\left\{h_{1}, \ldots, h_{m}\right\}$ for I in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ (computed with Algorithm 288 for example). Denoting by $\delta=\operatorname{lcm}\left(\operatorname{LC}\left(h_{1}\right), \ldots, \mathrm{LC}\left(h_{m}\right)\right)$ and suppose that we can compute the set
$\left\{p_{1}, \ldots, p_{r}\right\}$ of the prime numbers dividing $\delta$ (these primes are called the essential primes of I [82]). Then:
(i) $\operatorname{Sat}_{\mathbb{Z}}(I)=S^{-1} I \cap \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$, where $S$ is the monoid $p_{1}^{\mathbb{N}} \cdots p_{r}^{\mathbb{N}}$.
(ii) I is $\mathbb{Z}$-saturated if and only if $I \mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$ is $\mathbb{Z}_{p_{i} \mathbb{Z} \text {-saturated for all } \leq i \leq} \leq$ $r$.
(iii) If, for $1 \leq i \leq r,\left\{\frac{f_{i, 1}}{a_{i, 1}}, \ldots, \frac{f_{i, \ell_{i}}}{a_{i, \ell_{i}}}\right\}$ is a generating set for $\mathrm{Sat}_{\mathbb{Z}_{p_{i} \mathbb{Z}}}\left(I \mathbb{Z}_{p_{i} \mathbb{Z}}\right.$ $\left.\left[X_{1}, \ldots, X_{n}\right]\right)$, with $f_{i, j} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and $a_{i, j} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$, then

$$
\operatorname{Sat}_{\mathbb{Z}}(I)=\left\langle f_{1}, \ldots, f_{s}, f_{1,1}, \ldots, f_{1, \ell_{1}}, \ldots, f_{r, 1}, \ldots, f_{r, \ell_{r}}\right\rangle .
$$

Proof. (i) By virtue of Lemma 260 and Corollary 300, we have

$$
\operatorname{Sat}(I)=\left(I \mathbb{Z}\left[\frac{1}{\delta}\right]\left[X_{1}, \ldots, X_{n}\right]\right) \cap \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]
$$

But $\mathbb{Z}\left[\frac{1}{\delta}\right]$ is nothing but $S^{-1} \mathbb{Z}$.
(ii) " $\Rightarrow$ " Let $g=\frac{h}{a}$, with $a \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ and $h \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$, such that $\alpha g \in$ $I \mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$ for some $\alpha \in \mathbb{Z}_{p_{i} \mathbb{Z}} \backslash\{0\}$. It follows that there exists $b \in$ $\mathbb{Z} \backslash\{0\}$ such that $b h \in I$. But, as $I$ is $\mathbb{Z}$-saturated, we infer that $h \in I$, and, thus, $g \in I \mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$.

Note that the above proof applies for any monoid of $\mathbb{Z}$, not only for $\mathbb{Z} \backslash p_{i} \mathbb{Z}$.
" $\Leftarrow "$ Let $f \in \operatorname{Sat}_{\mathbb{Z}}(I)$. By virtue of (i), there exists $m \in \mathbb{N}$ such that

$$
\begin{equation*}
\delta^{m} f \in I \tag{0}
\end{equation*}
$$

In addition, for all $\leq i \leq r$, as $I \mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$ is $\mathbb{Z}_{p_{i} \mathbb{Z}}$-saturated, there exists $\alpha_{i} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ such that

$$
\begin{equation*}
\alpha_{i} f \in I \tag{i}
\end{equation*}
$$

As $\operatorname{gcd}\left(\delta^{m}, \alpha_{1}, \ldots, \alpha_{r}\right)=1$, there exist $\beta, \beta_{1}, \ldots, \beta_{r} \in \mathbb{Z}$ such that $\beta \delta^{m}+$ $\beta_{1} \alpha_{1}+\cdots+\beta_{r} \alpha_{r}=1$ ( $\mathbb{Z}$ being a Bezout domain), and, thus, combining (0), (1), $\ldots,(r)$, one gets $f \in I$, as desired.
(iii) It is clear that $\operatorname{Sat}_{\mathbb{Z}}(I) \supseteq\left\langle f_{1}, \ldots, f_{s}, f_{1,1}, \ldots, f_{1, \ell_{1}}, \ldots, f_{r, 1}, \ldots, f_{r, \ell_{r}}\right\rangle=: J$. Conversely, let $f \in \operatorname{Sat}_{\mathbb{Z}}(I)$. By virtue of (i), there exists $m \in \mathbb{N}$ such that

$$
\begin{equation*}
\delta^{m} f \in\left\langle f_{1}, \ldots, f_{s}\right\rangle \tag{0}
\end{equation*}
$$

In addition, for all $\leq i \leq r$, there exists $\alpha_{i} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ such that

$$
\begin{equation*}
\alpha_{i} f \in\left\langle f_{i, 1}, \ldots, f_{i, \ell_{i}}\right\rangle \tag{i}
\end{equation*}
$$

As $\operatorname{gcd}\left(\delta^{m}, \alpha_{1}, \ldots, \alpha_{r}\right)=1$, there exist $\beta, \beta_{1}, \ldots, \beta_{r} \in \mathbb{Z}$ such that $\beta \delta^{m}+$ $\beta_{1} \alpha_{1}+\cdots+\beta_{r} \alpha_{r}=1$, and, thus, combining (0), (1), .., $(r)$, one gets $f \in J$, as desired.

From Proposition 303 ensues an obvious algorithm for computing the $\mathbb{Z}$ saturation of a finitely-generated ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ of $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. This algorithm (Algorithm 301, too, when used with $\mathbf{R}=\mathbb{Z}$ ) requires an initial Gröbner basis computation over $\mathbb{Z}$ (see Sect. 3.3.11 for such computation) as well saturation computation over the rings $\mathbb{Z}_{p_{1} \mathbb{Z}}, \ldots, \mathbb{Z}_{p_{r} \mathbb{Z}}$, where $p_{1}, \ldots, p_{r}$ are the essentials primes of $I$. Unfortunately, this initial computation is often the bottleneck of the whole algorithm, since a Gröbner basis calculation over the integers can be several orders of magnitude slower than a Gröbner basis calculation over a field. We propose hereafter two solutions to this problem:

- The use of the dynamical method (see Sect. 3.4.2).
- The use Algorithm 305 below following the philosophy of Sect. 3.3.10 (Gröbner bases over the integers via prime factorization).

We need first to the following result.
Proposition 304. Consider an ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ of $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. Let us fix a monomial order $>$ on $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and consider a normalized Gröbner basis $G=\left\{g_{1}, \ldots, g_{m}\right\}$ for $J:=I \otimes_{\mathbb{Z}} \mathbb{Q}$ in $\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$. Denote by $g_{i}=\frac{h_{i}}{d_{i}}$ where $h_{i} \in$ $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right], J=\left\langle h_{1}, \ldots, h_{m}\right\rangle, d_{i}=\operatorname{LC}\left(h_{i}\right) \in \mathbb{Z}$, take $d=\operatorname{lcm}\left(d_{1}, \ldots, d_{m}\right)$, and denote by $\left\{p_{1}, \ldots, p_{r}\right\}$ the set of the prime numbers dividing $d$. Then:
(i) $\operatorname{Sat}_{\mathbb{Z}}(I)=\operatorname{Sat}_{\mathbb{Z}}(J)=S^{-1} J \cap \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$, where $S$ is the monoid $p_{1}^{\mathbb{N}} \cdots p_{r}^{\mathbb{N}}$.
(ii) $J$ is $\mathbb{Z}$-saturated if and only if $J \mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]$ is $\mathbb{Z}_{p_{i} \mathbb{Z}^{-} \text {-saturated for all } 1 \leq} \leq$ $i \leq r$.
(iii) If , for $1 \leq i \leq r,\left\{\frac{f_{i, 1}}{a_{i, 1}}, \ldots, \frac{f_{i, \ell_{i}}}{a_{i, \ell_{i}}}\right\}$ is a generating set for $\mathrm{Sat}_{\mathbb{Z}_{p_{i} \mathbb{Z}}}\left(I \mathbb{Z}_{p_{i} \mathbb{Z}}\right.$ $\left.\left[X_{1}, \ldots, X_{n}\right]\right)$, with $f_{i, j} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and $a_{i, j} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$, then

$$
\operatorname{Sat}_{\mathbb{Z}}(I)=\left\langle h_{1}, \ldots, h_{m}, f_{1,1}, \ldots, f_{1, \ell_{1}}, \ldots, f_{r, 1}, \ldots, f_{r, \ell_{r}}\right\rangle .
$$

Proof. (i) This is Proposition 299.
(ii) Do as in the proof of item (ii) in Proposition 303.
(iii) Do as in the proof of item (iii) in Proposition 303 and use the fact that $\operatorname{Sat}_{\mathbb{Z}}(I)=\operatorname{Sat}_{\mathbb{Z}}(J) \quad$ and $\quad \operatorname{Sat}_{\mathbb{Z}_{p_{i} \mathbb{Z}}}\left(I \mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]\right)=\operatorname{Sat}_{\mathbb{Z}_{p_{i} \mathbb{Z}}}\left(J \mathbb{Z}_{p_{i} \mathbb{Z}}\right.$ $\left.\left[X_{1}, \ldots, X_{n}\right]\right)$.

For an analogue to Proposition 304 for finitely-generated sub- $\mathbb{Z}$-modules of $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$, see Proposition 329.

Algorithm 305. (An algorithm for Computing the Saturation of Finitely-Generated Ideals of $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ via Prime Factorization)
Input: $f_{1}, \ldots, f_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$.
Output: a finite generating set $H \subseteq \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ of $\operatorname{Sat}\left(\left\langle f_{1}, \ldots, f_{s}\right\rangle\right)$.

1. Fix a monomial order $>$ on $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$, and compute a normalized Gröbner basis $G=\left\{g_{1}, \ldots, g_{m}\right\}$ for $J:=I \otimes_{\mathbb{Z}} \mathbb{Q}$ in $\mathbb{Q}\left[X_{1}, \ldots, X_{n}\right]$ (use Algorithm 235 with $\mathbf{R}$ a discrete field). Denote by $g_{i}=\frac{h_{i}}{d_{i}}$ where $h_{i} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right], d_{i}=$ $\operatorname{LC}\left(h_{i}\right) \in \mathbb{Z}$, take $d=\operatorname{lcm}\left(d_{1}, \ldots, d_{m}\right)$, and compute the set $\left\{p_{1}, \ldots, p_{r}\right\}$ of the prime numbers dividing $d$.
2. For $\leq i \leq r$, compute a finite generating set $\left\{\frac{f_{i, 1}}{a_{i, 1}}, \ldots, \frac{f_{i, \ell_{i}}}{a_{i, \ell_{i}}}\right\}$ for $\operatorname{Sat}_{\mathbb{Z}_{p_{i} \mathbb{Z}}}\left(I \mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{n}\right]\right.$ ), with $f_{i, j} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and $a_{i, j} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ (for example, with Algorithm 301).
3. $H:=\left\{h_{1}, \ldots, h_{m}, f_{1,1}, \ldots, f_{1, \ell_{1}}, \ldots, f_{r, 1}, \ldots, f_{r, \ell_{r}}\right\}$.

For an analogue to Algorithm 305 for finitely-generated sub-Z $\mathbb{Z}$-modules of $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$, see Algorithm 330.

### 3.4.2 Computing Dynamically a Generating Set for Syzygies of Polynomials Over Gröbner Arithmetical Rings

Let $\mathbf{R}$ be a Gröbner arithmetical ring and consider $f_{1}, \ldots, f_{s} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \backslash\{0\}$. Our goal is to compute a generating set for $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)$. We have first to compute a dynamical Gröbner basis $G=\left\{\left(S_{1}, G_{1}\right), \ldots,\left(S_{k}, G_{k}\right)\right\}$ for the ideal $\left\langle f_{1}, \ldots, f_{s}\right\rangle$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Denoting by $H_{j}=\left\{h_{j, 1}, \ldots, h_{j, p_{j}}\right\}$ a generating set for $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)$ over $\left(S_{j}^{-1} \mathbf{R}\right)\left[X_{1}, \ldots, X_{n}\right], 1 \leq j \leq k$, for each $1 \leq i \leq p_{j}$, there exists $d_{j, i} \in S_{j}$ such that $d_{j, i} h_{j, i} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Under these hypotheses, we have:

Theorem 306. (Syzygies Over Gröbner Arithmetical Rings) As an $\mathbf{R}\left[X_{1}\right.$, $\left.\ldots, X_{n}\right]$-module,

$$
\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)=\left\langle d_{1,1} h_{1,1}, \ldots, d_{1, p_{1}} h_{1, p_{1}}, \ldots, d_{k, 1} h_{k, 1}, \ldots, d_{k, p_{k}} h_{k, p_{k}}\right\rangle
$$

Proof. It is clear that $\left\langle d_{1,1} h_{1,1}, \ldots, d_{1, p_{1}} h_{1, p_{1}}, \ldots, d_{k, 1} h_{k, 1}, \ldots, d_{k, p_{k}} h_{k, p_{k}}\right\rangle \subseteq$ $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)$. For the converse, let $h \in \operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)$ over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. It is also a syzygy for $\left(f_{1}, \ldots, f_{s}\right)$ over $\left(S_{j}^{-1} \mathbf{R}\right)\left[X_{1}, \ldots, X_{n}\right]$ for each $1 \leq j \leq k$. Hence, for some $d_{j} \in S_{j}, d_{j} h \in\left\langle d_{j, 1} h_{j, 1}, \ldots, d_{j, p_{j}} h_{j, p_{j}}\right\rangle$ over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. On the other hand, as $S_{1}, \ldots, S_{k}$ are comaximal multiplicative subsets of $\mathbf{R}$, there exist $\alpha_{1}, \ldots, \alpha_{k} \in \mathbf{R}$ such that $\sum_{j=1}^{k} \alpha_{j} d_{j}=1$. From the fact that $h=\sum_{j=1}^{k} \alpha_{j} d_{j} h$, we infer that

$$
h \in\left\langle d_{1,1} h_{1,1}, \ldots, d_{1, p_{1}} h_{1, p_{1}}, \ldots, d_{k, 1} h_{k, 1}, \ldots, d_{k, p_{k}} h_{k, p_{k}}\right\rangle
$$

over $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$.

### 3.4.2.1 A Dynamical Method for Computing the Syzygy Module for Polynomials Over a Gröbner Arithmetical Ring

Let $\mathbf{R}$ be a Gröbner arithmetical ring and consider $f_{1}, \ldots, f_{s} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \backslash$ $\{0\}$. Our goal is to give a dynamical way of computing a generating set for $\operatorname{Syz}\left(f_{1}, \ldots, f_{s}\right)$. This method works like the case where the base ring is a Gröbner valuation ring (Sect.3.4.1). The only difference is when one has to handle two incomparable (under division) elements $a, b$ in $\mathbf{R}$. In that situation, one should first compute $u, v, w \in \mathbf{R}$ such that

$$
\left\{\begin{array}{l}
u b=v a \\
w b=(1-u) a .
\end{array}\right.
$$

Now, one opens two branches: the computations are pursued in $\mathbf{R}_{u}$ and $\mathbf{R}_{1-u}$.

### 3.4.2.2 An Example of Dynamical Computation

Example 307. Let $I=\left\langle f_{1}=3 X Y+1, f_{2}=(4+2 \theta) Y+9\right\rangle$ in $\mathbb{Z}[\theta][X, Y]$ where $\theta=\sqrt{-5}$. The ring $\mathbb{Z}[\theta]$ is a Dedekind domain which is not principal.

Let us fix the lexicographic order with $X>Y$ as monomial order.

## a) Computing a dynamical Gröbner basis and the syzygy module:

We will first compute a dynamical Gröbner basis for $I$ in $\mathbb{Z}[\theta][X, Y]$. We will give all the details of the computations only for one leaf. Since $x_{1}:=3$ and $x_{2}:=4+2 \theta$ are not comparable, we have to find $u, v, w \in \mathbb{Z}[\theta]$ such that:

$$
\left\{\begin{array}{l}
u x_{2}=v x_{1} \\
w x_{2}=(1-u) x_{1} .
\end{array}\right.
$$

Note that as the ring $\mathbb{Z}[\theta]$ has a $\mathbb{Z}$-basis (it is a rank 2 free $\mathbb{Z}$-module), $u, v, w$ can be computed by solving an underdetermined linear system over the integers). A
solution is given by: $u=5+2 \theta, v=6 \theta, w=-3$. Then we can open two branches:


Recall that $\mathbb{Z}[\theta]_{\alpha}:=\mathbb{Z}[\theta]\left[\frac{1}{\alpha}\right]$ for $\alpha \in \mathbb{Z}[\theta]$.
In $\mathbb{Z}[\theta]_{5+2 \theta}$ :

$$
\begin{aligned}
& S\left(f_{1}, f_{2}\right)=\frac{6 \theta}{5+2 \theta} f_{1}-X f_{2}=-9 X+\frac{6 \theta}{5+2 \theta}=: f_{3}, \\
& S\left(f_{1}, f_{3}\right)=-3 f_{1}-Y f_{3}=-\frac{6 \theta}{5+2 \theta} Y-3=: f_{4}, \\
& S\left(f_{1}, f_{4}\right)=-\frac{2 \theta}{5+2 \theta} f_{1}-X f_{4}=3 X-\frac{2 \theta}{5+2 \theta}=: f_{5}, \\
& f_{2} \xrightarrow{f_{4}} 0, f_{3} \xrightarrow{f_{5}} 0, \\
& S\left(f_{1}, f_{5}\right)=f_{1}-Y f_{5}=\frac{2 \theta}{5+2 \theta} Y+1=: f_{6}, \\
& f_{4} \xrightarrow{f_{6}} 0, S\left(f_{2}, f_{5}\right)=X f_{2}-\frac{6 \theta}{5+2 \theta} Y f_{5} \xrightarrow{f_{5}, f_{6}} 0 .
\end{aligned}
$$

As 2 and 3 are not comparable under division in $\mathbb{Z}[\theta]_{5+2 \theta}$, we open two news branches:

$$
\begin{gathered}
\mathbb{Z}[\theta]_{5+2 \theta} \\
\swarrow \\
\searrow^{2} \\
\mathbb{Z}[\theta]_{(5+2 \theta) \cdot 3} \\
\mathbb{Z}[\theta]_{(5+2 \theta) \cdot 2}
\end{gathered}
$$

Recall that $\mathbb{Z}[\theta]_{\alpha . \beta}:=\mathbb{Z}[\theta]\left[\frac{1}{\alpha}\right]\left[\frac{1}{\beta}\right]=\mathbb{Z}[\theta]\left[\frac{1}{\alpha \beta}\right]$ for $\alpha, \beta \in \mathbb{Z}[\theta]$.
In $\mathbb{Z}[\theta]_{(5+2 \theta) .3}:$

$$
\begin{aligned}
& S\left(f_{1}, f_{6}\right)=\frac{2 \theta}{3(5+2 \theta)} f_{1}-X f_{6}=-\frac{1}{3} f_{5} \xrightarrow{f_{5}} 0, \\
& S\left(f_{5}, f_{6}\right)=\frac{2 \theta}{3(5+2 \theta)} Y f_{5}-X f_{6}=\frac{20}{3(5+2 \theta)^{2}} Y-X \xrightarrow{f_{5}} \frac{20}{3(5+2 \theta)^{2}} Y-\frac{2 \theta}{3(5+2 \theta)} \xrightarrow{f_{6}} 0 .
\end{aligned}
$$

Thus, $G_{1}=\left\{3 X Y+1,3 X-\frac{2 \theta}{5+2 \theta}, \frac{2 \theta}{5+2 \theta} Y+1\right\}$ is a Gröbner basis for $\langle 3 X Y+1,(4+$ $2 \theta) Y+9\rangle$ in $\mathscr{M}(5+2 \theta, 3)^{-1} \mathbb{Z}[\theta]=\mathbb{Z}[\theta]_{(5+2 \theta) .3}$.
Denoting by $F=\left[f_{1} f_{2}\right]$ and $G=\left[\begin{array}{ll}g_{1} & g_{2}\end{array} g_{3}\right]$ with $g_{1}=3 X Y+1, g_{2}=3 X-\frac{2 \theta}{5+2 \theta}$, $g_{3}=\frac{2 \theta}{5+2 \theta} Y+1$, we have $G=F T$ with
$T=\left(\begin{array}{lll}1 & 3 X-\frac{2 \theta}{5+2 \theta}+\frac{6 \theta}{5+2 \theta} X Y & -3 X Y+\frac{2 \theta}{5+2 \theta} Y-\frac{6 \theta}{5+2 \theta} X Y^{2}+1 \\ 0 & -X^{2} Y & X^{2} Y^{2}\end{array}\right)$, and $F=G S$ with $S=\left(\begin{array}{cc}1 & 0 \\ 0 & 0 \\ 0 & 9\end{array}\right)$.
$\mathbf{I}_{2}-T S=\left(\begin{array}{ll}0 & 27 X Y-9-(4+2 \theta) Y+3(4+2 \theta) X Y^{2} \\ 0 & 1-9 X^{2} Y^{2}\end{array}\right)$,
$r_{1}=\binom{27 X Y-9-(4+2 \theta) Y+3(4+2 \theta) X Y^{2}}{1-9 X^{2} Y^{2}} \in \operatorname{Syz}(F)$,
$s_{12}={ }^{\mathrm{t}}(1,-Y,-1), s_{13}={ }^{\mathrm{t}}\left(\frac{2 \theta}{3(5+2 \theta)}, \frac{1}{3},-X\right), s_{23}={ }^{\mathrm{t}}\left(0, \frac{2 \theta}{3(5+2 \theta)} Y+\frac{1}{3},-X+\frac{2 \theta}{3(5+2 \theta)}\right)$,
$T s_{12}=\binom{0}{0}, T s_{13}=\binom{3 X^{2} Y+\frac{4+2 \theta}{3} X^{2} Y^{2}}{\frac{-1}{3} X^{2} Y-X^{3} Y^{2}}$, and $T s_{23}=T s_{13}$. Thus, over $\mathbb{Z}[\theta]_{(5+2 \theta) .3}$ $[X, Y]$,

$$
\operatorname{Syz}(F)=\left\langle\binom{ 3 X^{2} Y+\frac{4+2 \theta}{3} X^{2} Y^{2}}{\frac{-1}{3} X^{2} Y-X^{3} Y^{2}},\binom{27 X Y-9-(4+2 \theta) Y+3(4+2 \theta) X Y^{2}}{1-9 X^{2} Y^{2}}\right\rangle .
$$

In $\mathbb{Z}[\theta]_{(5+2 \theta) .2}$ :
$G_{2}=\left\{3 X Y+1,3 X-\frac{2 \theta}{5+2 \theta}, \frac{2 \theta}{5+2 \theta} Y+1\right\}$ is a Gröbner basis for $\langle 3 X Y+1,(4+$ $2 \theta) Y+9\rangle$. Thus, over $\mathbb{Z}[\theta]_{(5+2 \theta) .2}[X, Y]$,

$$
\operatorname{Syz}(F)=\left\langle\binom{\frac{9 X^{2} Y(5+2 \theta+2 \theta Y)}{2 \theta}}{\frac{-(5+2 \theta)\left(3 X^{3} Y^{2}+X^{2} Y\right)}{2 \theta}},\binom{27 X Y-9-(4+2 \theta) Y+3(4+2 \theta) X Y^{2}}{1-9 X^{2} Y^{2}}\right\rangle .
$$

In $\mathbb{Z}[\theta]_{(4+2 \theta)}$ :
$G_{3}=\left\{3 X Y+1,(4+2 \theta) Y+9, \frac{-27}{4+2 \theta} X+1\right\}$ is a Gröbner basis for $\langle 3 X Y+1,(4+$ $2 \theta) Y+9\rangle$. Over $\mathbb{Z}[\theta]_{(4+2 \theta)}[X, Y]$, we have

$$
\operatorname{Syz}(F)=\left\langle\binom{-\frac{9}{4+2 \theta}-Y}{\frac{1}{4+2 \theta}+\frac{3 X Y}{4+2 \theta}}\right\rangle .
$$

Finally, in $\mathbb{Z}[\theta]$ : Over $\mathbb{Z}[\theta][X, Y]$, we have

$$
\begin{gathered}
\operatorname{Syz}(F)=\left\langle\binom{-(4+2 \theta) Y-9}{3 X Y+1},\binom{27 X Y-9-(4+2 \theta) Y+3(4+2 \theta) X Y^{2}}{1-9 X^{2} Y^{2}}\right\rangle \\
=\left\langle\binom{-(4+2 \theta) Y-9}{3 X Y+1}\right\rangle .
\end{gathered}
$$

As a conclusion, the dynamical evaluation of the problem of constructing a Gröbner basis for $I$ produces the following evaluation tree:


The obtained dynamical Gröbner basis of $I$ is

$$
G=\left\{\left(\mathscr{M}(5+2 \theta), G_{1}\right),\left(\mathscr{M}(4+2 \theta), G_{2}\right)\right\} .
$$

b) The ideal membership problem: Suppose that we have to deal with the ideal membership problem:

$$
f=(4 \theta-1) X^{2} Y+6 \theta X Y^{2}+9 \theta X^{2}+3 X-4 Y-9 \in ? I
$$

Let us first execute the dynamical division algorithm of $f$ by $G_{1}=\left\{f_{1}=3 X Y+\right.$ $\left.1, f_{5}=-3 X+\frac{2 \theta}{5+2 \theta}, f_{6}=\frac{2 \theta}{5+2 \theta} Y+1\right\}$ in the ring $\mathbb{Z}[\theta]_{(5+2 \theta) .3}[X, Y]$. With the same notation as in the Division Algorithm 211, one obtains

| $q_{1}$ | $q_{5}$ | $q_{6}$ | $p$ |
| :---: | :---: | :---: | :---: |
| $\frac{4 \theta-1}{3} X$ | 0 | 0 | $6 \theta X Y^{2}+9 \theta X^{2}+\frac{10-4 \theta}{3} X-4 Y-9$ |
| $\frac{4 \theta-1}{3} X+2 \theta Y$ | 0 | 0 | $9 \theta X^{2}+\frac{10-4 \theta}{3} X-(4+2 \theta) Y-9$ |
| $\frac{4 \theta-1}{3} X+2 \theta Y$ | $-3 \theta X$ | 0 | $-(4+2 \theta) Y-9$ |
| $\frac{4 \theta-1}{3} X+2 \theta Y$ | $-3 \theta X$ | -9 | 0 |

Thus, the answer to this ideal membership problem in the ring $\mathbb{Z}[\theta]_{(5+2 \theta) .3}$ [ $X, Y$ ] is positive and one obtains

$$
f=\left(\frac{4 \theta-1}{3} X+2 \theta Y\right) f_{1}-3 \theta X f_{5}-9 f_{6}
$$

But since

$$
\begin{aligned}
f_{5}= & \left(\frac{-6 \theta}{5+2 \theta} X Y-3 X+\frac{2 \theta}{5+2 \theta}\right) f_{1}-X^{2} Y f_{2}, \text { and } \\
f_{6}= & \left(\frac{-6 \theta}{5+2 \theta} X Y^{2}-3 X Y+\frac{2 \theta}{5+2 \theta} Y+1\right) f_{1}-X^{2} Y^{2} f_{2}, \text { oneinfersthat } \\
f= & {\left[\frac{-90}{5+2 \theta} X^{2} Y+9 \theta X^{2}+\frac{54 \theta}{5+2 \theta} X Y^{2}+27 X Y+\frac{6 \theta+15}{5+2 \theta} X-4 Y-9\right] f_{1} } \\
& +\left[3 \theta X^{3} Y+9 X^{2} Y^{2}\right] f_{2}
\end{aligned}
$$

Seeing that 3 does not appear in the denominators of the relation above, we can say that we have a positive answer to our ideal membership problem in the ring $\mathbb{Z}[\theta]_{5+2 \theta}[X, Y]$ without dealing with the leaf $\mathbb{Z}[\theta]_{(5+2 \theta) .2}$. Clearing the denominators, we get:

$$
\begin{align*}
(5+2 \theta) f= & {\left[-90 X^{2} Y+45(\theta-2) X^{2}+54 \theta X Y^{2}+27(5+2 \theta) X Y+(6 \theta+15) X\right.} \\
& -4(5+2 \theta) Y-9(5+2 \theta)] f_{1}+\left[15(\theta-2) X^{3} Y+9(5+2 \theta) X^{2} Y^{2}\right] f_{2} \tag{A}
\end{align*}
$$

It remains to execute the dynamical division algorithm of $f$ by $G_{2}=\left\{f_{1}=3 X Y+\right.$ $\left.1, f_{7}=-\frac{27}{4+2 \theta} X+1, f_{8}=Y+\frac{9}{4+2 \theta}\right\}$ in the ring $\mathbb{Z}[\theta]_{4+2 \theta}[X, Y]$. The division is as follows

| $q_{1}$ | $q_{7}$ | $q_{8}$ | $p$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | $(4 \theta-1) X^{2}$ | $6 \theta X Y^{2}-\frac{81}{4+2 \theta} X^{2}+3 X-4 Y-9$ |
| $2 \theta Y$ | 0 | $(4 \theta-1) X^{2}$ | $\frac{-81}{4+2 \theta} X^{2}+3 X-(4+2 \theta) Y-9$ |
| $2 \theta Y$ | $3 X$ | $(4 \theta-1) X^{2}$ | $-(4+2 \theta) Y-9$ |
| $2 \theta Y$ | $3 X$ | $(4 \theta-1) X^{2}-(4+2 \theta)$ | 0 |

Thus, the answer to this ideal membership problem in the ring $\mathbb{Z}[\theta]_{4+2 \theta}[X, Y]$ is positive and one obtains:

$$
f=2 \theta Y f_{1}+3 X f_{7}+\left((4 \theta-1) X^{2}-(4+2 \theta)\right) f_{8} .
$$

But since

$$
\begin{align*}
f_{7}= & f_{1}-\frac{3}{4+2 \theta} X f_{2}, \text { and } \\
f_{8}= & \left(Y+\frac{9}{4+2 \theta}\right) f_{1}-\frac{3}{4+2 \theta} X Y f_{2}, \text { oneinfersthat } \\
(4+2 \theta) f= & {\left[(14 \theta-44) X^{2} Y+9(4 \theta-1) X^{2}-4(4+2 \theta) Y+3(4+2 \theta) X\right.} \\
& -9(4+2 \theta)] f_{1}+\left[-9 X^{2}-3(4 \theta-1) X^{3} Y+3(4+2 \theta) X Y\right] f_{2} . \tag{B}
\end{align*}
$$

Using the Bezout identity $(5+2 \theta)-(4+2 \theta)=1,(A)-(B) \Rightarrow$

$$
\begin{aligned}
f= & {\left[(46-14 \theta) X^{2} Y+9(\theta-9) X^{2}+54 \theta X Y^{2}+27(5+2 \theta) X Y+3 X-4 Y-9\right] f_{1} } \\
& +\left[3(9 \theta-11) X^{3} Y+9(5+2 \theta) X^{2} Y^{2}+9 X^{2}-3(4+2 \theta) X X\right] f_{2},
\end{aligned}
$$

a complete positive answer.

## Chapter 4

## Syzygies in Polynomial Rings Over Valuation Domains


#### Abstract

It is folklore (see for example Theorem 7.3.3 in [68]) that if $\mathbf{V}$ is a valuation domain, then $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right](k \in \mathbb{N})$ is coherent: that is, syzygy modules of finitely-generated ideals of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ are finitely-generated. The proof in the above-mentioned reference relies on a profound and difficult result published in a huge paper by Gruson and Raynaud [75]. There is nevertheless no known general algorithm for this remarkable result, and it seems difficult to compute the syzygy module even for small polynomials. An exception is the case where the valuation domain is Gröbner (or, equivalently, a valuation domain of Krull dimension $\leq 1$, see Corollary 257). In that case the syzygy module of polynomials in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ can be computed via Gröbner bases (see Sect. 3.4.1.1).

The main objective of this chapter is to give a general algorithm [50] for computing a finite generating set for the syzygies of any finitely-generated ideal of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ ( $\mathbf{V}$ a valuation domain with explicit divisibility) which neither relies on Noetherianity nor on Krull dimension. We will in fact give an algorithm for computing a finite generating set for the $\mathbf{V}$-saturation of any finitely-generated submodule of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{n}$. This algorithm is based on a notion of "echelon form" which ensures its correctness. The proposed algorithm terminates when two (Hilbert) series on the quotient field of $\mathbf{V}$ and the residue field of $\mathbf{V}$ coincide. Computing syzygies over $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ is one important application of the saturation algorithm we give. In the univariate case [113, 48], we will give precise complexity bounds.


### 4.1 Preliminary Tools

It may be useful to recall the following terminology.
Terminology: Recall that, for an arbitrary ring $\mathbf{R}$, we denote by $\mathbf{R}^{\times}$its group of units. The ring $\mathbf{R}$ is said to be discrete if there is an algorithm deciding if $x=0$ or $x \neq 0$ for an arbitrary element of $\mathbf{R}$. A ring $\mathbf{R}$ is said to be local if we have explicitly the implication

$$
\forall x, y \in \mathbf{R}, x+y \in \mathbf{R}^{\times} \Longrightarrow\left(x \in \mathbf{R}^{\times} \vee y \in \mathbf{R}^{\times}\right)
$$

Recall that a local ring $\mathbf{R}$ has as unique maximal ideal its Jacobson radical $\operatorname{Rad}(\mathbf{R})=\left\{x \in \mathbf{R} \mid 1+x \mathbf{R} \subseteq \mathbf{R}^{\times}\right\}$. The quotient ring $\mathbf{k}=\mathbf{R} / \operatorname{Rad}(\mathbf{R})$ is a field, called residual field of $\mathbf{R}$. The local ring $\mathbf{R}$ is said to be residually discrete if we have explicitly the disjunction $\forall x \in \mathbf{R},\left(x \in \mathbf{R}^{\times} \vee x \in \operatorname{Rad}(\mathbf{R})\right)$. In that case, the residual field is discrete. We have an algorithm deciding the disjunction " $x=0$ or $x$ is invertible" for all $x \in \mathbf{k}$.
Note that it may happen that the residually discrete local ring $\mathbf{R}$ is the result of a construction in a proof while it is unknown whether $\mathbf{R}$ is trivial or not. In the case where $\mathbf{R}$ is trivial, the "residual field" is also the trivial ring and satisfies "any element is zero or a unit".

We need the following series of definitions.
Definition 308. Let $\mathbf{R}$ be a nontrivial residually discrete local ring, and fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$.
(1) A polynomial $f \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ is said to be primitive if it has an invertible coefficient.
(2) A vector $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is said to be primitive if it has a primitive component. The position $i$ of the last (from left to right) primitive $u_{i}$ will be denoted by $\operatorname{index}(u)$, the last monomial (i.e., the one with highest multi-degree) of $u_{\text {index }(u)}$ which has an invertible coefficient will be denoted by PrimMon $(u)$, and the coefficient of this monomial will be denoted by $\operatorname{PrimCoeff}(u)$. For example, if $\mathbf{R}=\mathbb{Z}_{2 \mathbb{Z}}=\left\{\left.\frac{a}{b} \in \mathbb{Q} \right\rvert\,(a, b) \in\right.$ $\mathbb{Z} \times \mathbb{Z}$ and $b$ is odd $\}$ and $u=\left(-4+2 X Y, 1-6 X^{3}, 5 X^{7}-3 X^{4} Y+6 X Y^{4}\right)$, fixing the lexicographic order with $X<Y$ as monomial order, we have $\operatorname{index}(u)=3, \operatorname{PrimMon}(u)=X^{4} Y$, and $\operatorname{PrimCoeff}(u)=-3$.
(3) We suppose that $\mathbf{R}$ is a valuation ring (recall that a valuation ring $\mathbf{R}$ is a ring in which for all $a, b \in \mathbf{R}$, either $a$ divides $b$ or $b$ divides $a$, with an explicit "or"). For a vector $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m} \backslash\{0\}$, as all the coefficients of the $u_{i}$ 's are comparable under division, denoting by $a$ the right-most coefficient (components from left to right and then accordingly to increasing multi-degrees) of $u$ dividing all the others, the primitive vector $\frac{1}{a} u$ is called the primitive version of $u$ and denoted by $\operatorname{Prim}(u)$. For example, if $\mathbf{R}=\mathbb{Z}_{2 \mathbb{Z}}$ and $u=\left(8 X-4,14-18 X^{2}, 2-6 X+4 X^{2}\right)$, then $\operatorname{Prim}(u)=-\frac{1}{6} u$.
(4) For a primitive vector $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$, we denote by $\mathscr{I}(u)$ the couple $(\operatorname{index}(u), \operatorname{mdeg}(\operatorname{PrimMon}(u))) \in \llbracket 1, m \rrbracket \times \mathbb{N}^{k}$. It will be called the height of $u$.
(5) Let $u, v$ be two primitive vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$. By the result of the reduction of $v$ by $u$ we mean the vector $w=v+\alpha u$ where $\alpha \in \mathbf{R}$ is chosen such that the term of multi-degree mdeg $(\operatorname{PrimMon}(u))$ and in position index $(u)$ does not appear in $w$ (we denote $v \xrightarrow{u} w$ ). Let us take again the example seen in item 2 above with index $(u)=3$ and $\operatorname{PrimMon}(u)=X^{4} Y$ and consider the vector $v=\left(0, X+X^{2} Y, 2 X Y^{2}+5 X^{4} Y\right)$. The term $5 X^{4} Y$ in $v$ disappears with $\alpha=\frac{5}{3}$ as follows

$$
v \xrightarrow{u} v+\frac{5}{3} u=\left(-\frac{20}{3}+\frac{10}{3} X Y, \frac{5}{3}-10 X^{3}, \frac{25}{3} X^{7}+10 X Y^{4}+10 X Y^{2}\right) .
$$

(6) For a list $S=\left[s_{1}, s_{2}, \ldots\right]$ of vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$, by $M S$, where $M$ is a monomial, we mean the list $\left[M s_{1}, M s_{2}, \ldots\right]$. Moreover, if $\mathscr{N}$ is a totally ordered set of monomials $N_{0}<N_{1}<\cdots$ in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, by $\mathscr{N} S$ we mean the list $\left[N_{0} S, N_{1} S, \cdots\right]$.
(7) The total degree of a vector $u \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is the maximum of the total degrees of its entries. It will be denoted by $\operatorname{tdeg}(u)$.

Definition 309. Let $\mathbf{R}$ be a residually discrete local ring, $L:=\left[L_{1}, L_{2}, \ldots\right]$ a list of vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$, and fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$.
(1) We say that $L$ is primitive triangular if all the $L_{i}$ 's are primitive vectors and for each $i \geq 1$, denoting by $\operatorname{PrimMon}\left(L_{i}\right)=M_{i}$ and $\operatorname{index}\left(L_{i}\right)=n_{i}, M_{i}$ does not appear (i.e., has coefficient 0 ) in the $n_{i}$ th component of $L_{j}$ for all $j>i$.
(2) We say that $L$ is in an echelon form if all the $L_{i}$ 's are primitive vectors and the $\mathscr{I}\left(L_{i}\right)$ 's are pairwise different (we disregard the $L_{i}$ 's which are null). Of course, if $L$ is primitive triangular then it is in an echelon form.
(3) Let $S:=\left[s_{1}, s_{2}, \ldots\right]$ a list of vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$ which is in an echelon form. We say that $L$ is in an echelon form with respect to $S$ if for all $i, j \geq 1$, denoting by $\operatorname{PrimMon}\left(s_{i}\right)=N_{i}$ and index $\left(s_{i}\right)=n_{i}, N_{i}$ does not appear (i.e., has coefficient 0 ) in the $n_{i}$ th component of $L_{j}$.

Definition 310. Let $\mathbf{R}$ be a residually discrete local ring, fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and consider $u, v \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$.
(1) By an operation of type 1 , we mean an operation of type

$$
v \leftarrow v+\alpha u,
$$

(reduction of $v$ by $u \neq(0, \ldots, 0)$, where $\alpha \in \mathbf{R}$ is such that the term of multidegree $\operatorname{mdeg}(\operatorname{PrimMon}(u))$ and in position $\operatorname{index}(u)$ disappears from $v)$.
(2) By an operation of type 2, we mean an operation of type

$$
v \leftarrow \operatorname{Prim}(v), \text { where } v \neq(0, \ldots, 0)
$$

The following simple but precious three lemmas will be at the heart of the saturation algorithms we will give in this chapter.

Lemma 311. Let $\mathbf{R} \subseteq \mathbf{T}$ be an extension of rings where $\mathbf{R}$ is a residually discrete local ring. Fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and consider a primitive triangular list $S=\left[u_{1}, u_{2}, \ldots\right]$ of vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$. Then,

$$
\left(\sum_{i \geq 1} \mathbf{T} u_{i}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}=\sum_{i \geq 1} \mathbf{R} u_{i}
$$

In particular, if $S$ generates a finitely-generated submodule $M$ of $\mathbf{T}\left[X_{1}, \ldots, X_{k}\right]^{m}$ as $a \mathbf{T}$-module then it also generates $M \cap \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$ as an $\mathbf{R}$-module.

Proof. Let $u \in M \cap \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$. There exist $a_{1} \ldots, a_{s} \in \mathbf{T}$ such that

$$
u=a_{1} u_{1}+\cdots+a_{s} u_{s}
$$

For each $1 \leq i \leq s$, by identifying the coefficient in component number index $\left(u_{i}\right)$ and of multidegree $\operatorname{mdeg}\left(\operatorname{PrimMon}\left(u_{i}\right)\right)$ and denoting $c_{i}=\operatorname{PrimCoeff}\left(u_{i}\right)$, we obtain:

$$
\left\{\begin{array}{l}
c_{1} a_{1} \in \mathbf{R} \\
b_{2,1} a_{1}+c_{2} a_{2} \in \mathbf{R} \\
\vdots \\
b_{s, 1} a_{1}+b_{s, 2} a_{2}+\cdots+b_{s, s-1} a_{s-1}+c_{s} a_{s} \in \mathbf{R}
\end{array}\right.
$$

with $b_{i, j} \in \mathbf{R}$. As $c_{1}, \ldots, c_{s} \in \mathbf{R}^{\times}$, this triangular system yields to $a_{1}, \ldots, a_{s} \in \mathbf{R}$, as desired.

Lemma 312. Let $\mathbf{R}$ be a residually discrete local ring, fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and consider two primitive vectors $u$, $v$ in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$ such that $\mathscr{I}(u) \neq \mathscr{I}(v)$. Then the result $w$ of the reduction of $v$ by $u$ is primitive and $\mathscr{I}(w)=\mathscr{I}(v)$.

Proof. First, suppose that $\operatorname{index}(u) \neq \operatorname{index}(v)$. It suffices to deal with the following two subcases:
$-\operatorname{index}(u)=1$ and $\operatorname{index}(v)=2:$ write $u=\left(u_{1}, u_{2}, \ldots\right)$ and $v=\left(v_{1}, v_{2}, \ldots\right)$ where $u_{1}, v_{2}$ are primitive polynomials and $v_{1} \in \operatorname{Rad}(\mathbf{R})\left[X_{1}, \ldots, X_{k}\right]$. We have $w=\left(v_{1}+\alpha u_{1}, v_{2}+\alpha u_{2}, \ldots\right)$ for some $\alpha \in \operatorname{Rad}(\mathbf{R})$ and the result clearly follows.
$-\operatorname{index}(u)=2$ and $\operatorname{index}(v)=1:$ write $u=\left(u_{1}, u_{2}, \ldots\right)$ and $v=\left(v_{1}, v_{2}, \ldots\right)$ where $u_{2}, v_{1}$ are primitive polynomials and $u_{1} \in \operatorname{Rad}(\mathbf{R})\left[X_{1}, \ldots, X_{k}\right]$. We have $w=\left(v_{1}+\beta u_{1}, v_{2}+\beta u_{2}, \ldots\right)$ for some $\beta \in \mathbf{R}$ and the result clearly follows.

The case $\operatorname{index}(u)=\operatorname{index}(v)$ and $\operatorname{mdeg}(\operatorname{PrimMon}(u)) \neq \operatorname{mdeg}(\operatorname{PrimMon}(v))$ is analogous.

Lemma 313. Let $\mathbf{R}$ be a residually discrete local ring, fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and consider a list $L=\left[u_{1}, u_{2}, \ldots\right]$ of primitive vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$ which is in an echelon form. Then we can (theoretically, i.e., as far as we want) transform $L$ into a primitive triangular list $L^{\prime}=\left[u_{1}^{\prime}, u_{2}^{\prime}, \ldots\right]$ only by means of operations of type 1 .

Proof. As in the gaussian algorithm, this can be done with operations of type 1 and 2. But Lemma 312 guaranties that all the vectors computed when reducing $L$ to $L^{\prime}$ are primitive and so there is no need of operations of type 2 .

Definition 314. Let $\mathbf{R}$ be a domain with quotient field $\mathbf{K}$ and consider vectors $s_{1}, s_{2}, \ldots \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$. By the $\mathbf{R}$-saturation of $M:=\sum_{i=1}^{\infty} \mathbf{R} s_{i}$ we mean

$$
\begin{aligned}
\operatorname{Sat}(M) & :=\left\{s \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m} \mid \alpha s \in M \text { for some } \alpha \in \mathbf{R} \backslash\{0\}\right\} \\
& =\left(M \otimes_{\mathbf{R}} \mathbf{K}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m} .
\end{aligned}
$$

If $\operatorname{Sat}(M)=M$, we say that $M$ is $\mathbf{R}$-saturated.
Now we reach the main result the proposed saturation algorithms will be based on.

Proposition 315. Let $\mathbf{R}$ be a residually discrete local domain, fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and consider a list $L=\left[u_{1}, u_{2}, \ldots\right]$ of primitive vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$. If $L$ is in an echelon form then $\sum_{i=1}^{\infty} \mathbf{R} u_{i}$ is $\mathbf{R}$-saturated.

Proof. On the one hand, by virtue of Lemma 313, we can (theoretically) transform the list $L$ into a primitive triangular list $L^{\prime}=\left[u_{1}^{\prime}, u_{2}^{\prime}, \ldots\right]$ only with the help of operations of type 1, and thus $\sum_{i=1}^{\infty} \mathbf{R} u_{i}=\sum_{i=1}^{\infty} \mathbf{R} u_{i}^{\prime}$. On the other hand, using Lemma 311 with $S=L^{\prime}$ and $\mathbf{T}$ being the quotient field of $\mathbf{R}$, we infer that $\sum_{i=1}^{\infty} \mathbf{R} u_{i}^{\prime}$ is $\mathbf{R}$ saturated. The result clearly follows.

Example 316. Let $\mathbf{R}$ be a residually discrete local domain, fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, denote by $1=N_{0}<N_{1}<N_{2}<\cdots$ the monomials at $X_{1}, \ldots, X_{k}$, and consider a primitive vector $u$ in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$. Then, obviously, the list $\left[N_{0} u, N_{1} u, N_{2} u, \ldots\right]$ is in an echelon form, and thus, the $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$-module $\langle u\rangle=\sum_{i=0}^{\infty} \mathbf{R} N_{i} u$ is $\mathbf{R}$-saturated.

### 4.2 Saturation of Finitely-Generated Sub-V-Modules of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$

The following algorithm will be the cornerstone of the saturation algorithm for finitely-generated sub-V-modules of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$.

Algorithm 317. (Algorithm for reduction modulo a list in an echelon form)
Input: A primitive vector $s \in \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, a monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$, and a finite list $S=\left[s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ in an echelon form, where $\mathbf{V}$ is a valuation domain and $m \geq 1$.
Output: A reduction $u=\operatorname{PrimRed}(s ; S)=\operatorname{PrimRed}\left(s ; s_{1}, \ldots, s_{n}\right)$ of $s$ modulo $S$ so that $[S, u]$ becomes in an echelon form and $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}, s\right\rangle\right)=\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}, u\right\rangle\right)$.

$$
u:=\operatorname{Prim}(s)
$$

FOR $i$ FROM 1 TO $n$ DO

$$
u:=\operatorname{Prim}\left(u-\operatorname{PrimCoeff}\left(s_{i}\right)^{-1} \operatorname{Coeff}\left(u, \operatorname{index}\left(s_{i}\right), \operatorname{deg}\left(\operatorname{PrimMon}\left(s_{i}\right)\right)\right) s_{i}\right)
$$

(reduction of $u$ by $s_{i}$ so that the term of degree $\operatorname{deg}\left(\operatorname{PrimMon}\left(s_{i}\right)\right)$ and in position index $\left(s_{i}\right)$ disappears from $u$ )

Algorithm 318. (Algorithm for putting a list in an echelon form with respect to a list already in an echelon form)

Input: A list $U=\left[u_{1}, \ldots, u_{r}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, a monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$, and a finite list $S=\left[s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ in an echelon form, where $\mathbf{V}$ is a valuation domain and $m \geq 1$.
Output: A list $L^{\prime}=\operatorname{EchelResp}(L ; S)$ obtained from $L$ such that $\left\langle L^{\prime}\right\rangle_{\mathbf{V}}=\langle L\rangle_{\mathbf{V}}$ and $L^{\prime}$ is in an echelon form with respect to $S$.

FOR $i$ FROM 1 TO $r$ DO

$$
\begin{aligned}
u_{i} & :=\operatorname{PrimRed}\left(u_{i} ; S\right) \\
L^{\prime} & :=\left[u_{1}, \ldots, u_{r}\right]
\end{aligned}
$$

Now we are in position to give the following saturation algorithm for finitelygenerated sub-V-modules of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$.

Algorithm 319. (Saturation algorithm for a finitely-generated sub-V-module of $\left.\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}\right)$
Input: A finite list $S=\left[s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is a valuation domain and $m \geq 1$.
Output: A generating list $U=\left[u_{1}, \ldots, u_{n}\right]=\operatorname{Echel}(S)$ for $\operatorname{Sat}\left(\mathbf{V} s_{1}+\cdots+\mathbf{V} s_{n}\right)$.
Fix a monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$.
$u_{1}:=\operatorname{Prim}\left(s_{1}\right)$

$$
\begin{aligned}
\text { IF } n & \geq 2 \text { THEN FOR } i \text { FROM } 2 \text { TO } n \text { DO } \\
u_{i} & :=\operatorname{PrimRed}\left(\operatorname{Prim}\left(s_{i}\right) ; u_{1}, \ldots, u_{i-1}\right) \quad \text { (use Algorithm 317) }
\end{aligned}
$$

Example 320. Consider the list $\left[s_{1}=\left(8+2 X Y, 8+8 X^{2} Y^{2}\right), s_{2}=\left(X Y, 2-2 X^{2} Y^{2}\right)\right]$ of vectors in $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]^{2}$. Executing Algorithm 319, we have

$$
\operatorname{Sat}\left(\mathbb{Z}_{2 \mathbb{Z}} s_{1}+\mathbb{Z}_{2 \mathbb{Z}} s_{2}\right)=\left(\mathbb{Q} s_{1}+\mathbb{Q} s_{2}\right) \cap \mathbb{Z}_{2 \mathbb{Z}}[X, Y]^{2}=\mathbb{Z}_{2 \mathbb{Z}} u_{1}+\mathbb{Z}_{2 \mathbb{Z}} u_{2}, \text { with }
$$

$$
\begin{aligned}
u_{1} & :=\operatorname{Prim}\left(s_{1}\right)=\frac{1}{2} s_{1}=\left(4+X Y, 4+4 X^{2} Y^{2}\right), \operatorname{PrimMon}\left(u_{1}\right)=X Y \text { and } \operatorname{index}\left(u_{1}\right)=1, \\
u_{2} & :=\operatorname{PrimRed}\left(\operatorname{Prim}\left(s_{2}\right) ; u_{1}\right)=\operatorname{PrimRed}\left(s_{2} ; u_{1}\right) \\
& =\operatorname{Prim}\left(s_{2}-u_{1}\right)=\operatorname{Prim}\left(\left(-4,-2-6 X^{2} Y^{2}\right)\right) \\
& =-\frac{1}{6}\left(-4,-2-6 X^{2} Y^{2}\right)=\left(\frac{2}{3}, \frac{1}{3}+X^{2} Y^{2}\right)=\frac{1}{3}\left(2,1+3 X^{2} Y^{2}\right) .
\end{aligned}
$$

### 4.2.0.3 Case of Bezout Domains

As for dynamical Gröbner bases, one can obtain a dynamical version of Algorithm 319 for Prüfer domains. In the case where the base ring is $\mathbb{Z}$, the situation is easier as it is a Bezout domain.

Begin by fixing a monomial order $>$ on $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]$. For $v \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m} \backslash$ $\{(0, \ldots, 0)\}$, we denote by $\operatorname{gcd}(v)$ the gcd of all the nonzero coefficients of $v$ and $\operatorname{Prim}(v):=\frac{1}{\operatorname{gcd}(v)} v($ we convene that $\operatorname{Prim}((0, \ldots, 0))=(0, \ldots, 0))$. To explain the dynamical version of Algorithm 319 over the integers, it suffices to give the dynamical versions of type 1 and type 2 operations. This can be done as follows:
(i) By a (dynamical) operation of type 2, we mean an operation of type

$$
v \leftarrow \operatorname{Prim}(v), \text { where } v \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m} \backslash\{(0, \ldots, 0)\}
$$

Denoting by $d_{1}, \ldots, d_{s}$ the nonzero coefficients of Prim $(v)$, we have gcd $\left(d_{1}, \ldots, d_{s}\right)=1$. Note that $\operatorname{Prim}(v)$ is a primitive vector (i.e., with one invertible coefficient) over each localization $\mathbb{Z}\left[\frac{1}{d_{i}}\right]$. A Bezout identity between the $d_{i}$ 's guarantees that the monoids $d_{1}^{\mathbb{N}}, \ldots, d_{s}^{\mathbb{N}}$ are comaximal. Such a vector will be simply called a primitive vector (a vector whose coefficients generate the whole ring).
(ii) Let $u, v \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$ and suppose that $u$ is primitive. To avoid redundancies, as the gcd of the elements of the set $E$ formed by nonzero coefficients of $u$ is 1 , one can consider a minimal (for inclusion) subset $\left\{c_{1}, \ldots, c_{r}\right\}$ of $E$ such that $\operatorname{gcd}\left(c_{1}, \ldots, c_{r}\right)=1$. It is worth mentioning that the LLL method [95] provides an effective algorithm for finding a short basis of a given lattice and can be used for finding $c_{1}, \ldots, c_{r}$ [78].
Suppose that each $c_{i}$ is the coefficient of a monomial $M_{i}$ (recall that $M_{i}$ has the form $X^{\alpha} e_{j}$, where $\alpha \in \mathbb{N}^{k}, 1 \leq j \leq m$, and $\left(e_{1}, \ldots, e_{m}\right)$ stands for the canonical basis of $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$ ), with $M_{r} \succ \cdots \succ M_{1}$. Recall that $\succ$ is a POT order associated to $>$. For more details, see Remark 201.
Also, for $1 \leq i \leq r$, denote by $d_{i}$ the coefficient of the monomial $M_{i}$ in $v$.
By an operations of type 1, we mean an operation of type

$$
v \leftarrow\left[c_{1} v-d_{1} u, \ldots, c_{r} v-d_{r} u\right] .
$$

At each localization $\mathbb{Z}\left[\frac{1}{c_{i}}\right]$, the vector $c_{i} v-d_{i} u=c_{i}\left(v-\frac{d_{i}}{c_{i}} u\right)$ is, up to a unit, equal to the reduction of $v$ by $u$ so that the term of multidegree $\operatorname{mdeg}(\operatorname{PrimMon}(u))$ and in position index $(u)$ disappears from $v$. Contrary to the local case, a type 1 reduction may produce more that one vector if one wants to do all the reductions at once (i.e., globally over $\mathbb{Z}$ ) instead of doing the job at each localization $\mathbb{Z}\left[\frac{1}{c_{i}}\right]$ separately.

In the particular case of two vectors, we infer the following result.
Proposition 321. Let $S=[u, v]$ be a list formed by two vectors in $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$ with $u \neq(0, \ldots, 0)$. Denoting by $c_{1}, \ldots, c_{r}$ the nonzero coefficients of $u$, and by $d_{1}, \ldots, d_{r}$ the corresponding coefficients in $v$, we have

$$
\operatorname{Sat}_{\mathbb{Z}}\left(\langle u, v\rangle_{\mathbb{Z}}\right)=\left\langle\operatorname{Prim}(u), \operatorname{Prim}\left(c_{1} v-d_{1} u\right), \ldots, \operatorname{Prim}\left(c_{r} v-d_{r} u\right)\right\rangle_{\mathbb{Z}} .
$$

Proof. Let us put "dynamically" the list $[u, v]$ in an echelon form by executing the dynamical version of Algorithm 319 explained above. One has first to replace $u$ by its primitive version $\tilde{u}=\operatorname{Prim}(u)=\frac{1}{c} u$, where $c=\operatorname{gcd}(u)$. The obtained new list is then

$$
\left[\tilde{u}, \operatorname{Prim}\left(\frac{c_{1}}{c} v-d_{1} \tilde{u}\right), \ldots, \operatorname{Prim}\left(\frac{c_{r}}{c} v-d_{r} \tilde{u}\right)\right],
$$

with $\operatorname{Prim}\left(\frac{c_{i}}{c} v-d_{i} \tilde{u}\right)=\operatorname{Prim}\left(\frac{1}{c}\left(c_{i} v-d_{i} u\right)\right)=\frac{1}{\operatorname{gcd}\left(\frac{1}{c}\left(c_{i} v-d_{i} u\right)\right)}\left(\frac{1}{c}\left(c_{i} v-d_{i} u\right)\right)=\operatorname{Prim}$ $\left(c_{i} v-d_{i} u\right)$.

Example 322. Consider the list

$$
S=[u, v]=[(6,6+4 X),(4+3 X, 3)]
$$

of vectors in $\mathbb{Z}[X]^{2}$. By Proposition 321, we obtain:

$$
\begin{aligned}
\operatorname{Sat}_{\mathbb{Z}}\left(\langle u, v\rangle_{\mathbb{Z}}\right) & =\langle\operatorname{Prim}(u), \operatorname{Prim}(6 v-4 u), \operatorname{Prim}(4 v-0 u)\rangle_{\mathbb{Z}} \\
& =\langle\operatorname{Prim}(6,6+4 X), \operatorname{Prim}(9 X,-3-8 X), \operatorname{Prim}(4+3 X, 3)\rangle_{\mathbb{Z}} \\
& =\langle(3,3+2 X),(9 X,-3-8 X),(4+3 X, 3)\rangle_{\mathbb{Z}} .
\end{aligned}
$$

Notation 323. Let $\mathbf{V}$ be a residually discrete valuation domain of quotient field $\mathbf{K}$ and residue field $\mathbf{k}$. Consider a list $L=\left[u_{1}, \ldots, u_{s}\right](s \geq 1)$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}(m \geq 1)$. We denote by $\langle L\rangle_{\mathbf{K}}$ (resp. $\langle L\rangle_{\mathbf{k}}$ ) the $\mathbf{K}$-vector space (resp. the $\mathbf{k}$-vector space) generated by $u_{1}, \ldots, u_{s}$ (resp. by the classes $\bar{u}_{1}, \ldots, \bar{u}_{s}$ of $\left.u_{1}, \ldots, u_{s} \operatorname{modulo} \operatorname{Rad}(\mathbf{V})\left[X_{1}, \ldots, X_{k}\right]^{m}\right)$, and

$$
\operatorname{dim}_{\mathbf{K}} L:=\operatorname{dim}_{\mathbf{K}}\langle L\rangle_{\mathbf{K}} \text { and } \operatorname{dim}_{\mathbf{k}} L:=\operatorname{dim}_{\mathbf{k}}\langle L\rangle_{\mathbf{k}} .
$$

We also denote by $\langle L\rangle_{\mathbf{V}}$ the $\mathbf{V}$-module generated by $u_{1}, \ldots, u_{s}$, and by $\langle L\rangle_{\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]}$ (resp. $\left.\langle L\rangle_{\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]}\right)$ the $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-submodule of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ (resp. the $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$-submodule of $\left.\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]^{m}\right)$ generated by $u_{1}, \ldots, u_{s}$.

Lemma 324. Let $\mathbf{V}$ be a residually discrete valuation domain of quotient field $\mathbf{K}$ and residue field $\mathbf{k}$. If $L$ is a finite list of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ then $\operatorname{dim}_{\mathbf{K}} L \geq \operatorname{dim}_{\mathbf{k}} L$.

Proof. Denote by $L=\left[u_{1}, \ldots, u_{s}\right], d=\operatorname{dim}_{\mathbf{k}} L$ and suppose that $\bar{u}_{1}, \ldots, \bar{u}_{d}$ are $\mathbf{k}$ linearly independent. Then, necessarily, $u_{1}, \ldots, u_{d}$ are $\mathbf{K}$-linearly independent. To see this, let $\alpha_{1}, \ldots, \alpha_{d} \in \mathbf{V}$ such that $\alpha_{1} u_{1}+\cdots+\alpha_{d} u_{d}=0$. As $\mathbf{V}$ is a valuation domain, there exists $1 \leq i_{0} \leq d$ such that $\alpha_{i_{0}}$ divides all the $\alpha_{i}$ 's. Necessarily $\alpha_{i_{0}}=0$ because, otherwise, we would have $\bar{u}_{i_{0}} \in \sum_{1 \leq i \leq d ; i \neq i_{0}} \mathbf{k} \bar{u}_{i}$, and, thus, $\alpha_{1}=\cdots=\alpha_{d}=$ 0 . We conclude that $\operatorname{dim}_{\mathbf{K}} L \geq d=\operatorname{dim}_{\mathbf{k}} L$.

Now we give a necessary and sufficient condition for a finitely-generated sub-$\mathbf{V}$-module of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ to be $\mathbf{V}$-saturated using its corresponding dimensions as $\mathbf{K}$-vector space and $\mathbf{k}$-vector space.

Theorem 325. Let $L$ be a finite list of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is a residually discrete valuation domain of quotient field $\mathbf{K}$ and residue field $\mathbf{k}$. Then, $\langle L\rangle_{\mathbf{v}}$ is $\mathbf{V}$-saturated if and only if $\operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{k}} L$.

Proof. Denote by $L=\left[u_{1}, \ldots, u_{s}\right]$.
" $\Leftarrow$ " We proceed by induction on $s$.
For $s=1$, two cases may arise:

- Case 1: $\operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{k}} L=0$. In this case, we have $L=[0]$ and of course $\{0\}$ is $\mathbf{V}$-saturated as $\mathbf{V}$ is a domain.
- Case 2: $\operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{k}} L=1$. Necessarily, $u_{1}$ is primitive and, thus, $\mathbf{V} u_{1}$ is V-saturated.

Suppose now that $s>1$. Two cases may arise:

- Case 1: $u_{1}$ is not primitive (i.e., belongs to $\operatorname{Rad}(\mathbf{V})\left[X_{1}, \ldots, X_{k}\right]^{m}$ ). Let us denote by $L^{\prime}=\left[u_{2}, \ldots, u_{s}\right]$. Necessarily, $u_{1} \in\left\langle L^{\prime}\right\rangle_{\mathbf{K}}$ as otherwise we would have

$$
\operatorname{dim}_{\mathbf{k}} L^{\prime}=\operatorname{dim}_{\mathbf{k}} L=\operatorname{dim}_{\mathbf{K}} L=1+\operatorname{dim}_{\mathbf{K}} L^{\prime} \geq 1+\operatorname{dim}_{\mathbf{k}} L^{\prime} .
$$

As $\operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{K}} L^{\prime}, \operatorname{dim}_{\mathbf{k}} L=\operatorname{dim}_{\mathbf{k}} L^{\prime}$, and $\operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{k}} L$, we infer that $\operatorname{dim}_{\mathbf{K}} L^{\prime}=\operatorname{dim}_{\mathbf{k}} L^{\prime}$. The $\mathbf{V}$-module $\left\langle L^{\prime}\right\rangle_{\mathbf{V}}$ is $\mathbf{V}$-saturated by the induction hypothesis. Now, since $u_{1} \in\left\langle L^{\prime}\right\rangle_{\mathbf{K}}$, there exist $\beta_{1} \in \mathbf{V} \backslash\{0\}$ and $\beta_{2}, \ldots, \beta_{s} \in \mathbf{V}$ such that $\beta_{1} u_{1}=\beta_{2} u_{2}+\cdots+\beta_{s} u_{s}$, and hence $u_{1} \in\left\langle L^{\prime}\right\rangle_{\mathbf{V}}$. It follows that $\langle L\rangle_{\mathbf{V}}=\left\langle L^{\prime}\right\rangle_{\mathbf{V}}$, and, thus, $\langle L\rangle_{\mathbf{V}}$ is $\mathbf{V}$-saturated as desired.

- Case 2: $u_{1}$ is primitive. For $2 \leq i \leq s$, we set $v_{i}:=u_{i}+\alpha_{i} u_{1}$, where $\alpha_{i} \in \mathbf{V}$ is such that the term of degree $\operatorname{deg}\left(\operatorname{PrimMon}\left(u_{1}\right)\right)$ and in position index $\left(u_{1}\right)$ does not appear in $v_{i}$. Denoting by $S:=\left[v_{2}, \ldots, v_{s}\right]$, we have $\langle L\rangle_{\mathbf{V}}=\mathbf{V} u_{1} \oplus$ $\langle S\rangle_{\mathbf{V}}, \operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{K}} S+1$, and $\operatorname{dim}_{\mathbf{k}} L=\operatorname{dim}_{\mathbf{k}} S+1$. As $\operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{k}} L$, we infer that $\operatorname{dim}_{\mathbf{K}} S=\operatorname{dim}_{\mathbf{k}} S$. As $\langle S\rangle_{\mathbf{V}}$ is $\mathbf{V}$-saturated (by the induction hypothesis) and so is $\mathbf{V} u_{1}$ (by virtue of the case $s=1$ ), the desired conclusion follows.
$" \Rightarrow$ " Fixing a monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$, we can put $L$ in an echelon form by means of operations of types 1 and 2 . Of course, an operation of type 1 does not affect the $\mathbf{V}$-module generated by the current list. Also, so does an operation of type 2 as $\langle L\rangle_{\mathbf{V}}$ is $\mathbf{V}$-saturated. Denoting by $U$ the new list obtained after putting $L$ in an echelon form, we get

$$
\operatorname{dim}_{\mathbf{K}} L=\operatorname{dim}_{\mathbf{K}} U=\operatorname{dim}_{\mathbf{k}} U=\operatorname{dim}_{\mathbf{k}} L .
$$

Example 326. Consider the list $\left[s_{1}=(1+2 X, 2 Y), s_{2}=(1+2 Y, 2 X)\right]$ of vectors in $\mathbb{Z}_{2 \mathbb{Z}}[X, Y]^{2}$. Clearly, we have

$$
\left.\operatorname{dim}_{\mathbb{Q}}\left(\mathbb{Q} s_{1}+\mathbb{Q} s_{2}\right)=2>\operatorname{dim}_{\mathbb{F}_{2}}\left(\mathbb{F}_{2} \bar{s}_{1}+\mathbb{F}_{2} \bar{s}_{2}\right)=\operatorname{dim}_{\mathbb{F}_{2}}\left(\mathbb{F}_{2}(\overline{1}, \overline{0})\right)\right)=1
$$

So, by Theorem 325 , we know that the $\mathbb{Z}_{2 \mathbb{Z}}$-module $\mathbb{Z}_{2 \mathbb{Z}} s_{1}+\mathbb{Z}_{2 \mathbb{Z}} s_{2}$ is not $\mathbb{Z}_{2 \mathbb{Z}^{-}}$ saturated. This amounts to saying that $\left\{s_{1}, s_{2}\right\}$ is not a generating set for $\operatorname{Sat}\left(\mathbb{Z}_{2 \mathbb{Z}} s_{1}+\mathbb{Z}_{2 \mathbb{Z}} s_{2}\right)$. Executing Algorithm 319 (suppose that $X>Y$ ), we find:

$$
\begin{aligned}
\operatorname{Sat}\left(\mathbb{Z}_{2 \mathbb{Z}} s_{1}+\mathbb{Z}_{2 \mathbb{Z}} s_{2}\right) & =\mathbb{Z}_{2 \mathbb{Z}} u_{1}+\mathbb{Z}_{2 \mathbb{Z}} u_{2}, \text { with } \\
u_{1} & :=\operatorname{Prim}\left(s_{1}\right)=s_{1}, \operatorname{PrimMon}\left(u_{1}\right)=1 \text { and } \operatorname{index}\left(u_{1}\right)=1, \\
u_{2} & :=\operatorname{PrimRed}\left(\operatorname{Prim}\left(s_{2}\right) ; u_{1}\right)=\operatorname{PrimRed}\left(s_{2} ; u_{1}\right)=\operatorname{Prim}\left(s_{2}-s_{1}\right) \\
& =\frac{1}{2}\left(s_{2}-s_{1}\right)=(Y-X, X-Y) .
\end{aligned}
$$

And, of course,

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathbb{Q} u_{1}+\mathbb{Q} u_{2}\right)=2=\operatorname{dim}_{\mathbb{F}_{2}}\left(\mathbb{F}_{2} \bar{u}_{1}+\mathbb{F}_{2} \bar{u}_{2}\right) .
$$

The following Proposition 328 is the analogue of Corollary 300 for finitelygenerated submodules of $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$. First, recall the following notation.
Notation 327. Let $\mathbf{A}$ be a ring, $a \in \mathbf{A}$, and $M$ a submodule of a free $\mathbf{A}$-module $F$ (possibly, with an infinite basis). We denote by

$$
(M: a)=\{u \in F \mid a u \in M\} .
$$

It is a submodule of $F$ containing $M$.
Proposition 328. Let $\mathbf{R}$ be a domain with quotient field $\mathbf{K}$, and consider a finite list $S=\left[v_{1}, \ldots, v_{s}\right]$ of nonzero vectors in $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}(s, m \geq 1)$. Fix a monomial order on $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$, and denote by $U=\operatorname{Echel}(S)=\left[u_{1}, \ldots, u_{r}\right]\left(r=\operatorname{dim}_{\mathbf{K}}\left(\mathbf{K} v_{1}+\right.\right.$ $\left.\cdots+\mathbf{K} v_{s}\right) \leq s$ ) the list obtained after transforming $S$ into a primitive triangular list over the quotient field $\mathbf{K}$ with Algorithm 319. Denoting by $u_{i}=\frac{w_{i}}{\delta_{i}}$ where $w_{i} \in$ $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}, \delta_{i} \in \mathbf{R} \backslash\{0\}$, and taking $\delta=\prod_{i=1}^{r} \delta_{i}\left(\right.$ or $\delta=\operatorname{lcm}\left(\delta_{1}, \ldots, \delta_{r}\right)$ if such a notion exists), we have:

$$
\operatorname{Sat}\left(\mathbf{R} v_{1}+\cdots+\mathbf{R} v_{s}\right)=\left(\left(\mathbf{R} w_{1}+\cdots+\mathbf{R} w_{r}\right): \delta^{r}\right)=\left(\left(\mathbf{R} w_{1}+\cdots+\mathbf{R} w_{r}\right): \delta^{s}\right)
$$

Proof. Let $u \in\left(\mathbf{K} v_{1}+\cdots+\mathbf{K} v_{s}\right) \cap \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}=\left(\mathbf{K} u_{1}+\cdots+\mathbf{K} u_{r}\right) \cap$ $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$. There exist $a_{1} \ldots, a_{r} \in \mathbf{K}$ such that

$$
u=a_{1} u_{1}+\cdots+a_{r} u_{r} .
$$

For each $1 \leq i \leq r$, by identifying the coefficient in component number index $\left(u_{i}\right)$ and of multidegree mdeg $\left(\operatorname{PrimMon}\left(u_{i}\right)\right)$ (note that $\operatorname{PrimCoeff}\left(u_{i}\right)=1$ ), we obtain:

$$
\left\{\begin{array}{l}
a_{1} \in \mathbf{R} \\
b_{2,1} a_{1}+a_{2} \in \mathbf{R} \\
\vdots \\
b_{r, 1} a_{1}+b_{r, 2} a_{2}+\cdots+b_{r, r-1} a_{r-1}+a_{r} \in \mathbf{R}
\end{array}\right.
$$

with $b_{i, j} \in \frac{1}{\delta} \mathbf{R}$. It follows that $a_{1} \in \mathbf{R}, a_{2} \in \frac{1}{\delta} \mathbf{R}, a_{3} \in \frac{1}{\delta^{2}} \mathbf{R}, \ldots, a_{r} \in \frac{1}{\delta^{r-1}} \mathbf{R}$, and, thus, $u \in \frac{1}{\delta^{r-1}}\left(\mathbf{R} u_{1}+\cdots+\mathbf{R} u_{r}\right) \subseteq \frac{1}{\delta^{r}}\left(\mathbf{R} w_{1}+\cdots+\mathbf{R} w_{r}\right)$. We deduce that $\operatorname{Sat}\left(\mathbf{R} v_{1}+\cdots+\right.$ $\left.\mathbf{R} v_{s}\right)=\left(\left(\mathbf{R} w_{1}+\cdots+\mathbf{R} w_{r}\right): \delta^{r}\right)$. As

$$
\begin{aligned}
\operatorname{Sat}\left(\mathbf{R} v_{1}+\cdots+\mathbf{R} v_{s}\right) & =\left(\left(\mathbf{R} w_{1}+\cdots+\mathbf{R} w_{r}\right): \delta^{r}\right) \subseteq\left(\left(\mathbf{R} w_{1}+\cdots+\mathbf{R} w_{r}\right): \delta^{s}\right) \\
& \subseteq \operatorname{Sat}\left(\mathbf{R} v_{1}+\cdots+\mathbf{R} v_{s}\right)
\end{aligned}
$$

the desired second equality follows.

The following result is the analogue of Proposition 303 for finitely-generated submodules of $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$.

Proposition 329. Consider a finite list $S=\left[v_{1}, \ldots, v_{s}\right]$ of nonzero vectors in $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}(s, m \geq 1)$. Fix a monomial order on $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]$, and denote by $U=\operatorname{Echel}(S)=\left[u_{1}, \ldots, u_{r}\right]\left(r=\operatorname{dim}_{\mathbb{Q}}\left(\mathbb{Q} v_{1}+\cdots+\mathbb{Q} v_{s}\right) \leq s\right)$ the list obtained after transforming $S$ into a primitive triangular list over $\mathbb{Q}$ with Algorithm 319. Denote by $u_{i}=\frac{w_{i}}{\delta_{i}}$, where $w_{i} \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}, \delta_{i} \in \mathbb{Z} \backslash\{0\}$, take $\delta=\operatorname{lcm}\left(\delta_{1}, \ldots, \delta_{r}\right)$, and suppose that we can compute the set $\left\{p_{1}, \ldots, p_{t}\right\}$ of the prime numbers dividing $\delta$. Then:
(1) $\operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} v_{1}+\cdots+\mathbb{Z} v_{s}\right)=\operatorname{Sat} \mathbb{Z}_{\mathbb{Z}}\left(\mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}\right)=\left(\left(\mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}\right)\right.$ : $\left.\delta^{r}\right)=\left(\left(\mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}\right): \delta^{s}\right)$.
(2) The following assertions are equivalent:
(i) $\mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}$ is $\mathbb{Z}$-saturated.
(ii) For all $1 \leq i \leq t, \mathbb{Z}_{p_{i} \mathbb{Z}} w_{1}+\cdots+\mathbb{Z}_{p_{i} \mathbb{Z}} w_{r}$ is $\mathbb{Z}_{p_{i} \mathbb{Z} \text {-saturated. }}$.
(iii) $\operatorname{dim}_{\mathbb{Q}} W=\operatorname{dim}_{\mathbb{F}_{p_{1}}} W=\cdots=\operatorname{dim}_{\mathbb{F}_{p_{t}}} W$, where $W=\left[w_{1}, \ldots, w_{r}\right], \operatorname{dim}_{\mathbb{Q}} W$ denotes the dimension of $\mathbb{Q} w_{1}+\cdots+$ $\mathbb{Q} w_{r}$ as $\mathbb{Q}$-vector space, and $\operatorname{dim}_{\mathbb{F}_{p_{i}}}$ W denotes the dimension of $\mathbb{F}_{p_{i}} \bar{w}_{1}+$ $\cdots+\mathbb{F}_{p_{i}} \bar{w}_{r}$ as $\mathbb{F}_{p_{i}}$-vector space, $\bar{w}_{j}$ denoting the class of $w_{j}$ modulo $\left(p_{i} \mathbb{Z}\right)\left[X_{1}, \ldots, X_{k}\right]^{m}$.
(3) If, for $1 \leq i \leq t,\left\{\frac{1}{a_{i, 1}} v_{i, 1}, \ldots, \frac{1}{a_{i, \ell_{i}}} v_{i, \ell_{i}}\right\}$ is a generating setfor $\operatorname{Sat}_{\mathbb{Z}_{p_{i} \mathbb{Z}}}\left(\mathbb{Z}_{p_{i} \mathbb{Z}} v_{1}+\right.$ $\left.\cdots+\mathbb{Z}_{p_{i} \mathbb{Z}} v_{s}\right)$ (computed, for example, with Algorithm 319), with $v_{i, j} \in$ $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]^{m}$ and $a_{i, j} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$, then

$$
\operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} v_{1}+\cdots+\mathbb{Z} v_{s}\right)=\left\langle w_{1}, \ldots, w_{r}, v_{1,1}, \ldots, v_{1, \ell_{1}}, \ldots, v_{t, 1}, \ldots, v_{t, \ell_{t}}\right\rangle .
$$

Proof.
(1) This is Proposition 328. The fact that $\operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} v_{1}+\cdots+\mathbb{Z} v_{s}\right)=\operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} w_{1}+\right.$ $\left.\cdots+\mathbb{Z} w_{r}\right)$ is clear.
(2) (ii) $\Leftrightarrow$ (iii) by Theorem 325 .
"(i) $\Rightarrow$ (ii)" Let $v=\frac{1}{a} u$, with $a \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ and $u \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$, such that $\alpha v \in \mathbb{Z}_{p_{i} \mathbb{Z}} w_{1}+\cdots+\mathbb{Z}_{p_{i} \mathbb{Z}} w_{r}$ for some $\alpha \in \mathbb{Z}_{p_{i} \mathbb{Z}} \backslash\{0\}$. It follows that there exists $b \in \mathbb{Z} \backslash\{0\}$ such that $b u \in \mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}$. But, as $\mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}$ is $\mathbb{Z}$-saturated, we infer that $h \in \mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}$, and, thus, $g \in \mathbb{Z}_{p_{i} \mathbb{Z}} w_{1}+$ $\cdots+\mathbb{Z}_{p_{i} \mathbb{Z}} w_{r}$.
Note that the above proof applies for any monoid of $\mathbb{Z}$, not only for $\mathbb{Z} \backslash p_{i} \mathbb{Z}$.
"(ii) $\Leftarrow\left(\right.$ i)" Let $v \in \operatorname{Sat} \mathbb{Z}_{\mathbb{Z}}\left(\mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}\right)$. By virtue of (1), we know that

$$
\begin{equation*}
\delta^{r} v \in \mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r} . \tag{0}
\end{equation*}
$$

In addition, for all $1 \leq i \leq t$, as $\mathbb{Z}_{p_{i} \mathbb{Z}} w_{1}+\cdots+\mathbb{Z}_{p_{i} \mathbb{Z}} w_{r}$ is $\mathbb{Z}_{p_{i} \mathbb{Z}}$-saturated, there exists $\alpha_{i} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ such that

$$
\begin{equation*}
\alpha_{i} v \in \mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r} . \tag{i}
\end{equation*}
$$

Since $\operatorname{gcd}\left(\delta^{r}, \alpha_{1}, \ldots, \alpha_{t}\right)=1$, there exist $\beta, \beta_{1}, \ldots, \beta_{t} \in \mathbb{Z}$ such that $\beta \delta^{r}+$ $\beta_{1} \alpha_{1}+\cdots+\beta_{t} \alpha_{t}=1$ ( $\mathbb{Z}$ being a Bezout domain), and, thus, combining (0), (1), $\ldots,(t)$, one gets $v \in \mathbb{Z} w_{1}+\cdots+\mathbb{Z} w_{r}$, as desired.
(3) We have $\operatorname{Sat}_{\mathbf{A}}\left(\mathbf{A} v_{1}+\cdots+\mathbf{A} v_{s}\right)=\operatorname{Sat}_{\mathbf{A}}\left(\mathbf{A} w_{1}+\cdots+\mathbf{A} w_{r}\right)$ with $\mathbf{A}=\mathbb{Z}$ or $\mathbb{Z}_{p_{i} \mathbb{Z}}$.
It is clear that $\operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} v_{1}+\cdots+\mathbb{Z} v_{s}\right) \supseteq\left\langle w_{1}, \ldots, w_{r}, v_{1,1}, \ldots, v_{1, \ell_{1}}, \ldots, v_{t, 1}, \ldots\right.$, $\left.v_{t, \ell_{t}}\right\rangle=: M$. Conversely, let $v \in \operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} v_{1}+\cdots+\mathbb{Z} v_{s}\right)$. By virtue of (1), we have

$$
\begin{equation*}
\delta^{r} v \in\left\langle w_{1}, \ldots, w_{r}\right\rangle \tag{0}
\end{equation*}
$$

In addition, for all $1 \leq i \leq t$, there exists $\alpha_{i} \in \mathbb{Z} \backslash p_{i} \mathbb{Z}$ such that

$$
\begin{equation*}
\alpha_{i} v \in\left\langle v_{i, 1}, \ldots, v_{i, \ell_{i}}\right\rangle \tag{i}
\end{equation*}
$$

As $\operatorname{gcd}\left(\delta^{r}, \alpha_{1}, \ldots, \alpha_{t}\right)=1$, there exist $\beta, \beta_{1}, \ldots, \beta_{t} \in \mathbb{Z}$ such that $\beta \delta^{r}+$ $\beta_{1} \alpha_{1}+\cdots+\beta_{t} \alpha_{t}=1$, and, thus, combining (0), (1), ., $(t)$, one gets $v \in M$, as desired.

From Corollary 329 ensues the following algorithm for computing the $\mathbb{Z}$ saturation of a finitely-generated sub-Z $\mathbb{Z}$-module of $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$.

Algorithm 330. (An algorithm for computing the $\mathbb{Z}$-saturation of a finitelygenerated sub- $\mathbb{Z}$-module of $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$ via prime factorization)
Input: A finite list $S=\left[v_{1}, \ldots, v_{s}\right]$ of nonzero vectors in $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}(s, m \geq 1)$.
Output: A finite generating set $H \subseteq \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$ of $\operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} v_{1}+\cdots+\mathbb{Z} v_{s}\right)$.

1. Fix a monomial order on $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]$, and compute a finite list $U=$ $\operatorname{Echel}(S)=\left[u_{1}, \ldots, u_{r}\right]$ by transforming $S$ into a primitive triangular list over $\mathbb{Q}$ with Algorithm 319. Denote by $u_{i}=\frac{w_{i}}{\delta_{i}}$, where $w_{i} \in \mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$, $\delta_{i} \in \mathbb{Z} \backslash\{0\}$, take $\delta=\operatorname{lcm}\left(\delta_{1}, \ldots, \delta_{r}\right)$, and compute the set $\left\{p_{1}, \ldots, p_{t}\right\}$ of the prime numbers dividing $\delta$.
2. For $1 \leq i \leq t$, using with Algorithm 319, compute a finite generating set

$$
\left\{\frac{1}{a_{i, 1}} v_{i, 1}, \ldots, \frac{1}{a_{i, \ell_{i}}} v_{i, \ell_{i}}\right\}
$$

for $\operatorname{Sat}_{\mathbb{Z}_{p_{i} \mathbb{Z}}}\left(\mathbb{Z}_{p_{i} \mathbb{Z}} v_{1}+\cdots+\mathbb{Z}_{p_{i} \mathbb{Z}} v_{s}\right)$, with $v_{i, j} \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]^{m}$ and $a_{i, j} \in \mathbb{Z} \backslash$ $p_{i} \mathbb{Z}$.
3. $H:=\left\{w_{1}, \ldots, w_{r}, v_{1,1}, \ldots, v_{1, \ell_{1}}, \ldots, v_{t, 1}, \ldots, v_{t, \ell_{t}}\right\}$.

Example 331. (Example 322 Revisited) Keep notation of Algorithm 330, and consider the list

$$
S=\left[v_{1}, v_{2}\right]=[(6,6+4 X),(4+3 X, 3)]
$$

of vectors in $\mathbb{Z}[X]^{2}$. As, when using Algorithm 319 we will use different rings, by $\operatorname{Echel}_{\mathbf{R}}(U)$ we mean that we consider the vectors in the list $U$ as elements of $\mathbf{R}[X]^{2}$. The first call of Algorithm 319 is with $\mathbf{R}=\mathbb{Q}$. We obtain:

$$
\begin{aligned}
\operatorname{Echel}_{\mathbb{Q}}(S) & =\left[\frac{1}{4} v_{1}, \frac{1}{3} v_{2}\right]=\left[\left(\frac{3}{2}, \frac{3}{2}+X\right),\left(\frac{4}{3}+X, 1\right)\right] \\
& =\left[\frac{1}{2}(3,3+2 X), \frac{1}{3}(4+3 X, 3)\right], \\
\delta & =\operatorname{lcm}\left(\delta_{1}, \delta_{2}\right)=2 \vee 3=6, \\
W & =\left[w_{1}, w_{2}\right]=[(3,3+2 X),(4+3 X, 3)] \\
\operatorname{Echel}_{\mathbb{Z}_{2 \mathbb{Z}}}(W) & =\left[\frac{1}{3} w_{1}, w_{2}-w_{1}\right] \Rightarrow \operatorname{Sat}_{\mathbb{Z}_{2 \mathbb{Z}}}\left(\mathbb{Z}_{2 \mathbb{Z}} w_{1}+\mathbb{Z}_{2 \mathbb{Z}} w_{2}\right) \\
& =\mathbb{Z}_{2 \mathbb{Z}} w_{1}+\mathbb{Z}_{2 \mathbb{Z}} w_{2}, \text { and } \\
\operatorname{Echel}_{\mathbb{Z}_{3 \mathbb{Z}}}(W) & =\left[\frac{1}{2} w_{1}, \frac{1}{4} w_{2}\right] \Rightarrow \operatorname{Sat}_{\mathbb{Z}_{3 \mathbb{Z}}}\left(\mathbb{Z}_{3 \mathbb{Z}} w_{1}+\mathbb{Z}_{3 \mathbb{Z}} w_{2}\right)=\mathbb{Z}_{3 \mathbb{Z}} w_{1}+\mathbb{Z}_{3 \mathbb{Z}} w_{2} .
\end{aligned}
$$

We conclude that

$$
\operatorname{Sat}_{\mathbb{Z}}\left(\mathbb{Z} v_{1}+\mathbb{Z} v_{2}\right)=\mathbb{Z} w_{1}+\mathbb{Z} w_{2}=\mathbb{Z}(3,3+2 X)+\mathbb{Z}(4+3 X, 3) .
$$

### 4.3 Saturation of a Finitely-Generated V $[X]$-Module, with V a Valuation Domain

This section is based on the papers [48, 113]. The univariate question is dealt with separately as it is easier than the multivariate case and is completely resolved (it has a clear combinatorial termination proof, precise complexity bounds, and has been implemented with MAGMA [113, 116]).

First, we need to introduce a notion of (saturation) defect of a finite list of vectors in $\mathbf{V}[X]^{m}$, where $\mathbf{V}$ is a valuation domain.

Definition 332. Let $\mathbf{V}$ be a residually discrete valuation domain.
(1) Let $s_{1}, \ldots, s_{n} \in \mathbf{V}[X]^{m}(n \geq 1)$. We say that $s_{1}, \ldots, s_{n}$ are in good position if $s_{1}, \ldots, s_{n}$ are primitive or zero and index $\left(s_{1}\right), \ldots, \operatorname{index}\left(s_{n}\right)$ (only those of nonzero vectors) are pairwise different.
(2) Let $s_{1}, \ldots, s_{n}$ be $n$ primitive vectors in $\mathbf{V}[X]^{m}$ such that $\mathscr{I}\left(s_{1}\right), \ldots, \mathscr{I}\left(s_{n}\right)$ are pairwise different. We define the defect of the list $S=\left[s_{1}, \ldots, s_{n}\right]$ to be

$$
\sharp\left\{i|1 \leq i \leq n \& \exists 1 \leq j \leq n| \operatorname{index}\left(s_{i}\right)=\operatorname{index}\left(s_{j}\right)\right.
$$

$$
\left.\& \operatorname{deg}\left(\operatorname{PrimMon}\left(s_{j}\right)\right)<\operatorname{deg}\left(\operatorname{PrimMon}\left(s_{i}\right)\right)\right\} .
$$

The defect is denoted by $\delta(S)$. Of course, $\delta(S) \in \llbracket 1, m \rrbracket$ and $s_{1}, \ldots, s_{n}$ are in good position if and only if $\delta(S)=0$.
If one of the $s_{i}$ 's is not primitive or if $\mathscr{I}\left(s_{1}\right), \ldots, \mathscr{I}\left(s_{n}\right)$ are not pairwise different, we convene that $\delta(S)=n$.
The same definition holds for a list formed by primitive or zero vectors by disregarding those which are zero.
(3) A primitive vector $u \in S$ is said to be internal if there exists a primitive vector $v \in S$ such that $\operatorname{index}(u)=\operatorname{index}(v)$ and $\operatorname{deg}(\operatorname{PrimMon}(v))>$ $\operatorname{deg}(\operatorname{PrimMon}(u))$. A primitive vector in $S$ which is not internal is said to be external. The defect of $S$ is nothing but the number of its internal primitive vectors.

Example 333. Let $S=\left[s_{1}, \ldots, s_{6}\right]=\left[(2,4+2 X, 0,0,1),\left(0,0,8,4 X, 2-X^{2}\right)\right.$, $\left.\left.\left(4,0,0,2+X, 2 X^{2}\right),\left(8,4 X, 0, X^{2}, 2-4 X\right),\left(4 X^{2}, 2+X, 0,0,0\right),\left(X^{3}, 0,0,4 X^{4}, 8\right)\right)\right]$ be a list of vectors in $\mathbb{Z}_{2 \mathbb{Z}}[X]^{n}$ with $n=5$. It is already in an echelon form. The corresponding heights $\mathscr{I}\left(s_{1}\right), \ldots, \mathscr{I}\left(s_{6}\right)$ are represented in Fig. 4.1 by white circles for heights of external vectors and double white circle for heights of internal vectors. The broken black line joins the points representing the heights of the external vectors. One can see that $\delta(S)=2$.

Now we reach the main algorithm $[48,113]$ of this section. This algorithm has been implemented in MAGMA [116] by Claude Quitté [113].


Figure 4.1: $\delta(S)=2$

```
Algorithm 334. (Saturation algorithm in case of one variable)
Input: A finite list \(S=\left[s_{1}, \ldots, s_{n}\right]\) of vectors in \(\mathbf{V}[X]^{m}\) with degrees \(\leq d\), where \(\mathbf{V}\) is a valuation domain and \(m \geq 1\).
Output: A finite list \(G=T_{j}\) of vectors in \(\mathbf{V}[X]^{m}\) generating \(\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)\) as a \(\mathbf{V}[X]\)-module.
Initialization: \(j:=0 ; S_{0}:=\operatorname{Echel}(S) ; T_{0}:=S_{0}\) (see Algorithm 319)
WHILE \(\delta\left(S_{j}\right) \neq 0\) DO
\(j:=j+1 ; S_{j}:=\operatorname{Echel}\left(\operatorname{EchelResp}\left(X S_{j-1} ; T_{j-1}\right)\right)\) (use Algorithms 318 and 319)
\(T_{j}=\left[S_{0}, \ldots, S_{j}\right]\)
```

Remark 335. In Algorithm 334, we are looking for a finite generating set for $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}[X]$-module and not as a $\mathbf{V}$-module. So, in order to avoid superfluous generators, instead of taking $G=T_{j}$ one can initialize $G$ at $\operatorname{Echel}(S)$ and then add to $G$ only primitive versions of nonprimitive vectors encountered during the while loop.

Proposition 336. Algorithm 334 is correct if it terminates.
Proof. We keep the above notation. We will first prove by induction on $j$ that the external vectors of $T_{j}$ are exactly those of $S_{j}$. For $j=0$ this is clear as $T_{0}=S_{0}$. We suppose now that the result is true for $j-1$. The list $S_{j}$ is obtained by putting $X\left(S_{j-1}\right)$ in an echelon form with respect to $T_{j-1}$ and then by putting it in an echelon form. Thus at step $j$ (i.e., when we want to put $\left[T_{j-1}, X\left(S_{j-1}\right)\right]$ in an echelon form) the vectors of $T_{j-1}$ are not modified. By induction hypothesis, the external vectors
of $T_{j-1}$ are exactly those of $S_{j-1}$ and thus the external vectors of $\left[T_{j-1}, X\left(S_{j-1}\right)\right]$ are exactly those of $X\left(S_{j-1}\right)$. It is clear that, after treating $\left[T_{j-1}, X\left(S_{j-1}\right)\right]$ (which becomes $T_{j}$ ), the external vectors of $T_{j}$ are exactly those of $S_{j}$ as there is no modification in $T_{j-1}$.
Suppose now that after $j+1$ iterations, Algorithm 334 terminates, that is, we obtain $\delta\left(S_{j}\right)=0$. In that case, the external vectors of $T_{j}$ are all the vectors of $S_{j}$ (we disregard zero vectors). It follows that $L:=\left[T_{j}, X S_{j}, X^{2} S_{j}, \ldots\right]$ is in an echelon form (no possible collisions after step $j+1$ ). By virtue of Proposition 315, we infer that

$$
\mathscr{S}:=\sum_{u \in T_{j}} \mathbf{V} u \oplus \sum_{v \in X S_{j}} \mathbf{V}[X] v
$$

is $\mathbf{V}$-saturated. It is worth pointing out that the above sum is direct because $L$ is in an echelon form. As $\mathbf{V}[X]$-module,

$$
\mathscr{S}=\left\langle T_{j}\right\rangle=\langle G\rangle=\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right),
$$

the desired result.

Example 337. (Example 333 Continued) We keep the notation of Algorithm 334. Let

$$
\begin{aligned}
S=S_{0}=\left[s_{1}, \ldots, s_{6}\right]= & {\left[(2,4+2 X, 0,0,1),\left(0,0,8,4 X, 2-X^{2}\right),\right.} \\
& \left(4,0,0,2+X, 2 X^{2}\right),\left(8,4 X, 0, X^{2}, 2-4 X\right), \\
& \left.\left.\left(4 X^{2}, 2+X, 0,0,0\right),\left(X^{3}, 0,0,4 X^{4}, 8\right)\right)\right]
\end{aligned}
$$

be a list of vectors in $\mathbb{Z}_{2 \mathbb{Z}}[X]^{n}$ in an echelon form with $n=5$. We can take $d=4$ as a bound on the degrees of the $s_{i}$ 's. The corresponding heights $\mathscr{I}\left(s_{1}\right), \ldots, \mathscr{I}\left(s_{6}\right)$ (recall that $\left.\mathscr{I}\left(s_{i}\right)=(\operatorname{index}(u), \operatorname{mdeg}(\operatorname{PrimMon}(u)))\right)$ are represented in Fig. 4.1 by white circles for heights of external vectors and double white circle for heights of internal vectors. The broken black line joins the points representing the heights of the external vectors. One can see that $\delta\left(S_{0}\right)=2$. If we only knew the bound $d=4$ on the degrees of the $s_{i}$ 's, then, obviously, the only information we would have is that the heights of the elements of $S_{0}$ belong to the rectangle $\mathscr{R}_{0}$, where $\mathscr{R}_{i}=\llbracket 1, m \rrbracket \times \llbracket 0, d+i \rrbracket$. Note that this will be the situation when putting $X S_{0}$ in an echelon form with respect to $S_{0}$ and then in an echelon form (it becomes $S_{1}$ ) as we only know the bound $d+1=5$ for the degrees of the elements of $X S_{0}$. The points of $\mathscr{R}_{0}$ which remain unoccupied by the heights of the elements of $S_{0}$ will be represented by black circles or black squares (these latter are used for points of $\mathscr{R}_{0}$ whose indexes are still unoccupied, i.e., when a whole row is black we put squares to further emphasize).
When "reducing" $X S_{0}$, that is, when putting $X S_{0}$ in an echelon form with respect to $S_{0}$ and then in an echelon form (it becomes $S_{1}$ ), every height of a vector in $S_{0}$ will be shifted right one position except where this position is already occupied by the height of a vector in $S_{0}$, and then a "collision" occurs. Seeing Fig. 4.2, when


Figure 4.2: $\delta\left(S_{0}\right)=2, \delta\left(S_{1}\right)=$ ?
reducing $X S_{0}$, only one collision occurs in position $(4,2)$. Then, three cases may arise:

Case 1. The collision in $(4,2)$ produces a point of $\mathscr{R}_{1}$ located at an occupied row (i.e., is has the same index as a vector in $S_{0}$ ), say ( 2,0 ) (Fig. 4.3) or ( 2,5 ) (Fig. 4.4) for illustration. In that case, we have $\delta\left(S_{1}\right)=\delta\left(S_{0}\right)=2$.

Case 2. The collision in $(4,2)$ produces nothing (i.e., the result of the reduction with a type 1 operation is a null vector).

Case 3. The collision in $(4,2)$ produces a point of $\mathscr{R}_{1}$ located at an unoccupied row, say $(3,3)$ for illustration (see Fig. 4.5). In that case, have $\delta\left(S_{1}\right)=1<\delta\left(S_{0}\right)=2$.

Proposition 338. Algorithm 334 terminates after at most $\min (n-1, m) d+1$ iterations.

In other words, Algorithm 334 computes after at most $\min (n-1, m) d+1$ iterations a finite list of vectors in $\mathbf{V}[X]^{m}$ of degrees $\leq(\min (n-1, m)+1)$ d generating $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}[X]$-module.

Or also, computing $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ amounts to performing gaussian elimination on a matrix of size $n(\min (n-1, m) d+1) \times m$ and with entries in $\mathbf{V}[X]$ of degrees $\leq(\min (n-1, m)+1) d$.


Figure 4.3: Case 1


Figure 4.4: Case 1, bis


Figure 4.5: Case 2

Proof. We keep the above notation. For $i \leq j$, we denote by $e_{i}$ the number of external elements of $S_{i}$. Thus, the number of (nonzero) elements of $S_{i}$ is equal to $e_{i}+\delta_{i}$, where $\delta_{i}:=\delta\left(S_{i}\right)$. It is worth pointing out the following two remarks:

1. The sequence $\left(e_{i}\right)_{i \leq j}$ is nondecreasing and bounded by $m$.
2. The sequence $\left(e_{i}+\delta_{i}\right)_{i \leq j}$ is nonincreasing and bounded by $n$.

After $j+1$ iterations, counting the pairwise different primitive monomials of $S_{0}, \ldots, S_{j}$ (the left-hand quantity in the inequality below) and their corresponding possible indexes ( $e_{j}$ possible indexes) and degrees $(\leq d+j)$, we obtain the following inequality:

$$
\sum_{i=0}^{j}\left(e_{i}+\delta_{i}\right) \leq(1+d+j) e_{j} .
$$

By Remark 2 above, we can give a lower bound on the terms in the sum above and then obtain:

$$
(j+1)\left(e_{j}+\delta_{j}\right) \leq(1+d+j) e_{j}
$$

or also,

$$
(j+1) \delta_{j} \leq d e_{j}
$$

By Remark 1, we have $e_{j} \leq m$. Moreover, by Remark 2, we have $e_{j} \leq n-\delta_{j}$. Thus, if $\delta_{j} \geq 1$ then $e_{j} \leq \min \left(m, n-\delta_{j}\right) \leq \min (m, n-1)$, and $j+1 \leq(j+$ 1) $\delta_{j} \leq d \min (m, n-1)$, and finally $j<d \min (m, n-1)$. As a conclusion, when
$j=d \min (m, n-1)$, or, in other words, after $d \min (m, n-1)+1$ iterations, we necessarily obtain $\delta_{j}=0$ and the algorithm stops.

Example 339. A simple example when $n-1<m$ ( $\mathbf{V}$ is any valuation domain).

$$
\begin{aligned}
& S:=\left[(1, X),\left(X^{2}, X\right)\right]\left(S \text { is in an echelon form, } S_{0}=S, \delta\left(S_{0}\right)=1\right), \\
& d . \min (m, n-1)=2.1=2, \\
& \left.X S_{0}=\left[\left(X, X^{2}\right),\left(X^{3}, X^{2}\right)\right] \text { (no change, } S_{1}=X S_{0}=X S\right), \\
& X S_{1}=\left[\left(X^{2}, X^{3}\right),\left(X^{4}, X^{3}\right)\right] \stackrel{\text { reduction }}{\longrightarrow} S_{2}=\left[\left(0, X-X^{3}\right),\left(X^{4}, X^{3}\right)\right] \text {, with } \delta\left(S_{2}\right)=0 .
\end{aligned}
$$

As a consequence, $S_{2+k}=X^{k} S_{2}$ for $k \geq 0$ and the infinite list $\left[S_{0}, S_{1}, S_{2}, X S_{2}, X^{2} S_{2}, \ldots\right]$ is in an echelon form. As we did not use the operation Prim, $\left\langle(1, X),\left(X^{2}, X\right)\right\rangle$ is a $\mathbf{V}$-saturated $\mathbf{V}[X]$-module.

## Example 340.

$$
\begin{array}{rll}
\mathbf{V} & = & \mathbb{Z}_{2 \mathbb{Z}}, S:=\left[\left(5,4,-2 X^{2}-6 X+12\right),\left(2 X-1,0,-2 X^{2}+6 X-4\right)\right], \\
S & \xrightarrow{\text { reduction }} & {\left[\left(5,4,-2 X^{2}-6 X+12\right),\left(2 X, \frac{4}{5},-\frac{12}{5} X^{2}+\frac{24}{5} X-\frac{8}{5}\right)\right]} \\
& \xrightarrow{\text { PrimMon }} S_{0}=\left[\left(5,4,-2 X^{2}-6 X+12\right),\right. \\
& \left.\left(X, \frac{2}{5},-\frac{6}{5} X^{2}+\frac{12}{5} X-\frac{4}{5}\right)\right], \text { with } \delta\left(S_{0}\right)=1, \\
X S_{0} & = & {\left[\left(5 X, 4 X,-2 X^{3}-6 X^{2}+12 X\right),\left(X^{2}, \frac{2}{5} X,-\frac{6}{5} X^{3}+\frac{12}{5} X^{2}-\frac{4}{5} X\right)\right]} \\
& \xrightarrow{\text { reduction }} & {\left[\left(5 X, 4 X,-2 X^{3}-6 X^{2}+12 X\right),\left(0,4 X-2,-2 X^{3}+4\right)\right]} \\
& \xrightarrow{\text { PrimMon }} & S_{1}=\left[\left(5 X, 4 X,-2 X^{3}-6 X^{2}+12 X\right),\right. \\
& \left.\left(0,2 X-1,-X^{3}+2\right)\right], \text { with } \delta\left(S_{1}\right)=0 .
\end{array}
$$

As a consequence, $S_{1+k}=X^{k} S_{1}$ for $k \geq 0$ and the infinite list $\left[S_{0}, S_{1}, X S_{1}, X^{2} S_{1}, \ldots\right]$ is in an echelon form. As a conclusion

$$
\begin{aligned}
& \operatorname{Sat}\left(\left\langle\left(5,4,-2 X^{2}-6 X+12\right),\left(2 X-1,0,-2 X^{2}+6 X-4\right)\right\rangle\right) \\
& \quad=\left\langle\left(5,4,-2 X^{2}-6 X+12\right),\left(X, \frac{2}{5},-\frac{6}{5} X^{2}+\frac{12}{5} X-\frac{4}{5}\right),\left(0,2 X-1,-X^{3}+2\right)\right\rangle .
\end{aligned}
$$

Example 341. (C. Quitté) This example was computed with MAGMA [116]. Keeping notation of Algorithm 334, the base ring is $\mathbf{V}=\mathbb{Z}_{5 \mathbb{Z}}, n=2, m=1$, and $d=7$. The reader can see that the defect becomes zero after exactly $\min (n-1, m) d+1=8$ iterations which is the bound given in Proposition 338. In the computations below,
the primitive monomial of a primitive polynomial is computed as the least monomial which has an invertible coefficient.

```
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Theorem 342. (Complexity Bounds) Let $\mathbf{V}$ be a valuation domain and consider $n$ vectors $s_{1}, \ldots, s_{n} \in \mathbf{V}[X]^{m}(m \geq 1)$ of degrees $\leq d$. Then, with the Saturation Algorithm 334, one can compute a generating set for the $\mathbf{V}$-saturation of $\left\langle s_{1}, \ldots, s_{n}\right\rangle$ as a $\mathbf{V}[X]$-module formed by at most $N=n(\min (n-1, m) d+1)$ vectors of degrees $\leq(\min (n-1, m)+1) d=\mathrm{O}(m d)$, and the sequential complexity of this algorithm amounts to $\frac{N(N-1)}{2} m(\min (n-1, m)+1) d$ additions or divisions in $\mathbf{V}$.

Proof. This follows from Propositions 336 and 338.

Corollary 343. Let $s_{1}, \ldots, s_{n} \in \mathbf{R}[X]^{m}(m \geq 1)$ where $\mathbf{R}$ is a residually discrete local ring. If $s_{1}, \ldots, s_{n}$ are in good position then the $\mathbf{R}[X]$-module $\left\langle s_{1}, \ldots, s_{n}\right\rangle$ is $\mathbf{R}$-saturated.

Proof. It is true that we did not suppose that $\mathbf{R}$ is a valuation domain but the same algorithm works as there is no need of comparability under division.

Our goal now is, given a list $\left[u, s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}[X]^{m}$ where $\mathbf{V}$ is a valuation domain, to present an algorithm to test if $u \in \operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$, and, in case of a positive answer, to express $u$ as a linear combination of the generators of $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ computed with Algorithm 334.

Algorithm 344. (Saturation membership test, the univariate case)
Input: A finite list $\left[u, s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}[X]^{m}$, where $\mathbf{V}$ is a valuation domain of quotient field $\mathbf{K}$ and $m \geq 1$.
Output: An answer to the question $u \in \operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ ? and, in case of positive answer, a finite list $\left[g_{1}, \ldots, g_{r}\right]$ of vectors in $\mathbf{V}[X]^{m}$ generating $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}[X]$-module and a list $\left[u_{1}, \ldots, u_{r}\right]$ of elements in $\mathbf{V}[X]$ such that $u=u_{1} g_{1}+\cdots+$ $u_{r} g_{r}$.

1. Test if $u \in \mathbf{K}[X] s_{1}+\ldots+\mathbf{K}[X] s_{n}$ (with Gröbner bases techniques for example, see Proposition 228). If the answer is NO then return NO. Else, continue.
2. Write $u$ as a $\mathbf{K}$-linear combination of the $X^{j}{ }_{S_{i}}, j \in \mathbb{N}, 1 \leq i \leq n$.
3. Use Algorithm 334 to compute a finite list $\left[g_{1}, \ldots, g_{r}\right]$ of vectors in $\mathbf{V}[X]^{m}$ generating $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}[X]$-module.
4. Write each $X^{j} s_{i}$ in the expression of $u$ as a $\mathbf{K}$-linear combination of the $X^{r} g_{t}$, $r \in \mathbb{N}, 1 \leq t \leq r$ (by tracing the computations done with Algorithm 334).
5. Write $u$ as a $\mathbf{K}$-linear combination of the $X^{r} g_{t}$ 's, $r \in \mathbb{N}, 1 \leq t \leq r$ (using 2. and 4.). Note that, by virtue of Lemma 311, the obtained $\mathbf{K}$-linear combination is a $\mathbf{V}$-linear combination if and only if $u \in \operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$.
6. Collect the $\mathbf{V}$-linear combination of the $X^{r} g_{t}$ 's found in 5. into a $\mathbf{V}[X]$-linear combination $u=u_{1} g_{1}+\cdots+u_{r} g_{r}$ of the $g_{t}$ 's.

### 4.4 Computing Syzygies Over $\mathbf{R}[X]$, with $\mathbf{R}$ a Prüfer Domain

### 4.4.1 The Case of a Valuation Domain

Let $\mathbf{V}$ be a valuation domain with quotient field $\mathbf{K}$ and consider $m(m \geq 2)$ polynomials $p_{1}, \ldots, p_{m} \in \mathbf{V}[X]$. Denote by $S$ and $S^{\prime}$ the syzygy modules

$$
\left.\begin{array}{rl}
S & :=\operatorname{Syz}_{\mathbf{V}[X]}\left(p_{1}, \ldots, p_{m}\right) \\
S^{\prime} & :=\operatorname{Syz}_{\mathbf{K}[X]}\left(p_{1}, \ldots, p_{m}\right)
\end{array}:=\left\{\left(u_{1}, \ldots, u_{m}\right) \in \mathbf{V}[X]^{m} \mid u_{1} p_{1}+\cdots, u_{m}\right) \in \mathbf{K}[X]^{m} \mid u_{1} p_{1}+\cdots+u_{m} p_{m}=0\right\} . .
$$

It is straightforward that if $\left\{s_{1}, \ldots, s_{\ell}\right\}$ is a generating set for $S^{\prime}$ formed by vectors in $\mathbf{V}[X]^{n}$, then $S$ is nothing but the $\mathbf{V}$-saturation of $\left\langle s_{1}, \ldots, s_{\ell}\right\rangle$ as a $\mathbf{V}[X]$-module. So, in order to compute $S$, one has only to compute $s_{1}, \ldots, s_{\ell}$ (with Gröbner bases techniques, see Sect. 3.4) and then to use the Saturation Algorithm 334.

The following is folklore. For example, it is a particular case of Corollary 147.
Proposition 345. Let $\mathbf{K}$ be a discrete field and consider m polynomials $p_{1}, \ldots, p_{m} \in$ $\mathbf{K}[X]$ with $m \geq 2$ and $p_{1} \cdots p_{m} \neq 0$. Then the syzygy module $S^{\prime}=\operatorname{Syz}_{\mathbf{K}[X]}\left(p_{1}, \ldots, p_{m}\right)$ is generated as a $\mathbf{K}[X]$-module by the $\binom{m}{2}=\frac{m(m-1)}{2}$ syzygies $q_{j} e_{i}-q_{i} e_{j}, 1 \leq i<j \leq$ $m$ (the obvious syzygies of $\left(q_{1}, \ldots, q_{m}\right)$ ), where $\left(e_{1}, \ldots, e_{m}\right)$ stands for the canonical basis of $\mathbf{K}[X]^{m}, \Delta=\operatorname{gcd}\left(p_{1}, \ldots, p_{m}\right)$, and $q_{i}=p_{i} / \Delta$.

Note that the generating set given by Proposition 345 is far from being minimal as we know that $\operatorname{Syz}_{\mathbf{K}[X]}\left(p_{1}, \ldots, p_{m}\right)=\operatorname{Syz}_{\mathbf{K}[X]}\left(p_{1} / \Delta, \ldots, p_{m} / \Delta\right)$ with $\operatorname{gcd}\left(p_{1} / \Delta, \ldots, p_{m} / \Delta\right)=1$. As $\mathbf{K}[X]$ is a Bezout domain, we know that $\operatorname{Syz}_{\mathbf{K}[X]}$ $\left(p_{1}, \ldots, p_{m}\right)$ is a free $\mathbf{K}[X]$-module of rank $m-1$ (see, for example, [111] page 260).

Algorithm 346. (Computing Syzygies over valuation domains)
Input: $p_{1}, \ldots, p_{m} \in \mathbf{V}[X]$ where $m \geq 2$ and $\mathbf{V}$ is a valuation domain.

Output: A list $L$ of vectors in $\mathbf{V}[X]^{m}$ generating $\operatorname{Syz}_{\mathbf{V}[X]}\left(p_{1}, \ldots, p_{m}\right)$ as a $\mathbf{V}[X]$ module.
Step 1: Compute a generating set $\left\{s_{1}, \ldots, s_{\ell}\right\}$ for $\operatorname{Syz}_{\mathbf{K}[X]}\left(p_{1}, \ldots, p_{m}\right)$ with $s_{i} \in$ $\mathbf{V}[X]^{m}$ (by clearing the denominators). One can use Proposition 345 to compute $s_{1}, \ldots, s_{\ell}$.
Step 2: Use the Saturation Algorithm 334 to compute a finite list $L$ of vectors in $\mathbf{V}[X]^{m}$ generating the $\mathbf{V}$-saturation of $\left\langle s_{1}, \ldots, s_{\ell}\right\rangle$ as a $\mathbf{V}[X]$-module.

Theorem 347. (Complexity Bounds) Let $\mathbf{V}$ be a valuation domain and consider $m$ polynomials $p_{1}, \ldots, p_{m} \in \mathbf{V}[X]$ of degrees $\leq d$. Then, with Algorithm 346, one can compute a generating set for $\operatorname{Syz}_{\mathbf{V}[X]}\left(p_{1}, \ldots, p_{m}\right)$ as a $\mathbf{V}[X]$-module formed by $N=\frac{m(m-1)}{2}(m d+1)=\mathrm{O}\left(\frac{m^{3} d}{2}\right)$ vectors of degrees $\leq(m+1) d=\mathrm{O}(m d)$ and the sequential complexity of this algorithm amounts to $\frac{N(N-1)}{2} m(m+1) d=\mathrm{O}\left(\frac{m^{8} d^{3}}{8}\right)$ additions or divisions in $\mathbf{V}$.

Example 348. Let $p_{1}=2 X+4, p_{2}=2 X^{2}, p_{3}=2+X^{2} \in \mathbb{Z}_{2 \mathbb{Z}}[X]$, and suppose that we want to compute a generating set for $\operatorname{Syz}_{\mathbb{Z}_{2 \mathbb{Z}}[X]}\left(p_{1}, p_{2}, p_{3}\right)$.
Using Proposition 345, we have

$$
\begin{aligned}
& \operatorname{Syz}_{\mathbb{Q}[X]}\left(p_{1}, p_{2}, p_{3}\right) \\
& \quad=\left\langle s_{1}=\left(2 X^{2},-2 X-4,0\right), s_{2}=\left(2+X^{2}, 0,-2 X-4\right), s_{3}=\left(0,2+X^{2},-2 X^{2}\right)\right\rangle .
\end{aligned}
$$

Let us denote by $S=S_{0}=\left[s_{1}, s_{2}, s_{3}\right]$. With the Saturation Algorithm 334, we obtain $S \xrightarrow{\text { reduction }}\left[\left(X^{2},-X-2,0\right),\left(2+X^{2}, 0,-2 X-4\right),\left(0,2+X^{2},-2 X^{2}\right)\right]$, with $\delta\left(S_{0}\right)=1$,

$$
\begin{aligned}
& X S_{0} \xrightarrow{\text { reduction }}\left[\left(X^{3}+4,6,-2 X^{2}-2 X-4\right),(X-2,-3,-X+2),\right. \\
&\left.\left(-12+4 X, X^{3}-16,-2 X^{3}+16\right)\right]=S_{1},
\end{aligned}
$$

with $\delta\left(S_{1}\right)=0$. Thus, ignoring superfluous generators (see Remark 335),

$$
\operatorname{Syz}_{\mathbb{Z}_{2 \mathbb{Z}}[X]}\left(p_{1}, p_{2}, p_{3}\right)=\left\langle s_{1}, s_{2}, s_{3},(X-2,-3,-X+2)\right\rangle .
$$

Let $\mathbf{V}$ be a valuation domain of Krull dimension $\geq 2$ with a corresponding valuation $v$ and group $G$. The fact that the Krull dimension of $\mathbf{V}$ is $\geq 2$ is equivalent to the fact that $G$ is not archimedean (see Exercise 372), that is there exist $a, b \in \mathbf{V}$ such that:

$$
v(a)>0, \text { and } \forall n \in \mathbb{N}^{*}, v(b)>n v(a) .
$$

It is proven in Proposition 255 (the contrapositive of " $(2) \Rightarrow(3)$ "), that the ideal $\mathrm{LT}(\langle a X+1, b\rangle)$ of $\mathbf{V}[X]$ is not finitely-generated. In the example below, we will compute $\operatorname{Syz}_{\mathbf{V}[X]}(a X+1, b)$.

Example 349. Let $\mathbf{R}$ be a strongly discrete domain with quotient field $\mathbf{K}$ and consider $a, b \in \mathbf{R} \backslash\{0\}$. By virtue of Proposition 147, $\operatorname{Syz}_{\mathbf{K}[X]}(a X+1, b)=$ $\left\langle s_{1}=(-b, a X+1)\right\rangle$. As $s_{1}$ is obviously in good position, by Corollary 343, we infer that $\operatorname{Syz}_{\mathbf{R}[X]}(a X+1, b)=\langle(-b, a X+1)\rangle$ (in fact, this is true with the hypothesis $\mathbf{R}$ is local but it is obvious that this is also true globally).

### 4.4.2 The Case of a Prüfer Domain

Theorem 350. Let $\mathbf{R}$ be a Prüfer domain and $k, m \geq 1$. Then the $\mathbf{R}$-saturation of any finitely-generated submodule of $\mathbf{R}[X]^{m}$ is finitely-generated.

Proof. Let $s_{1}, \ldots, s_{n} \in \mathbf{R}[X]^{m}$. The proof (algorithm) works in the same way as the case where the base ring is a valuation domain. The only difference occurs when one has to handle two incomparable (under division) elements $a, b$ in $\mathbf{T}=\mathbf{R}_{(I ; U)}(T$ is the current ring with the initialization $\mathbf{R}_{(0 ; 1)}=\mathbf{R}$, see Definition and Notation 32). In that situation, one should first compute $u, v, w \in \mathbf{T}$ such that

$$
\left\{\begin{array}{l}
u b=v a \\
w b=(1-u) a .
\end{array}\right.
$$

More precisely, one has to open two branches $\mathbf{R}_{(I ; u, U)}$ and $\mathbf{R}_{(I ;(1-u), U)}$. In the first, $a$ divides $b$, and in the second $b$ divides $a$. In the latter branch (the same holds for the first branch), on has to open two sub-branches $\mathbf{R}_{(I ;(1-u), w, U)}$ and $\mathbf{R}_{(I, w ;(1-u), U)}$. In the first, $a$ and $b$ are associated and $a$ divides $b$, while in the second $b$ divides strictly $a$ (i.e., $\frac{a}{b}$ is in the radical), and this situation will be preserved in the whole opened sub-branches.

Corollary 351. If $\mathbf{R}$ is a Prüfer domain then $\mathbf{R}[X]$ is coherent.

### 4.5 The Multivariate Case

### 4.5.1 Hilbert Series

The goal of this subsection is to provide a rapid overview of Hilbert series and their main properties. For more details, the reader can refer to Kemper's nice book [87] (see also [170]). For sake of simplicity, we will deal with the ideal case.

Definition and notation 352. Let $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ be an ideal in $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, where $\mathbf{K}$ is a discrete field, and denote by $\mathbf{A}:=\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] / I$.

1. For $i \in \mathbb{N}$, we denote by $E_{i}$ the $\mathbf{K}$-vector subspace of $\mathbf{A}$ generated by the $\bar{M}$ 's, where $M$ is a monomial at $X_{1}, \ldots, X_{k}$ of total degree at most $i$ and $\bar{M}$ denotes its class modulo $I$. Note that $E_{i}$ is a finite-dimensional $\mathbf{K}$-vector space of dimension at most $\binom{k+i}{i}$. Also, set $F_{0}=E_{0}$, and for $i \geq 1$, decompose $E_{i}=E_{i-1} \oplus F_{i}$.

The function $h_{I}: \mathbb{N} \rightarrow \mathbb{N}$ defined by $h_{I}(i):=\operatorname{dim}_{\mathbf{K}} E_{i}$ is called the Hilbert function of $I$.
2. The formal power series

$$
\operatorname{HS}_{I}(t):=\sum_{i \geq 0}\left(\operatorname{dim}_{\mathbf{K}} E_{i}\right) t^{i}
$$

is called the Hilbert series of $I$. Note that, denoting by

$$
\mathrm{H}_{I}(t):=\sum_{i \geq 0}\left(\operatorname{dim}_{\mathbf{K}} F_{i}\right) t^{i},
$$

we obviously have the relation

$$
(1-t) \mathrm{HS}_{I}(t)=\mathrm{H}_{I}(t) .
$$

For example,

$$
\begin{gathered}
\mathrm{HS}_{\langle 0\rangle}(t)=\sum_{i \geq 0}\binom{k+i}{i} t^{i}=\frac{1}{(1-t)^{k+1}}, \\
\mathrm{HS}_{\left\langle X_{1}, \ldots, X_{k}\right\rangle}(t)=\sum_{i \geq 0} t^{i}=\frac{1}{1-t},
\end{gathered}
$$

$$
\mathrm{HS}_{\left\langle X_{r} X_{\ell} ; 1 \leq r<\ell \leq k\right\rangle}(t)=1+\sum_{i \geq 1} k t^{i}=1+\frac{k t}{(1-t)}=\frac{1+(k-1) t}{(1-t)}, \text { with } k \geq 2 .
$$

Proposition 353. (Computing Hilbert Series with Gröbner Bases [45, 87, 170]) Let $\mathbf{K}$ be a discrete field, and consider a total order $>$ on $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, i.e., a monomial order on $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$ such that $M>N$ whenever $\operatorname{tdeg}(M)>\operatorname{tdeg}(N)$. The following holds:
(1) If $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ is an ideal in $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, then

$$
\operatorname{HS}_{I}(t)=\operatorname{HS}_{\mathrm{LT}(I)}(t)
$$

(2) If I ad J are two finitely-generated homogeneous ideals in $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, then

$$
\mathrm{HS}_{I+J}(t)+\mathrm{HS}_{I \cap J}(t)=\operatorname{HS}_{I}(t)+\mathrm{HS}_{J}(t) .
$$

(3) If I $=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ is an ideal in $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, then $\operatorname{HS}_{I}(t)$ can be computed in a finite number of steps with the following algorithm:
Input: An ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$.
Output: The Hilbert series $\mathrm{HS}_{I}(t)$.
(i) Fix a total order $>$ on $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, compute a Gröbner basis $G$ of $I$ with respect to $>$, and denote by $M_{1}, \ldots, M_{r}$ the leading monomials of the nonzero elements of $G$.
(ii) If $r=0$, then return $\operatorname{HS}_{I}(t)=\frac{1}{(1-t)^{k+1}}$.
(iii) Set $J:=\left(M_{2}, \ldots, M_{r}\right)$ and $\tilde{J}:=\left(\operatorname{lcm}\left(M_{1}, M_{2}\right), \ldots, \operatorname{lcm}\left(M_{1}, M_{r}\right)\right)$.
(iv) Compute the Hilbert series $\operatorname{HS}_{J}(t)$ and $\mathrm{HS}_{\tilde{J}}(t)$ by a recursive call of the algorithm
(v) Return $\operatorname{HS}_{I}(t):=\frac{1-t^{\operatorname{tdeg}\left(m_{1}\right)}}{(1-t)^{k+1}}+\operatorname{HS}_{J}(t)-\operatorname{HS}_{\tilde{J}}(t)$.
(4) If $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ is an ideal in $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, then, as a consequence of the algorithm given in (3), $\mathrm{HS}_{I}(t)$ has the form

$$
\operatorname{HS}_{I}(t)=\frac{a_{0}+a_{1} t+\cdots+a_{n} t^{n}}{(1-t)^{k+1}}
$$

with $n \in \mathbb{N}$ and $a_{i} \in \mathbb{Z}$. Moreover, the Hilbert function is ultimately polynomial. More precisely, the polynomial (called the Hilbert polynomial of I)

$$
P_{I}(X):=\sum_{j=0}^{n} a_{j}\binom{X+k-j}{k} \in \mathbb{Q}[X],
$$

satisfies $h_{I}(i)=P_{I}(i)$ for sufficiently large integer $i$.
Moreover, we have

$$
\operatorname{deg}\left(p_{I}\right)=\operatorname{Kdim}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] / I\right)
$$

and, therefore, $\operatorname{Kdim}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] / I\right)=\operatorname{Kdim}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] / \operatorname{LT}(I)\right)$. From this fact ensues the following algorithm for computing $\operatorname{Kdim}\left(\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] / I\right)$. Input: An ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ in $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$.

Output: $\operatorname{Kdim}(\mathbf{A})$ with $\mathbf{A}=\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] / I$.
(i) Fix a total order $>$ on $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$, compute a Gröbner basis $G$ of $I$ with respect to $>$, and denote by $M_{1}, \ldots, M_{r}$ the leading monomials of the nonzero elements of $G$.
(ii) If $M_{j}=1$ for some $j$, return $\operatorname{Kdim}(\mathbf{A})=-1$.
(iii) By an exhaustive search, find a set $E \subseteq\left\{X_{1}, \ldots, X_{k}\right\}$ of minimal size such that every $M_{j}$ involves at least one indeterminate from $E$.
(iv) Return $\operatorname{Kdim}(\mathbf{A})=k-\sharp(E)$.

### 4.5.2 The Saturation Defect Series

Definition and notation 354. Let $L=\left[u_{1}, \ldots, u_{s}\right](s \geq 1)$ be a list of s polynomial vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is a residually discrete valuation domain of quotient field $\mathbf{K}$ and residue field $\mathbf{k}$.

1. For $i \in \mathbb{N}$, we denote by $L_{i}$ the $\mathbf{K}$-vector space generated by the $M u_{j}$ 's where $1 \leq j \leq s$ and $M$ is a monomial at $X_{1}, \ldots, X_{k}$ of total degree at most $i$.
2. We denote by

$$
h_{L, \mathbf{K}}(t)=\sum_{i \geq 0}\left(\operatorname{dim}_{\mathbf{K}} L_{i}\right) t^{i}
$$

a series (it is in fact a Hilbert series, see Lemma 355 below) that we associate to $L$ over $\mathbf{K}$. On the other hand, we associate to $L$ a series

$$
h_{L, \mathbf{k}}(t)=\sum_{i \geq 0}\left(\operatorname{dim}_{\mathbf{k}} L_{i}\right) t^{i}
$$

over the residue field $\mathbf{k}$, where $\operatorname{dim}_{\mathbf{k}} L_{i}=\operatorname{dim}_{\mathbf{k}} \bar{L}_{i}$, and $\bar{L}_{i}$ is the $\mathbf{k}$-vector space obtained from $L_{i}$ by passing modulo $\operatorname{Rad}(\mathbf{V})\left[X_{1}, \ldots, X_{k}\right]^{m}$.
As $\operatorname{dim}_{\mathbf{k}} L_{i} \leq \operatorname{dim}_{\mathbf{K}} L_{i}($ Lemma 324), the series

$$
\delta_{L}(t):=h_{L, \mathbf{K}}(t)-h_{L, \mathbf{k}}(t)
$$

has nonnegative coefficients. This series will be called the (saturation) defect series of the list $L$.

Lemma 355. We have

$$
h_{U, \mathbf{K}}(t)=\operatorname{HS}_{\mathrm{Syz}_{\mathbf{K}}\left(u_{1}, \ldots, u_{s}\right)}(t) .
$$

Proof. This follows from the exact sequence

$$
\begin{aligned}
0 & \rightarrow \operatorname{Syz}_{\mathbf{K}}\left(u_{1}, \ldots, u_{s}\right) \rightarrow \mathbf{K}\left[X_{1}, \ldots, X_{k}\right]^{s} \rightarrow\left\langle u_{1}, \ldots, u_{s}\right\rangle \rightarrow 0 \\
\left(p_{1}, \ldots, p_{s}\right) & \mapsto p_{1} s_{1}+\cdots+p_{s} u_{s} .
\end{aligned}
$$

Remark 356. Consider a finite nonempty list $S=\left[s_{1}, \ldots, s_{n}\right]$ of primitive vectors in $\mathbf{V}[X]^{m}$, where $\mathbf{V}$ is a residually discrete valuation domain. It is clear that if the defect of $S$ (with Definition 332) is zero then so is its defect series. To see this, it suffices to consider the case $m=1$. As a matter of fact, in case $m=1$, saying that $\delta(S)=0$ amounts to saying that $S$ contains only one (primitive) polynomial, and so the defect series $\delta_{S}(t)=0$ as, residually, the list contains also only one (nonzero) polynomial.
The converse does not hold, i.e.,

$$
\delta_{S}(t)=0 \nRightarrow \delta(S)=0 .
$$

To see this, it suffices to consider the list $[1, X]$.

Example 357. Consider the list $U=\left[u_{1}=1+2 X, u_{2}=1+2 Y\right]$ with $u_{i} \in \mathbb{Z}_{2 \mathbb{Z}}[X, Y]$. We have:

$$
\begin{aligned}
h_{U, \mathbb{Q}}(t) & =\sum_{i=0}^{\infty} \frac{i^{2}+5 i+4}{2} t^{i}=\sum_{i=0}^{\infty}\left(\binom{2+i}{2}+\binom{1+i}{1}\right) t^{i}=\frac{1}{(1-t)^{3}}+\frac{1}{(1-t)^{2}}, \\
h_{U, \mathbb{Z} / 2 \mathbb{Z}}(t) & =\sum_{i=0}^{\infty} \frac{i^{2}+3 i+2}{2} t^{i}=\sum_{i=0}^{\infty}\binom{2+i}{2} t^{i}=\frac{1}{(1-t)^{3}},
\end{aligned}
$$

and, thus, the defect series of $U$ is

$$
\delta_{U}(t)=\frac{1}{(1-t)^{2}} .
$$

Now we are in position to state that a finite list of vectors $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ ( $\mathbf{V}$ a valuation domain) whose defect is null generates a $\mathbf{V}$-saturated sub- $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ module of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$. This result will be used as a termination condition in our Algorithm 364.

Theorem 358. Let $L$ be a finite list of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is a residually discrete valuation domain of quotient field $\mathbf{K}$ and residue field $\mathbf{k}$. If $\delta_{L}=0$ then $\langle L\rangle_{\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]}$ is $\mathbf{V}$-saturated.

Proof. We keep the notation of Definition and Notation 354. As $\delta_{L}=0$, we have $\operatorname{dim}_{\mathbf{K}} L_{i}=\operatorname{dim}_{\mathbf{k}} L_{i}$, and thus, by virtue of Theorem 325, $\left\langle L_{i}\right\rangle_{\mathbf{V}}$ is $\mathbf{V}$-saturated for each $i \in \mathbb{N}$. The desired result follows since $\langle L\rangle_{\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]}=\bigcup_{i \in \mathbb{N}} \uparrow\left\langle L_{i}\right\rangle_{\mathbf{V}}$.

The converse of Theorem 358 does not hold. We give hereafter two counterexamples.

Example 359. (Example 357 Continued) Let $\mathbf{V}=\mathbb{Z}_{2 \mathbb{Z}}$ and consider the list $U=$ [ $\left.u_{1}=1+2 X, u_{2}=1+2 Y\right]$ with $u_{i} \in \mathbf{V}[X, Y]$. The defect series of $U$ is $\delta_{U}(t)=$ $\frac{1}{(1-t)^{2}} \neq 0$ despite that $\langle U\rangle=\left\langle u_{1}, u_{2}, Y u_{1}-X u_{2}\right\rangle=\left\langle u_{1}, u_{2}, Y-X\right\rangle=\left\langle u_{1}, Y-X\right\rangle$ is V-saturated (see Example 367).
Note that, fixing any monomial order on $\mathbf{V}[X, Y],\left\{u_{1}, u_{2}\right\}$ is not a Gröbner basis for $\left\langle u_{1}, u_{2}\right\rangle$ since

$$
\mathrm{LT}\left(Y u_{1}-X u_{2}\right)=-X \text { or } Y \notin\left\langle\mathrm{LT}\left(u_{1}\right), \mathrm{LT}\left(u_{2}\right)\right\rangle=\langle 2 X, 2 Y\rangle=2\langle X, Y\rangle .
$$

Example 360. Let $\mathbf{V}$ be residually discrete valuation domain with quotient field $\mathbf{K}$ and residue field $\mathbf{k}$, and consider a $L=\left[X, a X^{2}\right]$ of polynomials in $\mathbf{V}[X]$, with $a \in \operatorname{Rad}(\mathbf{V}) \backslash\{0\}$. We have:

$$
h_{L, \mathbf{K}}(t)=2+3 t+4 t^{2}+\cdots=\frac{2-t}{(1-t)^{2}},
$$

$$
h_{L, \mathbf{k}(t)}=1+2 t+3 t^{2}+\cdots=\frac{1}{(1-t)^{2}},
$$

and, thus, the defect series of $L$ is

$$
\delta_{L}(t)=\frac{1}{1-t} \neq 0
$$

despite that $\langle L\rangle_{\mathbf{V}[X]}=\langle X\rangle$ is $\mathbf{V}$-saturated. Note that $\left\{X, a X^{2}\right\}$ is a Gröbner basis for $\left\langle X, a X^{2}\right\rangle$ which is not pseudo-reduced since $a X^{2} \xrightarrow{X} 0$.

Examples 359 and 360 suggest the following partial converse to Theorem 358.
Proposition 361. Let $L=\left[u_{1}, \ldots, u_{s}\right]$ be a finite list of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is a residually discrete valuation domain with quotient filed $\mathbf{K}$ and residue field $\mathbf{k}$. Suppose that $G=\left\{u_{1}, \ldots, u_{s}\right\}$ is a pseudo-reduced Gröbner basis for the $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ with respect to some monomial order $\rangle$. If

$$
\operatorname{dim}_{\mathbf{K}}\left(\mathbf{K} u_{1}+\cdots+\mathbf{K} u_{s}\right)>\operatorname{dim}_{\mathbf{k}}\left(\mathbf{k} \bar{u}_{1}+\cdots+\mathbf{k} \bar{u}_{s}\right),
$$

where $\bar{u}_{i}$ denotes the class of $u_{i}$ modulo $\operatorname{Rad}(\mathbf{V})\left[X_{1}, \ldots, X_{k}\right]^{m}$, then $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ is not $\mathbf{V}$-saturated.

Proof. Let us keep the notation of Definition and Notation 354. By hypothesis, we have $\operatorname{dim}_{\mathbf{K}} L_{0}>\operatorname{dim}_{\mathbf{k}} L_{0}$. By virtue of Theorem 325, we know that $\left\langle L_{0}\right\rangle_{\mathbf{V}}$ is not $\mathbf{V}$-saturated, that is, there exists $w=w^{(1)} \in \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m} \backslash\{(0, \ldots, 0)\}$ such that $w \in\left\langle L_{0}\right\rangle_{\mathbf{K}}$ and $w \notin\left\langle L_{0}\right\rangle_{\mathbf{V}}$. As $w \in\left\langle L_{0}\right\rangle_{\mathbf{K}}$ and the $\mathrm{LM}\left(u_{i}\right)$ 's are pairwise different (because $G$ is pseudo-reduced), we infer that there exists a unique $1 \leq i_{0} \leq s$ such that $\operatorname{LM}(w)=\operatorname{LM}\left(u_{i_{0}}\right)$. If $w \in\left\langle u_{1}, \ldots, u_{s}\right\rangle$, then, as $G$ is a Gröbner basis for the module $\left\langle u_{1}, \ldots, u_{s}\right\rangle$, there exists $1 \leq i_{1} \leq s$ such that $\mathrm{LT}\left(u_{i_{1}}\right)$ divides $\mathrm{LT}(w)$. Denote by

$$
\begin{aligned}
\operatorname{LM}(w) & =\operatorname{LM}\left(u_{i_{0}}\right)=X^{\beta} X^{\alpha} e_{r}, \operatorname{LT}\left(u_{i_{1}}\right)=a b X^{\alpha} e_{r}, \\
\operatorname{LT}\left(u_{i_{0}}\right) & =b X^{\beta} X^{\alpha} e_{r}, \text { and } \operatorname{LT}(w)=a b c X^{\beta} X^{\alpha} e_{r},
\end{aligned}
$$

where $a, b, c \in \mathbf{V} \backslash\{0\}, X^{\beta}, X^{\alpha} \in \mathbb{N}^{k}$, and $\left(e_{1}, \ldots, e_{m}\right)$ stands for the canonical basis of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ (note that we used the facts that $G$ is pseudo-reduced and $\mathbf{V}$ is a valuation domain). It follows that the vector $w^{(2)}:=w-a c u_{i_{0}}$ satisfies the properties:

$$
\left\{\begin{array}{l}
w^{(2)} \in \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m} \\
w^{(2)} \in\left\langle L_{0}\right\rangle_{\mathbf{K}} \\
w^{(2)} \notin\left\langle L_{0}\right\rangle_{\mathbf{V}} \\
\mathrm{LM}\left(w^{(2)}\right)<\operatorname{LM}\left(w^{(1)}\right) .
\end{array}\right.
$$

So, as the set $\mathbb{M}_{k}^{m}$ of monomials in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is well-ordered (see Remark 201, Dickson's lemma (Theorem 209), and Corollary 210), we eventually find a vector $w^{(j)}$ such that

$$
\left\{\begin{array}{l}
w^{(j)} \in \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m} \\
w^{(j)} \notin\left\langle u_{1}, \ldots, u_{s}\right\rangle \\
w^{(j)} \in\left\langle L_{0}\right\rangle_{\mathbf{K}},
\end{array}\right.
$$

and, thus, $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ is not saturated.

The following possible converse to Theorem 358 is left as an open question.
Question 362. Let $L=\left[u_{1}, \ldots, u_{s}\right]$ be a finite list of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is residually discrete a valuation domain. Suppose that $G=\left\{u_{1}, \ldots, u_{s}\right\}$ is a pseudo-reduced Gröbner basis for the $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ with respect to some monomial order $>$. Is the following implication true:

$$
\delta_{L} \neq 0 \Rightarrow\left\langle u_{1}, \ldots, u_{s}\right\rangle \text { is not } \mathbf{V} \text {-saturated? }
$$

In the particular case where $\mathbf{R}=\mathbb{Z}$, by virtue of Theorem 358 and Proposition 303, Question 362 becomes:

Question 363. Let $U_{0}=\left[u_{1}, \ldots, u_{s}\right]$ be a finite list of vectors in $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]^{m}$. Suppose that $G_{0}=\left\{u_{1}, \ldots, u_{s}\right\}$ is a pseudo-reduced Gröbner basis for the $\mathbb{Z}\left[X_{1}, \ldots, X_{k}\right]-$ module $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ with respect to some monomial order $>$. Denote by $\delta=$ $\operatorname{lcm}\left(\mathrm{LC}\left(u_{1}\right), \ldots, \mathrm{LC}\left(u_{s}\right)\right)$ and suppose that we can compute the set $\left\{p_{1}, \ldots, p_{r}\right\}$ of the prime numbers dividing $\delta$ (the essential primes of $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ ). For $1 \leq i \leq r$, as $G_{0}$ is also Gröbner basis for the $\mathbb{Z}_{p_{i} \mathbb{Z}}\left[X_{1}, \ldots, X_{k}\right]$-module generated by $u_{1}, \ldots, u_{s}$, one can transform it into a pseudo-reduced Gröbner basis $G_{i}=\left\{v_{i, 1}, \ldots, v_{i, t_{i}}\right\}$ for it. Denoting by $U_{i}=\left[v_{i, 1}, \ldots, v_{i, t_{i}}\right]$ and, for $1 \leq i \leq r, \mathbb{F}_{p_{i}}=\mathbb{Z} / p_{i} \mathbb{Z}$ (the "essential" finite residue fields of $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ ), is it true that

$$
\left\langle u_{1}, \ldots, u_{s}\right\rangle \text { is } \mathbb{Z} \text {-saturated } \Leftrightarrow h_{U_{0}, \mathbb{Q}}(t)=h_{U_{l}, \mathbb{F}_{p_{l}}}(t)=\cdots=h_{U_{r}, \mathbb{F}_{\mathbb{I}}}(t) \text { ? }
$$

In other words: is the fact that $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ is $\mathbb{Z}$-saturated equivalent to the coincidence of $(r+1)$ Hilbert series on $\mathbb{Q}$ and the essential finite residue fields of $\left\langle u_{1}, \ldots, u_{s}\right\rangle$ (the Hilbert series of the $\operatorname{Syz}\left(U_{i}\right)$ 's)?

Of course, the condition is sufficient by virtue of Proposition 303 and Theorem 358.

### 4.5.3 A Saturation Algorithm in the Multivariate Case

Considering a finite nonempty list $S=\left[s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ where $\mathbf{V}$ is a residually discrete valuation domain of quotient field $\mathbf{K}$ and residue field $\mathbf{k}$, the following algorithm computes a finite list of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ generating $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module. During the execution of the algorithm,
the $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module (generated by the current list) grows every time a nonprimitive vector is created by the "triangulation" and then replaced by its primitive version (for the saturation). While the generated $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$-module (by the current list) does not change, the generated $\mathbf{k}\left[X_{1}, \ldots, X_{k}\right]$-module grows, and one is gradually approximating the saturation.

Algorithm 364. (Saturation algorithm in the multivariate case)
Input: A finite list $S=\left[s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is a residually discrete valuation domain and $m \geq 1$.
Output: A finite list $G$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ generating $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module.

Start by fixing a monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$.
Initialization: $G:=S$. All along the algorithm described below, if a nonprimitive vector $u$ is encountered during the computations, then $\operatorname{Prim}(u)$ must be added to $G$. Let us fix some notation. We denote by $S_{0}$ the list $S$ put in an echelon form, and by induction $T_{j}=\left[S_{0}, \ldots, S_{j}\right]$ where $S_{j+1}$ denotes $\left[X_{1} S_{j}, \ldots, X_{k} S_{j}\right]$ put in an echelon form with respect to $T_{j}$ and then put in an echelon form, with the initialization $T_{0}=S_{0}$.

We begin by putting $S$ in an echelon form (it becomes $S_{0}$ ) and then compute its defect series $\delta_{S_{0}}(t)$. If $\delta_{S_{0}}(t)=0$ then stop; else compute $S_{1}$. If $\delta_{S_{1}}(t)=0$ then stop; else compute $S_{2}$, and so on.

## Theorem 365. Algorithm 364 terminates and is correct.

Proof. We denote by $\mathbf{K}$ the quotient field of $\mathbf{V}$ and by $\mathbf{k}$ its residue field.
First note that the primitive monomial of a primitive vector $v \in \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is nothing but the leading monomial accordingly to a POT "position over term" monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ (see Remark 201) obtained from the monomial order on $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$. So, the computed primitive monomials are those of a nondecreasing sequence of submodules of $\mathbf{k}\left[X_{1}, \ldots, X_{k}\right]^{m}$. As $\mathbf{k}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is Noetherian, this sequence must stabilize and then we obtain the classical behavior of Hilbert series over a field saying that, after the regularity, the leading monomials obtained at total degree $k+1$ are obtained by simple translation of those obtained at degree $k$. Thus, the process described above will not add any new entry to $G$ and a fortiori we ultimately obtain a defect which is zero. In a nutshell, the algorithm terminates because $\mathbf{k}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is Noetherian and a Hilbert series is ultimately polynomial.

Why $G$ is a generating set for $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module?
This is a direct consequence of Theorem 358.

Theorem 366. Let $\mathbf{V}$ be a residually discrete valuation domain. Then the $\mathbf{V}$ saturation of any finitely generated submodule of $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}\left(k \in \mathbb{N}, m \in \mathbb{N}^{*}\right)$ is finitely-generated.

Proof. This is a direct consequence of Algorithm 364.

Example 367. (Example 357 Continued) As $\delta_{U}(t)=\frac{1}{(1-t)^{2}} \neq 0$, one has to put $U$ in an echelon form. This can be done as follows:

$$
U=\left[u_{1}=1+2 X, u_{2}=1+2 Y\right] \rightarrow U_{0}:=\left[u_{1}, \frac{1}{2}\left(u_{2}-u_{1}\right)\right]=[1+2 X, Y-X] .
$$

As $h_{U_{0}, \mathbb{Q}}(t)=h_{U_{0}, \mathbb{Z} / 2 \mathbb{Z}}(t)=\frac{1}{(1-t)^{3}}+\frac{1}{(1-t)^{2}}$, we have $\delta_{U_{0}}(t)=0$. We conclude that

$$
\operatorname{Sat}\left(\left\langle u_{1}, u_{2}\right\rangle\right)=\langle 1+2 X, Y-X\rangle .
$$

As in the univariate case, we also obtain the following saturation membership test.

Algorithm 368. (Saturation membership test, the multivariate case)
Input: A finite list $\left[u, s_{1}, \ldots, s_{n}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$, where $\mathbf{V}$ is a residually discrete valuation domain of quotient field $\mathbf{K}$ and $m \geq 1$.
Output: An answer to the question $u \in \operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ ? and, in case of positive answer, a finite list $\left[g_{1}, \ldots, g_{r}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ generating $\operatorname{Sat}\left(\left\langle s_{1}, \ldots\right.\right.$, $\left.\left.s_{n}\right\rangle\right)$ as a $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module and a list $\left[u_{1}, \ldots, u_{r}\right]$ of elements in $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ such that $u=u_{1} g_{1}+\cdots+u_{r} g_{r}$.

1. Test if $u \in \mathbf{K}\left[X_{1}, \ldots, X_{k}\right] s_{1}+\ldots+\mathbf{K}\left[X_{1}, \ldots, X_{k}\right] s_{n}$ (with Gröbner bases techniques for example, see Proposition 228). If the answer is NO then return NO. Else, continue.
2. Write $u$ as a $\mathbf{K}$-linear combination of the $X^{\alpha} s_{i}, \alpha \in \mathbb{N}^{k}, 1 \leq i \leq n$.
3. Use Algorithm 364 to compute a finite list $\left[g_{1}, \ldots, g_{r}\right]$ of vectors in $\mathbf{V}\left[X_{1}, \ldots\right.$, $\left.X_{k}\right]^{m}$ generating $\operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$ as a $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$-module.
4. Write each $X^{\alpha} s_{i}$ in the expression of $u$ as a $\mathbf{K}$-linear combination of the $X^{\beta} g_{t}$, $\beta \in \mathbb{N}^{k}, 1 \leq t \leq r$ (by tracing the computations done with Algorithm 364).
5. Write $u$ as a K-linear combination of the $X^{\beta} g_{t}$ 's, $\beta \in \mathbb{N}^{k}, 1 \leq t \leq r$ (using 2 and 4). Note that, by virtue of Lemma 311, the obtained $\mathbf{K}$-linear combination is a $\mathbf{V}$-linear combination if and only if $u \in \operatorname{Sat}\left(\left\langle s_{1}, \ldots, s_{n}\right\rangle\right)$.
6. Collect the $\mathbf{V}$-linear combination of the $X^{\beta} g_{t}$ 's found in 5 into a $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ linear combination $u=u_{1} g_{1}+\cdots+u_{r} g_{r}$ of the $g_{t}$ 's.

Theorem 369. If $\mathbf{V}$ is a residually discrete valuation domain then $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$ is coherent.

Proof. Let $p_{1}, \ldots, p_{m} \in \mathbf{V}\left[X_{1}, \ldots, X_{k}\right]$, and consider $n$ vectors $s_{1}, \ldots, s_{n} \in$ $\mathbf{V}\left[X_{1}, \ldots, X_{k}\right]^{m}$ generating the syzygy module of $p_{1}, \ldots, p_{m}$ over the quotient field $\mathbf{K}$ of $\mathbf{V}$ as a $\mathbf{K}\left[X_{1}, \ldots, X_{k}\right]$-module $\left(s_{1}, \ldots, s_{n}\right.$ can be computed using Gröbner bases techniques, see Proposition 345). Then, the syzygy module of $p_{1}, \ldots, p_{m}$ over $\mathbf{V}$ is nothing but the $\mathbf{V}$-saturation of $\left\langle s_{1}, \ldots, s_{n}\right\rangle$ which is finitely-generated by Theorem 366.

As in the univariate case, we obtain the following results for Prüfer domains.
Theorem 370. Let $\mathbf{R}$ be a Prüfer domain and $m \geq 1$. Then the $\mathbf{R}$-saturation of any finitely-generated submodule of $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]^{m}$ is finitely-generated.

Proof. Do as in the proof of Theorem 350.
Corollary 371. If $\mathbf{R}$ is a Prüfer domain then $\mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ is coherent.
At the end of this chapter, it is worth pointing an important work yet to be done: to prove the termination of Algorithm 364 in such an effective way that a bound could be deduced for the number of steps in the algorithm (like in the univariate case). In fact, we were obligated to utilize a Noetherianity and regularity arguments to prove the termination of Algorithm 364, which defeats all hope of computing a complexity bound.

## Chapter 5

## Exercises

Exercise 372. Prove constructively that a valuation domain has Krull dimension $\leq 1$ if and only if its valuation group is archimedean.

Exercise 373. (H. Lombardi) For a ring $\mathbf{R}$, we denote by $U$ the subset of $\mathbf{R}[X]$ formed by primitive polynomials (i.e., polynomials whose coefficients generate the whole ring $\mathbf{R}$ ). It is in fact a monoid (this is a direct consequence of the DedekindMertens theorem, see Exercise 376). The Nagata ring $\mathbf{R}(X)$ is

$$
\mathbf{R}(X):=U^{-1} \mathbf{R}[X] .
$$

Prove constructively that for any ring $\mathbf{R}$ and $d \geq 0$, we have the implication:

$$
\operatorname{Kdim}(\mathbf{R}[X]) \leq d+1 \Rightarrow \operatorname{Kdim}(\mathbf{R}(X)) \leq d .
$$

Exercise 374. (An Algorithm for the Divisors of Monic Polynomials and Doubly Monic Laurent Polynomials [10, 179])
(1) Prove constructively that for any $\operatorname{ring} \mathbf{R}$, if $r^{n+1} y=r^{n}$ for some $r, y \in \mathbf{R}$ and $n \in \mathbb{N}$, then $r^{2} y-r$ is nilpotent and $r y^{n}$ is idempotent. If, in addition, $\mathbf{R}$ is reduced then $r y$ is idempotent and $r \mathbf{R}=(r y) \mathbf{R}$.
(2) Let $\mathbf{R}$ be a reduced ring, and $f=a_{0}+a_{1} X+\cdots+a_{n} X^{n}, g=b_{0}+b_{1} X+\cdots+$ $b_{d} X^{d} \in \mathbf{R}[X]$ such that $f g=c_{0}+c_{1} X+\cdots+c_{m} X^{m}$ with $c_{m}=1$.
(a) Prove that $a_{n}^{n+d-m+1} b_{m-n}=a_{n}^{n+d-m}$.
(b) By induction on $n+d-m$, prove that there exists a direct sum decomposition $\mathbf{R}=\mathbf{R}_{0} \oplus \cdots \oplus \mathbf{R}_{m}(m \leq n)$ of $\mathbf{R}$ such that if $f=f_{0}+\cdots+f_{m}$ is the decomposition of $f$ with respect to the induced decomposition $\mathbf{R}[X]=\mathbf{R}_{0}[X] \oplus \cdots \oplus \mathbf{R}_{m}[X]$, then the degree coefficient of $f_{i}$ is a unit of $\mathbf{R}_{i}$ for each $i$.
(3) Prove that if $\mathbf{R}$ is a nonnecessarily reduced ring, then $f=a_{0}+a_{1} X+\cdots+$ $a_{n} X^{n} \in \mathbf{R}[X]$ divides a monic polynomial if and only if there exist a nilpotent polynomial $N$ and a direct sum decomposition $\mathbf{R}=\mathbf{R}_{0} \oplus \cdots \oplus \mathbf{R}_{m}(m \leq n)$ of $\mathbf{R}$ such that if $f-N=f_{0}+\cdots+f_{m}$ is the decomposition of $f-N$ with respect to the induced decomposition $\mathbf{R}[X]=\mathbf{R}_{0}[X] \oplus \cdots \oplus \mathbf{R}_{m}[X]$, then the degree coefficient of $f_{i}$ is a unit of $\mathbf{R}_{i}$ for each $i$.
(4) Deduce that if $\mathbf{R}$ is a nonnecessarily reduced ring, then $f=a_{0}+a_{1} X+\cdots+$ $a_{n} X^{n} \in \mathbf{R}[X]$ divides a monic polynomial if and only if $\left\langle a_{0}, \ldots, a_{n}\right\rangle=\mathbf{R}$ and, for each $j \in\{0, \ldots, n\}$, we can find $\beta_{j} \in \mathbf{R}$ and $k_{j} \in \mathbb{N}$ such that $\left(a_{j}\left(a_{j} \beta_{j}-\right.\right.$ 1)) ${ }^{k_{j}} \equiv 0 \bmod \left\langle a_{j+1}, \ldots, a_{n}\right\rangle$.
(5) Let $U$ and $V$ be two indeterminates over a field $\mathbf{K}$, and consider the reduced ring $\mathbf{R}=\mathbf{K}[U, V] /\left\langle U^{2}-U, U V\right\rangle=\mathbf{K}[u, v]=\mathbf{K}[v] \oplus \mathbf{K}[v] u$, where $u^{2}=u$ and $u v=0$. Take $f=u-(1+u) X^{2}+u X^{3}$ and $g=v+u X^{2}+(u-1) X^{3}$. Verify that $f g=(u-v) X^{2}-2 u X^{4}+X^{5}$. Using the algorithm coming out of your constructive proof of Question (2), find the corresponding decomposition of $f$.
(6) Let $U$ and $V$ be two indeterminates over a field $\mathbf{K}$ such that $\mathbf{C h a r} \mathbf{K} \neq 2$, and consider the nonreduced ring $\mathbf{R}=\mathbf{K}[U, V] /\left\langle U^{2}-U, U V^{2}\right\rangle=\mathbf{K}[u, v]=\mathbf{K}[v] \oplus$ $\mathbf{K} u \oplus \mathbf{K} u v$, where $u^{2}=u$ and $u v^{2}=0$. Check that the nilradical of $\mathbf{R}$ is $\mathscr{N}=$ $\langle u v\rangle$ and that $\mathbf{R} / \mathscr{N}=\mathbf{K}[U, V] /\left\langle U^{2}-U, U V\right\rangle=\mathbf{K}\left[u^{\prime}, v^{\prime}\right]$ with $u^{\prime 2}=u^{\prime}$ and $u^{\prime} v^{\prime}=0$.
Setting $f=u-(1+u) X^{2}+u X^{3}+u v X^{4}$ and $g=-v^{4}+u X^{2}+2 v^{2} X^{3}-2 u X^{4}+$ $u X^{5}+(u-1-u v) X^{6}$, verify that $f g=\left(u+v^{4}\right) X^{2}-4 u X^{4}+\left(u-v^{2}\right) X^{5}+$ $4 u X^{6}-4 u X^{7}+X^{8}$. Using the above proofs (reduced and nonreduced cases), find a decomposition of $f$ in $\mathbf{R} / \mathscr{N}$ as in (2.b) and a decomposition of $f$ in $\mathbf{R}$ as in (3).
(7) Recall that a Laurent polynomial $f \in \mathbf{R}\left[X, X^{-1}\right]$ is said to be doubly monic if the coefficients of the highest and lowest monomials are equal to 1 .
(a) Prove that for any ring $\mathbf{R}, f \in \mathbf{R}\left[X, X^{-1}\right]$ divides a doubly monic Laurent polynomial if and only if there exist $n, m \in \mathbb{N} \backslash\{0\}$ such that both $X^{n} f(X)$ and $X^{m} f\left(X^{-1}\right)$ divide a monic polynomial.
(b) Deduce that if $\mathbf{R}$ is a reduced ring, then $f \in \mathbf{R}\left[X, X^{-1}\right]$ divides a doubly monic Laurent polynomial if and only if there exists a direct sum decomposition $\mathbf{R}=\mathbf{R}_{0} \oplus \cdots \oplus \mathbf{R}_{m}$ of $\mathbf{R}$ such that if $f=f_{0}+\cdots+f_{m}$ is the decomposition of $f$ with respect to the induced decomposition $\mathbf{R}\left[X, X^{-1}\right]=\mathbf{R}_{0}\left[X, X^{-1}\right] \oplus \cdots \oplus \mathbf{R}_{m}\left[X, X^{-1}\right]$, then the coefficients of the highest and lowest terms of $f_{i}$ are units in $\mathbf{R}_{i}$ for each $i$.
(c) Deduce that if $\mathbf{R}$ is a nonnecessarily reduced ring, then $f=a_{k} X^{k}+$ $a_{k+1} X^{k+1}+\cdots+a_{l} X^{l} \in \mathbf{R}\left[X, X^{-1}\right], k, l \in \mathbb{Z}$, divides a doubly monic Laurent polynomial if and only if $\left\langle a_{k}, \ldots, a_{l}\right\rangle=\mathbf{R}$ and, for each $j \in$ $\{k, \ldots, l\}$, we can find $\beta_{j}, \delta_{j} \in \mathbf{R}$ and $m_{j}, n_{j} \in \mathbb{N}$ such that
$\left(a_{j}\left(a_{j} \beta_{j}-1\right)\right)^{m_{j}} \equiv 0 \bmod \left\langle a_{j+1}, \ldots, a_{n}\right\rangle$ and $\left(a_{j}\left(a_{j} \delta_{j}-1\right)\right)^{n_{j}} \equiv 0 \bmod$ $\left\langle a_{k}, \ldots, a_{j-1}\right\rangle$.
(8) For any ring $\mathbf{R}, \mathbf{R}\left\langle X, X^{-1}\right\rangle$ will denote the localization of $\mathbf{R}\left[X, X^{-1}\right]$ at doubly monic polynomials.
(a) Prove that $\mathbf{R}\left\langle X, X^{-1}\right\rangle=\mathbf{R}\langle X\rangle \cap \mathbf{R}\left\langle X^{-1}\right\rangle$ (the rings $\mathbf{R}\langle X\rangle$ and $\mathbf{R}\left\langle X^{-1}\right\rangle$ being considered as subrings of $\left.\mathbf{R}\left\langle X, X^{-1}\right\rangle\right)$.
(b) Prove that $\mathbf{R}\left\langle X^{-1}+X\right\rangle \varsubsetneqq \mathbf{R}\left\langle X, X^{-1}\right\rangle$.
(c) A Laurent polynomial $f(X) \in \mathbf{R}\left[X, X^{-1}\right]$ is said to be symmetric at $X$ and $X^{-1}$ (or, simply, symmetric) if $f\left(X^{-1}\right)=f(X)$. Prove that

$$
\mathbf{R}\left[X^{-1}+X\right]=\left\{f \in \mathbf{R}\left[X, X^{-1}\right] \mid f \text { is symmetric at } X \text { and } X^{-1}\right\} .
$$

Deduce that any doubly monic symmetric Laurent polynomial is a monic polynomial at $X^{-1}+X$ (i.e., it can be expressed as $g\left(X^{-1}+X\right)$ with a monic polynomial $g$ ).
(d) A Laurent polynomial $f \in \mathbf{R}\left[X, X^{-1}\right]$ is said to be doubly unitary if the coefficients of the highest and lowest monomials are units.
Prove that for any doubly unitary Laurent polynomial $g \in \mathbf{R}\left[X, X^{-1}\right]$, there exists $h \in \mathbf{R}\left[X, X^{-1}\right]$ such that $g h$ is a monic polynomial at $X^{-1}+$ $X$.
Or, equivalently, prove that for any $g(X)=a_{0} X^{m}+a_{1} X^{m+1}+\cdots+$ $a_{n} X^{m+n} \in \mathbb{Z}\left[a_{0}, a_{1}, \ldots, a_{n-1}, a_{n}\right]\left[X, X^{-1}\right]$, there exists $h \in \mathbb{Z}\left[a_{0}^{ \pm}, a_{1}, \ldots\right.$, $\left.a_{n-1}, a_{n}^{ \pm}\right]\left[X, X^{-1}\right]$ such $g h$ is a monic polynomial at $X^{-1}+X$ with coefficients in $\mathbb{Z}\left[a_{0}^{ \pm}, a_{1}, \ldots, a_{n-1}, a_{n}^{ \pm}\right]$.
(e) Prove that for any ring $\mathbf{R}, \mathbf{R}\left[X, X^{-1}\right]$ is a finitely-generated free $\mathbf{R}\left[X^{-1}+\right.$ $X]$-module of rank 2 [67].
(f) Deduce that for any ring $\mathbf{R}, \mathbf{R}\left\langle X, X^{-1}\right\rangle$ is a finitely-generated free $R\left\langle X^{-1}+X\right\rangle$-module of rank 2 .

Exercise 375. (Stably Free Modules Over Laurent Polynomial Rings [4])
(1) (An analogue of Proposition 56 for Laurent polynomials)

Prove constructively that for any ring $\mathbf{R}$, and $u, v \in \mathbf{R}[X]$ with $u$ doubly monic, we have the equivalence:

$$
\langle u, v\rangle=\langle 1\rangle \text { in } \mathbf{R}\left[X, X^{-1}\right] \quad \Longleftrightarrow \quad \operatorname{Res}_{X}(u, v) \in \mathbf{R}^{\times} .
$$

(2) (An analogue of Theorem 57 for Laurent polynomials)

If $f \in \mathbf{R}\left[X, X^{-1}\right]$, a minimal shifted version of $f$ is $\widetilde{f}=X^{n} f \in \mathbf{R}[X]$ where $n \in \mathbb{Z}$ is the minimal possible. For example a minimal shifted version of $X^{-2}+X+X^{3}$ is $1+X^{3}+X^{5}$, a minimal shifted version of $X^{2}+X^{3}$ is $1+X$.

Similarly, if $f \in \mathbf{R}\left[X_{1}^{ \pm} \ldots, X_{k}^{ \pm}\right]$, a minimal shifted version of $f$ is $\tilde{f}=$ $X_{1}^{n_{1}} \cdots X_{k}^{n_{k}} f \in \mathbf{R}\left[X_{1}, \ldots, X_{k}\right]$ where $n_{1}, \ldots, n_{k} \in \mathbb{Z}$ are the minimal possible. For example a minimal shifted version of $X_{1}^{-2} X_{2}^{-1}+X_{1} X_{2}^{-1}+X_{1}^{2}$ is $1+X_{1}^{3}+X_{1}^{4} X_{2}$.

Prove constructively that for any ring $\mathbf{R}$, if $\left\langle v_{1}(X), \ldots, v_{n}(X)\right\rangle=\mathbf{R}\left[X, X^{-1}\right]$ where $v_{1}$ is doubly monic and $n \geq 3$, then there exist $\gamma_{1}, \ldots, \gamma_{s} \in \mathrm{E}_{n-1}(\mathbf{R}[X])$ such that:

$$
\left\langle\operatorname{Res}\left(\widetilde{v}_{1}, e_{1} \cdot \gamma_{1}{ }^{\mathrm{t}}\left(\widetilde{v}_{2}, \ldots, \widetilde{v}_{n}\right)\right), \ldots, \operatorname{Res}\left(\widetilde{v}_{1}, e_{1} \cdot \gamma_{s}{ }^{\mathrm{t}}\left(\widetilde{v}_{2}, \ldots, \widetilde{v}_{n}\right)\right)\right\rangle=\mathbf{R} .
$$

In particular $1 \in\left\langle\widetilde{v}_{1}, \ldots, \widetilde{v}_{n}\right\rangle$ in $\mathbf{R}[X]$. Here $e_{1} \cdot x$, where $x$ is a column vector, stands for the first coordinate of $x$, and $\widetilde{v}_{i}$ is a shifted version of $v_{i}$.
(3) (An analogue of Theorem 61 for Laurent polynomials)

Let $\mathbf{R}$ be a ring, $v_{1}, \ldots, v_{n}, u_{1}, \ldots, v_{n} \in \mathbf{R}\left[X, X^{-1}\right]$ such that $\sum_{i=1}^{n} u_{i} v_{i}=1, v_{1}$ doubly monic, and $n \geq 3$. Denote by $\ell=\operatorname{deg} v_{1}, s=(n-2) \ell+1$, and suppose that $\mathbf{R}$ contains a set $E=\left\{y_{1}, \ldots, y_{s}\right\}$ such that $y_{i}-y_{j}$ is invertible for each $i \neq j$. For each $1 \leq r \leq n$ and $1 \leq i \leq s$, let $\widetilde{v}_{r}$ be a minimal shifted version of $v_{r}$ and denote by $r_{i}=\operatorname{Res}_{X}\left(\widetilde{v}_{1}, \widetilde{v}_{2}+y_{i} \widetilde{v}_{3}+\cdots+y_{i}^{n-2} \widetilde{v}_{n}\right)$. Prove constructively that $\left\langle r_{1}, \ldots, r_{s}\right\rangle=\mathbf{R}$, that is, there exist $\alpha_{1}, \ldots, \alpha_{s} \in \mathbf{R}$ such that $\alpha_{1} r_{1}+\cdots+$ $\alpha_{s} r_{s}=1$. In particular $1 \in\left\langle\widetilde{v}_{1}, \ldots, \widetilde{v}_{n}\right\rangle$ in $\mathbf{R}[X]$.
(4) (Producing doubly unitary Laurent polynomials over a discrete field)

Let $\mathbf{R}$ a discrete ring. If $f \in \mathbf{R}\left[X, X^{-1}\right]$ is a nonzero Laurent polynomial in a single variable $X$, we denote $\operatorname{deg}(f)=\operatorname{hdeg}(f)-\operatorname{ldeg}(f)$, where hdeg $(f)$ and $\operatorname{ldeg}(f)$ denote respectively the highest and lowest degrees of $f$. For example, $\operatorname{deg}\left(X^{-2}+X+X^{3}\right)=3-(-2)=5$. Note that the degree of $f$ can be defined as the (classical) degree of a minimal shifted version of $f$. We can also define the total degree of a multivariate Laurent polynomials $f$ as the (classical) total degree of a minimal shifted version of $f$.

If $\mathbf{K}$ is a discrete field and $f \in \mathbf{K}\left[X_{1}^{ \pm 1}, X_{2}^{ \pm 1} \ldots, X_{k}^{ \pm 1}\right]$, then after a bijective change of variables $X_{1}=Y_{1}, X_{2}=Y_{2} Y_{1}^{m}, \ldots, X_{k}=Y_{k} Y_{1}^{m^{k-1}}$ (à la Nagata), for sufficiently large $m, f$ becomes doubly unitary in $Y_{1}$. The problem with such a change of variables is that it explodes the degree of $f$ at $Y_{1}$ as it is exponential. Our purpose is to change $f$ into a doubly monic polynomial without considerably increasing its degree.

We will begin by discussing the case of two variables.
(a) Let $\mathbf{K}$ be a discrete field and consider $f=\sum_{i=1}^{t} a_{i} X^{n_{i}} Y^{m_{i}}, a_{i} \in \mathbf{K}$, where $t$ is the number of monomials appearing in $f$. Set

$$
E=\left\{\left.\frac{m_{j}-m_{i}}{n_{i}-n_{j}} \right\rvert\, 1 \leq i, j \leq t \text { and } n_{i} \neq n_{j}\right\} .
$$

Prove that for each $\alpha \in \mathbb{Z} \backslash E$, denoting $\varphi_{\alpha}$ the change of variables $(X, Y) \mapsto\left(X Y^{\alpha}, Y\right)$, the correspondence $X^{n_{i}} Y^{m_{i}} \mapsto \operatorname{deg}_{Y}\left(\varphi_{\alpha}\left(X^{n_{i}} Y^{m_{i}}\right)\right)$ is
a one-to-one. In particular, $\varphi_{\alpha}(f)$ is doubly unitary at $Y$. We denote by $\alpha_{0}$ an element of $\mathbb{Z} \backslash E$ such that $\left|\alpha_{0}\right|=\min \{|\ell|, \ell \in \mathbb{Z} \backslash E\}$. Prove that if $f \in \mathbf{K}[X, Y]$ of total degree $\leq d$ and taking $\alpha_{0} \geq 0$, then $\operatorname{tdeg}\left(\varphi_{\alpha_{0}}(f)\right) \leq$ $d+1$.
(b) Take $f=Y+Y^{2}+Y^{3}+X+X Y+X^{2} Y+X^{2} Y^{2}$. Compute $E, \alpha_{0}$, $\varphi_{\alpha_{0}}(X, Y)$, and $\varphi_{\alpha_{0}}(f)$.
(c) What can you say about the general case (more than two variables)?
(d) From Questions (3), (4) and Algorithm 65, deduce an algorithm for unimodular completion over a Laurent polynomial ring $\mathbf{K}\left[X_{1}^{ \pm 1}, X_{2}^{ \pm 1} \ldots\right.$, $X_{k}^{ \pm 1}$ ], where $\mathbf{K}$ is an infinite field.
(5) (An analogue of Lemma 182 for Laurent polynomials)

Let $\mathbf{R}$ be a ring and $I$ an ideal of $\mathbf{R}\left[X, X^{-1}\right]$ containing a doubly monic polynomial. Prove constructively that if $J$ is an ideal of $\mathbf{R}$ such that $I+J\left[X, X^{-1}\right]=$ $\mathbf{R}\left[X, X^{-1}\right]$, then $(I \cap \mathbf{R})+J=\mathbf{R}$.
(6) (An analogue of Lemma 185 for Laurent polynomials)

Let ${ }^{\mathrm{t}}\left(v_{0}(X), v_{1}(X), \ldots, v_{n}(X)\right) \in \operatorname{Um}_{n+1}\left(\mathbf{R}\left[X, X^{-1}\right]\right)$, where $\mathbf{R}$ is an integral local ring of Krull dimension $\leq 1$ and $n \geq 2$. Prove constructively that

$$
{ }^{\mathrm{t}}\left(\widetilde{v}_{0}(X), \widetilde{v}_{1}(X), \ldots, \widetilde{v}_{n}(X)\right) \sim_{\mathrm{E}_{n+1}(\mathbf{R}[X])}{ }^{\mathrm{t}}\left(w_{0}(X), w_{1}(X), \ldots, c_{2}, \ldots, c_{n}\right),
$$

where the $c_{i}$ 's are constant for $i \geq 2, w_{i} \in \mathbf{R}[X]$ with deg $w_{1}(X) \leq 1$.
(7) Prove constructively that for any ring $\mathbf{R}$, if $\operatorname{Kdim} \mathbf{R} \leq 0$, then $\mathbf{R}(X)=\mathbf{R}\langle X\rangle=$ $\mathbf{R}\left\langle X, X^{-1}\right\rangle$. Moreover, $\operatorname{Kdim} \mathbf{R}(X)=\operatorname{Kdim} \mathbf{R}\langle X\rangle=\operatorname{Kdim} \mathbf{R}\left\langle X, X^{-1}\right\rangle \leq 0$.
(8) (An analogue of Corollary 187 for Laurent polynomials)

Deduce from the previous questions that for any integral local ring $\mathbf{R}$ of Krull dimension $\leq 1$ and $n \geq 2, \mathrm{GL}_{n+1}\left(\mathbf{R}\left[X, X^{-1}\right]\right)$ acts transitively on $\mathrm{Um}_{n+1}\left(\mathbf{R}\left[X, X^{-1}\right]\right)$ and, thus, that all finitely-generated stably free modules over $\mathbf{R}\left[X, X^{-1}\right]$ are free.

Exercise 376. (Dedekind-Mertens, by Th. Coquand)
If $U, V$ are two sub- $\mathbb{Z}$-modules of a ring $\mathbf{A}$, we denote by $U V$ the submodules generated by the $u v$ 's, with $u \in U$ and $v \in V$. For $f \in \mathbf{A}[T]$, we denote by $[f]$ the sub- $\mathbb{Z}$-module of $\mathbf{A}$ generated by the coefficients of $f$.
Let $f=\sum_{i \geq 0} a_{i} T^{i}, g=\sum_{j=0}^{m} b_{j} T^{j}, h=f g \in \mathbf{A}[T]$ and denote by $F=[f], G=[g]$ and $H=[h]$.
Denote also $\tilde{g}=\sum_{j=0}^{m-1} b_{j} T^{j}=g-b_{m} T_{m}$, and $\tilde{G}=[\tilde{g}]$. By induction on $m$ (using $\tilde{G}$ ), prove that

$$
F^{m+1} G=F^{m} H
$$

## Exercise 377. (Suslin's Lemma, Particular Case, by C. Quitté)

Let $\mathbf{A}$ be a ring, $d \geq 1, v=\left(X-x_{1}\right) \cdots\left(X-x_{d}\right) \in \mathbf{A}[X], u, w \in \mathbf{A}[X]$, and take $d+1$ elements $u_{0}, \ldots, y_{d}$ in $\mathbf{A}$.
For $0 \leq i \leq d$, set

$$
r_{i}=\operatorname{Res}_{X}\left(v, u+y_{i} w\right)=\prod_{j=1}^{d}\left(u_{j}+y_{i} w_{j}\right)
$$

with $u_{j}=u\left(x_{j}\right)$ and $w_{j}=w\left(x_{j}\right)$. Moreover, set

$$
\pi=\prod_{i<j}\left(y_{i}-y_{j}\right)
$$

and

$$
c_{0}+c_{1} Y+\cdots+c_{d} Y^{d}=\left(u_{1}+w_{1} Y\right) \cdots\left(u_{d}+w_{d} Y\right)
$$

(1) Prove that $\left\langle u_{1}, w_{1}\right\rangle\left\langle u_{2}, w_{2}\right\rangle^{2} \cdots\left\langle u_{d}, w_{d}\right\rangle^{d} \subseteq\left\langle c_{0}, \ldots, c_{d}\right\rangle$.
(2) Prove that $\pi\left\langle c_{0}, \ldots, c_{d}\right\rangle \subseteq\left\langle r_{0}, \ldots, r_{d}\right\rangle$.
(3) Deduce that $\pi\left\langle u_{1}, w_{1}\right\rangle\left\langle u_{2}, w_{2}\right\rangle^{2} \cdots\left\langle u_{d}, w_{d}\right\rangle^{d} \subseteq\left\langle r_{0}, \ldots, r_{d}\right\rangle$.
(4) Deduce that if $1 \in\langle u, v, w\rangle$ then $1 \in\left\langle r_{0}, \ldots, r_{d}\right\rangle$.

Exercise 378. (Suslin's $n!$-Theorem, with C. Quitté)
$\mathbf{R}$ denotes a ring.
(1) Let $b \in \mathbf{R}$ and $\left(a_{1}, \ldots, a_{n}\right) \in \mathbf{R}^{n}$ such that $\left(\bar{a}_{1}, \ldots, \bar{a}_{n}\right)$ is completable over $\mathbf{R} / b \mathbf{R}$, i.e., there exist two matrices $A, D \in \mathbf{M}_{n}(\mathbf{R})$ such that $A D \equiv \mathrm{I}_{n} \bmod \langle b\rangle$ and the fist row of $A$ is $\left(a_{1}, \ldots, a_{n}\right)$. Let us denote by $a:=\operatorname{det}(A)$.
(a) Take $C, U \in \mathrm{M}_{n}(\mathbf{R})$ such that $A D=\mathrm{I}_{n}+b U$ and $D A=\mathrm{I}_{n}+b C$. Check that

$$
\left(\begin{array}{cc}
A & b \mathbf{I}_{n} \\
C & D
\end{array}\right)\left(\begin{array}{cc}
D & -b \mathbf{I}_{n} \\
-U & A
\end{array}\right)=\left(\begin{array}{cc}
\mathrm{I}_{n} & 0 \\
* & \mathrm{I}_{n}
\end{array}\right) \in \mathrm{GL}_{2 n}(\mathbf{R})
$$

(b) Consider the diagonal matrix $B^{\prime}:=\operatorname{diag}\left(b^{n}, 1, \ldots, 1\right) \in \mathbf{M}_{n}(\mathbf{R})$. Prove that one can write $B^{\prime}=b E+a F$ with $E \in \mathrm{E}_{n}(\mathbf{R})$ and $F \in \mathrm{M}_{n}(\mathbf{R})$.
(c) Check that

$$
\left(\begin{array}{cc}
A & b \mathrm{I}_{n} \\
C & D
\end{array}\right)\left(\begin{array}{cc}
\mathrm{I}_{n} & \tilde{A} F \\
0 & E
\end{array}\right)=\left(\begin{array}{cc}
A & B^{\prime} \\
C & D^{\prime}
\end{array}\right) \in \mathrm{GL}_{2 n}(\mathbf{R})
$$

with $D^{\prime} \in \mathrm{M}_{n}(\mathbf{R})$. Recall that $\tilde{A}$ is called the adjugate matrix of $A$ (the transpose of the cofactor matrix of $A$ ) and it satisfies $A \tilde{A}=\tilde{A} A=a \mathbf{I}_{n}$.
(d) Prove that $\left(\begin{array}{cc}A & B^{\prime} \\ C & D^{\prime}\end{array}\right)$ is equivalent to a matrix $\left(\begin{array}{cc}A & B^{\prime} \\ C^{\prime} & D^{\prime \prime}\end{array}\right)$ where the last $n-1$ columns of $D^{\prime \prime}$ are zero. Deduce that there exists a matrix $T \in \mathrm{GL}_{n+1}(\mathbf{R})$ whose first row is $\left(a_{1}, \ldots, a_{n}, b^{n}\right)$.
(2) Let $(x, y, z) \in \operatorname{Um}_{3}(\mathbf{R})$. Prove that the row $\left(x, y, z^{2}\right)$ is completable. Give an explicit completion of $(x, y, z)$.
(3) More generally, prove the following result [166]:

$$
\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in \operatorname{Um}_{n+1}(\mathbf{R}) \Rightarrow\left(a_{0}, a_{1}, a_{2}^{2}, \ldots, a_{n}^{n}\right) \text { is completable. }
$$

Exercise 379. (An Algorithm for Unimodular Completion Over Noetherian Rings [121])
(1) (a) Let $u, v, w, y_{1}, y_{2}$ be elements in a strongly discrete coherent ring $\mathbf{A}$ such that $u v+w=1$ and $y_{2}-y_{1} \in \mathbf{A}^{\times}$. Suppose that both $v+y_{1} w$ and $v+y_{2} w$ are zero-divisors in $\mathbf{A}$, i.e., $d_{1}\left(v+y_{1} w\right)=0$ and $d_{2}\left(v+y_{2} w\right)=0$ for some $d_{1}, d_{2} \in \mathbf{A} \backslash\{0\}$.
Prove that $\left\langle d_{1}\right\rangle \varsubsetneqq\left\langle d_{1}, d_{2}\right\rangle$.
(b) Generalization: Let $u, v, w, y_{1}, y_{2}, \ldots, y_{n}(n \geq 2)$ be elements in a strongly discrete coherent ring $\mathbf{A}$ such that $u v+w=1$ and $y_{j}-y_{i} \in \mathbf{A}^{\times}$for $i \neq j$. Suppose that all $v+y_{1} w, v+y_{2} w, \ldots, v+y_{n} w$ are zero-divisors in $\mathbf{A}$ and write $d_{i}\left(v+y_{i} w\right)=0$ with $d_{i} \in \mathbf{A} \backslash\{0\}$ for $1 \leq i \leq n$.
Prove that one obtains an increasing chain
of ideals in $\mathbf{A}$.
(c) Deduce that if $u v+w=1$ in a strongly discrete coherent Noetherian ring A containing an infinite set $E=\left\{y_{1}, y_{2}, \ldots\right\}$ such that $y_{i}-y_{j} \in \mathbf{A}^{\times}$for $i \neq j$, then there exists $i$ such that $v+y_{i} w$ is not a zero-divisor in $\mathbf{A}$.
(2) Suppose that $u_{1} v_{1}+u_{2} v_{2}+\cdots+u_{n} v_{n}=1$ in a strongly discrete coherent Noetherian ring $\mathbf{A}$ containing an infinite set $E$ such that $y-x \in \mathbf{A}^{\times}$ for all $x, y \in E$ such that $x \neq y$. Prove that there exist $y_{1}, \ldots, y_{n-1} \in E$ such that the sequence $\left(v_{1}+y_{1} \xi_{0}\left(u_{2} v_{2}+\cdots+u_{n} v_{n}\right), v_{2}+y_{2} \xi_{1}\left(u_{3} v_{3}+\right.\right.$ $\left.\left.\cdots+u_{n} v_{n}\right), \ldots, v_{n-1}+y_{n-1} \xi_{n-2} u_{n} v_{n}\right)$ is regular, where $\xi_{0}=1$ and $\xi_{k+1}=$ $\xi_{k}\left(1-y_{k+1} u_{k+1} \xi_{k}\right)$.
(3) Let $\mathbf{A}$ be a strongly discrete coherent Noetherian ring with Krull dimension $d<\infty$ and containing an infinite set $E$ such that $y-x \in \mathbf{A}^{\times}$for all $x, y \in E$ such that $x \neq y$.
Suppose that we have $u_{1} v_{1}+u_{2} v_{2}+\cdots+u_{n} v_{n}=1$ in $\mathbf{A}$ with $n \geq d+2$ and denote by $w_{k}=u_{k} v_{k}+\cdots+u_{n} v_{n}$.
Prove that there exist $y_{1}, \ldots, y_{d+1} \in E$ such that

$$
1 \in\left\langle v_{1}+y_{1} \xi_{0} w_{2}, v_{2}+y_{2} \xi_{1} w_{3}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}\right\rangle
$$

where $\xi_{0}=1$ and $\xi_{k+1}=\xi_{k}\left(1-y_{k+1} u_{k+1} \xi_{k}\right)$. In particular, prove that there exists $M \in \mathrm{E}_{n}(\mathbf{A})$ such that

$$
M^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)=^{\mathrm{t}}(1,0, \ldots, 0)
$$

(4) Recall that if $\mathbf{A}$ is a ring, the ring $\mathbf{A}\langle X\rangle$ denotes the localization of $\mathbf{A}[X]$ at the multiplicative subset of monic polynomials. By induction, we define $\mathbf{A}\left\langle X_{1}, \ldots, X_{k}\right\rangle:=\mathbf{A}\left\langle X_{1}, \ldots, X_{k-1}\right\rangle\left\langle X_{k}\right\rangle$. It is in fact the localization of the polynomial ring $\mathbf{A}\left[X_{1}, \ldots, X_{k}\right]$ at the multiplicative subset

$$
U_{k}=\left\{f \in \mathbf{A}\left[X_{1}, \ldots, X_{k}\right] \text { such that } \mathrm{LC}(f)=1\right\}
$$

where $\mathrm{LC}(f)$ denotes the leading coefficient of $f$ accordingly to the lexicographic monomial order with $X_{k}>X_{k-1}>\cdots>X_{1}$.

Let $\mathbf{A}$ be a strongly discrete coherent Noetherian with $\operatorname{Kdim} \mathbf{A}=d<\infty$ and containing an infinite set $E$ such that $y-x \in \mathbf{A}^{\times}$for all $x, y \in E$ such that $x \neq$ y. Suppose that we know constructively that $\operatorname{Kdim} \mathbf{A}\left\langle X_{1}, \ldots, X_{k}\right\rangle=\operatorname{Kdim} \mathbf{A}$ (classically, this is always true for a Noetherian ring).

Let $u_{1} v_{1}, \ldots, u_{n}, v_{n} \in \mathbf{A}\left[X_{1}, \ldots, X_{k}\right]$ such that $u_{1} v_{1}+u_{2} v_{2}+\cdots+u_{n} v_{n}=1$ and $n \geq d+2$. Denote by $w_{k}=u_{k} v_{k}+\cdots+u_{n} v_{n}$.
(a) Prove that there exist $y_{1}, \ldots, y_{d+1} \in E$ such that

$$
\left\langle v_{1}+y_{1} \xi_{0} w_{2}, v_{2}+y_{2} \xi_{1} w_{3}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}\right\rangle \cap U_{k} \neq \emptyset
$$

where $\xi_{0}=1$ and $\xi_{k+1}=\xi_{k}\left(1-y_{k+1} u_{k+1} \xi_{k}\right)$.
(b) Deduce that, via a change of variables and by elementary operations, one can transform ${ }^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ into a unimodular row whose first coordinate is monic at $X_{k}$.
(c) Give an algorithm computing a matrix $M \in \mathrm{SL}_{n}\left(\mathbf{A}\left[X_{1}, \ldots, X_{k}\right]\right)$ such that

$$
M^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)={ }^{\mathrm{t}}(1,0, \ldots, 0)
$$

(d) Prove that for $n \geq \max (3, d+2)$, the group $\mathrm{E}_{n}\left(\mathbf{A}\left[X_{1}, \ldots, X_{k}\right]\right)$ acts transitively on $\operatorname{Um}_{n}\left(\mathbf{A}\left[X_{1}, \ldots, X_{k}\right]\right)$.
(e) Prove that $\mathrm{SL}_{n}(\mathbf{R}) \equiv \operatorname{SL}_{n}(\mathbf{A}) \bmod \mathrm{E}_{n}(\mathbf{R}), \forall n \geq \max (3, d+2)$.

Exercise 380. (When the Image of an Idempotent Matrix is Free)
Let $\mathbf{R}$ be a ring and $M \in \mathbf{R}^{n \times n}$. Prove that the matrix $M$ is idempotent with rank $r$ free image if and only if there exist $X \in \mathbf{R}^{n \times r}$ and $Y \in \mathbf{R}^{r \times n}$ such that $Y X=\mathrm{I}_{r}$ and $M=X Y$. Moreover,
(a) $\operatorname{Im} M=\operatorname{Im} X \simeq \operatorname{Im} Y, \operatorname{Ker} M=\operatorname{Ker} Y$.
(b) For all matrices $X^{\prime}, Y^{\prime}$ with the same sizes as $X$ and $Y$ and such that $M=X^{\prime} Y^{\prime}$, there exists a unique matrix $U \in \mathrm{GL}_{r}(\mathbf{R})$ such that $X^{\prime}=U X$ and $Y=U Y^{\prime}$.
(c) Reformulate this result in case $r=1$.

Exercise 381. (Seminormality [32, 107])
(1) Let $\mathbf{R}$ be a ring and $M \in \mathbf{R}^{n \times n}$ with $M^{2}=M$. Prove that $\operatorname{Im} M$ has rank one if and only if $M$ has trace one and all $2 \times 2$ minors of $M$ are zero.
(2) Prove that for any ring $\mathbf{R}$, the natural homomorphism $\operatorname{Pic} \mathbf{R} \rightarrow \operatorname{Pic} \mathbf{R}[X]$ is an isomorphism (in short, $\operatorname{Pic} \mathbf{R}=\operatorname{Pic} \mathbf{R}[X]$ ) if and only if for every rank one idempotent matrix $M=\left(m_{i, j}\right)_{1 \leq i, j \leq n}$ over $\mathbf{R}[X]$ such that

$$
M(0)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0_{n-1}
\end{array}\right)=: \mathrm{I}_{1, n}
$$

there exist $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n} \in \mathbf{R}[X]$ such that $m_{i, j}=f_{i} g_{j}$ for all $i, j$.
(3) Let $\mathbf{R} \subseteq \mathbf{T}$ be two reduced rings, and $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n} \in \mathbf{T}[X]$ satisfying the following hypotheses:
$(*)\left\{\begin{array}{l}f_{1}(0)=g_{1}(0)=1, f_{i}(0)=g_{i}(0)=0 \forall 2 \leq i \leq n, \\ m_{i, j}:=f_{i} g_{j} \in \mathbf{R}[X] \forall 1 \leq i, j \leq n, \\ \sum_{i=1}^{n} f_{i} g_{i}=1 .\end{array}\right.$

Denote by $M:=\left(m_{i, j}\right)_{1 \leq i, j \leq n}$. Note that the first hypothesis amounts to saying that $M(0)=\mathrm{I}_{1, n}$. Prove that the matrix $M$ is idempotent of rank one and that the following assertions are equivalent:

1. The module $M$ is free over $\mathbf{R}[X]$.
2. $f_{i}, g_{i} \in \mathbf{R}[X] \forall 1 \leq i \leq n$.
3. $f_{1} \in \mathbf{R}[X]$.
(4) Let $\mathbf{R} \subseteq \mathbf{T}$ be two reduced rings with $\operatorname{Pic} \mathbf{T}=\operatorname{Pic} \mathbf{T}[X]$. Prove that the following properties are equivalent:
4. $\operatorname{Pic} \mathbf{R}=\operatorname{Pic} \mathbf{R}[X]$.
5. If some polynomials $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n} \in \mathbf{T}[X]$ satisfy the conditions ${ }^{(*)}$ in (4) then the $f_{i}$ 's and the $g_{i}$ 's belong to $\mathbf{R}[X]$.
6. If some polynomials $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n} \in \mathbf{T}[X]$ satisfy the conditions ${ }^{*}$ ) then $f_{1} \in \mathbf{R}[X]$.
(5) A ring $\mathbf{R}$ is called seminormal if for every $b, c \in \mathbf{R}$ satisfying $b^{2}=c^{3}$ there exists $a \in \mathbf{R}$ such that $a^{3}=b$ and $a^{2}=c$.
(a) Prove that seminormal $\Rightarrow$ reduced.
(b) (Schanuel's example) Let $\mathbf{R}$ be a reduced ring such that $\operatorname{Pic} \mathbf{R}=$ $\operatorname{Pic} \mathbf{R}[X]$. Let $b, c \in \mathbf{R}$ satisfying $b^{2}=c^{3}$. Consider $\mathbf{T}=\mathbf{R}[a]=$ $\mathbf{R}+a \mathbf{R}$ a reduced ring containing $\mathbf{R}$ with $a^{3}=b$ and $a^{2}=c$ (one can take for example $\left.\mathbf{T}=\left(\mathbf{R}[T] /\left\langle T^{2}-c, T^{3}-b\right\rangle\right)_{\text {red }}\right)$. Consider the matrix $M(X)=\left(f_{i} g_{j}\right)_{1 \leq i, j \leq 2}$ with $f_{1}=1+a X, f_{2}=c X^{2}=g_{2}$ and $g_{1}=(1-a X)\left(1+c X^{2}\right)$, that is,

$$
M(X)=\left(\begin{array}{cc}
\left(1-a^{2} X^{2}\right)\left(1+c X^{2}\right) & (1+a X) c X^{2} \\
(1-a X)\left(1+c X^{2}\right) c X^{2} & c^{2} X^{4}
\end{array}\right)
$$

Verify that $M(X)$ is rank one idempotent. Deduce that $a \in \mathbf{R}$.
(c) Prove that a gcd domain $\mathbf{R}$ is seminormal with $\operatorname{Pic} \mathbf{R}=\operatorname{Pic} \mathbf{R}[X]=\{1\}$.
(6) Prove that if $\mathbf{R}$ is seminormal and $\mathbf{T}$ is a reduced extension of $\mathbf{R}$ then the conductor of $\mathbf{T}$ in $\mathbf{R}$ (i.e., $\mathfrak{a}:=\{r \in \mathbf{T} \mid r \mathbf{T} \subseteq \mathbf{R}\}$; this is an ideal shared by $\mathbf{R}$ and $\mathbf{T}$ ) is a radical ideal of $\mathbf{T}$.
(7) Let $\mathbf{R} \subseteq \mathbf{T}$ with $\mathbf{T}=\mathbf{R}\left[c_{1}, \ldots, c_{q}\right]$ reduced and finite over $\mathbf{R}$ (i.e., $\mathbf{T}$ is a finitelygenerated $\mathbf{R}$-module). Let $I$ be the conductor of $\mathbf{T}$ in $\mathbf{R}$ and suppose that it is a radical ideal. Prove that $I$ is equal to $\left\{r \in \mathbf{R} \mid r c_{1}, \ldots, r c_{q} \in \mathbf{R}\right\}$.
(8) Let $\mathbf{R}$ be a seminormal domain. Our purpose is to prove that $\operatorname{Pic} \mathbf{R}=$ Pic $\mathbf{R}[X]$ (the Traverso-Swan-Coquand theorem $[32,167,168])$. Let $M(X)=$ $\left(m_{i, j}(X)\right)_{1 \leq i, j \leq n}$ be a rank one idempotent matrix over $\mathbf{R}[X]$ such that $M(0)=\mathrm{I}_{n, 1}$. Denote by $\mathbf{F}$ the field of fractions of $\mathbf{R}$. By (4.a) we know that there exist $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n} \in \mathbf{F}[X]$ such that $m_{i, j}=f_{i} g_{j}$ for all $i, j$ (note that $f_{1}(0)=g_{1}(0)=1$ ). Let us denote by $\mathbf{T}$ the subring of $\mathbf{F}$ generated by $\mathbf{R}$ and the coefficients of the $f_{i}$ 's and the $g_{j}$ 's and by $I$ the conductor of $\mathbf{T}$ in $\mathbf{R}$. Our goal is to prove that $\mathbf{T}=\mathbf{R}$, or equivalently, $1 \in I$.
Let us first recall Kronecker's theorem [52, 81, 89] (see also [37] for a survey): Let $\mathbf{A}$ be a ring, $f, g \in \mathbf{A}[X]$ and $h=f g$. Let a be a coefficient of $f$ and $b$ a coefficient of $g$. Then ab is integral over the subring of $\mathbf{A}$ generated by the coefficients of $h$.
(a) Prove that $\mathbf{T}$ is a finitely-generated $\mathbf{R}$-module.
(b) By way of contradiction, we will suppose that $1 \notin I$. Consider a minimal prime ideal $\mathfrak{p}$ of $\mathbf{R}$ over $I$ (that is, $\mathfrak{p} / I$ is a minimal prime ideal of $\mathbf{R} / I$ ). Denote by $S=\mathbf{R} \backslash \mathfrak{p}$ and $S^{\prime}$ the image of $S$ in $\mathbf{R} / I$. We have that $\mathbf{R} / I$ is a reduced ring, $(\mathbf{R} / I)_{S^{\prime}}=: \mathbf{L}$ is a field contained in the reduced ring $(\mathbf{T} / I)_{S^{\prime}}$.
Using Question (6), find a contradiction (there exists $s \in S$ such that $s \in I)$.
(c) Being inspired by the method explained in Sect. 2.2.4, find a method for eliminating the use of minimal prime ideals in the proof above (it will be a dual method for eliminating maximal ideals: maximal ideal $\mathfrak{m} \leftrightarrow$
minimal prime ideal $\left.\mathfrak{p}, \mathbf{R} / \mathfrak{m} \leftrightarrow(\mathbf{R} / \mathfrak{p})_{\bar{p}}\right)$. Infer a general method "by backtracking" for making the use of minimal prime ideals constructive (it will be a dual method to Elimination of Maximal Ideals by Backtracking 60).

Exercise 382. (Seminormality, an Algorithm [9])
Let $\mathbf{B}$ be a reduced ring and $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n} \in \mathbf{B}[X]$ such that $\sum_{i=1}^{n} f_{i} g_{i}=1$, $f_{1}(0)=g_{1}(0)=1$ and $f_{i}(0)=g_{i}(0)=0$ for $i \geq 2$.
Let $m_{i, j}(X)=f_{i}(X) g_{j}(X)$ and $\mathbf{A}$ the ring generated by the coefficients of the $m_{i, j}(X)$ 's. Let $\mathbf{B}$ be the ring generated by the coefficients of the $f_{i}$ 's and $g_{j}$ 's.
We denote by $\mathbf{A}_{1}$ the seminormal closure of $\mathbf{A}$ in $\mathbf{B}$, that is, the smallest subring $\mathbf{A}_{1}$ of $\mathbf{B}$ containing $\mathbf{A}$ such that

$$
\left(x \in \mathbf{B}, x^{2} \in \mathbf{A}_{1}, x^{3} \in \mathbf{A}_{1}\right) \Rightarrow x \in \mathbf{A}_{1} .
$$

(1) Let $c \in \mathbf{B}$ and $m \in \mathbb{N}$ such that $c^{n} \in \mathbf{A}_{1}$ for any $n \geq m$. Prove that $c \in \mathbf{A}_{1}$.
(2) Denote by $f_{1}=1+b_{1} X+\cdots+b_{r} X^{r}$. Prove that $\mathbf{B}=\mathbf{A}\left[b_{1}, \ldots, b_{r}\right]$.
(3) Prove that if $a \in \mathbf{A}$ and $a f_{1} \in \mathbf{A}[X]$ then there exists $k \in \mathbb{N}$ such that $a^{k} \mathbf{B} \subseteq \mathbf{A}$.
(4) Prove that if $a \in \mathbf{A}$ and $a^{m} \mathbf{B} \subseteq \mathbf{A}$ for some $m \in \mathbb{N}$, then $a \mathbf{B} \subseteq \mathbf{A}_{1}$.
(5) Let $a \in \mathbf{B}$ and $\ell \in \mathbb{N}$ such that $a^{\ell} f_{1} \in \mathbf{A}[X]$. Prove that $\sqrt{a \mathbf{B}} \subseteq \mathbf{A}_{1}$.
(6) Prove that if $\mathbf{R} \subseteq \mathbf{T}$ is a ring extension and $J$ is an ideal of $\mathbf{T}$ then $\mathbf{R}+J$ is a ring, $J$ is an ideal of $\mathbf{R}+J, \mathbf{R} \cap J$ is an ideal of $\mathbf{R}$, and the isomorphism of $\mathbf{R}$-modules $(\mathbf{R}+J) / J \simeq \mathbf{R} /(\mathbf{R} \cap J)$ is an isomorphism of rings.
(7) Let $a \in \mathbf{B}$ and $\ell \in \mathbb{N}$ such that $a^{\ell} f_{1} \in \mathbf{A}[X]$. Denote by $J=\sqrt{a \mathbf{B}}, \tilde{\mathbf{A}}=(\mathbf{A}+$ $J) / J \subseteq \mathbf{A}_{1} / J$, and $\tilde{\mathbf{B}}=\mathbf{B} / J$. Prove that $\mathbf{A}_{1} / J$ is the seminormal closure of $\tilde{\mathbf{A}}$ in $\tilde{\mathbf{B}}$.
(8) What consequence (7) has for the computation of $\mathbf{A}_{1}$ ?

Exercise 383. Let $\mathbf{T}$ be a distributive lattice, and $a, b, x \in \mathbf{T}$. prove that:

$$
(x \wedge a \leq b) \&(a \leq x \vee b) \Rightarrow a \leq b
$$

Exercise 384. Prove that a Bezout domain is two-stable.
Exercise 385. Let $\mathbf{R}$ be a coherent ring, consider $f_{1}, \ldots, f_{k} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and denote by

$$
S:=\operatorname{Syz}_{\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]}\left(f_{1}, \ldots, f_{k}\right)
$$

Prove that $S \cap \mathbf{R}^{k}$ is a finitely-generated $\mathbf{R}$-module.

Exercise 386. ([144])
For a ring $\mathbf{R}$ in which one can test whether an element is a zero-divisor, we denote by $P_{(\mathbf{R})}$ the probability that an element in $\mathbf{R}$ is a zero-divisor (including zero).
(1) Prove that if $\mathbf{R}$ is a finite local ring with $n$ elements then
(a) $P_{(\mathbf{R})} \leq \frac{1}{2}$.
(b) $P_{(\mathbf{R} \times \mathbf{R})}=2 P_{(\mathbf{R})}-P_{(\mathbf{R})}^{2}$.
(c) If $P_{(\mathbf{R})}=\frac{1}{2}$ (that is, is maximal), then $P_{(\mathbf{R} \times \mathbf{R})}=\frac{3}{4}$.
(2) Prove that if $p, q$ are prime numbers and $\alpha, \beta \in \mathbb{N}^{*}$, then

$$
P_{\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)}=\frac{1}{p} \& P_{\left(\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / q^{\beta} \mathbb{Z}\right)\right)}=\frac{1}{p}+\frac{1}{q}-\frac{1}{p q} .
$$

(3) Deduce $\sup _{\{p, q \text { prime numbers; } \alpha, \beta \geq 1\}} P_{\left(\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / q^{\beta} \mathbb{Z}\right)\right)}$.

Exercise 387. (With E. Pola)
Recall that a ring $\mathbf{R}$ has Krull dimension $\leq 1$ if and only if

$$
\begin{equation*}
\forall a, b \in \mathbf{R} \exists n \in \mathbb{N} \exists \alpha, \beta \in \mathbf{R} \quad \mid \quad b^{n}\left(a^{n}(1+\alpha a)+\beta b\right)=0 \tag{5.1}
\end{equation*}
$$

If $I$ is an ideal of $\mathbf{R}$ and $b \in \mathbf{R}$, we denote by

$$
\left[I: a^{\infty}\right]:=\left\{x \in \mathbf{R}|\exists n \in \mathbb{N}| x a^{n} \in I\right\} .
$$

For $a, b \in \mathbf{R}$, we denote by

$$
\left[b: a^{\infty}\right]:=\left[\langle b\rangle: a^{\infty}\right]
$$

(1) Let $\mathbf{R}$ be a strongly discrete ring. Prove that for any $a, b \in \mathbf{R}$, we have:

$$
\langle 1+a X, b\rangle \cap \mathbf{R}=\left[b: a^{\infty}\right] \& \operatorname{LT}(\langle 1+a X, b\rangle)=\left[b: a^{\infty}\right][X]+\langle a X\rangle .
$$

In particular, $\operatorname{LT}(\langle 1+a X, b\rangle)$ is finitely-generated if and only if so is $\left[b: a^{\infty}\right]$.
(2) Prove that if $\mathbf{R}$ is a strongly discrete domain with Krull dimension $\leq 1$, taking $a, b \in \mathbf{R}$ with $b \neq 0$, then, with notation of "collapse" (5.1), we have

$$
\left[b: a^{\infty}\right]=\langle b, 1+\alpha a\rangle .
$$

(3) Deduce that if $\mathbf{R}$ is a strongly discrete domain with Krull dimension $\leq 1$, taking $a, b \in \mathbf{R}$ with $b \neq 0$, then with notation of collapse (5.1), we have

$$
\operatorname{LT}(\langle 1+a X, b\rangle)=\langle a X\rangle+\left[b: a^{\infty}\right][X]=\langle a X, b, 1+\alpha a\rangle .
$$

(4) Generalization:
(a) Let $\mathbf{R}$ be a strongly discrete ring, pick $a, b_{1}, \ldots, b_{n} \in \mathbf{R}, \ell_{1}, \ldots, \ell_{n} \in \mathbb{N}$, and consider the ideal $I=\left\langle 1+a X, b_{1} X^{\ell_{1}}, \ldots, b_{n} X^{\ell_{n}}\right\rangle$. Prove that

$$
I \cap \mathbf{R}=\left[\left\langle b_{1}, \ldots, b_{n}\right\rangle: a^{\infty}\right] \& \operatorname{LT}(I)=\left[\left\langle b_{1}, \ldots, b_{n}\right\rangle: a^{\infty}\right][X]+\langle a X\rangle
$$

(b) Prove that if $\mathbf{R}$ is a strongly discrete domain with Krull dimension $\leq 1$, then for any $a, b_{1}, \ldots, b_{n} \in \mathbf{R},\left[\left\langle b_{1}, \ldots, b_{n}\right\rangle: a^{\infty}\right]$ is finitely-generated.
(c) Deduce that if $\mathbf{R}$ is a strongly discrete domain with Krull dimension $\leq 1$, then the leading terms ideal of any finitely-generated ideal of $\mathbf{R}[X]$ containing an element of the form $1+a X$ with $a \in \mathbf{R}$, is finitely-generated.

Exercise 388. (A One-Dimensional Domain Which is Not 1-Gröbner [142])
Let $t, u$ be two independent indeterminates over the field $\mathbb{Q}$ of rationals, denote by $K=\mathbb{Q}(\sqrt{2})(u)$ and consider the following domain

$$
\mathbf{A}:=\mathbb{Q}+t \mathbf{K}[t]=\{f(t) \in \mathbf{K}[t] \mid f(0) \in \mathbb{Q}\} .
$$

(1) Prove that the ring $\mathbf{A}$ is one-dimensional and shares the ideal $\mathfrak{m}:=t \mathbf{K}[t]$ with $\mathbf{K}[t]$.
(2) Prove that $\mathfrak{m}$ is not finitely-generated as an ideal of $\mathbf{A}$.
(3) Prove that, in $\mathbf{A}$, we have $\langle t\rangle \cap\langle\sqrt{2} t\rangle=t^{2} \mathbf{K}[t]=t \mathfrak{m}$.
(4) Deduce that, in $\mathbf{A}$, the ideal $\langle t\rangle \cap\langle\sqrt{2} t\rangle$ is not finitely-generated.
(5) Prove that $I \cap \mathbf{A}=\langle t\rangle \cap\langle\sqrt{2} t\rangle$.
(6) Deduce that $\mathrm{LT}(I)$ is not finitely-generated, and, thus, that $\mathbf{A}$ is not 1-Gröbner.

Exercise 389. (Continuation of Proposition 299; [173])
Let $\mathbf{R}$ be a domain with quotient field $\mathbf{K}$, take $X_{1}, \ldots, X_{n}, Z$ independent variables over $\mathbf{K}$, and consider an ideal $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. Let us fix a monomial order $>$ on $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ and consider a normalized Gröbner basis $G=\left\{g_{1}, \ldots, g_{m}\right\}$ for $J:=I \otimes_{\mathbf{R}} \mathbf{K}$. Denote by $g_{i}=\frac{h_{i}}{d_{i}}$ where $h_{i} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right], d_{i}=\mathrm{LC}\left(h_{i}\right) \in \mathbf{R}$, $H=\left\langle h_{1}, \ldots, h_{s}\right\rangle \subseteq \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$, and taking $d=\prod_{i=1}^{m} d_{i}\left(\right.$ or $d=\operatorname{lcm}\left(d_{1}, \ldots, d_{m}\right)$ if such a notion exists).
For an ideal $\mathfrak{a}$ of $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ we denote by

$$
\operatorname{Sat}(\mathfrak{a})=\left\{s \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right] \mid \alpha s \in \mathfrak{a} \text { for some } \alpha \in \mathbf{R} \backslash\{0\}\right\} .
$$

(1) Prove that $H \neq \operatorname{Sat}(H)) \Rightarrow H \neq(H: d) \quad \& \quad I \neq \operatorname{Sat}(I)) \Rightarrow H \neq(H: d)$.
(2) Deduce that if the torsion subgroup of the additive group $\mathbf{R}\left[X_{1}, \ldots\right.$, $\left.X_{n}\right] / I$ is not trivial, then it contains an element (other than the identity element) whose order divides $d$.

Exercise 390. (When a Matrix Over the Integers is $\mathbb{Z}$-Saturated)
Let $A \in \mathbb{Z}^{m \times n}$ be a matrix with entries in $\mathbb{Z}$. We denote by $\mathrm{rk}_{0} A$ the rank of the matrix $A$ when considered in $\mathbb{Q}^{m \times n}$. If $p$ is a prime number, we denote by $\mathrm{rk}_{p} A$ the rank of the matrix in $\mathbb{F}_{p}^{m \times n}$ obtained from $A$ by passing modulo $p$. The set of prime numbers will be denoted by $\mathbf{P}^{*}$, and we denote by $\mathbf{P}:=\mathbf{P}^{*} \cup\{0\}$ (the prime spectrum of $\mathbb{Z}$ ).
We denote by $v_{1}, \ldots, v_{n}$ the columns of $A, S:=\left[v_{1}, \ldots, v_{n}\right]$, and $U:=\operatorname{Echel}(S)=$ $\left[u_{1}, \ldots, u_{r}\right]\left(r=\mathrm{rk}_{0} A\right)$ the list obtained after transforming $S$ into a primitive triangular list over $\mathbb{Q}$ with Algorithm 319. Denote by $u_{i}=\frac{w_{i}}{\delta_{i}}$, where $w_{i} \in \mathbb{Z}^{m}, \delta_{i} \in \mathbb{Z} \backslash\{0\}$, take $\delta=\operatorname{lcm}\left(\delta_{1}, \ldots, \delta_{r}\right)$, and suppose that we can compute the set $\left\{p_{1}, \ldots, p_{t}\right\}$ of the prime numbers dividing $\delta$. Prove that the following assertions are equivalent:
(i) $\operatorname{Im}(A)$ is $\mathbb{Z}$-saturated.
(ii) $\mathrm{rk}_{0} A=\mathrm{rk}_{p_{1}} A=\cdots=\mathrm{rk}_{p_{t}} A$.
(iii) The map $\operatorname{rk}(A): \mathbf{P} \rightarrow \mathbb{N}$ defined by $\operatorname{rk}(A)(q):=\operatorname{rk}_{q} A$, is constant.
(iv) The map $\mathbf{P}^{*} \rightarrow \mathbb{N} ; p \mapsto \operatorname{rk}_{p} A$, is constant.

## Chapter 6

## Detailed Solutions to the Exercises

## Exercise 372:

Recall that a ring $\mathbf{R}$ has Krull dimension $\leq 1$ if and only if

$$
\begin{equation*}
\forall a, b \in \mathbf{R}, \exists n \in \mathbb{N}, \exists x, y \in \mathbf{R} \quad \mid a^{n}\left(b^{n}(1+x b)+y a\right)=0 . \tag{6.1}
\end{equation*}
$$

Suppose that $\mathbf{R}$ is a valuation domain (in particular, it is local) with valuation $v$ and valuation group $G$. In the case where either $a$ or $b$ is zero or invertible, identity (6.1) is satisfied in a trivial way. Now, consider $a, b \in \operatorname{Rad}(\mathbf{R}) \backslash\{0\}$. As in identity (6.1), $1+x b \in \mathbf{R}^{\times}$and $a^{n}$ is regular, (6.1) becomes

$$
\forall a, b \in \operatorname{Rad}(\mathbf{R}) \backslash\{0\}, \exists n \in \mathbb{N} \text { such that } a \mid b^{n},
$$

or also, in other terms,

$$
\forall a, b \in \mathbf{R} \text { with } v(a), v(b)>0, \exists n \in \mathbb{N} \text { such that } n v(b) \geq v(a)
$$

## Exercise 373:

In the ring $\mathbf{R}[X]$, the Krull boundary monoid of $X$ is

$$
S_{\{X\}}:=X^{\mathbb{N}}(1+X \mathbf{R}[X])=\left\{X^{k}(1+X f), k \in \mathbb{N}, f \in \mathbf{R}[X]\right\} .
$$

As $\operatorname{Kdim}(\mathbf{R}[X]) \leq d+1$, we have $\operatorname{Kdim}\left(S_{\{X\}}^{-1} \mathbf{R}[X]\right) \leq d$ (see Theorem 80). The desired result clearly follows as $\mathbf{R}(X)$ is a localization of $S_{\{X\}}^{-1} \mathbf{R}[X]$ (this is because $\left.S_{\{X\}} \subseteq U\right)$.

## Exercise 374:

(1) Let $u=r y$. It is clear that $r^{n}(u-1)=0, r^{n}(u-1)^{n}=0$, and $\left(r y^{n}\right)^{2}=r y^{n}$. In the reduced case, we get $r(u-1)=0, u(u-1)=0$, and $r \mathbf{R}=r u \mathbf{R} \subseteq u \mathbf{R} \subseteq r \mathbf{R}$.
(2)
(a) - If $m=n+d$ then $a_{n} b_{d}=1$.

- If $m<n+d$. We write all the relations between the $a_{i}$ 's, $b_{j}$ 's and $c_{k}$ 's in which $a_{n}$ appears:

$$
(S):\left\{\begin{array}{l}
a_{n} b_{d}=\varepsilon_{0}(=0) \\
a_{n} b_{d-1}+a_{n-1} b_{d}=\varepsilon_{1} \\
a_{n} b_{d-2}+a_{n-1} b_{d-1}+a_{n-2} b_{d}=\varepsilon_{2} \\
\vdots \\
a_{n} b_{0}+a_{n-1} b_{1}+\ldots+a_{n-v} b_{v}=\varepsilon_{d}
\end{array}\right.
$$

Where $v=\min \{d, n\}, \varepsilon_{i}=0$ if $i<n+d-m$.
If $m<n$, then multiplying each $k$ th equality in $(S)$ by $a_{n}^{k+1}$, we obtain the system

$$
\left(S^{\prime}\right):\left\{\begin{array}{l}
a_{n} b_{d}=0 \\
a_{n}^{2} b_{d-1}=0 \\
\vdots \\
a_{n}^{d+1} b_{0}=0
\end{array}\right.
$$

Thus, $a_{n}^{d+1} g=0$ and $a_{n}^{d+1} f g=0$. Hence, $a_{n}^{d+1}=0$, and $a_{n}=0$ since $\mathbf{R}$ is reduced. It follows by induction that all $a_{i}$ 's and $b_{i}$ 's with $i>m$ are zero and we can assume $n, d \leq m$.

By identification, $\varepsilon_{n+d-m}=c_{m}=1$.
Considering the $(n+d-m+1)$ th equality in $(S)$ and multiplying each $k$ th equality ( $1 \leq k \leq n+d-m$ ) by $a_{n}^{k-1}$, we obtain

$$
a_{n}^{n+d-m+1} b_{m-n}=a_{n}^{n+d-m} .
$$

(b) Using (1) and (2.a), we obtain that $e_{0}=a_{n} b_{m-n}$ is idempotent.

Set $e_{0}^{\prime}=1-e_{0}, \mathbf{R}_{0}=\mathbf{R} e_{0}, \mathbf{R}_{0}^{\prime}=\mathbf{R} e_{0}^{\prime}, f_{0}=f e_{0}, g_{0}=g e_{0}, f_{0}^{\prime}=f e_{0}^{\prime}, g_{0}^{\prime}=g e_{0}^{\prime}$. In $\mathbf{R}_{0}, e_{0} a_{n}$ is a unit, so $\operatorname{deg}\left(f_{0}\right)=n$ and $\operatorname{deg}\left(g_{0}\right)=m-n$.
We have $\mathbf{R}=\mathbf{R}_{0} \oplus \mathbf{R}_{0}^{\prime}$. In $\mathbf{R}_{0}^{\prime}, f_{0}^{\prime} g_{0}^{\prime}$ is a monic polynomial with degree $m$, $\operatorname{deg}\left(f_{0}^{\prime}\right)<n$ and $\operatorname{deg}\left(g_{0}^{\prime}\right) \leq d$. We are done by induction on $n+d-m$.
Concretely, if we continue the process, we find an idempotent $e_{1}$ in $\mathbf{R}_{0}^{\prime}$ ( $e_{1}$ is also an idempotent in $\mathbf{R}$ ) and a decomposition $\mathbf{R}=\mathbf{R}_{0} \oplus \mathbf{R}_{1} \oplus \mathbf{R}_{1}^{\prime}$, and so on. So we find a priori $n+d-m+1$ terms in the final decomposition,
where $n, d \leq m$ since we first killed all $a_{i}$ 's and $b_{i}$ 's with $i>m$. In the most general case, this means $m+1$ terms in the final decomposition. Remark that, without zero test inside $\mathbf{R}$, it is possible that we do not know which terms in the decomposition are useless, i.e., zero.
(3) Let $\mathscr{N}$ be the nilradical of $\mathbf{R}$, i.e., the ideal of nilpotent elements. The proof for the reduced case works with $\mathbf{R} / \mathscr{N}$. In the first case, we proved that $a_{i}=b_{i}=0$ for $i>m$ and we computed idempotents $e_{0}, \ldots, e_{m}$ verifying $\sum e_{i}=1, e_{i} e_{j}=0$ if $j \neq i$, $e_{i} a_{j}=0$ if $j>m-i$ (i.e., $\operatorname{deg}\left(e_{i} f\right) \leq m-i$ ), $e_{i} b_{k}=0$ if $k>i$ (i.e., $\operatorname{deg}\left(e_{i} g\right) \leq i$ ) and $e_{i}\left(a_{m-i} b_{i}-1\right)=0$.
In the general case, we explicitly get with the same proof all these equalities modulo $\mathscr{N}$, i.e., we know for each previous equality $t=0$ (in the reduced case) an exponent $k$ for which, in the general case $t^{k}=0$. This gives the desired result.
It is of interest to recall a folklore result stating that each idempotent in $\mathbf{R} / \mathscr{N}$ lifts in $\mathbf{R}$. In more details, let $r \in \mathbf{R}$ be an approximate root of the polynomial $f(X)=$ $X^{2}-X$, that is, such that $f(r)=r^{2}-r \in \mathscr{N}$. Say $f(r)=r^{2}-r=\eta=c_{0} \eta$, where $\eta \in \mathscr{N}$ and $c_{0}=1$.
We have $f^{\prime}(X)=2 X-1$ and $f^{\prime}(X)^{2}=4 f(X)+1$. Thus, $f^{\prime}(r)=1+4 \eta$ is invertible. We replace "à la Newton" the approximate root $r$ by $r+h$ as follows

$$
f(r+h)=f(r)+h f^{\prime}(r)+h^{2} f_{2}(r, h), f_{2}(r, h) \in \mathbf{R} .
$$

Taking $h=-\eta f^{\prime}(r)^{-1}$ and setting $r_{1}=r_{0}-\eta f^{\prime}(r)^{-1}$, we obtain $f\left(r_{1}\right)=c_{1} \eta^{2}$ for some $c_{1} \in \mathbf{R}$. Repeating this process, we find $r_{2}, c_{2}, \ldots, r_{k}, c_{k} \in \mathbf{R}$ such that $f\left(r_{2}\right)=c_{2} \eta^{4}, \ldots, f\left(r_{k}\right)=c_{k} \eta^{2^{k}}$. For sufficiently large $k$, we get $f\left(r_{k}\right)=0$ and $r-r_{k} \in\langle\eta\rangle \subseteq \mathscr{N}$.
Let us take an example. Let $n=4, d=5, m=3$. We have $a_{n}^{d+1}=a_{4}^{6}=0$ and $b_{d}^{n+1}=b_{5}^{5}=0$. Thus, in the ring $\mathbf{R} /\left\langle a_{4}, b_{5}\right\rangle$, the degrees are cut down at 3 and 4 , and consequently $b_{4}^{4}=0$. Here, one may wonder if it is possible to explicitly bound the nilpotency order of $b_{4}$ in $R$. Since $b_{4}^{4}=0$ in $\mathbf{R} /\left\langle a_{4}, b_{5}\right\rangle$, we obtain an equality $b_{4}^{4}=a_{4} A+b_{5} B$ in $\mathbf{R}$ ( $A$ and $B$ can be computed but it is not necessary). Hence, in $\mathbf{R}, b_{4}^{4 \times 10}=a_{4}^{6} A^{\prime}+b_{5}^{5} B^{\prime}=0$. This suggests that a function bounding the nilpotency order will be exponential at $n$ and $d$.
In the ring $\mathbf{R} /\left\langle a_{4}, b_{5}, b_{4}\right\rangle$, the degrees are cut down at 3 and 3 , that is $n=d=m=3$, and we are in the second case. The equality $a_{n}^{n+d-m+1} b_{m-n}=a_{n}^{n+d-m}$ signifies that $a_{3}^{4} b_{0}=a_{3}^{3}$. Item (1) says that $(r(r y-1))^{3}=0$ with $r=a_{3}$ and $y=b_{0}$ in $\mathbf{R} /\left\langle a_{4}, b_{5}, b_{4}\right\rangle$. One can precisely get $(r(r y-1))^{3 \times(40+5+6-2)}=(r(r y-1))^{147}=$ 0 in $\mathbf{R}$. In $\mathbf{S}=\mathbf{R} /\left\langle a_{4}, b_{5}, b_{4}, a_{3}\left(a_{3} b_{0}-1\right)\right\rangle, a_{3} b_{0}=r y$ is idempotent and corresponds to an idempotent of $R$. Indeed, $r y$ is an approximate solution of the equation $X^{2}-X=0$ which lifts "à la Hensel" since $2 X-1$ is, at $X=r y$, a unit: indeed $(2 X-1)^{2}=1+4\left(X^{2}-X\right)$ and $4\left(X^{2}-X\right)$ is, at $X=r y$, nilpotent with order less than 147. Denote by $e=a_{3} b_{0}+$ a nilpotent element, the idempotent lifting $a_{3} b_{0}$ in
$\mathbf{R}$. This decomposes $\mathbf{R}$ and $\mathbf{S}$ into two parts. In $e \mathbf{S} \simeq \mathbf{S} /\langle e-1\rangle, f$ is quasimonic with degree 3 and $b_{1}=b_{2}=b_{3}=0$. This means that in $e \mathbf{R} \simeq \mathbf{R} /\langle e-1\rangle, f$ is quasimonic with degree 3 and $b_{1}, b_{2}, b_{3}$ are nilpotent. And so on ...
Another wording: with the same notations as in the reduced case, we prove the result by induction on $n$.
If $a_{n}^{n+d-m}=0$ or $a_{n}^{d+1}=0$.
Letting $k=\max \{n+d-m, d+1\}$, we have $a_{n}^{k}=0$. Since $\left(\left(f-a_{n} X^{n}\right) g-f g\right)^{k}=0$, we can explicitly find a polynomial $h$ in $\mathbf{R}[X]$ such that $\left(f-a_{n} X^{n}\right) g h=(f g)^{k}$ is a monic polynomial with degree $m k$, and we are done by the induction hypothesis.
If $a_{n}^{n+d-m} \neq 0$ and $a_{n}^{d+1} \neq 0$. By the calculations done in the reduced case, we have

$$
a_{n}^{n+d-m+1} b_{m-n}=a_{n}^{n+d-m} .
$$

By item (1), $e_{0}=\left(a_{n} b_{m-n}\right)^{n+d-m}$ is idempotent and $\alpha=a_{n}\left(a_{n} b_{m-n}-1\right)$ is nilpotent. We have $a_{n}=a_{n}^{2} b_{m-n}-\alpha$, where $\alpha^{n+d-m}=0$. Hence $a_{n}^{2}=a_{n}^{3} b_{m-n}-$ $\alpha a_{n}$, and $a_{n}=a_{n}^{3} b_{m-n}^{2}-\alpha a_{n} b_{m-n}-\alpha$. And so on, we can see that $a_{n}=$ $b_{m-n}^{n+d-m} a_{n}^{n+d-m+1}+\beta=a_{n}\left(a_{n} b_{m-n}\right)^{n+d-m}+\beta$, where $\beta^{n+d-m}=0$. Thus, with $a_{n}^{\prime}=a_{n} e_{0}=b_{m-n}^{n+d-m} a_{n}^{n+d-m+1}$, we have

$$
b_{m-n}^{2}\left(a_{n}^{\prime}\right)^{2}-b_{m-n} a_{n}^{\prime}=b_{m-n}^{2} a_{n}^{2}\left(a_{n} b_{m-n}\right)^{2(n+d-m)}-b_{m-n} a_{n}\left(a_{n} b_{m-n}\right)^{n+d-m}=0
$$

as $b_{m-n} a_{n}^{n+d-m+1}=a_{n}^{n+d-m}$. Since $b_{m-n} a_{n}^{\prime}$ is idempotent, $b_{m-n} a_{n}^{\prime}=e_{0}$, and

$$
e_{0} \mathbf{R}=b_{m-n} a_{n}^{\prime} \mathbf{R} \subseteq a_{n}^{\prime} \mathbf{R}=a_{n} e_{0} \mathbf{R} \subseteq e_{0} \mathbf{R}
$$

that is, $a_{n}^{\prime} \mathbf{R}$ is generated by the idempotent $e_{0}$.
Denote by $f_{1}=f-a_{n} X^{n}+a_{n}^{\prime} X^{n}, f=f_{1}-N$, where $N$ is nilpotent. We have $f_{1} g=$ $f g+N g$, and, thus, $\left(f_{1} g-f g\right)^{n+d-m}=0$ and we can explicitly find a polynomial $D$ in $\mathbf{R}[X]$ such that $f_{1} g D=(f g)^{n+d-m}$ is a monic polynomial of degree $m(n+d-m)$. Of course, the degree coefficient of $f_{1}$ is $a_{n}^{\prime}$. It remains only to do as in the reduced case, just replace $f$ by $f_{1}, a_{n}$ by $a_{n}^{\prime}, a_{n} b_{m-n}$ by $\left(a_{n} b_{m-n}\right)^{n+d-m}, g$ by $g D$, and $m$ by $(n+d-m) m$.
(4) Suppose that $f \in U(X)^{*}$. It is clear that one easily obtains an equality asserting that $\left\langle a_{0}, \ldots, a_{n}\right\rangle=\mathbf{R}$. For each $j \in\{0, \ldots, n\}$, considering the ring $\mathbf{R} /\left\langle a_{j+1}, \ldots, a_{n}\right\rangle$ and reviewing the proof of (3), we see that the first step of the algorithm produces an equality of the form $\bar{a}_{j}{ }^{k_{j}}=\overline{0}$ or $\bar{a}_{j}^{k_{j}+1} \bar{\beta}_{j}=\bar{a}_{j}{ }^{k_{j}}$ for some $\beta_{j} \in \mathbf{R}$. Hence, $\left(a_{j}\left(a_{j} \beta_{j}-\right.\right.$ 1) ) ${ }^{k_{j}} \equiv 0 \bmod \left\langle a_{j+1}, \ldots, a_{n}\right\rangle$.

Conversely, suppose that $\left\langle a_{0}, \ldots, a_{n}\right\rangle=\mathbf{R}$ and, that for each $j \in\{0, \ldots, n\}$, we can find $\beta_{j} \in \mathbf{R}$ and $k_{j} \in \mathbb{N}$ such that $\left(a_{j}\left(a_{j} \beta_{j}-1\right)\right)^{k_{j}} \equiv 0 \bmod \left\langle a_{j+1}, \ldots, a_{n}\right\rangle$. Since $\left(a_{n}\left(a_{n} \beta_{n}-1\right)\right)^{k_{n}}=0$, we have $a_{n}^{k_{n}+1} \gamma_{n}=a_{n}^{k_{n}}$, where $\gamma_{n}=\sum_{i=1}^{k_{n}} \mathrm{C}_{k_{n}}^{i}(-1)^{k_{n}-i} a_{n}^{i-1} \beta_{n}^{i}$. Now, as in the proof of (3), we can write $f=f_{1}-N$, where $f_{1}=f-a_{n} X^{n}+$
$\gamma_{n}^{k_{n}} a_{n}^{k_{n}+1} X^{n}$, and $N^{k_{n}}=0$. To prove that $f$ divides some monic polynomial, it suffices to do the same for $f_{1}$.
Denoting by $e_{0}=\left(a_{n} \gamma_{n}\right)^{k_{n}}, e_{0}$ is idempotent by (1), $\mathbf{R}=\mathbf{R} e_{0} \oplus \mathbf{R}\left(1-e_{0}\right), f_{1}=$ $f_{1} e_{0}+f_{1}\left(1-e_{0}\right)$, and the degree coefficient of $f_{1} e_{0}$ is a unit of $\mathbf{R} e_{0}[X]$. Our task is then reduced to prove that $f_{1}\left(1-e_{0}\right)$ divides some monic polynomial in $\mathbf{R}(1-$ $\left.e_{0}\right)[X]$. Since $\operatorname{deg}\left(f_{1}\left(1-e_{0}\right)\right)<n$ and all the hypotheses on $f$ are inherited by $f_{1}\left(1-e_{0}\right)$, the desired result can be obtained by induction on $n$. Note that the condition $\left\langle a_{0}, \ldots, a_{n}\right\rangle=R$ is needed to get the induction started.
(5) Using the algorithm described above, we find:
$e_{0}=a_{3} b_{2}=u^{2}=u, \mathbf{R}_{0}=\mathbf{R} u=u \mathbf{K}[u, v], f_{0}=u f=u-2 u X^{2}+u X^{3}, g_{0}=u X^{2}$,
$\mathbf{R}_{0}^{\prime}=\mathbf{R}_{1}=\mathbf{R}(1-u)=(1-u) \mathbf{K}[u, v], f_{0}^{\prime}=f_{1}=(u-1) X^{2}, g_{0}^{\prime}=g_{1}=v+(u-1) X^{3}$.
Thus, in $\mathbf{K}[u, v]=u \mathbf{K}[u, v] \oplus(1-u) \mathbf{K}[u, v]$, the decomposition of $f$ is

$$
f=\left(u-2 u X^{2}+u X^{3}\right)+\left((u-1) X^{2}\right) .
$$

Of course, $\mathbf{R}_{0}=u \mathbf{K}[u, v] \simeq \mathbf{R}$, by this isomorphism $f_{0} \leftrightarrow 1-2 X^{2}+X^{3}, g_{0} \leftrightarrow X^{2}$; $\mathbf{R}_{1}=(1-u) \mathbf{K}[u, v] \simeq \mathbf{R}$, by this isomorphism $f_{1} \leftrightarrow-X^{2}, g_{1} \leftrightarrow v-X^{3}$.
(6) Let us decompose $f$ in $\mathbf{R} / \mathscr{N}$. Consider the images modulo $\mathscr{N}, f^{\prime}=u^{\prime}-$ $\left(1+u^{\prime}\right) X^{2}+u^{\prime} X^{3}, g^{\prime}=-v^{\prime 4}+u^{\prime} X^{2}+2 v^{\prime 2} X^{3}-2 u^{\prime} X^{4}+u^{\prime} X^{5}+\left(u^{\prime}-1\right) X^{6}, f^{\prime} g^{\prime}=$ $\left(u^{\prime}+v^{\prime 4}\right) X^{2}-4 u^{\prime} X^{4}+\left(u^{\prime}-v^{\prime 2}\right) X^{5}+4 u^{\prime} X^{6}-4 u^{\prime} X^{7}+X^{8}$, respectively of $f, g$, and $f g$.
As in (5), the algorithm yields to the direct sum decompositions:

$$
\begin{aligned}
& \mathbf{R} / \mathscr{N}=u^{\prime} \mathbf{K}\left[u^{\prime}, v^{\prime}\right] \oplus\left(1-u^{\prime}\right) \mathbf{K}\left[u^{\prime}, v^{\prime}\right], \\
& f^{\prime}=\left(u^{\prime}-2 u^{\prime} X^{2}+u^{\prime} X^{3}\right)+\left(\left(u^{\prime}-1\right) X^{2}\right) . \\
& f-u v X^{4}=\left(u-2 u X^{2}+u X^{3}\right)+\left((u-1) X^{2}\right), \text { where }\left(u v X^{4}\right)^{2}=0 .
\end{aligned}
$$

If we want to decompose $f$ in $\mathbf{R}$, using the algorithm described in (3) for the nonreduced case, we have:
$\left(\left(f-u v X^{4}\right) g-f g\right)^{2}=0$ and, thus, $\left(f-u v X^{4}\right)\left(g^{2}\left(f+u v X^{4}\right)\right)=(f g)^{2}$.
Note that $g^{2}$ has degree 12 and highest coefficient $1-u, f+u v X^{4}$ has degree 4 and highest coefficient $2 u v$, whereas $g^{2}\left(f+u v X^{4}\right)$ has degree 14 and highest coefficient $u-1-u v$.
The first idempotent element found is $e_{0}=\left(a_{3} b_{13}\right)^{17-16}=a_{3} b_{13}=a_{3}\left(\left(g^{2}\right)_{12}(f+\right.$ $\left.u v X^{4}\right)_{1}+\left(g^{2}\right)_{11}\left(f+u v X^{4}\right)_{2}+\left(g^{2}\right)_{10}\left(f+u v X^{4}\right)_{3}+\left(g^{2}\right)_{9}\left(f+u v X^{4}\right)_{4}=u u=u$.
Thus, $f_{0}=\left(f-u v X^{4}\right) u=u-2 u X^{2}+u X^{3}, f_{0}^{\prime}=f_{1}=\left(f-u v X^{4}\right)(1-u)=(u-1) X^{2}$, $\mathbf{R}=\mathbf{K}[u, v]=u \mathbf{K}[u, v] \oplus(1-u) \mathbf{K}[u, v]$, and $f-u v X^{4}=\left(u-2 u X^{2}+u X^{3}\right)+((u-$ 1) $X^{2}$, where $\left(u v X^{4}\right)^{2}=0$.
(7) Denote by $U(X)=\{f \in \mathbf{R}[X], f$ is monic $\}, U^{*}$ the saturation of $U$,

$$
\begin{aligned}
\mathscr{V}= & \left\{f \in \mathbf{R}\left[X, X^{-1}\right],\right. \text { the coefficient of the highest } \\
& \text { and lowest monomials are equal to } 1\},
\end{aligned}
$$

and $\mathscr{V}^{*}$ the saturation of $\mathscr{V}$.
(a) It is clear that the condition is necessary. For the sufficiency, suppose that we can find two polynomials $g, h \in \mathbf{R}[X]$ such that $X^{n} f(X) h(X) \in U(X)$ and $X^{m} f\left(X^{-1}\right) g(X) \in U(X)$. Then, $\left(X^{n} h(X)+X^{-m} g\left(X^{-1}\right)\right) f \in \mathscr{V}$ and $f \in \mathscr{V}^{*}$.
(b) Using (7.a) and (2.b), if $x_{0}, \ldots, x_{p}$ and $y_{0}, \ldots, y_{q}$ are two systems of nonzero orthogonal idempotents associated respectively to $X^{n} f(X)$ and $X^{m} f\left(X^{-1}\right)$, then denoting $\left\{x_{i} y_{j}, 0 \leq i \leq p, 0 \leq j \leq q\right\}=\left\{\varepsilon_{0}, \ldots, \varepsilon_{m}\right\}$, we take $\mathbf{R}_{i}=\mathbf{R} \varepsilon_{i}$. For the sufficiency, for each $i$, denote by $\alpha_{i}$ and $\beta_{i}$ respectively the inverses of the lowest and highest coefficients of $f_{i}$ in $\mathbf{R}_{i}$, and by $k_{i}$ and $l_{i}$ respectively the lowest and highest degrees of $f_{i}\left(k \leq k_{i}, l_{i} \leq l\right)$. Then

$$
\left(\sum_{i=0}^{m}\left(\alpha_{i} X^{k-k_{i}}+\beta_{i} X^{l-l_{i}}\right)\right) f
$$

has 1 as lowest and highest coefficient and $f \in \mathscr{V}^{*}$.
(c) Do as in the proof of (4).
(8)
(a) It is clear that $\mathbf{R}\left\langle X, X^{-1}\right\rangle \subseteq \mathbf{R}\langle X\rangle \cap \mathbf{R}\left\langle X^{-1}\right\rangle$. Conversely, let $f_{1}, f_{2} \in$ $\mathbf{R}\left[X, X^{-1}\right], g_{1}$ a monic polynomial in $\mathbf{R}[X]$, and $g_{2}$ a monic polynomial in $\mathbf{R}\left[X^{-1}\right]$ such that $\frac{f_{1}}{g_{1}}=\frac{f_{2}}{g_{2}}$ in the total quotient ring of $\mathbf{R}\left[X, X^{-1}\right]$. Then, $f_{1} g_{2}=$ $g_{1} f_{2}$ and, thus, $f_{1}\left(X g_{1}+X^{-1} g_{2}\right)=g_{1}\left(X f_{1}+X^{-1} f_{2}\right)$ and $\frac{f_{1}}{g_{1}} \in \mathbf{R}\left\langle X, X^{-1}\right\rangle$ since $X g_{1}+X^{-1} g_{2} \in \mathscr{V}$.
(b) The inclusion is clear. To see that $\mathbf{R}\left\langle X^{-1}+X\right\rangle \neq \mathbf{R}\left\langle X, X^{-1}\right\rangle$, it suffices to consider the polynomial $X^{-1}+X^{2}$. It is invertible in $R\left\langle X, X^{-1}\right\rangle$, but not in $\mathbf{R}\left\langle X^{-1}+X\right\rangle$ as this would imply the existence of $f \in R\left[X^{-1}+X\right]$ and $g \in$ $U\left(X^{-1}+X\right)$ such that $\left(X^{-1}+X^{2}\right) f=g$, and then $m=n-1=n+2$.
(c) Notation: Let $f=a_{m} X^{m}+a_{m+1} X^{m+1}+\cdots+a_{m+n} X^{m+n}$, with $a_{m}, a_{m+n} \in$ $\mathbf{R} \backslash\{0\}, n \in \mathbb{N}$, and $m \in \mathbb{Z}$. The nonnegative integer $n$ will be called the degree of $f$, and denoted by $\operatorname{deg}(f)$.
Of course, we have $\mathbf{R}\left[X^{-1}+X\right] \subseteq\left\{f \in \mathbf{R}\left[X, X^{-1}\right] \mid f\right.$ is symmetric at $X$ and $\left.X^{-1}\right\}$.
Conversely, let $f \in \mathbf{R}\left[X, X^{-1}\right] \backslash\{0\}$ be a symmetric Laurent polynomial at $X$ and $X^{-1}$ of degree $2 n$ (the degree of a symmetric Laurent polynomial is necessarily even). We proceed by induction on $n$. If $n=0$ then $f=a X^{m}$ for some $a \in \mathbf{R} \backslash\{0\}$. As it is symmetric, necessarily $m=0$, and, thus, $f \in \mathbf{R} \subseteq$ $\mathbf{R}\left[X^{-1}+X\right]$.
Now, suppose that $n \geq 1$. The polynomial $g=f-a\left(X^{-1}+X\right)^{n}$, where $a$ is the leading coefficient of $f$, is also symmetric with $\operatorname{deg}(g)<\operatorname{deg}(f)$. The induction hypothesis applies and gives the desired result.
The final deduction is immediate.
(d) If $g=X^{n}$ for some $n \in \mathbb{Z}$, then $X^{n}\left(X^{-n-1}+X^{-n+1}\right)=X^{-1}+X \in U\left(X+X^{-1}\right)$. So, we can suppose that $g \in U(X)$ and $g(0) \in \mathbf{R}^{\times}$.

Recall that an element $b$ of a ring $\mathbf{B}$ is said to be integral over $\mathbf{A}$, a subring of $\mathbf{B}$, if there are $n \geq 1$ and $a_{j} \in \mathbf{A}$ such that $b^{n}+a_{n-1} b^{n-1}+\cdots+a_{1} b+a_{0}=0$. We have the inclusions

$$
\begin{aligned}
\mathbf{R} & \subseteq \mathbf{R}\left[X^{-1}+X\right] /\left(g \mathbf{R}\left[X, X^{-1}\right] \cap \mathbf{R}\left[X^{-1}+X\right]\right) \subseteq \mathbf{R}\left[X, X^{-1}\right] / g \mathbf{R}\left[X, X^{-1}\right] \\
& =S^{-1} \mathbf{R}[X] / S^{-1} g \mathbf{R}[X] \cong \bar{S}^{-1}(\mathbf{R}[X] / g \mathbf{R}[X]) \cong \mathbf{R}\left[\theta, \theta^{-1}\right],
\end{aligned}
$$

where $\bar{S}$ is the multiplicative set generated by the class $\theta=\bar{X}$ of $X$ modulo $g \mathbf{R}[X]$. Since $g$ is a doubly unitary polynomial, both of $\theta$ and $\theta^{-1}$ are integral over $\mathbf{R}$ and, thus, $\mathbf{R}\left[\theta, \theta^{-1}\right]$ is integral over $\mathbf{R}$. It follows that $\mathbf{R}\left[X^{-1}+X\right] /\left(g \mathbf{R}\left[X, X^{-1}\right] \cap \mathbf{R}\left[X^{-1}+X\right]\right)$ is integral over $\mathbf{R}$, that is $g \mathbf{R}\left[X, X^{-1}\right] \cap \mathbf{R}\left[X^{-1}+X\right]$ contains a monic polynomial $\left(\in U\left(X^{-1}+X\right)\right)$, the desired conclusion.

That is good, but not enough. Imagine than we choose a polynomial $g$ in $\mathbf{R}\left[X, X^{-1}\right]$, say $g=X^{-2}+2 X^{-2}+3-X$, and want to explicitly find $h \in$ $\mathbf{R}\left[X, X^{-1}\right]$ such that $g h$ is a monic polynomial at $X^{-1}+X$. How can we find $h$ ?
The solution is (as often) to find the algorithm behind the above proof. In fact, in our situation, it is just a "universal" polynomial identity ensuing from an equality to zero modulo $g$ in the ring $\mathbf{R}\left[X, X^{-1}\right]$. In more details, denoting by $g(X)=a_{0} X^{m}+a_{1} X^{m+1}+\cdots+a_{n} X^{m+n}=X^{m}\left(a_{0}+a_{1} X+\cdots+a_{n-1} X^{n-1}+\right.$ $\left.a_{n} X^{n}\right)=X^{m} \tilde{g}$ with $m \in \mathbb{Z}$, and

$$
\begin{aligned}
\mathscr{B} & =\left(\left(X^{-1}\right)^{n-1},\left(X^{-1}\right)^{n-2}, \ldots,\left(X^{-1}\right)^{2}, X^{-1}, 1, X, X^{2}, \ldots, X^{n-2}, X^{n-1}\right) \\
& =\left(u_{1}, \ldots, u_{2 n-1}\right),
\end{aligned}
$$

we have:

$$
\begin{aligned}
& L_{1}:=\left(X^{-1}+X\right) \cdot\left(X^{-1}\right)^{n-1}-a_{0}^{-1} \tilde{g}(X) X^{-n} \\
& =\left(-a_{0}^{-1} a_{1}, 1-a_{0}^{-1} a_{2},-a_{0}^{-1} a_{3}, \ldots,-a_{0}^{-1} a_{n-1},-a_{0}^{-1} a_{n}, 0, \ldots, 0\right)_{\mathscr{B}}, \\
& L_{2}:=\left(X^{-1}+X\right) \cdot\left(X^{-1}\right)^{n-2}=(1,0,1, \ldots, 0, \ldots, 0)_{\mathscr{B}},
\end{aligned}
$$

$$
\vdots
$$

$$
L_{n-1}:=\left(X^{-1}+X\right) \cdot\left(X^{-1}\right)=(\overbrace{0, \ldots, 0}^{n-3}, 1,0,1, \overbrace{0 \ldots, 0}^{n-1})_{\mathscr{B}},
$$

$$
L_{n}:=\left(X^{-1}+X\right) \cdot 1=(\overbrace{0, \ldots, 0}^{n-2}, 1,0,1, \overbrace{0 \ldots, 0}^{n-2})_{\mathscr{B}}
$$

$$
\begin{aligned}
& L_{n+1}:=\left(X^{-1}+X\right) \cdot X=(\overbrace{0, \ldots, 0}^{n-1}, 1,0,1, \overbrace{0 \ldots, 0}^{n-3})_{\mathscr{B}}, \\
& \vdots \\
& L_{2 n-2}:=\left(X^{-1}+X\right) \cdot X^{n-2}=(0, \ldots, 0,1,0,1)_{\mathscr{B}}, \\
& L_{2 n-1}:=\left(X^{-1}+X\right) \cdot X^{n-1}-a_{n}^{-1} \tilde{g}(X) \\
& =\left(0, \ldots, 0,-a_{n}^{-1} a_{0},-a_{n}^{-1} a_{1}, \ldots,-a_{n}^{-1} a_{n-3}, 1-a_{n}^{-1} a_{n-2},-a_{n}^{-1} a_{n-1}\right)_{\mathscr{B}} .
\end{aligned}
$$

Thus, for $1 \leq i \leq 2 n-1$, denoting by $L_{i}=\left(b_{i, 1}, \ldots, b_{i, 2 n-1}\right)_{\mathscr{B}}$, and setting


$$
\begin{gathered}
\text { and } A:=\left(X^{-1}+X\right) \mathbf{I}_{2 n-1}-B \text {, we have : } \\
B^{\mathrm{t}}\left(u_{1}, \ldots, u_{n-1}, 1, u_{n+1}, \ldots, u_{2 n-1}\right)={ }^{\mathrm{t}}\left(a_{0}^{-1} \tilde{g}(X) X^{-n}, 0, \ldots, 0, a_{n}^{-1} \tilde{g}(X)\right) .
\end{gathered}
$$

It follows from Cramer's rule that $\operatorname{det} A$ (which is a monic polynomial at $\left(X^{-1}+X\right)$ ) is equal to the determinant of the matrix obtained from $A$ by replacing its $n$th column by ${ }^{\mathrm{t}}\left(a_{0}^{-1} \tilde{g}(X) X^{-n}, 0, \ldots, 0, a_{n}^{-1} \tilde{g}(X)\right)$. Thus, denoting by $\tilde{h}$ the determinant of the matrix obtained from $A$ by replacing its $n$th column by ${ }^{\mathrm{t}}\left(a_{0}^{-1} X^{-n}, 0, \ldots, 0, a_{n}^{-1}\right)$, we obtain $\operatorname{det} A=\tilde{g} \tilde{h}$, where $\operatorname{det} A$ is a monic polynomial at $\left(X^{-1}+X\right)$ with coefficients in $\mathbb{Z}\left[a_{0}^{ \pm}, a_{1}, \ldots, a_{n-1}, a_{n}^{ \pm}\right]$ and of degree $2 n-1$. As $X^{m}\left(X^{-m-1}+X^{-m+1}\right)=\left(X^{-1}+X\right)$, we conclude that

$$
\left(X^{-1}+X\right) \operatorname{det} A=g\left(X^{-m-1}+X^{-m+1}\right) \tilde{h},
$$

a monic polynomial at $\left(X^{-1}+X\right)$ with coefficients in $\mathbb{Z}\left[a_{0}^{ \pm}, a_{1}, \ldots\right.$, $\left.a_{n-1}, a_{n}^{ \pm}\right]$and of degree $2 n$.
Now, let's go back to our example $g=X^{-2}+2 X^{-1}+3-X=X^{-2}(1+2 X+$ $\left.3 X^{2}-X^{3}\right)=X^{-2} \tilde{g}$ with $\tilde{g}=1+2 X+3 X^{2}-X^{3}$. Keeping the above notation, we obtain:

$$
\begin{aligned}
& \operatorname{det} A \\
& =\left|\begin{array}{ccccc}
2+\left(X^{-1}+X\right) & 2 & -1 & 0 & 0 \\
-1 & \left(X^{-1}+X\right) & -1 & 0 & 0 \\
0 & -1 & \left(X^{-1}+X\right) & -1 & 0 \\
0 & 0 & -1 & \left(X^{-1}+X\right) & -1 \\
0 & 0 & -1 & -3 & -3+\left(X^{-1}+X\right)
\end{array}\right| \\
& =1-X-4 X^{2}-16 X^{3}-9 X^{4}-17 X^{5}-9 X^{6}-16 X^{7}-4 X^{8}-X^{9}+X^{10} \\
& =\tilde{g}(X)\left|\begin{array}{ccccc}
2+\left(X^{-1}+X\right) & 2 & X^{-3} & 0 & 0 \\
-1 & \left(X^{-1}+X\right) & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 \\
0 & 0 & 0 & \left(X^{-1}+X\right) & -1 \\
0 & 0 & -1 & -3 & -3+\left(X^{-1}+X\right)
\end{array}\right| \\
& =\tilde{g}(X)\left(1-3 X-X^{2}-4 X^{3}-X^{4}-4 X^{5}-2 X^{6}-X^{7}\right),
\end{aligned}
$$

and finally,

$$
\begin{aligned}
& \left(1-3 X-X^{2}-4 X^{3}-X^{4}-4 X^{5}-2 X^{6}-X^{7}\right)\left(X+X^{3}\right) g \\
& \quad=\left(X^{-1}+X\right) \operatorname{det} A=p\left(X^{-1}+X\right) \\
& \quad \text { with } p(t)=t^{6}-t^{5}-9 t^{4}-12 t^{3}+8 t^{2}+13 t .
\end{aligned}
$$

(d) For $i \in\{-1,1\}$, we have

$$
X^{2 i}-\left(X^{-1}+X\right) X^{i}+1,
$$

and, thus, by induction on $n \in \mathbb{N}, X^{-n}$ and $X^{n}$ belong to $\mathbf{R}\left[X^{-1}+X\right] \cdot 1+$ $\mathbf{R}\left[X^{-1}+X\right] \cdot X$. We deduce that $\mathbf{R}\left[X, X^{-1}\right]$ is generated by 1 and $X$ as an $\mathbf{R}\left[X^{-1}+X\right]$-module.

Let $f=a_{0}+a_{1}\left(X^{-1}+X\right)+\cdots+a_{k}\left(X^{-1}+X\right)^{k}, g=b_{0}+b_{1}\left(X^{-1}+X\right)+\cdots+$ $b_{k}\left(X^{-1}+X\right)^{k} \in \mathbf{R}\left[X^{-1}+X\right]$ such that $f+g \cdot X=0$. Multiplying by $X^{k}$, we obtain the following equality:

$$
a_{0} X^{k}+a_{1} X^{k-1}\left(1+X^{2}\right)+\cdots+a_{k}\left(1+X^{2}\right)^{k}=-b_{0} X^{k+1}-b_{1} X^{k}\left(1+X^{2}\right)-\cdots-b_{k} X\left(1+X^{2}\right)^{k} .
$$

Comparing coefficients of powers of $X$ on both sides we obtain:

$$
b_{k}=0, a_{k}=0, b_{k-1}=0, a_{k-1}=0, \ldots, b_{0}=0, a_{0}=0
$$

(e) This is an immediate consequence of the previous two questions.

## Exercise 375:

(1) " $\Leftarrow$ " This is an immediate consequence of Proposition 52.
$" \Rightarrow "\langle u, v\rangle=\langle 1\rangle$ in $\mathbf{R}\left[X, X^{-1}\right] \quad \Longleftrightarrow \quad \exists n \in \mathbb{N}, f, g \in \mathbf{R}[X] / f u+g v=X^{n}$. Since $u$ is a monic polynomial, we have $\operatorname{Res}(u, g v)=\operatorname{Res}(u, g) \operatorname{Res}(u, v)$ and $\operatorname{Res}(u, g v)=$ $\operatorname{Res}(u, g v+f u)=\operatorname{Res}\left(u, X^{n}\right)=\operatorname{Res}(u, X)^{n}=\left((-1)^{\operatorname{deg} u} u(0)\right)^{n} \in \mathbf{R}^{\times}$. The desired conclusion follows.
(2) Let $u_{1}(X), \ldots, u_{n}(X) \in \mathbf{R}[X]$ such that $\tilde{v}_{1} u_{1}+\cdots+\tilde{v}_{n} u_{n}=X^{q}$ for some $q \in \mathbb{N}$, where the $\tilde{v}_{i}$ 's are shifted versions of the $v_{i}$ 's. Set $w=\tilde{v}_{3} u_{3}+\cdots+\tilde{v}_{n} u_{n}$ and $V=$ ${ }^{\mathrm{t}}\left(\tilde{v}_{2}, \ldots, \tilde{v}_{n}\right)$. We suppose that $\tilde{v}_{1}$ has degree $d$ and for $2 \leq i \leq n$, the formal degree of $\tilde{v}_{i}$ is $d_{i}<d$.
We proceed by induction on $\min _{2 \leq i \leq n}\left\{d_{i}\right\}$. To simplify, we always suppose that $d_{2}=\min _{2 \leq i \leq n}\left\{d_{i}\right\}$.
For $d_{2}=-1, \tilde{v}_{2}=0$ and by one elementary operation, we put $w$ in the second coordinate. We have $\operatorname{Res}\left(\tilde{v}_{1}, w\right)=\operatorname{Res}\left(\tilde{v}_{1}, \tilde{v}_{1} u_{1}+w\right)=\operatorname{Res}\left(\tilde{v}_{1}, X^{q}\right)=\left((-1)^{\operatorname{deg}} \tilde{v}_{1} \tilde{v}_{1}(0)\right)^{n} \in$ $\mathbf{R}^{\times}$and we are done.
Now, suppose that we can find the desired elementary matrices for $d_{2}=m-1$ and let show that we can do the job for $d_{2}=m$.
Let $a$ be the coefficient of degree $m$ of $\tilde{v}_{2}$ and consider the ring $\mathbf{T}=\mathbf{R} /\langle a\rangle$. In $\mathbf{T}$, all the induction hypotheses are satisfied without changing the $\tilde{v}_{i}$ nor the $u_{i}$. Thus, we can obtain $\Gamma_{1}, \ldots, \Gamma_{k} \in \mathrm{E}_{n-1}(\mathbf{T}[X])$ such that

$$
\left\langle\operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Gamma_{1} V\right), \ldots, \operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Gamma_{k} V\right)\right\rangle=\mathbf{T} .
$$

It follows that, denoting by $\Upsilon_{1}, \ldots, \Upsilon_{k}$ the matrices in $\mathrm{E}_{n-1}(\mathbf{R}[X])$ lifting respectively $\Gamma_{1}, \ldots, \Gamma_{k}$, we have

$$
\left\langle\operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Upsilon_{1} V\right), \ldots, \operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Upsilon_{k} V\right), a\right\rangle=\mathbf{R} .
$$

Let $b \in \mathbf{R}$ such that

$$
a b \equiv 1 \bmod \left\langle\operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Upsilon_{1} V\right), \ldots, \operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Upsilon_{k} V\right)\right\rangle=J
$$

and consider the ring $\mathbf{C}=\mathbf{R} / J$. Note that in $\mathbf{C}$, we have $a b=1$.
By an elementary operation, we replace $\tilde{v}_{3}$ by its remainder modulo $\tilde{v}_{2}$, say $\tilde{v}_{3}^{\prime}$, and then we exchange $\tilde{v}_{2}$ and $-\tilde{v}_{3}^{\prime}$. The new column $V^{\prime}$ obtained has as first coordinate a polynomial with formal degree $m-1$. The induction hypothesis applies and we obtain $\Delta_{1}, \ldots, \Delta_{r} \in \mathrm{E}_{n-1}(\mathbf{C}[X])$ such that

$$
\left\langle\operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Delta_{1} V^{\prime}\right), \ldots, \operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Delta_{r} V^{\prime}\right)\right\rangle=\mathbf{C} .
$$

Since $V^{\prime}$ is the image of $V$ by a matrix in $\mathrm{E}_{n-1}(\mathbf{C}[X])$, we obtain matrices $\Lambda_{1}, \ldots, \Lambda_{r} \in \mathrm{E}_{n-1}(\mathbf{C}[X])$ such that

$$
\left\langle\operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Lambda_{1} V\right), \ldots, \operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Lambda_{r} V\right)\right\rangle=\mathbf{C}
$$

The matrices $\Lambda_{j}$ lift in $\mathrm{E}_{n-1}(\mathbf{R}[X])$ as, say $\Psi_{1}, \ldots, \Psi_{r}$.
Finally, we obtain

$$
\left\langle\operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Psi_{1} V\right), \ldots, \operatorname{Res}\left(\tilde{v}_{1}, e_{1} \cdot \Psi_{r} V\right)\right\rangle+J=\mathbf{R}
$$

the desired conclusion.
(3) A nonconstructive proof: To prove that $\left\langle r_{1}, \ldots, r_{s}\right\rangle=\mathbf{R}$ it suffices to prove that, for each maximal ideal $\mathfrak{M}$ of $\mathbf{R}$, there exists $1 \leq i \leq s$ such that $r_{i} \notin \mathfrak{M}$. For this, let $\mathfrak{M}$ be a maximal ideal of $\mathbf{R}$ and by way of contradiction suppose that $\overline{r_{1}}, \ldots, \overline{r_{s}}=0$
in the residue field $\mathbf{K}:=\mathbf{R} / \mathfrak{M}$. It is worth pointing out that, denoting by $w_{i}=$ $\widetilde{v}_{2}+y_{i} \widetilde{v}_{3}+\cdots+y_{i}^{n-2} \widetilde{v}_{n}, \overline{\operatorname{Res}_{X}\left(\widetilde{v}_{1}, w_{i}\right)}=\operatorname{Res}_{X}\left(\widetilde{\widetilde{v}_{1}}, \overline{w_{i}}\right)$ since $\widetilde{v}_{1}$ is monic.
This means that for each $i$ there exists $\xi_{i} \in \overline{\mathbf{K}}$ such that $\overline{\widetilde{v}_{1}}\left(\xi_{i}\right)=\overline{w_{i}}\left(\xi_{i}\right)=\overline{0}$. But since $\operatorname{deg}_{X} \widetilde{v}_{1}=l, \widetilde{\widetilde{v}_{1}}$ has at most $l$ distinct roots and hence there exists at least one root among the $\xi_{i}$ repeated $n-1$ times. We can suppose that $\xi_{1}=\xi_{2}=\cdots=\xi_{n-1}:=\xi$. Thus, we have:

$$
\left(\begin{array}{cccc}
1 & y_{1} & \ldots & y_{1}^{n-2} \\
1 & y_{2} & \ldots & y_{2}^{n-2} \\
\vdots & \vdots & \vdots & \vdots \\
1 & y_{n-1} & \ldots & y_{n-1}^{n-2}
\end{array}\right)\left(\begin{array}{c}
\widetilde{v}_{2}(\xi) \\
\widetilde{v}_{3}(\xi) \\
\vdots \\
\widetilde{v}_{n}(\xi)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

Since the matrix above is a Vandermonde matrix, its determinant is equal to

$$
1 \leq \prod_{1 i<i \leq n-1}\left(y_{j}-y_{i j}\right),
$$

which is invertible in $\mathbf{R}$. Thus, $\overline{\widetilde{v}_{1}}(\xi)=\overline{\widetilde{v}_{2}}(\xi)=\cdots=\overline{\widetilde{v}_{n}}(\xi)=0$. Now, using the fact that $1 \in\left\langle v_{1}, \ldots, v_{n}\right\rangle$ in $\mathbf{R}\left[X, X^{-1}\right]$, we infer that, in $\mathbf{R}[X],\left\langle\widetilde{v}_{1}, \ldots, \widetilde{v}_{1}\right\rangle$ contains a monomial $X^{q}$ for some $q \in \mathbb{N}$. This forces $\xi$ into being zero, in contradiction with the fact that $\overline{\widetilde{v}_{1}}(0) \neq 0$. The last claim that $1 \in\left\langle\widetilde{v}_{1}, \ldots, \widetilde{v}_{n}\right\rangle$ in $\mathbf{R}[X]$ follows easily from the fact that $r_{i} \in\left\langle\widetilde{v}_{1}, \ldots, \widetilde{v}_{n}\right\rangle$, for all $1 \leq i \leq s$.

A Constructive Proof: do as in the constructive proof of Theorem 61.
(4) (Producing doubly monic Laurent polynomials over a field)
(a) $\operatorname{deg}_{Y}\left(\varphi_{\alpha}\left(X^{n_{i}} Y^{m_{i}}\right)\right)=\operatorname{deg}_{Y}\left(\varphi_{\alpha}\left(X^{n_{j}} Y^{m_{j}}\right)\right)$
$\left.\Rightarrow \operatorname{deg}_{Y}\left(\left(X Y^{\alpha}\right)^{n_{i}} Y^{m_{i}}\right)\right)=\operatorname{deg}_{Y}\left(\left(\left(X Y^{\alpha}\right)^{n_{j}} Y^{m_{j}}\right)\right)$
$\Rightarrow \alpha n_{i}+m_{i}=\alpha n_{j}+m_{j}$
$\Rightarrow\left(n_{i}=n_{j}\right.$ and $\left.m_{i}=m_{j}\right)$ because the case $\left(n_{i} \neq n_{j}\right.$ and $\left.\alpha=\frac{m_{j}-m_{i}}{n_{i}-n_{j}}\right)$ is impossible.

Now, suppose that $f \in \mathbf{K}[X, Y]$ with total degree $\leq d$. For $n_{i} \neq n_{j}$, we have $\left.\frac{\left|m_{j}-m_{i}\right|}{\left|n_{i}-n_{j}\right|}\right) \leq\left|m_{j}-m_{i}\right| \leq d$, and, thus, $\left.\mathbb{Z} \backslash E \supseteq(]-\infty,-d-1\right] \cup[d+1,+\infty[) \cap \mathbb{Z}$, $\alpha_{0} \leq d+1$, and $\operatorname{tdeg}\left(\varphi_{\alpha_{0}}(f)\right) \leq d+1$.
(b)

$$
\begin{aligned}
E= & \left\{\frac{0-1}{0-1}, \frac{0-2}{0-1}, \frac{0-3}{0-1}, \frac{1-1}{0-1}, \frac{1-2}{0-1}, \frac{1-3}{0-1}, \frac{1-1}{0-2}, \frac{1-2}{0-2}, \frac{1-3}{0-2},\right. \\
& \left.\frac{2-1}{0-2}, \frac{2-2}{0-2}, \frac{2-3}{0-2}, \frac{1-0}{1-2}, \frac{2-0}{1-2}, \frac{1-1}{1-2}, \frac{2-1}{1-2}\right\} \\
= & \left\{1,2,3,0, \frac{1}{2},-\frac{1}{2},-1,-2\right\} .
\end{aligned}
$$

Thus, $\alpha_{0}= \pm 3$. Taking $\alpha_{0}=-3, \varphi_{\alpha_{0}}(X, Y)=\left(\frac{X}{Y^{3}}, Y\right)$, and

$$
\varphi_{-3}(f)=\frac{X^{2}}{Y^{5}}+\frac{X^{2}}{Y^{4}}+\frac{X}{Y^{3}}+\frac{X}{Y^{2}}+Y+Y^{2}+Y^{3}
$$

which is not only doubly unitary but also has the same number of monomials (7) as $f$ and each monomial of $\varphi_{\alpha_{0}}(f)$ has a different degree at $Y$. If we just want to transform $f$ into a doubly unitary polynomial at $Y$ then one can take $\alpha=2$ and then obtain

$$
\varphi_{2}(f)=Y+Y^{2}+X Y^{2}+Y^{3}+X Y^{3}+X^{2} Y^{5}+X^{2} Y^{6}
$$

(c) The general case ( $k \geq 2$ ) can easily be deduced from the case of two variables. Let $f=\sum_{j} X_{1}^{n_{1, j}} X_{2}^{n_{2, j}} \cdots X_{k}^{n_{k, j}} \in \mathbf{K}\left[X_{1}^{ \pm 1}, X_{2}^{ \pm 1} \ldots, X_{k}^{ \pm 1}\right], \mathbf{K}$ a field. For each $1 \leq$ $i \leq k$, we set $L(i):=\max _{j, j^{\prime}}\left\{\left|n_{i, j}-n_{i, j^{\prime}}\right|\right\}$. We will call it the length of the variable $X_{i}$ in $f$. Suppose $X_{1}$ has the greatest length and $X_{2}$ has the lowest one. Then fixing the variables $X_{3}, \ldots, X_{k}$ and doing as in case of two variables, we can transform $f$ into a doubly unitary Laurent polynomial at $X_{2}$.
(d) An algorithm for unimodular completion over Laurent polynomial ring: general case.

Input: A column $\mathscr{V}=\mathscr{V}(X)={ }^{\mathrm{t}}\left(v_{1}(X), \ldots, v_{n}(X)\right) \in \mathbf{R}\left[X^{ \pm 1}\right]^{n}$ such that $v_{1}$ is doubly unitary and $1 \in\left\langle v_{1}, \ldots, v_{n}\right\rangle$. We assume the "size" of an element $a \in \mathbf{R}$ is measured by $\operatorname{deg}(a) \in \mathbb{N}$, the function deg sharing the usual properties of a total degree function in a polynomial ring: $\operatorname{deg}(a+b) \leq \max (\operatorname{deg}(a), \operatorname{deg}(b))$, $\operatorname{deg}(a b) \leq \operatorname{deg}(a)+\operatorname{deg}(b), \max _{1 \leq i \leq n}\left\{\operatorname{deg} v_{i}\right\} \leq d$ (where $d \geq 2$ ). We assume that the ring $\mathbf{R}$ contains infinitely many $y_{i}$ of degree 0 such that $y_{i}-y_{j}$ is invertible for $i \neq j$.
Output: A matrix $G=\mathscr{B} \mathscr{D} \in \mathrm{M}_{n}\left(\mathbf{R}\left[X^{ \pm 1}\right]\right)$ such that $\mathscr{B} \widetilde{\mathscr{V}}=\widetilde{\mathscr{V}}(0)$, and $\mathscr{D}$ is a diagonal matrix with suitable powers of $X$ on the diagonal, such that $\mathscr{D} \mathscr{V}=\widetilde{\mathscr{V}}={ }^{\mathrm{t}}\left(\widetilde{v}_{1}, \ldots, \widetilde{v}_{n}\right)$.

Step 1: Shift $\mathscr{V}$ into $\widetilde{\mathscr{V}}$ so that $\widetilde{\mathscr{V}} \in \mathbf{R}[X]^{n}$. This operation can be performed via multiplying $\mathscr{V}$ by a diagonal matrix $\mathscr{D}$ with suitable powers of $X$ on the diagonal.

Step 2: For $1 \leq i \leq s=(n-2) d+1$, where $d=\operatorname{deg}_{X} v_{1}$, set $w_{i}=\widetilde{v}_{2}+y_{i} \widetilde{v}_{3}+$ $\cdots+y_{i}^{n-2} \widetilde{v}_{n}$, compute $r_{i}:=\operatorname{Res}_{X}\left(\widetilde{v}_{1}, w_{i}\right)$ and find $\alpha_{1}, \ldots, \alpha_{s} \in \mathbf{R}$ such that $\alpha_{1} r_{1}+\cdots+\alpha_{s} r_{s}=1$ (here we use the constructive proof of Question (3) or Gröbner bases techniques (Chapter 3)).
For $1 \leq i \leq s$, compute $f_{i}, g_{i} \in \mathbf{R}[X]$ such that $f_{i} \widetilde{v}_{1}+g_{i} w_{i}=r_{i}$ (use Proposition 52).

Step 3: Set
$b_{s}:=0$,
$b_{s-1}:=\alpha_{s} r_{s} X$,
$b_{s-2}:=b_{s-1}+\alpha_{s-1} r_{s-1} X$,
$\vdots$
$b_{0}:=b_{1}+\alpha_{1} r_{1} X=X$ (this follows from the fact that $X=\sum_{i=1}^{s} \alpha_{i} r_{i} X$ ).
Step 4: For $1 \leq i \leq s$, find $\mathscr{B}_{i} \in \operatorname{SL}_{n}(\mathbf{R}[X])$ such that $\mathscr{B}_{i} \widetilde{\mathscr{V}}\left(b_{i-1}\right)=\widetilde{\mathscr{V}}\left(b_{i}\right)$.
In more details, let $\gamma_{i}$ be the matrix corresponding to the elementary operation $L_{2} \rightarrow L_{2}+\sum_{j=3}^{n} y_{i}^{j-2} L_{j}$, that is, $\gamma_{i}:=E_{2, n}\left(y_{i}^{n-2}\right) \cdots E_{2,3}\left(y_{i}\right)$.
For $3 \leq j \leq n$, set $F_{i, j}:=\frac{\widetilde{v}_{j}\left(b_{i-1}\right)-\widetilde{v}_{j}\left(b_{i}\right)}{b_{i-1}-b_{i}}=\frac{\widetilde{v}_{j}\left(b_{i-1}\right)-\widetilde{v}_{j}\left(b_{i}\right)}{\alpha_{i} r_{i} X} \in \mathbf{R}[X]$, so that one obtains

$$
\begin{aligned}
\widetilde{v}_{j}\left(b_{i-1}\right)-\widetilde{v}_{j}\left(b_{i}\right)= & \alpha_{i} r_{i} X F_{i, j}=\alpha_{i} X F_{i, j} f_{i}\left(b_{i-1}\right) \widetilde{v}_{1}\left(b_{i-1}\right) \\
& +\alpha_{i} X F_{i, j} g_{i}\left(b_{i-1}\right) w_{i}\left(b_{i-1}\right) \\
= & \sigma_{i, j} \widetilde{v}_{1}\left(b_{i-1}\right)+\tau_{i, j} w_{i}\left(b_{i-1}\right),
\end{aligned}
$$

with $\sigma_{i, j}:=\alpha_{i} X F_{i, j} f_{i}\left(b_{i-1}\right), \tau_{i, j}:=\alpha_{i} X F_{i, j} g_{i}\left(b_{i-1}\right) \in \mathbf{R}[X]$.
Let $\Gamma_{i} \in \mathrm{E}_{n}(\mathbf{R}[X])$ be the matrix corresponding to the elementary operations: $L_{j} \rightarrow L_{j}-\sigma_{i, j} L_{1}-\tau_{i, j} L_{2}, 3 \leq j \leq n$, that is

$$
\Gamma_{i}:=\prod_{j=3}^{n} E_{j, 1}\left(-\sigma_{i, j}\right) E_{j, 2}\left(-\tau_{i, j}\right)
$$

Set

$$
B_{i, 2}:=\Gamma_{i} \gamma_{i} \in \mathrm{E}_{n}(\mathbf{R}[X]),
$$

so that we have

$$
B_{i, 2} \widetilde{\mathscr{V}}\left(b_{i-1}\right)=\left(\begin{array}{c}
\widetilde{v}_{1}\left(b_{i-1}\right) \\
w_{i}\left(b_{i-1}\right) \\
\widetilde{v}_{3}\left(b_{i}\right) \\
\vdots \\
\widetilde{v}_{n}\left(b_{i}\right)
\end{array}\right) .
$$

Following Lemma 64, set
$s_{i, 1}(X, Y, Z):=\frac{\widetilde{v}_{1}(X+Y Z)-\widetilde{v}_{1}(X)}{Y} \in \mathbf{R}[X, Y, Z]$,
$s_{i, 2}(X, Y, Z):=\frac{w_{i}(X+Y Z)-w_{i}(X)}{Y} \in \mathbf{R}[X, Y, Z]$,
$t_{i, 1}(X, Y, Z):=\frac{f_{i}(X+Y Z)-f_{i}(X)}{Y} \in \mathbf{R}[X, Y, Z]$,
$t_{i, 2}(X, Y, Z):=\frac{g_{i}(X+Y Z)-g_{i}(X)}{Y} \in \mathbf{R}[X, Y, Z]$,
$C_{i, 1,1}:=1+s_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) f_{i}\left(b_{i-1}\right)+t_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) w_{i}\left(b_{i-1}\right) \in$ $\mathbf{R}[X]$,
$C_{i, 1,2}=s_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) g_{i}\left(b_{i-1}\right)-t_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) \widetilde{v}_{1}\left(b_{i-1}\right) \in \mathbf{R}[X]$,
$C_{i, 2,1}=s_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) f_{i}\left(b_{i-1}\right)-t_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) w_{i}\left(b_{i-1}\right) \in \mathbf{R}[X]$,
$C_{i, 2,2}=1+s_{i, 2}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) g_{i}\left(b_{i-1}\right)+t_{i, 1}\left(b_{i-1}, r_{i},-\alpha_{i} X\right) \widetilde{v}_{1}\left(b_{i-1}\right) \in \mathbf{R}[X]$,
$C_{i}:=\left(\begin{array}{cc}C_{i, 1,1} & C_{i, 1,2} \\ C_{i, 2,1} & C_{i, 2,2}\end{array}\right) \in \mathrm{SL}_{2}(\mathbf{R}[X])$.
Note that

$$
C_{i}\binom{\widetilde{v}_{1}\left(b_{i-1}\right)}{w_{i}\left(b_{i-1}\right)}=\binom{\widetilde{v}_{1}\left(b_{i}\right)}{w_{i}\left(b_{i}\right)} .
$$

Set

$$
B_{i, 1}:=\gamma_{i}^{-1}\left(\begin{array}{cr}
C_{i} & 0 \\
0 & I_{n-2}
\end{array}\right),
$$

with

$$
\gamma_{i}^{-1}=E_{2,3}\left(-y_{i}\right) \cdots E_{2, n}\left(-y_{i}^{n-2}\right) .
$$

Set

$$
\mathscr{B}_{i}:=B_{i, 1} B_{i, 2} \in \mathrm{SL}_{n}(\mathbf{R}[X]),
$$

so that $\mathscr{B}_{i} \widetilde{\mathscr{V}}\left(b_{i-1}\right)=\widetilde{\mathscr{V}}\left(b_{i}\right)$.

Step 5: $\mathscr{B}:=\mathscr{B}_{s} \cdots \mathscr{B}_{1}$ and $G:=\mathscr{B} \mathscr{D}$.

Complexity bounds: The matrix $\mathscr{B}$ is the product of at most $(n-2) d+$ 1 matrices in $\mathrm{SL}_{2}(\mathbf{R}[X])$ and $4[(n-2) d+1](n-2)=\mathrm{O}\left(n^{2} d\right)$ elementary matrices in $\mathrm{M}_{n}(\mathbf{R}[X])$. Moreover, $\operatorname{deg} \mathscr{B}$ is bounded by $n d^{\mathrm{O}(k)}$ and the sequential complexity of this algorithm amounts to $\mathrm{O}\left(n^{4} d\right)$ arithmetic operations in $\mathbf{R}$ on elements of degree bounded by $n d^{\mathrm{O}(k)}$.

As a matter of fact:
In Step 1: $\operatorname{deg} \widetilde{v}_{i} \leq d$
In Step 2: $\operatorname{deg} w_{i} \leq d, \operatorname{deg} r_{i} \leq d^{2}, \operatorname{deg}\left(\alpha_{i} r_{i}\right) \leq d^{\mathrm{O}(k)}, \operatorname{deg} f_{i} \leq d^{\mathrm{O}(k)}$, and $\operatorname{deg} g_{i} \leq d$.
In Step 3: $\operatorname{deg} b_{i} \leq d^{\mathrm{O}(k)}$.
In Step 4: $\operatorname{deg} \mathscr{B}_{i} \leq d^{\mathrm{O}(k)}$.
In Step 5: $\operatorname{deg} G \leq n d^{\mathrm{O}(k)}$.
It is immediate that $B_{i, 2} \in \mathrm{E}_{n}(\mathbf{R}[X])$ is the product of $3(n-2)$ elementary matrices in $\mathrm{M}_{n}(\mathbf{R}[X])$, while $B_{i, 1}$ is the product of one matrix in $\mathrm{SL}_{2}(\mathbf{R}[X])$ by $(n-2)$ elementary matrices. Thus, $\mathscr{B}$ is the product of $[(n-2) d+1](4(n-$ $2)+1$ ) matrices, among them, $4[(n-2) d+1](n-2)$ are elementary and $(n-2) d+1$ in $\mathrm{SL}_{2}(\mathbf{R}[X])$.

An algorithm for unimodular completion: case of $\mathbf{K}\left[X_{1}^{ \pm}, \ldots\right.$, $\left.X_{k}^{ \pm}\right]$where K is an infinite field.

We will use the notation $\underline{X}=\left(X_{1}^{ \pm 1}, \ldots, X_{k}^{ \pm 1}\right)$ and $\widetilde{v}_{i}(0)=\widetilde{v}_{i}\left(X_{k}=0\right)$. Note that, contrary to the paper [133], the following algorithm for unimodular completion does not convert the given Laurent polynomial vector to a "regular" polynomial vector, eliminates all the variables at one time, and does not use the fact that the base ring is Noetherian.

Input: One column $\mathscr{V}=\mathscr{V}(\underline{X})={ }^{\mathrm{t}}\left(v_{1}(\underline{X}), \ldots, v_{n}(\underline{X})\right) \in \mathbf{K}\left[\underline{X}^{n}\right]$ such that $1 \in$ $\left\langle v_{1}, \ldots, v_{n}\right\rangle$, with $\max _{1 \leq i \leq n}\left\{\operatorname{deg} v_{i}\right\}=d$ (where $d \geq 2$ ).
Output: A matrix $M$ in $\mathbf{M}_{n}(\mathbf{K}[\underline{X}])$, whose determinant is a monomial, such that $M \mathscr{V}={ }^{\mathrm{t}}(1,0, \ldots, 0)$.

Step 1: Make a change of variables so that $v_{1}$ becomes doubly unitary at $X_{k}$.
Step 2: Perform the general algorithm with $\mathbf{A}=\mathbf{K}\left[X_{1}^{ \pm 1}, \ldots, X_{k-1}^{ \pm 1}\right]$ and $X=$ $X_{k}$. Output the matrix $\mathscr{B}$ such that $\mathscr{B} \widetilde{\mathscr{V}}=\widetilde{\mathscr{V}}(0)$.
Step 3: Output the final matrix

$$
\begin{aligned}
M:= & E_{2,1}(-1) E_{1,2}\left(1-\widetilde{v}_{1}(0)\right) E_{2,1}\left(\left(1-\widetilde{v}_{2}(0)\right)\left(\widetilde{v}_{1}(0)\right)^{-1}\right) \\
& E_{3,1}\left(-\widetilde{v}_{3}(0)\left(\widetilde{v}_{1}(0)\right)^{-1}\right) \ldots E_{n, 1}\left(-\widetilde{v}_{n}(0)\left(\widetilde{v}_{1}(0)\right)^{-1}\right) \mathscr{B} \mathscr{D} .
\end{aligned}
$$

Here $\mathscr{D}$ is a diagonal matrix corresponding to the shift step of the general algorithm.

Complexity bounds: The final matrix $M$ is the product of at most $(n-2) d+1$ matrices in $\mathrm{SL}_{2}(\mathbf{A}[X]), 4[(n-2) d+1](n-2)+n+1=\mathrm{O}\left(n^{2} d\right)$ elementary
matrices in $\mathrm{M}_{n}(\mathbf{A}[X])$, and one diagonal matrix. The sequential complexity of this algorithm amounts to $n^{4} d^{\mathrm{O}\left(k^{2}\right)}$ field operations in $\mathbf{K}$.

Example 1: Let $\mathscr{V}=\left(\begin{array}{c}v_{1} \\ v_{2} \\ v_{3}\end{array}\right)=\left(\begin{array}{c}y x^{-2}+1+y x^{-1} \\ 1+y x^{-1} \\ -y x+x\end{array}\right) \in \mathrm{Um}_{3}$ $\left(\mathbb{Q}\left[x^{ \pm 1}, y^{ \pm 1}\right]\right)$.

The first step consists in eliminating $x$. With the above notation, we get:
$\widetilde{\mathscr{V}}=\left(\begin{array}{c}\widetilde{v}_{1} \\ \widetilde{v}_{2} \\ \widetilde{v}_{3}\end{array}\right)=\left(\begin{array}{c}x^{2}+y x+y \\ x+y \\ -y+1\end{array}\right), d=2, n=3, s=3, y_{1}=0, y_{2}=1, y_{3}=2$,
$r_{1}=y, r_{2}=1, r_{3}=2 y^{2}-5 y+4, \alpha_{1}=0, \alpha_{2}=1, \alpha_{3}=0, f_{1}=1, g_{1}=-x$, $f_{2}=1, g_{2}=1-x-y, f_{3}=1, g_{3}=2-x-2 y, w_{1}=x+y, w_{2}=x+1$, $w_{3}=x-y+2, b_{3}=0, b_{2}=0, b_{1}=x, b_{0}=x, F_{2,3}=0, \sigma_{2,3}=0, \tau_{2,3}=0$, $\Gamma_{2}=I_{3}$,

$$
\begin{aligned}
& \gamma_{2}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \mathscr{B}_{2,2}=\gamma_{2}, \\
& \mathscr{B}_{2,1}=\left(\begin{array}{ccc}
1-y x+x & -x^{2}+x^{2} y-2 y x+x y^{2} & 0 \\
-x & 1-x+x^{2}+y x & -1 \\
0 & 0 & 1
\end{array}\right),
\end{aligned}
$$

$$
\begin{aligned}
\mathscr{B} & =\mathscr{B}_{2}=\mathscr{B}_{2,1} \mathscr{B}_{2,2} \\
& =\left(\begin{array}{ccc}
1-y x+x & -x^{2}+x^{2} y-2 y x+x y^{2} & -x^{2}+x^{2} y-2 y x+x y^{2} \\
-x & 1-x+x^{2}+y x & -x+x^{2}+y x \\
0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

Note that $\mathscr{B} \widetilde{\mathscr{V}}(x, y)=\widetilde{\mathscr{V}}(0, y)=\left(\begin{array}{c}y \\ y \\ -y+1\end{array}\right)$.
Letting $\mathscr{D}=\left(\begin{array}{ccc}x^{2} & 0 & 0 \\ 0 & x & 0 \\ 0 & 0 & x^{-1}\end{array}\right)$ be the diagonal matrix corresponding to the shift step, the final matrix $M$ such that $M \mathscr{V}={ }^{\mathrm{t}}(1,0,0)$, is:

$$
\begin{aligned}
M= & E_{2,1}(-1) E_{1,2}\left(1-\widetilde{v}_{1}(0)\right) E_{2,1}\left(\left(1-\widetilde{v}_{2}(0)\right)\left(\widetilde{v}_{1}(0)\right)^{-1}\right) E_{3,1}\left(-\widetilde{v}_{3}(0)\left(\widetilde{v}_{1}(0)\right)^{-1}\right) \\
& \ldots E_{n, 1}\left(-\widetilde{v}_{n}(0)\left(\widetilde{v}_{1}(0)\right)^{-1}\right) \mathscr{B} \mathscr{D},
\end{aligned}
$$

that is,

$$
\begin{aligned}
M= & E_{2,1}(-1) E_{1,2}(1-y) E_{2,1}\left(\frac{1-y}{y}\right) E_{3,1}\left(\frac{y-1}{y}\right) \mathscr{B} \mathscr{D} \\
= & \left(\begin{array}{c}
-\frac{x^{2}\left(y-3 y^{2} x+3 y x-y^{2}+y^{3} x-1-x\right)}{y} \\
y x^{2}(-1+y x-2 x) \\
\left(\frac{1}{y}-1\right)\left(-x^{2}+x^{3} y-x^{3}\right) \\
\frac{x\left(5 y^{2} x-3 y^{2} x^{2}-4 y^{3} x+3 y x^{2}+y^{3} x^{2}+x y^{4}-3 y x-x^{2}-y^{2}+y\right)}{y} \\
-y x\left(-3 y x+y x^{2}+y^{2} x-2 x^{2}-1+x\right) \\
\left(1-\frac{1}{y}\right)\left(-x^{3}+x^{3} y-2 x^{2} y+x^{2} y^{2}\right) \\
\frac{5 y^{2}-3 y^{2} x-4 y^{3}+3 y x+y^{3} x+y^{4}-3 y-x}{y} \\
-y\left(-3 y+y x+y^{2}-2 x+1\right) \\
\\
-2 x+x y-3 y+y^{2}+\frac{x}{y}+2+\frac{1}{x}
\end{array}\right)
\end{aligned}
$$

with determinant $x^{2}$. Thus,

$$
M^{-1}=\left(\begin{array}{ccc}
\frac{y+x y+x^{2}}{x^{2}} & \frac{-1+x+y}{x^{2}} & -\frac{-2 y+x y+y^{2}-x}{x} \\
\frac{x+y}{x} & \frac{-y y^{2}+1}{x y} & 1-y \\
-(y-1) x & -\frac{x y-1)^{2}}{y} & x
\end{array}\right)
$$

is a completion of our vector $\mathscr{V}$ to an invertible matrix.

Example 2: Now, let $\mathscr{V}=\left(\begin{array}{c}y x^{2}+x \\ 1+y \\ -y x+x \\ x y+1\end{array}\right) \in \operatorname{Um}_{4}\left(\mathbb{Q}\left[x^{ \pm 1}, y^{ \pm 1}\right]\right)$.
All the computations have been done with the Computer Algebra System MAPLE. The code of the algorithm unimodlaurent gives the matrix $B$ corresponding to the first step. These results allow us to find the matrix $M$ such that $M \mathscr{V}={ }^{\mathrm{t}}(1,0,0,0)$ :

$$
\begin{aligned}
& \text { > } \mathrm{v}:=\left[\mathrm{y} * \mathrm{x}^{\wedge} 2+\mathrm{x}, 1+\mathrm{y}, \mathrm{x}-\mathrm{x} * \mathrm{y}, \mathrm{y} * \mathrm{x}+1\right] \text {; } \mathrm{B}:=\text { unimodlaurent }(\mathrm{v}, \mathrm{x}, \mathrm{y}) \text {; } \\
& 2 \\
& \mathrm{v}=[\mathrm{y} x+\mathrm{x}, \mathrm{l}+\mathrm{y}, \mathrm{x}-\mathrm{x} \mathrm{y}, \mathrm{x} \mathrm{y}+1] \text {; } \\
& B=\left(\begin{array}{cccc}
1-\frac{1}{2} y^{2} x & -x y+\frac{1}{2} y^{2} x & \frac{1}{2} y^{2} x & \frac{1}{2} y^{2} x \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-\frac{1}{2} y^{2} x & -x y+\frac{1}{2} y^{2} x & \frac{1}{2} y^{2} x & 1+\frac{1}{2} y^{2} x
\end{array}\right) ;
\end{aligned}
$$

$$
\begin{aligned}
& M= \\
& \left(\begin{array}{cccc}
-\frac{1}{2} \frac{-2+y^{2} x}{x} & -x y+\frac{1}{2} y^{2} x & \frac{1}{2} y^{2} & \frac{1}{2} y^{2} x \\
\frac{1}{2} \frac{(1+y)\left(-2+y^{2} x\right)}{x} & \frac{1}{2} y^{2} x-\frac{1}{2} y^{3} x+x y+1 & -\frac{1}{2}(1+y) y^{2} & -\frac{1}{2}(1+y) y^{2} x \\
-\frac{1}{2} \frac{(y-1)\left(-2+y^{2} x\right)}{x} & \frac{1}{2}(y-1) x y(-2+y) & \frac{1}{2} \frac{3^{3} x-y^{2} x+2}{x} & \frac{1}{2}(y-1) y^{2} x \\
-x^{-1} & 0 & 0 & 1
\end{array}\right) ; \\
& \operatorname{det}(M)=x^{-2} .
\end{aligned}
$$

Thus,
$M^{-1}=\left(\begin{array}{cccc}x(x y+1) & -\frac{1}{2} y(-2+y) x^{2} & -\frac{1}{2} x^{2} y^{2} & -\frac{1}{2} x^{2} y^{2} \\ 1+y & 1 & 0 & 0 \\ -(y-1) x & 0 & x & 0 \\ x y+1 & -\frac{1}{2} x y(-2+y) & -\frac{1}{2} y^{2} x & 1-\frac{1}{2} y^{2} x\end{array}\right)$
is a completion of our vector $\mathscr{V}$ to an invertible matrix.
(5) Let us denote by $f$ a doubly monic polynomial in $I \cap \mathbf{R}[X]$. Since $I+J\left[X, X^{-1}\right]=$ $\mathbf{R}\left[X, X^{-1}\right]$, there exist $g \in I, h \in J[X]$, and $q \in \mathbb{N}$ such that $g+h=X^{q}$. It follows that $X^{q} \in\langle\bar{f}, \bar{g}\rangle$ where the classes are taken modulo $J[X]$. By virtue of Question (1), we obtain that $\operatorname{Res}(\bar{f}, \bar{g}) \in(\mathbf{R} / J)^{\times}$. As $f$ is a monic polynomial, $\operatorname{Res}(\bar{f}, \bar{g})=\overline{\operatorname{Res}(f, g)}$, and thus $\langle\operatorname{Res}(f, g)\rangle+J=\mathbf{R}$. The desired conclusion follows from the fact that $\operatorname{Res}(f, g) \in I \cap \mathbf{R}$.
(6) This can be obtained by a close adaptation of the proof of Lemma 185.
(7) By Remark 138, we know that if $\operatorname{Kdim} \mathbf{R} \leq 0$ then $\mathbf{R}\langle X\rangle=\mathbf{R}(X)$. Thus, since $\mathbf{R}(X)=\mathbf{R}\left(X^{-1}\right)$, we have $\mathbf{R}\left\langle X^{-1}\right\rangle \subseteq \mathbf{R}\langle X\rangle$. By Exercise 374, we know that $\mathbf{R}\left\langle X, X^{-1}\right\rangle=\mathbf{R}\langle X\rangle \cap \mathbf{R}\left\langle X^{-1}\right\rangle$. It follows that $\mathbf{R}\left\langle X, X^{-1}\right\rangle=\mathbf{R}\left\langle X^{-1}\right\rangle=\mathbf{R}\left(X^{-1}\right)=$ $\mathbf{R}(X)=\mathbf{R}\langle X\rangle$. For the assertion concerning the Krull dimension, one can suppose that $\mathbf{R}$ is local, and, thus, every element in $\mathbf{R}$ is either nilpotent or invertible. Clearly, this property is inherited by the ring $\mathbf{R}(X)$, and, thus, $\operatorname{Kdim} \mathbf{R}(X) \leq 0$.
(8) This can be obtained by a close adaptation of the proof of Corollary 187 (for related results, see [1, 2]).

## Exercise 376:

Clearly, we have $F^{m} H \subseteq F^{m+1} G$. For the converse, since $f \tilde{g}=h-b_{m} f T^{m}$, we have $[f \tilde{g}] \subseteq H+b_{m} F$. By the induction hypothesis, we have

$$
\begin{equation*}
F^{m} \tilde{G} \subseteq F^{m-1}[f \tilde{g}] \subseteq F^{m-1} H+b_{m} F^{m} \tag{6.2}
\end{equation*}
$$

Now, as $a_{i} b_{m}=c_{i+m}-\left(a_{i+1} b_{m-1}+a_{i+2} b_{m-2}+\cdots\right)$, we have

$$
\begin{equation*}
a_{i} b_{m} \in c_{i+m}+\sum_{j>i} a_{j} \tilde{G} . \tag{6.3}
\end{equation*}
$$

Multiplying (6.3) by $F^{m}$ and using (6.2), we obtain

$$
a_{i} b_{m} F^{m} \subseteq c_{i+m} F^{m}+\sum_{j>i} a_{j} F^{m} \tilde{G} \subseteq\left(c_{i+m} F^{m}+\sum_{j>i} a_{j} F^{m-1} H\right)+\sum_{j>i} a_{j} b_{m} F^{m}
$$

Setting $E_{i}=a_{i} b_{m} F^{m}$, we get

$$
E_{i} \subseteq F^{m} H+\sum_{j>i+1} E_{j} .
$$

As $E_{j}=0$ for $j \gg 0$, the above containment gives $E_{i} \subseteq F^{m} H$, that is,

$$
\begin{equation*}
a_{i} b_{m} F^{m} \subseteq F^{m} H \tag{6.4}
\end{equation*}
$$

Multiplying (6.2) by $a_{i}$ and using (6.4), we get

$$
\begin{equation*}
a_{i} F^{m} \tilde{G} \subseteq a_{i} F^{m-1} H+a_{i} b_{m} F^{m} \subseteq a_{i} F^{m-1} H+F^{m} H \subseteq F^{m} H . \tag{6.5}
\end{equation*}
$$

Combining (6.4) and (6.5), we infer that $a_{i} F^{m} G \subseteq F^{m} H$, and, thus, $F^{m+1} G \subseteq F^{m} H$, as desired.

## Exercise 377:

(1) Use Dedekind-Mertens, Exercise 376.
(2) The vectors ${ }^{\mathrm{t}}\left(r_{0}, \ldots, r_{d}\right)$ and ${ }^{\mathrm{t}}\left(c_{0}, \ldots, c_{d}\right)$ are relied by the Vandermonde matrix as follows:

$$
\left(\begin{array}{cccc}
1 & y_{0} & \ldots & y_{0}^{d} \\
1 & y_{1} & \ldots & y_{1}^{d} \\
\vdots & \vdots & \vdots & \vdots \\
1 & y_{d} & \ldots & y_{d}^{d}
\end{array}\right)\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{d}
\end{array}\right)=\left(\begin{array}{c}
r_{0} \\
r_{1} \\
\vdots \\
r_{d}
\end{array}\right) .
$$

It follows that

$$
\pi\left\langle c_{0}, \ldots, c_{d}\right\rangle \subseteq\left\langle r_{0}, \ldots, r_{d}\right\rangle
$$

(4) There exist $\tilde{u}, \tilde{v}, \tilde{w} \in \mathbf{A}[X]$ such that $u \tilde{u}+v \tilde{v}+w \tilde{w}=1$. Replacing $X$ by $x_{i}$, we obtain

$$
1 \in\left\langle u_{1}, w_{1}\right\rangle\left\langle u_{2}, w_{2}\right\rangle^{2} \cdots\left\langle u_{d}, w_{d}\right\rangle^{d} \subseteq\left\langle r_{0}, \ldots, r_{d}\right\rangle .
$$

## Exercise 378:

(1)
(b) First note that $b$ is invertible modulo $a$. Consider, over $\mathbf{R} / a \mathbf{R}$, the matrix $b^{-1} B^{\prime}$ : it is a diagonal matrix with determinant 1 , and, thus, it is in $\mathrm{E}_{n}(\mathbf{R} / a \mathbf{R})$ by virtue of Proposition 164. It lifts as a matrix $E \in \mathrm{E}_{n}(\mathbf{R})$.
(d) The matrix $T$ is obtained from $\left(\begin{array}{cc}A & B^{\prime} \\ C & D^{\prime \prime}\end{array}\right)$ by supressing rows from 2 to $n$, and the last $n-1$ columns.
(2) Write $x u+y v+z w=1$ for some $u, v, w \in \mathbf{R}$. Modulo $z$, the row $(x, y)$ is completable to $A=\left(\begin{array}{ll}x & y \\ -v & u\end{array}\right)$ whose determinant is $a:=u x+v y \equiv 1 \bmod \langle z\rangle$. Then, use (1).

Hereafter, some of the computation details.
(i) Denoting $b=z, c=w, D=\tilde{A}=\left(\begin{array}{cc}u & -y \\ v & x\end{array}\right)$, and $C=U=-w \mathrm{I}_{2}$, we have:

$$
\begin{aligned}
A D=D A=a \mathbf{I}_{2} & =(1-w z) \mathrm{I}_{2}=\mathrm{I}_{2}-w z \mathrm{I}_{2}=\mathbf{I}_{2}+b U=\mathrm{I}_{2}+b C, \\
\left(\begin{array}{cc}
A & b \mathbf{I}_{2} \\
C & D
\end{array}\right)\left(\begin{array}{cc}
D & -b \mathbf{I}_{2} \\
-U & A
\end{array}\right) & =\left(\begin{array}{cccc}
x & y & z & 0 \\
-v & u & 0 & z \\
-w & 0 & u & -y \\
0 & -w & v & x
\end{array}\right)\left(\begin{array}{cccc}
u & -y & -z & 0 \\
v & x & 0 & -z \\
w & 0 & x & y \\
0 & w & -v & u
\end{array}\right) \\
& =\left(\begin{array}{cc}
\mathrm{I}_{2} & 0 \\
* & \mathrm{I}_{2}
\end{array}\right) \in \operatorname{GL}_{4}(\mathbf{R}) .
\end{aligned}
$$

(ii) Modulo $\langle 1-w z\rangle$, we have

$$
\begin{aligned}
& \left(\begin{array}{ll}
z & 0 \\
0 & w
\end{array}\right) \quad \stackrel{L_{1} \rightarrow L_{1}+z L_{2}}{\longrightarrow}\left(\begin{array}{cc}
z & 1 \\
0 & w
\end{array}\right) \xrightarrow{C_{1} \rightarrow C_{1}+(1-z) C_{2}}\left(\begin{array}{ll}
1 & 1 \\
(1-z) w & w
\end{array}\right) \\
& \xrightarrow{L_{2} \rightarrow L_{2}} \xrightarrow{+(z-1) w L_{1}}\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \xrightarrow{C_{2} \rightarrow C_{2}-C_{1}}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=\mathrm{I}_{2} .
\end{aligned}
$$

Thus, denoting by

$$
\begin{aligned}
E & =E_{1,2}(-z) E_{2,1}((1-z) w) E_{1,2}(1) E_{2,1}(z-1) \\
& =\left(\begin{array}{cc}
z-\left(z^{2}-z\right)(1-w z) & -(z-1)(1-w z) \\
-(-z+1)(1-w z) & w+(1-w z)
\end{array}\right),
\end{aligned}
$$

we have

$$
\left(\begin{array}{cc}
z & 0 \\
0 & w
\end{array}\right)=E+(1-w z) T
$$

with $T=\left(\begin{array}{cc}z^{2}-z & z-1 \\ -z+1 & -1\end{array}\right)$. It follows that

$$
\begin{aligned}
\left(\begin{array}{cc}
z^{2} & 0 \\
0 & 1
\end{array}\right) & =\left(\begin{array}{cc}
z^{2} & 0 \\
0 & w z
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
0 & 1-w z
\end{array}\right) \\
& =z E+(1-w z) z T+(1-w z) \operatorname{diag}(0,1) \\
& =z E+(1-w z) F
\end{aligned}
$$

with $F=z T+\operatorname{diag}(0,1)$.
(iii) We have:

$$
\begin{aligned}
\tilde{A} F & =\left(\begin{array}{cc}
u & -y \\
v & x
\end{array}\right)\left(\begin{array}{cc}
z^{3}-z^{2} & z^{2}-z \\
-z^{2}+z & -z+1
\end{array}\right) \\
& =\left(\begin{array}{cc}
u z^{3}-u z^{2}+y z^{2}-y z & u z^{2}-u z+y z-y \\
v z^{3}-z^{2} v-x z^{2}+x z & z^{2} v-z v-x z+x
\end{array}\right) .
\end{aligned}
$$

Modulo $\langle u x+v y+w z-1\rangle$, we have:

$$
\begin{aligned}
& \left(\begin{array}{cc}
A & b \mathbf{I}_{2} \\
C & D
\end{array}\right)\left(\begin{array}{cc}
\mathrm{I}_{2} & \tilde{A} F \\
0 & E
\end{array}\right) \\
& =\left(\begin{array}{cccc}
x & y & z^{2} & 0 \\
-v & u & 0 & 1 \\
-w & 0 & 2 u z-u z^{2}-y z+y & -u z+u-y \\
0 & -w & 2 z v-z^{2} v+x z-x & -z v+v+x
\end{array}\right) \\
& L_{3} \rightarrow L_{3}-(-u z+u-y) L_{2} \\
& L_{4} \rightarrow L_{4}-(\underset{\hookrightarrow}{-z v}+v+x) L_{2} \\
& =\left(\begin{array}{cc}
x & y \\
-v & u \\
-w+v(-u z+u-y) & -u(-u z+u-y) \\
v(-z v+v+x) & -w-u(-z v+v+x)
\end{array}\right. \\
& \left.\begin{array}{cc}
z^{2} & 0 \\
0 & 1 \\
2 u z-u z^{2}-y z+y & 0 \\
2 z v-z^{2} v+x z-x & 0
\end{array}\right)
\end{aligned}
$$

Finally, we see that $\left(x, y, z^{2}\right)$ is the first row of the matrix

$$
M=\left(\begin{array}{cc}
x & y \\
-w+v(-u z+u-y) & -u(-u z+u-y) \\
v(-z v+v+x) & -w-u(-z v+v+x) \\
z^{2} \\
2 u z-u z^{2}-y z+y \\
2 z v-z^{2} v+x z-x
\end{array}\right),
$$

with $\operatorname{det}(M) \equiv 1 \bmod \langle u x+v y+w z-1\rangle$. More precisely, we obtain

$$
\begin{aligned}
& \operatorname{det}(M)= \\
& \left.\begin{array}{ccc}
x & y & z^{2} \\
-y v-w-u v(z-1) & u(y+u(z-1)) & y(1-z)+z u(2-z) \\
v(x-v(z-1)) & -x u-w+u v(z-1) & x(z-1)-z v(z-2)
\end{array} \right\rvert\, \\
& =(u x+v y+w z)^{2} .
\end{aligned}
$$

(3) Induct on $n$.

## Exercise 379:

(1)
(a) Suppose that both $v+y_{1} w$ and $v+y_{2} w$ are zero-divisors, with $y_{2}-y_{1} \in \mathbf{A}^{\times}$. Write $d_{1}\left(v+y_{1} w\right)=0$ and $d_{2}\left(v+y_{2} w\right)=0$ with $d_{1}, d_{2} \neq 0$. If $d_{2}=d_{1} \delta_{1}$ for some $\delta_{1} \in \mathbf{A}$ then $d_{2}\left(v+y_{1} w\right)=0$. Together with $d_{2}\left(v+y_{2} w\right)=0$, this would imply that $\left(y_{1}-y_{2}\right) d_{2} w=0, d_{2} w=0$ and $d_{2} v=0$. Since $1=u v+w$ then we would have $d_{2}=0$ which is not true. Thus, $\left\langle d_{1}\right\rangle \varsubsetneqq\left\langle d_{1}, d_{2}\right\rangle$.
(b) We induct on $n$. The case $n=2$ is done in (a). For $n \geq 3$, suppose that all $v+y_{1} w, v+y_{2} w, \ldots, v+y_{n} w$ are zero-divisors, that is, there exist $d_{i} \in \mathbf{A} \backslash\{0\}$, $1 \leq i \leq n$, such that $d_{i}\left(v+y_{i} w\right)=0$. We can suppose that for any $\sigma \in S_{n}$ (the permutation group of $\{1, \ldots, n\}), d_{\sigma(n)} \notin\left\langle d_{\sigma(1)}, \ldots, d_{\sigma(n-1)}\right\rangle$. Passing to the ring $\mathbf{A} /\left\langle d_{1}\right\rangle$ and using the induction hypothesis, we infer that $\bar{d}_{n} \notin$ $\left\langle\overline{d_{1}}, \ldots, \overline{d_{n-1}}\right\rangle$ and, thus, $d_{n} \notin\left\langle d_{1}, \ldots, d_{n-1}\right\rangle$. Together with the fact that we have an increasing chain $\left\langle d_{1}\right\rangle \varsubsetneqq\left\langle d_{1}, d_{2}\right\rangle \varsubsetneqq \cdots \nsubseteq\left\langle d_{1}, \ldots, d_{n-1}\right\rangle$ (by induction hypothesis), we obtain an increasing chain

$$
\left\langle d_{1}\right\rangle \varsubsetneqq\left\langle d_{1}, d_{2}\right\rangle \varsubsetneqq \cdots \mp\left\langle d_{1}, \ldots, d_{n}\right\rangle
$$

of ideals in $\mathbf{A}$.
(c) This is an immediate consequence of (b) as in a Noetherian ring, every nondecreasing sequence of finitely-generated ideals pauses.
(2) Denote $w_{i}=u_{i} v_{i}+\cdots+u_{n} v_{n}$. Applying (1.c), we can find $y_{1} \in E$ such that $v_{1}+y_{1} w_{2}$ is not a zero-divisor. Note that in $\mathbf{A}$ we have

$$
\left(v_{1}+y_{1} w_{2}\right) u_{1}+\left(1-y_{1} u_{1}\right) w_{2}=1
$$

In the ring $\mathbf{A} /\left\langle v_{1}+y_{1} w_{2}\right\rangle$, we have:

$$
\left(1-y_{1} u_{1}\right) u_{2} v_{2}+\left(1-y_{1} u_{1}\right) u_{3} v_{3}+\cdots+\left(1-y_{1} u_{1}\right) u_{n} v_{n}=1
$$

Applying (1.c) again, we can find $y_{2} \in E$ such that $v_{2}+y_{2}\left(1-y_{1} u_{1}\right) w_{3}$ is not a zerodivisor in $\mathbf{A} /\left\langle v_{1}+y_{1} w_{2}\right\rangle$, and so on, we construct the desired regular sequence.
Suppose that in the ring $\mathbf{A} /\left\langle v_{1}+y_{1} \xi_{0} w_{2}, v_{2}+y_{2} \xi_{1} w_{3}, \ldots, v_{k}+y_{k} \xi_{k-1} w_{k+1}\right\rangle$, we have:

$$
\xi_{k} w_{k+1}=1
$$

and then

$$
\left(v_{k+1}+y_{k+1} \xi_{k} w_{k+2}\right) \xi_{k} u_{k+1}+\xi_{k}\left(1-y_{k+1} \xi_{k} u_{k+1}\right) w_{k+2}=1 .
$$

Thus, in the ring $\mathbf{A} /\left\langle v_{1}+y_{1} \xi_{0} w_{2}, v_{2}+y_{2} \xi_{1} w_{3}, \ldots, v_{k}+y_{k} \xi_{k-1} w_{k+1}, v_{k+1}+\right.$ $\left.y_{k+1} \xi_{k} w_{k+2}\right\rangle$, we have:

$$
\xi_{k}\left(1-y_{k+1} \xi_{k} u_{k+1}\right) w_{k+2}=1
$$

It follows that the sequence $\left(\xi_{k}\right)$ satisfies the relation:

$$
\left\{\begin{array}{l}
\xi_{0}=1 \\
\xi_{k+1}=\xi_{k}\left(1-y_{k+1} u_{k+1} \xi_{k}\right)
\end{array}\right.
$$

(3) Using (2), there exist $y_{1}, \ldots, y_{d+1} \in E$ such that the sequence $\left(v_{1}+y_{1} \xi_{0} w_{2}, v_{2}+\right.$ $\left.y_{2} \xi_{1} w_{3}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}\right)$ is regular. Since $\operatorname{Kdim} \mathbf{A}=d$, this sequence is also singular (see Definition 85). From Proposition 84, we infer that

$$
1 \in\left\langle v_{1}+y_{1} \xi_{0} w_{2}, v_{2}+y_{2} \xi_{1} w_{3}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}\right\rangle .
$$

For the computation of $M$, considering $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{d+1} \in \mathbf{A}$ such that

$$
\mathfrak{q}_{1}\left(v_{1}+y_{1} \xi_{0} w_{2}\right)+\cdots+\mathfrak{q}_{d+1}\left(v_{d+1}+y_{d+1} \xi_{d} w_{d+2}\right)=1,
$$

and denoting by

$$
\begin{aligned}
M_{1}:= & \prod_{k=d+1}^{1} E_{k, k+1}\left(y_{k} \xi_{k-1} u_{k+1}\right) \cdots E_{k, n}\left(y_{k} \xi_{k-1} u_{n}\right), \\
M_{2}:= & E_{n, 1}\left(\left(v_{n}-1\right) \mathfrak{q}_{1}\right) \cdots E_{n, d+1}\left(\left(v_{n}-1\right) \mathfrak{q}_{d+1}\right), \\
M_{3}:= & E_{1, n}\left(-v_{1}-y_{1} \xi_{0} w_{2}\right) \cdots E_{d+1, n}\left(-v_{d+1}-y_{d+1} \xi_{d} w_{d+2}\right) \\
& E_{d+2, n}\left(-v_{d+2}\right) \cdots E_{n-1, n}\left(-v_{n-1}\right),
\end{aligned}
$$

we have

$$
E_{n, 1}(-1) E_{1, n}(1) M_{3} M_{2} M_{1}{ }^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)={ }^{\mathrm{t}}(1,0, \ldots, 0) .
$$

This is because:

$$
\begin{gather*}
M_{1}{ }^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)={ }^{\mathrm{t}}\left(v_{1}+y_{1} \xi_{0} w_{2}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}, v_{d+2}, \ldots, v_{n}\right):=\mathscr{V}_{1}, \\
M_{2} \mathscr{V}_{1}={ }^{\mathrm{t}}\left(v_{1}+y_{1} \xi_{0} w_{2}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}, v_{d+2}, \ldots, v_{n-1}, 1\right):=\mathscr{V}_{2}, \text { and } \\
M_{3} \mathscr{V}_{2}={ }^{\mathrm{t}}(0, \ldots, 0,1) . \tag{4}
\end{gather*}
$$

(a) Just use (3) and the fact that $\operatorname{Kdim} \mathbf{A}\left\langle X_{1}, \ldots, X_{k}\right\rangle=\operatorname{Kdim} \mathbf{A}=d<\infty$.
(b) By (a), one can transform ${ }^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ into a unimodular row whose first coordinate is $F \in\left\langle v_{1}+y_{1} \xi_{0} w_{2}, v_{2}+y_{2} \xi_{1} w_{3}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}\right\rangle$ $\cap U_{k}$. By a change of variables "à la Nagata", that is of type $\left(X_{1}, \ldots\right.$, $\left.X_{k-1}, X_{k}\right) \rightarrow\left(Y_{1}, \ldots, Y_{k-1}, X_{k}\right)$ with $X_{k-1}=Y_{k-1}+X_{k}^{m}, X_{k-2}=Y_{k-2}+X_{k}^{m^{2}}, \ldots$, $X_{1}=Y_{1}+X_{k}^{m^{k-1}}$ for sufficiently large $m, F$ becomes monic at $X_{k}$. In fact, in order to avoid the explosion of the degrees of the considered polynomials, one has to make a change of variables of type $\left(X_{1}, \ldots, X_{k-1}, X_{k}\right) \rightarrow$ $\left(Y_{1}, \ldots, Y_{k-1}, X_{k}\right)$ with $X_{k-1}=Y_{k-1}+X_{k}^{n_{1}}, X_{k-2}=Y_{k-2}+X_{k}^{n_{2}}, \ldots, X_{1}=$ $Y_{1}+X_{k}^{n_{k-1}}$ and $\left(n_{1}, \ldots, n_{k-1}\right) \in \mathbb{N}^{k-1}$ as small as possible. Of course, if possible, it should be better to use a linear change of variables so that the polynomials considered keep the same total degree.
Now, suppose that $F$ is monic at $X_{k}, \operatorname{deg}_{X_{k}} F=\delta, \operatorname{deg}_{X_{k}} v_{n}=\delta^{\prime}, \delta^{\prime \prime}=$ $\max \left(\boldsymbol{\delta}, \boldsymbol{\delta}^{\prime}\right)$, and let $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{d+1} \in \mathbf{A}$ such that

$$
\mathfrak{q}_{1}\left(v_{1}+y_{1} \xi_{0} w_{2}\right)+\cdots+\mathfrak{q}_{d+1}\left(v_{d+1}+y_{d+1} \xi_{d} w_{d+2}\right)=F .
$$

Set

$$
\begin{gathered}
M_{1}:=\prod_{k=d+1}^{1} E_{k, k+1}\left(y_{k} \xi_{k-1} u_{k+1}\right) \cdots E_{k, n}\left(y_{k} \xi_{k-1} u_{n}\right), \\
M_{2}:=E_{n, 1}\left(X_{k}^{\delta^{\prime \prime}-\delta+1} \mathfrak{q}_{1}\right) \cdots E_{n, d+1}\left(X_{k}^{\delta^{\prime \prime}-\delta+1} \mathfrak{q}_{d+1}\right),
\end{gathered}
$$

so that

$$
M_{1}{ }^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)={ }^{\mathrm{t}}\left(v_{1}+y_{1} \xi_{0} w_{2}, \ldots, v_{d+1}+y_{d+1} \xi_{d} w_{d+2}, v_{d+2}, \ldots, v_{n}\right),
$$

and

$$
E_{1, n}(1) E_{n, 1}(-1) M_{2} M_{1}^{\mathrm{t}}\left(v_{1}, v_{2}, \ldots, v_{n}\right)
$$

has as first coordinate a monic polynomial at $X_{k}$ with degree $\delta "+1$.
(c) An algorithm for unimodular completion over Noetherian rings

Input: A unimodular column vector $\mathscr{V}=\mathscr{V}(\underline{X})={ }^{\mathrm{t}}\left(v_{1}(\underline{X}), \ldots, v_{n}(\underline{X})\right) \in$ $\mathbf{A}[\underline{X}]^{n}=\mathbf{A}\left[X_{1}, \ldots, X_{k}\right]^{n}$.

We assume that:

- A is a strongly discrete Noetherian ring (and, thus, $\mathbf{A}$ is a Gröbner ring).
- A contains infinitely many $y_{i}$ such that $y_{i}-y_{j}$ is invertible for $i \neq j$
- $\operatorname{Kdim} \mathbf{A}\left\langle X_{1}, \ldots, X_{k}\right\rangle=\operatorname{Kdim} \mathbf{A}=d<\infty$, and $n \geq \max (3, d+2)$.

Output: A matrix $M$ in $\mathrm{SL}_{n}(\mathbf{A}[\underline{X}])$ such that $M^{\mathscr{V}}={ }^{\mathrm{t}}(1,0, \ldots, 0)$.
Step 1: Make a change of variables and elementary operations on $\mathscr{V}$ so that $v_{1}$ becomes monic at $X_{k}$ (follow the algorithm given in (d)).

Step 2: Use Algorithm 65 to compute $\mathscr{B} \in \operatorname{SL}_{n}(\mathbf{A}[\underline{X}])$ such that $\mathscr{B} \mathscr{V}\left(X_{1}, \ldots\right.$, $\left.X_{k-1}, X_{k}\right)=\mathscr{V}\left(X_{1}, \ldots, X_{k-1}, 0\right)$.

Step 3: Repeat for $\mathscr{V}\left(X_{1}, \ldots, X_{k-1}, 0\right)$.
Step 4: (basic step) Follow the algorithm given in (3) to transform $\mathscr{V}(0, \ldots, 0)$ into ${ }^{\mathrm{t}}(1,0, \ldots, 0)$ using elementary operations.

An example: Let $V=\left(\begin{array}{c}v_{1} \\ v_{2} \\ v_{3}\end{array}\right)=\left(\begin{array}{c}a x+1-a \\ (1-a) x+a \\ 1-a x^{2}-x+a x-a\end{array}\right), U=\left(\begin{array}{c}u_{1} \\ u_{2} \\ u_{3}\end{array}\right)=$ $\left(\begin{array}{l}x \\ 1 \\ a\end{array}\right) \in \operatorname{Um}_{3}((\mathbb{Q}[a] /\langle u\rangle)[x])$ with $u=a^{2}-a$. Note that we have ${ }^{\mathrm{t}} V U=1$.

The first step consists in making a change of variables and elementary operations on $V$ so that it becomes monic at $x$. We obtain a matrix $M$ such that $M V=v$
$M=\left[\begin{array}{ccc}x^{3}-x^{2}+x & x^{2}-x & 1 \\ 0 & 1 & 0 \\ -1 & 0 & 0\end{array}\right], M V=\left[\begin{array}{c}x^{2}+x-a x+a \\ 1-a x^{2}-x+a x-a \\ -a x-1+a\end{array}\right]$.
We will finish the computations with the Computer Algebra System MAPLE. The code, called unimodNoether, implements almost the whole of the algorithm.

```
> G:=normalfmatrix(multiply(multiply(E,unimodNoether(v,u,x,a)),M));
    G}=[-1/2*\mp@subsup{x}{}{\wedge}4+3/2*\mp@subsup{x}{}{\wedge}3-3/2*\mp@subsup{x}{}{\wedge}2+x+(1/2*\mp@subsup{x}{}{\wedge}4-1/2*\mp@subsup{x}{}{\wedge}3+1/2*\mp@subsup{x}{}{\wedge}2)*a
-1/2*x^3 +x^2-x+1/2*x^3*a+1, -1/2*x+1+1/2*a*x],
[451/76*x^4-527/76*x^3+201/38*x^2-163/38*x-125/76*x^5+
(757/76*x^3-4874/361*x^2-8039/1444*x^5+1845/1444*x^4
+3696/361*x^6+43/19*x)*a, -125/76*x^4+201/38*x-163/38**^2
+163/38*x^3+(139/19*x^2-8039/1444*x^4-62/19*x+1055/361*x^3
+1+3696/361*x^5)*a,163/38*x-1-125/76**^2
+(-163/38*x+355/76*x^2+3696/361*x^3+1)*a],
[-125/76*x^5+413/76*x^4-413/76*x^3+72/19*x^2-1-125/38*x
+(-25749/1444*x^5+21721/1444
*x^4+413/76*x^3+7392/361*x^6-6936/361*x^2 2+125/38*x)*a,
-125/76*x^4+72/19*x^3-125/38*x^2 +1+163/38*x
+(-25749/1444*x^4+6024/361*\mp@subsup{x}{}{\wedge}3+7392/361*\mp@subsup{x}{}{\wedge}5+125/38*\mp@subsup{x}{}{\wedge}2+29/38*x)*a,
-125/76*\mp@subsup{x}{}{\wedge}2+72/19*x+(201/76*x^2+7392/361**^3-53/19*x)*a]
```

```
> F:=normalfvectorl(multiply(G, V));
    F := [1, 0, 0]
```

(d) By The Stable Range Theorem 92, the result holds for $k=0$. Assume, by induction, that the statement holds for $k-1$. Let $\mathbf{B}=\mathbf{A}\left[X_{1}, \ldots, X_{k-1}\right], X=X_{k}$, and $\mathscr{V}=\left(\begin{array}{c}v_{1} \\ \vdots \\ v_{n}\end{array}\right) \in \operatorname{Um}_{n}(\mathbf{B}[X])$.
We may assume that $v_{1}$ is monic by multiplying $\mathscr{V}$ by an elementary matrix and changing variables (here we use the algorithmic proof of (4.b)). Now use Lemma 177 and proceed as in the proof of Theorem 178.
(e) Use (d) and reduce the columns of the given matrix column by column.

## Exercise 380:

Let $X \in \mathbf{R}^{n \times r}$ be a matrix whose columns form a free basis $\mathscr{B}$ for $\operatorname{Im} M$. Then, there exists a unique matrix $Y \in \mathbf{R}^{r \times n}$ such that $M=X Y$. In more details, denoting by $c_{i}$ the $i$ th column of $M$ and writing $c_{i}=\left(\alpha_{1, i}, \ldots, \alpha_{r, i}\right)_{\mathscr{B}}$, we have $Y=\left(\alpha_{j, i}\right)_{1 \leq j \leq r, 1 \leq i \leq n}$ (it is unique since $X$ has rank $r$ ).
As $M X=X$ (this is because $\operatorname{Im} X \subseteq \operatorname{Im} M$ and $M^{2}=M$ ), we have $X Y X=X$, and, thus, $X\left(\mathrm{I}_{r}-Y X\right)=0$, and, finally, $Y X=\mathrm{I}_{r}$ (this is because the columns of $X$ are linearly independent).
Conversely, supposing that $Y X=\mathrm{I}_{r}$ and $M=X Y$, then $M^{2}=X Y X Y=X \mathrm{I}_{r} Y=X Y=$ $M, M X=X Y X=X, \operatorname{Im} M=\operatorname{Im} X$, and the columns of $X$ are linearly independent (this because a relation $X Z=0$ would imply $Z=Y X Z=0$ ).
(a) The sequence $\mathbf{R}^{n} \xrightarrow{\mathrm{I}_{n}-M} \mathbf{R}^{n} \xrightarrow{Y} \mathbf{R}^{r}$ is exact. This is because $Y\left(\mathrm{I}_{n}-M\right)=0$, and, if $Y Z=0$, then $M Z=0$, and, thus, $Z=\left(\mathrm{I}_{n}-M\right) Z$. It follows that $\operatorname{Ker} Y=$ $\operatorname{Im}\left(\mathrm{I}_{n}-M\right)=\operatorname{Ker} M$, and $\operatorname{Im} Y \simeq \mathbf{R}^{n} / \operatorname{Ker} Y=\mathbf{R}^{n} / \operatorname{Ker} M \simeq \operatorname{Im} M$.
(b) Setting $U=Y X^{\prime}$ and $V=Y^{\prime} X$, we have:

$$
\begin{aligned}
& U V=Y X^{\prime} Y^{\prime} X=Y M X=Y X=\mathrm{I}_{r}, \\
& X^{\prime} V=X^{\prime} Y^{\prime} X=M X=X, \text { and, thus, } X^{\prime}=X U, \\
& U Y^{\prime}=Y X^{\prime} Y^{\prime}=Y M=Y, \text { and, thus, } Y^{\prime}=V Y, \\
& Y^{\prime} X^{\prime}=V Y X U=V U=\mathrm{I}_{r} .
\end{aligned}
$$

(c) The image of a rank one projection matrix $M$ is free if and only if there exist a column vector $C$ and a row vector $L$ such that $L C=1$ and $C L=M$. Moreover, $C$ and $L$ are unique up to a multiplication by a unit of $\mathbf{R}$ under the sole condition $C L=M$.

## Exercise 381:

(1) " $\Leftarrow$ " As $M$ has trace one, we have $\mathscr{D}_{1}(M)=\langle 1\rangle$.
" $\Rightarrow$ " As, locally, $M$ is conjugate to a standard projection matrix $\mathrm{I}_{1, n}$ (see Theorem 10), necessarily, $M$ has trace one.
(2) The group homomorphisms Pic $\mathbf{R} \xrightarrow{\text { i: }} \xrightarrow{M \mapsto M} \operatorname{Pic} \mathbf{R}[X] \xrightarrow{\rho: M \mapsto M(0)}$ Pic $\mathbf{R}$ are such that $\rho \circ \mathfrak{i}=\operatorname{id}_{\text {Pic } \mathbf{R}}$. Of course, $\rho$ is surjective and $\mathfrak{i}$ is injective. The homomorphism $\rho$ is an isomorphism if and only if it is injective, or equivalently, if and only if for every rank one idempotent matrix $M(X)$ if $\operatorname{Im} M(0)$ is free then so is $\operatorname{Im} M(X)$. Therefore, the desired result follows from Exercise 381.
(3) Denoting by $C={ }^{\mathrm{t}}\left(f_{1}, \ldots, f_{n}\right)$ and $L=\left(g_{1}, \ldots, g_{n}\right)$, we have $M=C L, L C=$ 1 , $\operatorname{det}(M)=0$, and $M$ has trace one. Thus, $M$ is rank one idempotent by Exercise 381 and (1).
" $3 \Rightarrow 2$ " As $f_{1}(0)=1$, the fact that $f_{1} g_{j} \in \mathbf{R}[X]$ forces the coefficients of $g_{j}$ into being in $\mathbf{R}$ for all $1 \leq j \leq n$. As well, as $g_{1}(0)=1$, the fact that $f_{i} g_{1} \in \mathbf{R}[X]$ forces the coefficients of $f_{i}$ into being in $\mathbf{R}$ for all $1 \leq i \leq n$.
" $2 \Rightarrow 3$ " This is trivial.
" $1 \Leftrightarrow 2$ " This is a direct consequence of Exercise 381.c. Note that the units of $\mathbf{A}[X]$ are those of $\mathbf{A}(\mathbf{A}=\mathbf{R}$ or $\mathbf{T})$ as $\mathbf{A}$ is reduced.
(4) This follows from (2) and (3).
(a) $b^{2}=0 \Rightarrow b^{2}=0^{3} \Rightarrow \exists a \in \mathbf{R} \mid a^{3}=b$ and $a^{2}=0 \Rightarrow b=0$.
(b) Denoting by $C={ }^{\mathrm{t}}\left(f_{1}, f_{2}\right)$ and $L=\left(g_{1}, g_{2}\right)$, we have $M(X)=C L, L C=$ $1, \operatorname{det}(M(X)=0$, and $M$ has trace one. Thus, $M(X)$ is rank one idempotent. By virtue of (3), the image of the matrix $M(X)$ is free if and only if $f_{1} \in \mathbf{R}[X]$, i.e., $a \in \mathbf{R}$.
(c) Since if $\mathbf{R}$ is a gcd domain then so is $\mathbf{R}[X]$, it suffices to prove that $\operatorname{Pic} \mathbf{R}=\{1\}$. For this aim, we will use the characterization given in Exercise 381. Consider a rank one idempotent matrix $M=\left(m_{i, j}\right)_{1 \leq i, j \leq n}$. As $\sum_{i=1}^{n} m_{i, i}=1$ (by (1)), one of the $m_{i, i}$ 's is regular. We can suppose that $m_{1,1}$ is regular. Denoting by $f=\operatorname{gcd}\left(m_{1,1}, \ldots, m_{1, n}\right)$, we can write $m_{1, j}=f g_{j}$ with $\operatorname{gcd}\left(g_{1}, \ldots, g_{n}\right)=1$. Simplifying the equality $m_{1,1} m_{i, j}=$ $m_{1, j} m_{i, 1}$, one gets $g_{1} m_{i, j}=m_{1, j} g_{j}$. Thus, $g_{1}$ divides all the $m_{1, j} g_{j}$, and a fortiori their gcd $m_{i, 1}$. Write $m_{i, 1}=g_{1} f_{i}$. Since $g_{1} f_{1}=m_{1,1}=f g_{1}$, we obtain $f_{1}=f$. Finally, the equality $m_{1,1} m_{i, j}=m_{1, j} m_{i, 1}$ yields to $m_{i, j}=f_{i} g_{j}$.
(6) We have to prove that if $u \in \mathbf{T}$ and $u^{2} \in \mathfrak{a}$, then $u \in \mathfrak{a}$. For this, consider $c \in \mathbf{T}$, and let us prove that $u c \in \mathbf{R}$. As $u^{2} \in \mathfrak{a}$, we have $u^{2} c^{2}, u^{3} c^{3}=u^{2}\left(u c^{3}\right) \in \mathbf{R}$. Since $\left(u^{3} c^{3}\right)^{2}=\left(u^{2} c^{2}\right)^{3}$, there exists $a \in \mathbf{R}$ such that $a^{2}=(u c)^{2}$ and $a^{3}=$ $(u c)^{3}$, and thus, $(a-u c)^{3}=\left(a^{3}-(u c)^{3}\right)-3 u c\left(a^{2}-(u c)^{2}\right)=0$. As $\mathbf{T}$ is reduced, we infer that $u c=a \in \mathbf{R}$.
(7) Let $x \in \mathbf{T}$ such that $x c_{1}, \ldots, x c_{q} \in \mathbf{R}$. As $x^{\ell} c_{i}^{\ell} \in \mathbf{R}$ for all $\ell \in \mathbb{N}$, for a sufficiently large $N$ (one can take $N=q(d-1)$ where $d$ is the maximum of the degrees of the integral dependence relations of the $c_{i}$ 's over $\mathbf{R}$ ), we have $x^{N} y \in \mathbf{R}$ for all $y \in T$. It follows that $x \in \sqrt{I}=I$.
(8) (a) This is an immediate consequence of Kronecker's theorem above as the coefficients of the $f_{i}$ 's and the $g_{j}$ 's are integral over $\mathbf{R}$ (here we used the fact that $\left.f_{1}(0)=g_{1}(0)=1\right)$.
(b) For $x \in \mathbf{R}$, we denote by $\bar{x}$ what it becomes after the change of rings: $\mathbf{R} \rightarrow \mathbf{L}$. Since $\mathbf{L}$ is a field, using Exercise 381.c, we obtain (by uniqueness) that the polynomials $\bar{f}_{i}$ and $\bar{g}_{j}$ are in $\mathbf{L}[X]$. This means that there exists $s \in \mathbf{R} \backslash \mathfrak{p}$ such that the polynomials $s f_{i}$ and $s g_{j}$ have their coefficients in $\mathbf{R}$. By (7) we infer that $s \in I$, a contradiction.
(c) Suppose that a classical proof (like the proof above) shows by way of contradiction that a ring $\mathbf{R}$ is trivial as follows. One assumes that $\mathbf{R}$ is not trivial, considers a minimal prime ideal $\mathfrak{p}$ of $\mathbf{R}$, and then performs the computations in the localization $\mathbf{R}_{\mathfrak{p}}$ of $\mathbf{R}\left(\mathbf{R}_{\mathfrak{p}}\right.$ is local and
zero-dimensional, thus, it is a field in the reduced case) and finds a contradiction $1=0$. In order to reread constructively such a proof, one has to proceed as follows. First, ensure that the proof becomes a constructive proof of the equality $1=0$ under the further hypothesis that $\mathbf{R}$ is local and zero-dimensional. Second, remove the hypothesis " $\mathbf{R}$ is local and zero-dimensional" and follow step by step the previous proof by forcing $x$ into being invertible (by passing to the ring $\mathbf{A}\left[\frac{1}{x}\right]$, where $\mathbf{A}$ is the current ring) each time a disjunction " $x$ nilpotent or $x$ invertible" is required for pursuing the computations. Each time one proves that $1=0$ in the current ring, one actually proves that the last element tested is nilpotent, allowing to go back to the last disjunction but now following the branch " $x$ nilpotent". If the considered proof is sufficiently uniform, then the constructed binary tree is finite and one eventually obtains the desired constructive proof.

## Exercise 382:

(1) Let us explain the proof with an example. Suppose that $m=2^{4}=16$.
$\left(c^{16}, c^{24} \in \mathbf{A}_{1} \Rightarrow c^{8} \in \mathbf{A}_{1}\right),\left(c^{18}, c^{27} \in \mathbf{A}_{1} \Rightarrow c^{9} \in \mathbf{A}_{1}\right)$, and so on, for any $n \geq 2^{3}, a^{n} \in \mathbf{A}_{1}$. Then we pass from $2^{3}$ to $2^{2}$, and from $2^{3}$ to 2 , and finally, $\left(c^{2}, c^{3} \in \mathbf{A}_{1} \Rightarrow c \in \mathbf{A}_{1}\right)$.
(2) As $m_{1, j}=f_{1} g_{j} \in \mathbf{A}[X]$ and $f_{1}(0)=1$, we obtain by identifying the coefficients of $m_{1, j}$ degree by degree, that $g_{j} \in \mathbf{B}[X]$. Similarly, as $g_{1} \in \mathbf{B}[X], g_{1}(0)=1$, and $m_{i, 1}=f_{i} g_{1} \in \mathbf{A}[X]$, we obtain that $f_{i} \in \mathbf{B}[X]$.
(3) Use (2) and the fact that every $b_{i}$ is integral over $\mathbf{A}$ (Kronecker's Theorem, Exercise 381). Denoting by $d_{i}$ the degree of an integral dependence relation of $b_{i}$ over $\mathbf{A}$, one can take $k=\sum_{i=1}^{r}\left(d_{i}-1\right)$.
(4) For $b \in \mathbf{B}$, we have $(a b)^{m} \mathbf{B} \subseteq \mathbf{A}$. Thus, $(a b)^{n} \in \mathbf{A}_{1}$ for any $n \geq m$. Using (1), we infer that $a b \in \mathbf{A}_{1}$.
(5) This follows from (4) and (3).
(7) Let $\mathbf{C}$ be the seminormal closure of $\tilde{\mathbf{A}}$ in $\tilde{\mathbf{B}}$. Write $\mathbf{C}=\mathbf{A}_{2} / J$, with $J \subseteq \mathbf{A}_{2}$, as a subring of $\mathbf{B} / J$. It is clear that $A_{1} \subseteq \mathbf{A}_{2}$. Let $a \in \mathbf{A}_{2}$ and assume first that $\bar{a}^{2}, \bar{a}^{3} \in \tilde{\mathbf{A}}$. Then $a^{2}, a^{3} \in \mathbf{A}_{1}$, and so $a \in \mathbf{A}_{1}$. Reasoning inductively, we replace $\mathbf{A}$ by $\mathbf{A}[a]$. Since any element in $\mathbf{C}$ can be reached in a finite number of steps, we obtain that $\mathbf{A}_{2}=\mathbf{A}_{1}$.
(8) The concrete consequence of (7) for the computation of $\mathbf{A}_{1}$ is that, whenever we find an $a \in \mathbf{B}$ such that $a^{\ell} f_{1} \in \mathbf{A}[X]$ for some integer $\ell$, we are allowed to replace $\mathbf{A}$ and $\mathbf{B}$ by $\tilde{\mathbf{A}}$ and $\tilde{\mathbf{B}}$. Indeed, it is clear that if further computations show that the seminormal closure of $\tilde{\mathbf{A}}$ in $\tilde{\mathbf{B}}$ is equal to $\tilde{\mathbf{B}}$, (7) says that $\mathbf{A}_{1}=\mathbf{B}$. In short, "we are allowed to continue the computation modulo $J$ ".

Exercise 383: Writing $x \wedge a \wedge b=x \wedge a$ and $a=a \wedge(x \vee b)$, we get

$$
a=(a \wedge x) \vee(a \wedge b)=(x \wedge a \wedge b) \vee(a \wedge b)=a \wedge b
$$

Exercise 384: Let $\mathbf{R}$ be a Bezout domain. We want to prove that for any $a, b_{1}, b_{2} \in \mathbf{R}$ there exist $x_{1}, x_{2} \in \mathbf{R}$ such that $a \in\left\langle b_{1}+a x_{1}, b_{2}+a x_{2}\right\rangle$, or, equivalently, $\left\langle a, b_{1}, b_{2}\right\rangle=\left\langle b_{1}+a x_{1}, b_{2}+a x_{2}\right\rangle$.
Denoting by $d=\operatorname{gcd}\left(b_{1}, b_{2}\right)$, we have $b_{1}=d c_{1}, b_{2}=d c_{2}$, with $c_{1}, c_{2} \in \mathbf{R}$ and $\operatorname{gcd}\left(c_{1}, c_{2}\right)=1$. As $\mathbf{R}$ is a Bezout domain, we can find $y_{1}, y_{2} \in \mathbf{R}$ such that $y_{1} c_{1}+$ $y_{2} c_{2}=1$. Thus,

$$
a=a+c_{1} b_{2}-c_{2} b_{1}=a y_{1} c_{1}+a y_{2} c_{2}+c_{1} b_{2}-c_{2} b_{1}=c_{1}\left(a y_{1}+b_{2}\right)+c_{2}\left(a y_{2}-b_{1}\right)
$$

and one can take $x_{1}=-y_{2}$ and $x_{2}=y_{1}$.
Exercise 385: Write $\left(f_{1}, \ldots, f_{k}\right)=\sum_{i=1}^{r} X^{\alpha_{i}}\left(a_{i, 1} \ldots, a_{i, k}\right)$, where the $\alpha_{i}$ 's are pairwise different elements in $\mathbb{N}^{n},\left(a_{i, 1} \ldots, a_{i, k}\right) \in \mathbf{R}^{k}$, and $r \geq 1$. Clearly, we have

$$
S \cap \mathbf{R}^{k}=\cap_{i=1}^{r} \operatorname{Syz}_{\mathbf{R}}\left(a_{i, 1} \ldots, a_{i, k}\right)
$$

So, if $\mathbf{R}$ is coherent, we have a finite generating set for $S \cap \mathbf{R}^{k}$.
Exercise 386: For a ring $\mathbf{R}$, we will denote its subset of zero-divisors by $\mathrm{Z}(\mathbf{R})$ (including zero).
(1) (a) As $\mathbf{R}$ is local, we have:

$$
\begin{gathered}
x \in \mathrm{Z}(\mathbf{R}) \Rightarrow 1+x \in \mathbf{R}^{\times}, \text {and thus, } \\
\sharp \mathrm{Z}(\mathbf{R}) \leq \sharp \mathrm{U}(\mathbf{R}), \text { and } \\
P_{(\mathbf{R})} \leq \frac{1}{2} .
\end{gathered}
$$

(b) Note that If $\mathbf{R}$ and $\mathbf{T}$ are two finite rings, then:

$$
\begin{gathered}
\sharp(\mathbf{R} \times \mathbf{T})^{\times}=\sharp \mathbf{R}^{\times} \cdot \sharp \mathbf{T}^{\times}, \\
\sharp Z(\mathbf{R} \times \mathbf{T})=\sharp \mathrm{Z}(\mathbf{R}) \cdot \sharp(\mathbf{T})+\sharp(\mathbf{R}) \cdot \sharp Z(\mathbf{T})-\sharp \mathrm{Z}(\mathbf{R}) \cdot \sharp \mathrm{Z}(\mathbf{T}) .
\end{gathered}
$$

In particular, if $\mathbf{R}$ is a finite local ring with $n$ elements, denoting $\sharp \mathrm{Z}(\mathbf{R})=$ $k$ (necessarily, $2 k \leq n$ ), we have:

$$
\begin{gathered}
\sharp(\mathbf{R} \times \mathbf{R})^{\times}=(n-k)^{2}, \sharp \mathrm{Z}(\mathbf{R} \times \mathbf{R})=k(2 n-k), \text { and thus, } \\
\frac{\sharp \mathrm{Z}(\mathbf{R} \times \mathbf{R})}{\sharp(\mathbf{R} \times \mathbf{R})}=\frac{k(2 n-k)}{n^{2}}=P_{(\mathbf{R} \times \mathbf{R})}=2 \frac{k}{n}-\frac{k^{2}}{n^{2}}=2 P_{(\mathbf{R})}-P_{(\mathbf{R})}^{2} .
\end{gathered}
$$

(2) From the Euler indicator formula

$$
\Phi\left(p^{\alpha}\right)=\sharp\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)^{\times}=p^{\alpha}-p^{\alpha-1}
$$

we infer that $\sharp \mathbb{Z}\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)=p^{\alpha-1}$, and hence, $P_{\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)}=\frac{1}{p}$. In addition,

$$
P_{\left(\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / q^{\beta} \mathbb{Z}\right)\right)}=\frac{p^{\alpha-1} q^{\beta}+p^{\alpha} q^{\beta-1}-p^{\alpha-1} q^{\beta}-1}{p^{\alpha} q^{\beta}}=\frac{1}{p}+\frac{1}{q}-\frac{1}{p q} .
$$

(2) It is clear that $P_{\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right)}$ is maximal when $p=2$. Taking $p=q=2$, we have $P_{\left(\left(\mathbb{Z} / 2^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / 2^{\beta} \mathbb{Z}\right)\right)}=\frac{3}{4}$. For $p, q \geq 3$, we have $P_{\left(\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / q^{\beta} \mathbb{Z}\right)\right)} \leq \frac{1}{p}+\frac{1}{q} \leq$ $\frac{2}{3}<\frac{3}{4}$. For $p=2$ and $q \geq 3$, we have $P_{\left(\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / q^{\beta} \mathbb{Z}\right)\right)}=\frac{1}{2}+\frac{1}{q}-\frac{1}{2 q}=$ $\frac{1}{2}+\frac{1}{2 q} \leq \frac{2}{3}<\frac{3}{4}$. We conclude that

$$
\sup _{\{p, q \text { prime numbers; } \alpha, \beta \geq 1\}} P_{\left(\left(\mathbb{Z} / p^{\alpha} \mathbb{Z}\right) \times\left(\mathbb{Z} / q^{\beta} \mathbb{Z}\right)\right)}=\frac{3}{4} .
$$

It is in fact a maximum reached only when $p=q=2$.

## Exercise 387:

(1) Just pass to the ring $\mathbf{R} /\langle b\rangle$ and use Lemma 260.
(2) First, we have $b, 1+\alpha a \in\left[b: a^{\infty}\right]$. Second, letting $x \in\left[b: a^{\infty}\right]$, there exist $m \in \mathbb{N}$ and $\theta \in \mathbf{R}$ such that $x a^{m}=\theta b$. As the multiplicative subsets $a^{\mathbb{N}}$ and $1+a \mathbf{R}$ are comaximal, there exist $u, v \in \mathbf{R}$ such that $u a^{m}+v(1+\alpha a)=1$, and hence

$$
x=x u a^{m}+x v(1+\alpha a)=\theta b u+x v(1+\alpha a) \in\langle b, 1+\alpha a\rangle .
$$

(3) This follows from (1) and (2).
(4)
(a) First note that if an ideal of $\mathbf{R}[X]$ contains $f=1+a X$ and $g=b X^{\ell}$, with $a, b \in \mathbf{R}$ and $\ell \in \mathbb{N}^{*}$, then it contains $b X^{\ell-1} f-a g=b X^{\ell-1}$. So, by iteration,

$$
I=\left\langle 1+a X, b_{1} X^{\ell_{1}}, \ldots, b_{n} X^{\ell_{n}}\right\rangle=\left\langle 1+a X, b_{1}, \ldots, b_{n}\right\rangle .
$$

One can obtain the desired result by passing to the ring $\mathbf{R} /$ $\left\langle b_{1}, \ldots, b_{n}\right\rangle$ and using Lemma 260.
(b) We induct on $n$. For $n=1$, this is (2). If one of the $b_{i}$ 's is zero, then the result follows by the induction hypothesis. Now, suppose that all the $b_{i}$ 's are nonzero. As $\mathbf{R}$ is a domain of Krull dimension $\leq 1$, for $1 \leq i \leq n$, there exists $m_{i} \in \mathbb{N}$ and $x_{i}, y_{i} \in \mathbf{R}$ such that $a^{m_{i}}\left(1-a x_{i}\right)+$ $b_{i} y_{i}=0$. We will prove that $\left[\left\langle b_{1}, \ldots, b_{n}\right\rangle: a^{\infty}\right]=\left\langle b_{1}, \ldots, b_{n}, 1-a x_{i}\right\rangle$ for any $1 \leq i \leq n$. The inclusion $\left\langle b_{1}, \ldots, b_{n}, 1-a x_{i}\right\rangle \subseteq\left[\left\langle b_{1}, \ldots, b_{n}\right\rangle: a^{\infty}\right]$ is clear. For the converse, letting $u \in\left[\left\langle b_{1}, \ldots, b_{n}\right\rangle: a^{\infty}\right]$, there exists $m \in \mathbb{N}$ such that $u a^{m}=\theta_{1} b_{1}+\cdots+\theta_{n} b_{n}$ with $\theta_{j} \in \mathbf{R}$. As the multiplicative subsets $a^{\mathbb{N}}$ and $1+a \mathbf{R}$ are comaximal, there exist $c, d \in \mathbf{R}$ such that $c a^{m}+d\left(1-a x_{i}\right)=1$, and hence
$u=u c a^{m}+u d\left(1-a x_{i}\right)=c \theta_{1} b_{1}+\cdots+c \theta_{n} b_{n}+u d\left(1-a x_{i}\right) \in$ $\left\langle b_{1}, \ldots, b_{n}, 1-a x_{i}\right\rangle$.
(c) Let $\mathbf{R}$ be a strongly discrete domain with Krull dimension $\leq 1$, and consider an ideal $I=\left\langle 1+a X, f_{1}, \ldots, f_{n}\right\rangle$ of $\mathbf{R}[X]$ with $a \in \mathbf{R}$. For $1 \leq$ $i \leq n$, performing a division according to the ascending powers of $f_{i}$ by $1+a X$, we find $g_{i} \in \mathbf{R}[X], b_{i} \in \mathbf{R}$, and $\ell_{i} \in \mathbb{N}$ such that $f_{i}=(1+a X) g_{i}+$ $b_{i} X^{\ell_{i}}$, and, thus,

$$
I=\left\langle 1+a X, b_{1} X^{\ell_{1}}, \ldots, b_{n} X^{\ell_{n}}\right\rangle
$$

The desired conclusion follows from (a) and (b).

## Exercise 388:

(1) It is clear that the ring $\mathbf{A}$ shares the ideal $\mathfrak{m}:=t \mathbf{K}[t]$ with $\mathbf{K}[t]$.

The fact that $\mathbf{A}$ has Krull dimension 1 follows "classically" from the fact that the prime spectrum of $\mathbf{A}$ is $\{(f \mathbf{K}[t]) \cap \mathbf{A} \mid f \in \mathbf{K}[t]$ and $f$ irreducible $\}$. Let us now give a constructive proof.
Let $f, g \in \mathbf{A}$. We want to find $h, h^{\prime} \in \mathbf{A}$ such that $f^{n}(1-h f)+g h^{\prime}=0$ for some $n \in \mathbb{N}$. Two cases may arise:
Case 1: $f(0) \neq 0$. As $\mathbf{K}[t]$ has Krull dimension one (see Theorem 88), there exists $n \in \mathbb{N}$ such that $f^{n}(1-\varphi f)+(t g) \psi=0$, with $\varphi, \psi \in \mathbf{K}[t]$. Putting $t=0$, we obtain $\varphi(0) f(0)=1$, and, thus, $\varphi(0) \in \mathbb{Q}$ and $\varphi \in \mathbf{A}$. It suffices to take $h=\varphi$ and $h^{\prime}=t \psi$. Case 2: $f(0)=0$. Set $f=t^{p} f_{1}, g=t^{q} g_{1}$, with $p>0, q \geq 0, f_{1}(0) \neq 0$, and $g_{1}(0) \neq 0$. As $\mathbf{K}[t]$ has Krull dimension one, there exists $n \in \mathbb{N}$ such that $(t f)^{n}(1-\varphi t f)+$ $g_{1} \psi=0$, with $\varphi, \psi \in \mathbf{K}[t]$. We have $t^{n+n p} f_{1}^{n}(1-\varphi t f)=-g_{1} \psi$. As $t^{n+n p}$ does not divide $g_{1}$, it divides $\psi$, that is, there exists $\eta \in \mathbf{K}[t]$ such that $\psi=t^{n+n p} \eta$. It follows that $f_{1}^{n}(1-\varphi t f)=-g_{1} \eta$. Let $N$ be a positive integer greater than $n$ and $q$. Multiplying the equality $f_{1}^{n}(1-\varphi t f)=-g_{1} \eta$ by $t^{p N} f_{1}^{N-n}$, we obtain $t^{p N} f_{1}^{N}(1-t \varphi f)=$ $-\left(t^{q} g_{1}\right)\left(t^{p N-q} f_{1}^{N-n} \eta\right)$, or also, $f^{N}(1-t \varphi f)+g\left(t^{p N-q} f_{1}^{N-n} \eta\right)=0$. It suffices to take $h=t \varphi$ and $h^{\prime}=t^{p N-q} f_{1}^{N-n} \eta$.
(2) Take $\alpha \in \mathbf{K}$, and suppose that $\alpha t \in t h_{1} \mathbf{A}+\cdots+t h_{r} \mathbf{A} \subseteq \mathfrak{m}$, with $h_{1}, \ldots, h_{r} \in \mathbf{K}[t]$. Since the only terms of degree 1 at $t$ in $t h_{1} \mathbf{A}+\cdots+t h_{r} \mathbf{A}$ are of the form $\left(h_{1}(0) q_{1}+\right.$ $\left.\cdots+h_{r}(0) q_{r}\right) t$ with $q_{1}, \ldots, q_{r} \in \mathbb{Q}$, one gets $\alpha=h_{1}(0) q_{1}+\cdots+h_{r}(0) q_{r} \in \mathbb{Q}$.
$h_{1}(0)+\cdots+\mathbb{Q} \cdot h_{r}(0)$. As $\mathbf{K}$ is not finitely-generated as $\mathbb{Q}$-vector space (because $u$ is transcendental over $\mathbb{Q}$ ), we infer that $\mathfrak{m}$ is not finitely-generated as an ideal of $\mathbf{A}$.
(3) First, $t^{2} \mathbf{K}[t]=t(t \mathbf{K}[t])=\sqrt{2} t(t \mathbf{K}[t]) \subseteq\langle t\rangle \cap\langle\sqrt{2} t\rangle$. Second, if $x \in\langle t\rangle \cap\langle\sqrt{2} t\rangle$, then

$$
x=t\left(q_{1}+t f(t)\right)=\sqrt{2} t\left(q_{2}+t g(t)\right),
$$

where $q_{1}, q_{2} \in \mathbb{Q}$ and $f, g \in \mathbf{K}[t]$. This implies that $q_{1}-\sqrt{2} q_{2}=t(f(t)-g(t))$, and thus $q_{1}=q_{2}=0$ (as $\sqrt{2} \notin \mathbb{Q}$ ), and $x=t^{2} f(t) \in t^{2} \mathbf{K}[t]$.
(4) By (3), $\langle t\rangle \cap\langle\sqrt{2} t\rangle$ is isomorphic as $\mathbf{A}$-module to $\mathfrak{m}$, and, thus, it is not finitelygenerated by virtue of (2).
(5) If $x=t a=\sqrt{2} t b \in\langle t\rangle \cap\langle\sqrt{2} t\rangle$, where $a, b \in \mathbf{A}$, then $x=x X+x(1-X)=$ $t a(1-X)+\sqrt{2} t b X \in I \cap \mathbf{A}$. Conversely, if $y=\sqrt{2} t X U(X)+t(1-X) V(X) \in$ $I \cap \mathbf{A}$, for some $U, V \in \mathbf{A}[X]$, then by successively taking $X=0$ and $X=1$, one gets $y \in\langle t\rangle \cap\langle\sqrt{2} t\rangle$.
(6) This follows from Proposition 219 by taking $n=0$.

## Exercise 389:

(1) Suppose that $H \neq \operatorname{Sat}(H)$ and consider an $f \in \operatorname{Sat}(H) \backslash H$ of minimal multidegree (this is possible by Dickson's lemma (Theorem 209)) among the elements of $\operatorname{Sat}(H) \backslash H$. Dividing $f$ by the Gröbner basis $G$ and multiplying by a suitable power of $d$, we get $d^{n} f=u_{1} h_{1}+\cdots+u_{m} h_{m}$ with $n \in \mathbb{N}^{*}$ and $u_{i} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$. We can suppose that when dividing $f$ by $G$, the first division step consists in dividing $\operatorname{LM}(f)$ by $\mathrm{LM}\left(g_{1}\right)$ so that $\mathrm{LT}\left(d^{n} f\right)=\operatorname{LT}\left(u_{1} g_{1}\right)$ and $\operatorname{mdeg}\left(d^{n} f-\operatorname{LT}\left(u_{1} g_{1}\right)<\operatorname{mdeg}\left(d^{n} f\right)=\right.$ mdeg $(f)$.
We have $\operatorname{LT}\left(u_{1}\right)=\frac{\operatorname{LT}\left(d^{n} f\right)}{\operatorname{LT}\left(g_{1}\right)}=\frac{d^{n}}{d_{1}} \frac{\operatorname{LT}(f)}{\operatorname{LM}\left(g_{1}\right)}$, and

$$
d^{n} f-\operatorname{LT}\left(u_{1}\right) g_{1}=d^{n-1}\left(d f-\frac{d}{d_{1}} \frac{\mathrm{LT}(f)}{\operatorname{LM}\left(g_{1}\right)} g_{1}\right) \in H
$$

It follows that the polynomial $g:=d f-\frac{d}{d_{1}} \frac{\mathrm{LT}(f)}{\mathrm{LM}\left(g_{1}\right)} g_{1}$ is in $\operatorname{Sat}(H)$. Since $\operatorname{mdeg}(g)<$ $\operatorname{mdeg}(f)$, by minimality of $\operatorname{mdeg}(f), g$ is necessarily in $H$ and hence $f \in(H: d) \backslash H$.
(2) This is an immediate consequence of (1).

Exercise 390: The equivalence (i) $\Leftrightarrow$ (ii) is given by Proposition 329 .
(iii) $\Rightarrow$ (ii) and (iii) $\Rightarrow$ (ii). Nothing to prove.
(ii) $\Rightarrow$ (iii). If $p$ is a prime number which does not divide $\delta$ then we have $\mathrm{rk}_{p} A=$ $\mathrm{rk}_{0} A$.
(iv) $\Rightarrow$ (iii). It suffices to consider a prime number which does not divide $\delta$.

## Notation List

| $\operatorname{Im}(\varphi)$ | The image of $\varphi$ |
| :---: | :---: |
| $\operatorname{Ker}(\varphi)$ | The kernel of $\varphi$ |
| Coker $(\varphi)$ | The cokernel of $\varphi$ |
| ProjR | The isomorphism class of finitely-generated projective R-modules |
| $\mathrm{K}_{0}(\mathbf{R})$ | The Groethendieck group of $\mathbf{R}$ |
| $\operatorname{Syz}\left(a_{1}, \ldots, a_{n}\right)$ | The syzygy module of ( $a_{1}, \ldots, a_{n}$ ) |
| $\mathrm{GL}_{s}(\mathbf{R})$ | The group of invertible matrices of size $s \times s$ with entries in $\mathbf{R}$ |
| $\mathrm{SL}_{s}(\mathbf{R})$ | The subgroup of $\mathrm{GL}_{s}(\mathbf{R})$ formed by matrices of determinant 1 |
| $\mathbf{M}_{n, m}(\mathbf{R})$ | The set of matrices of size $n \times m$ with entries in $\mathbf{R}$ |
| $\mathrm{M}_{n}(\mathbf{R})$ | The set of matrices of size $n \times n$ with entries in $\mathbf{R}$ |
| $\mathrm{M}(\mathbf{R})$ | The set $\cup_{n \geq 1} \mathrm{M}_{n}(\mathbf{R})$ |
| $\operatorname{Idem}(\mathbf{R})$ | The set of idempotent matrices in $\mathrm{M}(\mathbf{R})$ |
| GL(R) | The group $\cup_{n \geq 1} \mathrm{GL}_{n}(\mathbf{R})$ |
| $\mathrm{E}_{S}(\mathbf{R})$ | The subgroup of $\mathrm{SL}_{s}(\mathbf{R})$ generated by elementary matrices |
| $\mathscr{D}_{k}(G)$ | The determinantal ideal of order $k$ of $G$ |
| $\mathscr{F}_{n}(T)$ | The $n$th Fitting ideal of $T$ |
| $\mathbf{R}^{\times}$ | The group of units of $\mathbf{R}$ |
| $\mathrm{I}_{r, m}$ | The standard projection matrix $\left(\begin{array}{ll}\mathrm{I}_{r} & 0_{r, m-r} \\ 0_{m-r, r} & 0_{m-r, m-r}\end{array}\right)$ |
| $\mathrm{Um}_{n}(\mathbf{R})$ | The set of unimodular rows (or vectors) of length $n$ with entries in $\mathbf{R}$ |
| $\operatorname{Rad}(\mathbf{R})$ | The set of all $x \in \mathbf{R}$ such that $1+x \mathbf{R} \subseteq \mathbf{R}^{\times}$ |
| $a^{\mathbb{N}}$ | The monoid $\left\{a^{n} ; n \in \mathbb{N}\right\}$ |
| $\mathscr{M}(a)$ | The monoid $a^{\mathbb{N}}$ |
| $S^{-1} \mathbf{R}$ or $\mathbf{R}_{S}$ | The localization of $\mathbf{R}$ at $S$ |


| $\operatorname{Spec}(\mathbf{R})$ | The set of prime ideals of $\mathbf{R}$ |
| :---: | :---: |
| $\mathscr{M}(U)$ | The monoid generated by $U$ |
| $\mathscr{I}_{\mathbf{R}}(I)$ or $\mathscr{I}(I)$ | The ideal generated by $I$ |
| $\mathscr{S}(I ; U)$ | The monoid $\mathscr{M}(U)+\mathscr{I}(I)$ |
| $\mathscr{M}\left(u_{1}, \ldots, u_{\ell}\right)$ | The monoid $\mathscr{M}\left(\left\{u_{1}, \ldots, u_{\ell}\right\}\right)$ |
| $\mathscr{I}\left(a_{1}, \ldots, a_{k}\right)$ | The ideal $\mathscr{I}\left(\left\{a_{1}, \ldots, a_{k}\right\}\right)$ |
| $\mathscr{S}\left(a_{1}, \ldots, a_{k} ; u_{1}, \ldots, u_{\ell}\right)$ | The monoid $\mathscr{M}\left(u_{1}, \ldots, u_{\ell}\right)+\mathscr{I}\left(a_{1}, \ldots, a_{k}\right)$ |
| $\mathbf{R}_{a}$ | The localization of the ring $\mathbf{R}$ at the monoid $a^{\mathbb{N}}$ |
| $M_{a}$ | The localization of the module $M$ at the monoid $a^{\mathbb{N}}$ |
| $\operatorname{Res}(f, g)$ | The resultant of $f$ and $g$ |
| $\operatorname{Res}_{X}(f, g)$ | The resultant of $f$ and $g$ with respect to $X$ |
| $\operatorname{gcd}(f, g)$ | The greatest common divisor of $f$ and $g$ |
| $\mathbf{R}\langle X\rangle$ | The localization of $\mathbf{R}[X]$ at the monoid of monic polynomials |
| $\mathbf{R}(X)$ | The localization of $\mathbf{R}[X]$ at the monoid of primitive polynomials |
| $\mathbf{R}_{p}$ | The localization of $\mathbf{R}$ at the monoid $\mathbf{R} \backslash \mathfrak{p}$, where $\mathfrak{p}$ is a prime ideal |
| $\mathbf{R}_{\text {red }}$ | The reduced ring associated to the ring $\mathbf{R}$ |
| $\mathrm{LC}(f)$ | The leading coefficient of the polynomial $f$ |
| LM $(f)$ | The leading monomial of the polynomial $f$ |
| $\mathrm{LT}(f)$ | The leading term of the polynomial $f$ |
| LT(I) | The ideal $\langle\mathbf{L T}(f): f \in I\rangle$ |
| mdeg $(f)$ | The multidegree of the polynomial $f$ |
| $\operatorname{tdeg}(f)$ | The total degree of the polynomial $f$ |
| $E_{i, j}(a)$ | The matrix with 1s on the diagonal, $a$ on position $(i, j)$ and 0s elsewhere |
| $\bar{S}$ | The saturation of the monoid $S$ |
| $\mathrm{D}_{\mathbf{R}}(\mathfrak{a})$ | The radical $\sqrt{\mathfrak{a}}$ of the ideal $\mathfrak{a}$ |
| $\mathrm{D}_{\mathbf{R}}\left(x_{1}, \ldots, x_{n}\right)$ | The radical ideal $\mathrm{D}_{\mathbf{R}}\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right)$ |
| $\operatorname{Zar} \mathbf{R}$ | The Zariski lattice of the ring $\mathbf{R}$, i.e., the set $\left\{\mathrm{D}_{\mathbf{R}}\left(x_{1}, \ldots, x_{n}\right) \mid n \in \mathbb{N} \& x_{1}, \ldots, x_{n} \in \mathbf{R}\right\}$ |
| $I: J$ | The conductor of $J$ in $I$, i.e., $\{x \in \mathbf{R} \mid x J \subseteq I\}$, where $I, J$ are ideals of the ring $\mathbf{R}$ |
| I: $a$ | The conductor I: $\langle a\rangle$ of $\langle a\rangle$ in $I$ |
| $\operatorname{Ann}(x)$ | The annihilator of $x$, i.e., $\langle 0\rangle:\langle x\rangle$ |
| $\mathrm{K}_{\mathbf{R}}(x)$ | The Krull boundary ideal of $x$, i.e., $\langle x\rangle+\left(\mathrm{D}_{\mathbf{R}}(0): x\right)$ |
| $\mathbf{R}^{\{x\}}$ | The upper Krull boundary of $x$ in $\mathbf{R}$, i.e., $\mathbf{R} / \mathrm{K}_{\mathbf{R}}(x)$ |
| $S_{\{x\}}$ | The Krull boundary monoid of $x$., i.e., $x^{\mathbb{N}}(1+x \mathbf{R})$ |
| $\mathbf{R}_{\{x\}}$ | The lower Krull boundary of $x$ in $\mathbf{R}$, i.e., $\mathbf{R}_{S_{\{x\}}}$ |
| $\mathrm{K} \operatorname{dim} \mathbf{R}$ or $\operatorname{dim} \mathbf{R}$ | The Krull dimension of $\mathbf{R}$ |


| $I_{\mathbf{R}}(a, b)=$ |  |
| :---: | :---: |
| $\begin{aligned} & \cup_{n \in \mathbb{N}}\left(a^{n} b^{n+1} \mathbf{R}+\right. \\ & \left.a^{n+1} \mathbf{R}: a^{n} b^{n} \mathbf{R}\right) \end{aligned}$ |  |
| $H \triangleleft G$ | $H$ is a normal subgroup of $G$ |
| $H \nrightarrow G$ | $H$ is not a normal subgroup of $G$ |
| $\operatorname{diag}\left(u_{1}, \ldots, u_{n}\right)$ | The matrix in $\mathrm{M}_{n}(\mathbf{R})$ with $u_{i}$ on position $(i, i)$ for $1 \leq i \leq n$, and 0s elsewhere |
| $e_{i, j}$ | The matrix with 1 on position $(i, j)$ and 0s elsewhere |
| $u \sim_{G} u^{\prime}$ | There exists $A \in G$ such that $u A=u^{\prime}$ |
| $\mathrm{GL}_{n}(\mathbf{A}, J)$ | The normal subgroup of $\mathrm{GL}_{n}(\mathbf{A})$ consisting of matrices $M$ which are $\equiv \mathrm{I}_{n} \bmod \mathrm{M}_{n}(J)$ |
| $\mathrm{E}_{n}(\mathbf{A}, J)$ | The normal subgroup of $\mathrm{E}_{n}(\mathbf{A})$ generated by the elementary matrices $\left\{E_{i, j}(a) ; a \in J, 1 \leq i \neq j \leq n\right\}$ |
| $\mathrm{SL}_{n}(\mathbf{A}, J)$ | The group $\mathrm{SL}_{n}(\mathbf{A}) \cap \mathrm{GL}_{n}(\mathbf{A}, J)$ |
| $\mathbb{M}_{n}^{m}$ | The set of monomials in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]^{m}$ |
| $\mathbb{M}_{n}$ | The set of monomials in $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ |
| $Y^{\uparrow}$ | The set $\{Z \in E \mid Z \geq Y\}$ |
| $\mathscr{M}_{E}^{+}\left(Y_{1}, \ldots, Y_{m}\right)$ | The final subset of $E$ of finite type $\cup_{i=1}^{m} Y_{i}^{\uparrow}$ |
| $\mathscr{F}(E)$ | The set of final subsets of finite type of $E$, including the empty subset considered as generated by the empty family |
| $\mathscr{M}_{d}$ | The set $\mathscr{F}\left(\mathbb{N}^{d}\right) \backslash\{\emptyset\}$ |
| $\bar{f}^{F}$ | A remainder of $f$ on division by $F$ |
| $\mathrm{LC}_{n}(I)$ | The ideal generated by the leading coefficients of the elements of $I$ of degree $n$ |
| $\mathrm{LC}_{\infty}(I)$ | The ideal $\cup_{n \in \mathbb{N}} \mathrm{LC}_{n}(I)$ |
| $S(f, g)$ | The $S$-polynomial of $f$ and $g$ |
| $S(f, f)$ | The auto-S-polynomial of $f$ |
| $\mathbb{Z}_{p \mathbb{Z}}$ | The localization $\left\{\left.\frac{a}{b} \in \mathbb{Q} \right\rvert\, a \in \mathbb{Z}\right.$ and $\left.b \in \mathbb{Z} \backslash p \mathbb{Z}\right\}$ of $\mathbb{Z}$ |
| $\mathbf{R}\left\langle X_{1}, \ldots, X_{n}\right\rangle$ | The ring $\left(\mathbf{R}\left\langle X_{1}, \ldots, X_{n-1}\right\rangle\right)\left\langle X_{n}\right\rangle$ |
| $\operatorname{Ann}\left(a^{\infty}\right)$ | The ideal $\cup_{n \in \mathbb{N}} \operatorname{Ann}\left(a^{n}\right)$ |
| $\mathbb{F}_{2}$ | The field with two elements |
| $\mathbf{R}_{a_{1}, a_{2} \ldots \ldots, a_{n}}$ | The ring $\mathscr{M}\left(a_{1}, \ldots, a_{n}\right)^{-1} \mathbf{R}=\mathbf{R}\left[\frac{1}{a_{1} \cdots a_{n}}\right]$ |
| $\operatorname{Sat}(S)$ | The saturation of $S$ |
| (I: $a^{\infty}$ ) | The ideal $\left\{x \in \mathbf{A}\|\exists n \in \mathbb{N}\| x a^{n} \in I\right\}$ |
| index ( $u$ ) | The position of the last primitive component of $u$ |
| PrimMon(u) | The last monomial of $u$ which has an invertible coefficient |
| $\operatorname{PrimCoeff}(u)$ | The coefficient of PrimMon $(u)$ |
| Prim(u) | The primitive version of $u$ |
| $\mathscr{I}(u)$ | The height of $u$, i.e., the couple (index $(u), \operatorname{mdeg}(\operatorname{PrimMon}(u)))$ |


| $\operatorname{Echel}(S)$ | The list $S$ put in an echelon form |
| :--- | :--- |
| $\operatorname{PrimRed}(s ; S)$ | The reduction $u$ of $s$ modulo $S$ so that $[S, u]$ becomes |
|  | in an echelon form |
| $\operatorname{HS}_{I}(t)$ | The Hilbert series of $I$ |
| $\delta(S)$ | The (saturation) defect of the list $S$ |
| $\delta_{S}(t)$ | The (saturation) defect series of the list $S$ |
| $\operatorname{tdeg}(f)$ | The total degree of $f$ |
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