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## Preface

Weak convergence of probability measures or, what is the same, convergence in distribution of random variables is arguably one of the most important basic concepts of asymptotic probability theory and mathematical statistics. The classical central limit theorem for sums of independent real random variables, a cornerstone of these fields, cannot possibly be thought of properly without the notion of weak convergence/convergence in distribution. Interestingly, this limit theorem as well as many others which are usually stated in terms of convergence in distribution remain true under unchanged assumptions for a stronger type of convergence. This type of convergence, called stable convergence with mixing convergence as a special case, originates from the work of Alfred Rényi more than 50 years ago and has been used by researchers in asymptotic probability theory and mathematical statistics ever since (and should not be mistaken for weak convergence to a stable limit distribution). What seems to be missing from the literature is a single comprehensive account of the theory and its consequences in applications, illustrated by a number of typical examples and applied to a variety of limit theorems. The goal of this book is to present such an account of stable convergence which can serve as an introduction to the area but does not compromise on mathematical depth and rigour.

In Chap. 1 we will give a detailed motivation for the study of stable convergence of real random variables and disclose some of its main features. With the exception of one crucial example this introductory chapter contains no proofs, but references to later chapters in which proofs can be found. It will be seen that stable convergence is best thought of as a notion of convergence for conditional distributions of random variables given sub- $\sigma$-fields of the $\sigma$-field of the underlying probability space on which the random variables are defined. Now conditional distributions are Markov kernels so that the theory of weak convergence of Markov kernels is the proper framework for stable convergence. Since we want to include limit theorems for (continuous-time) stochastic processes later on, it is reasonable to consider from the very start random variables with values in separable metrizable spaces. Therefore, we have to deal with the setting of Markov kernels from sample spaces of arbitrary probability spaces to separable metrizable spaces (which quite often are
assumed to be polish). The required facts from the theory of weak convergence of such Markov kernels will be presented in Chap. 2.

In Chap. 3 the material from Chap. 2 is used to describe two approaches to stable convergence of random variables in separable metrizable spaces. In the first approach the limits of stably convergent sequences are always Markov kernels. In the second (essentially equivalent) approach the limit kernels are represented as conditional distributions of random variables. This approach allows for what might sometimes be considered as a somewhat more intuitive description of stable convergence results.

In Chap. 4 we demonstrate the usefulness of stable convergence in different areas. Our focus is on limit points of stably convergent sequences with an application to occupation times of Brownian motion and random index limit theorems as well as the empirical measure theorem and the $\delta$-method.

Chapters 5-10 constitute in some sense the second part of the book in which it is shown that in a variety of known distributional limit theorems the convergence is actually stable or even mixing.

In Chap. 5 we discuss general conditions under which limit theorems in distribution are mixing. In particular, it turns out that the classical distributional limit theorems for centered and normalized partial sums and sample maxima of independent and identically distributed real random variables are automatically mixing.

Chapter 6 is devoted to martingale central limit theorems. Here, stable and mixing convergence is strongly dependent on the filtrations involved and the normalization used. Full stable convergence follows from a nesting condition of the filtrations. Illustrations concern martingales with stationary increments, exchangeable sequences, the Pólya urn and adaptive Monte Carlo estimators.

In Chap. 7 it is shown that the natural extension of Donsker's functional central limit theorem for partial sum processes of independent real random variables to martingale difference sequences holds with stable convergence in the metric space of all continuous real valued functions defined on the nonnegative real axis.

Chapter 8 contains a stable limit theorem for "explosive" processes with exponential rate. Since the increments of these processes are not asymptotically negligible, conditions of Lindeberg-type are not satisfied. Nevertheless, the limits can be normal, but quite different limits are also possible. This result is crucial for deriving stable limit theorems for some estimators in autoregressive processes of order one in Chap. 9 and in Galton-Watson branching processes in Chap. 10. From our point of view, these applications in two classical models of probability theory and mathematical statistics provide once more convincing illustrations of the importance of the concept of stable convergence.

Exercises appear throughout the book. We have supplied solutions of the exercises in Appendix B while Appendix A contains some basic facts about weak convergence of probability distributions, conditional distributions and martingales.

As is apparent from the brief description of its content this book is by no means meant as an encyclopedic account of all major stable limit theorems which have been established in the last 50 years or so. We tried to be reasonably complete in the basic Chap. 3 and in some sense also in Chaps. 4 and 6, but the selection of the
material presented in other chapters is quite subjective. As far as our sources are concerned, we tried to give credit where credit is due, but we did not spend much time obtaining definite historical evidence in all cases. In addition to the published sources listed in the References, the first author benefitted considerably from a series of lectures on stable convergence given by David Scott at the University of Munich in the fall semester 1978/79. It is a pleasure to thank Holger Rootzén who made valuable comments on an earlier version of the manuscript. Our thanks also go to a referee for careful reading of the manuscript and for useful suggestions.
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## Chapter 1 <br> Why Stable Convergence?

This chapter is of an introductory nature. We make the motivation for the study of stable convergence more precise and present an exposition of some of its features. With the exception of Example 1.2, no proofs are given, only references to later chapters where proofs may be found.

Our starting point is the classical central limit theorem. For this, let $\left(Z_{k}\right)_{k \geq 1}$ be a sequence of independent and identically distributed real random variables, defined on some probability space $(\Omega, \mathcal{F}, P)$. Assume $Z_{1} \in \mathcal{L}^{2}(P)$ and set $\mu=E Z_{1}$ and $\sigma^{2}=\operatorname{Var} Z_{1}$. To exclude the trivial case of almost surely constant variables, assume also $\sigma^{2}>0$. Then the classical central limit theorem says that

$$
\lim _{n \rightarrow \infty} P\left(\frac{1}{n^{1 / 2}} \sum_{k=1}^{n} \frac{Z_{k}-\mu}{\sigma} \leq x\right)=\Phi(x)=\int_{-\infty}^{x} \varphi(u) d u \text { for all } x \in \mathbb{R}
$$

where $\varphi(u)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} u^{2}\right), u \in \mathbb{R}$, denotes the density of the standard normal distribution. It is customary to write this convergence of probabilities in a somewhat more abstract way as convergence in distribution of random variables, i.e. as

$$
\frac{1}{n^{1 / 2}} \sum_{k=1}^{n} \frac{Z_{k}-\mu}{\sigma} \xrightarrow{d} N(0,1) \quad \text { as } n \rightarrow \infty
$$

where $N(0,1)$ denotes the standard normal distribution, or as

$$
\frac{1}{n^{1 / 2}} \sum_{k=1}^{n} \frac{Z_{k}-\mu}{\sigma} \xrightarrow{d} N \quad \text { as } n \rightarrow \infty,
$$

where $N$ is a random variable which "realizes" the standard normal distribution, that is, the distribution $P^{N}$ of $N$ (under $P$ ) equals $N(0,1)$. To put this notation into a
broader perspective, recall that for a probability distribution $\nu$ on $\mathbb{R}$ and real random variables $\left(X_{n}\right)_{n \geq 1}$ convergence in distribution of $\left(X_{n}\right)_{n \geq 1}$ to $\nu$, written as

$$
X_{n} \xrightarrow{d} \nu \text { as } n \rightarrow \infty,
$$

is equivalent to

$$
\lim _{n \rightarrow \infty} E h\left(X_{n}\right)=\int h d \nu \text { for all } h \in C_{b}(\mathbb{R})
$$

whereas convergence in distribution of $\left(X_{n}\right)_{n \geq 1}$ to a real random variable $X$, written as

$$
X_{n} \xrightarrow{d} X \text { as } n \rightarrow \infty,
$$

means $X_{n} \xrightarrow{d} \nu$ with $\nu=P^{X}$ and is equivalent to

$$
\lim _{n \rightarrow \infty} E h\left(X_{n}\right)=E h(X) \quad \text { for all } h \in C_{b}(\mathbb{R}),
$$

where $C_{b}(\mathbb{R})$ is the set of all continuous, bounded functions $h: \mathbb{R} \rightarrow \mathbb{R}$. Here it is implicitly assumed that the probability space $(\Omega, \mathcal{F}, P)$ is rich enough to carry a random variable $X$ with distribution $\nu$.

Writing, as usual, $\bar{Z}_{n}=\frac{1}{n} \sum_{k=1}^{n} Z_{k}$ for the sample mean of $Z_{1}, \ldots, Z_{n}$, an equivalent formulation of the classical central limit theorem is

$$
n^{1 / 2}\left(\bar{Z}_{n}-\mu\right) \xrightarrow{d} \sigma N \quad \text { as } n \rightarrow \infty,
$$

which means that $\bar{Z}_{n}$ considered as an estimator for $\mu$ is asymptotically normal, where the asymptotic distribution $N\left(0, \sigma^{2}\right)$ of $\sigma N$ is the centered normal distribution with variance $\sigma^{2}$. If in a statistical setting $\mu$ and $\sigma^{2}$ are supposed to be unknown and $\mu$ is the parameter of interest and $\sigma^{2}$ is not, i.e. $\sigma^{2}$ is a so-called nuisance parameter, then $\sigma$ has to be removed from the limit theorem by replacing it by a suitable consistent estimator, if the limit theorem is to be used for statistical inference. The proper tool for doing this is

Theorem 1.1 (Cramér-Slutzky) Let $\left(X_{n}\right)_{n \geq 1}$ and $\left(Y_{n}\right)_{n \geq 1}$ be sequences of real random variables. If

$$
X_{n} \xrightarrow{d} X \text { as } n \rightarrow \infty
$$

for some real random variable $X$ and

$$
Y_{n} \rightarrow c \text { in probability as } n \rightarrow \infty
$$

for some $c \in \mathbb{R}$, then

$$
Y_{n} X_{n} \xrightarrow{d} c X \quad \text { as } n \rightarrow \infty
$$

A proof of this fundamental result can be found in almost any textbook on asymptotic theory in mathematical statistics. For the sample variance

$$
\widehat{\sigma}_{n}^{2}=\frac{1}{n} \sum_{k=1}^{n}\left(Z_{k}-\bar{Z}_{n}\right)^{2}
$$

of $Z_{1}, \ldots, Z_{n}$ we have $\widehat{\sigma}_{n}^{2} \rightarrow \sigma^{2}$ almost surely as $n \rightarrow \infty$ by the strong law of large numbers, and Theorem 1.1 gives

$$
n^{1 / 2} \frac{\bar{Z}_{n}-\mu}{\widehat{\sigma}_{n}} \xrightarrow{d} N \text { as } n \rightarrow \infty .
$$

This convergence result can now be used in asymptotic statistical inference about $\mu$ because it is free from the unknown nuisance parameter $\sigma$.

The situation is different in the following setting. Consider the classical supercritical Galton-Watson branching process as a model for exponentially growing populations. For $n \geq 0$ let $X_{n}$ denote the size of the $n$-th generation, and $\alpha$ the mean per-capita number of offspring. Here $\alpha>1$, and if $\alpha$ is unknown, it can be estimated from observed values of $X_{0}, X_{1}, \ldots, X_{n}$ in various ways. For simplicity, we assume here that $\lim _{n \rightarrow \infty} X_{n}=\infty$ almost surely; the general case is considered in Chap. 10. If $\lim _{n \rightarrow \infty} X_{n}=\infty$ almost surely, then the Harris estimator

$$
\widehat{\alpha}_{n}^{(H)}:=\frac{\sum_{i=1}^{n} X_{i}}{\sum_{i=1}^{n} X_{i-1}}
$$

is a consistent estimator for $\alpha$, and

$$
\frac{\alpha^{n / 2}}{(\alpha-1)^{1 / 2}}\left(\widehat{\alpha}_{n}^{(H)}-\alpha\right) \xrightarrow{d} \sigma M_{\infty}^{-1 / 2} N \quad \text { as } n \rightarrow \infty,
$$

where $\sigma^{2}$ is the offspring variance (assumed to be positive and finite), where $N$ is a random variable with a standard normal distribution and $M_{\infty}$ is a positive random variable with positive variance, i.e. $M_{\infty}$ is a proper random variable and not a constant almost surely, which is independent of $N$. Since the norming sequence in this limit theorem depends on the unknown parameter $\alpha$ and, more importantly, since the limit distribution is a variance mixture of centered normals with unknown mixing law, the result as it stands is not suitable for asymptotic statistical inference about $\alpha$. Now

$$
\left(\sum_{i=1}^{n} X_{i-1}\right)^{1 / 2} \frac{(\alpha-1)^{1 / 2}}{\alpha^{n / 2}} \rightarrow M_{\infty}^{1 / 2} \quad \text { a.s. as } n \rightarrow \infty
$$

and we would immediately get

$$
\left(\sum_{i=1}^{n} X_{i-1}\right)^{1 / 2}\left(\widehat{\alpha}_{n}^{(H)}-\alpha\right) \xrightarrow{d} \sigma N \quad \text { as } n \rightarrow \infty
$$

if in Theorem 1.1 the constant limit $c$ could be replaced by a proper random variable. The remaining nuisance parameter $\sigma$ could then be removed with the help of Theorem 1.1 as it stands and a consistent estimator for $\sigma$ exactly as in the case of the classical central limit theorem for independent observations discussed before. Unfortunately, as shown by the following example, Theorem 1.1 is no longer true if $c$ is replaced by a proper random variable so that removing the mixing variable $M_{\infty}$ from the limit theorem and thereby transforming it into a statistically useful result requires a new tool.

Example 1.2 Consider $(\Omega, \mathcal{F}, P)=\left([0,1], \mathcal{B}([0,1]), \lambda_{[0,1]}\right)$ and set $X_{n}=$ $1_{\left[a_{n}, a_{n}+1 / 2\right]}$ for all $n \geq 1$ and some sequence $\left(a_{n}\right)_{n \geq 1}$ of real numbers in $[0,1 / 2]$. Clearly, $P^{X_{n}}=\left(\delta_{0}+\delta_{1}\right) / 2$ for all $n \geq 1$ so that

$$
X_{n} \xrightarrow{d} X_{1} \quad \text { as } n \rightarrow \infty .
$$

Consider the random variable $Y$ with $Y(\omega)=\omega$ for all $\omega \in \Omega$ and the function $h(u)=(u \wedge 1) \vee 0, u \in \mathbb{R}$. Then $h \in C_{b}(\mathbb{R})$, and

$$
E h\left(Y X_{n}\right)=\int_{a_{n}}^{a_{n}+\frac{1}{n}} u d u=\frac{1}{2}\left(a_{n}+\frac{1}{4}\right) .
$$

This shows that for any sequence $\left(a_{n}\right)_{n \geq 1}$ which is not convergent, the sequence ( $\left.E h\left(Y X_{n}\right)\right)_{n \geq 1}$ is also not convergent so that the sequence $\left(Y X_{n}\right)_{n \geq 1}$ cannot converge in distribution, and in particular not to $Y X_{1}$. Therefore, Theorem 1.1 does not hold if the limit $c$ in the assumption $Y_{n} \rightarrow c$ in probability as $n \rightarrow \infty$ is replaced by a proper random variable.

A second example of a more probabilistic nature for a distributional limit theorem in which the limit is a variance mixture of centered normals with non-constant mixing law is as follows (cf. Corollary 6.26). Let $\left(X_{k}\right)_{k \geq 1}$ be a martingale difference sequence w.r.t. an increasing sequence $\left(\mathcal{F}_{k}\right)_{k \geq 0}$ of sub- $\sigma$-fields of $\mathcal{F}$. If $\left(X_{k}\right)_{k \geq 1}$ is also stationary and $X_{1} \in \mathcal{L}^{2}(P)$, then the following version of the central limit theorem is true:

$$
\frac{1}{n^{1 / 2}} \sum_{k=1}^{n} X_{k} \xrightarrow{d} E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)^{1 / 2} N \quad \text { as } n \rightarrow \infty
$$

where $\mathcal{I}_{X}$ is the $\sigma$-field of the invariant sets of $X=\left(X_{k}\right)_{k \geq 1}, N$ is a random variable with a standard normal distribution and the random variables $E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)$ and $N$ are independent. It is important to note that $E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)$ is in general indeed a proper random variable so that the limit distribution is a variance mixture of centered normals again. Therefore, though we have

$$
\frac{1}{n} \sum_{k=1}^{n} X_{k}^{2} \rightarrow E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right) \quad \text { a.s. as } n \rightarrow \infty
$$

by the ergodic theorem, we cannot derive

$$
\left(\sum_{k=1}^{n} X_{k}^{2}\right)^{-1 / 2} \sum_{k=1}^{n} X_{k} \xrightarrow{d} N \text { as } n \rightarrow \infty
$$

by an application of Theorem 1.1 thus removing the mixing variable $E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)^{1 / 2}$ from the limit theorem by a random norming, because for a proper application $\frac{1}{n} \sum_{k=1}^{n} X_{k}^{2}$ would have to converge (in probability) to a constant, which is not the case in general (unless the stationary sequence $\left(X_{k}\right)_{k \geq 1}$ is ergodic, of course). Mixed normality in the limit as appearing here and in the Galton-Watson branching process typically occurs in "non-ergodic" or "explosive" models.

As Example 1.2 shows, the concept of convergence in distribution is not strong enough to allow for a version of the Cramér-Slutzky Theorem 1.1 in which the constant factor $c$ in the limit variable is replaced by a proper random variable. There is, however, a stronger notion of convergence for which such a stronger version of the Cramér-Slutzky theorem is true, and this is stable convergence. For a brief exposition of its main features let $\left(X_{n}\right)_{n \geq 1}$ be a sequence of real random variables defined on some probability space $(\Omega, \mathcal{F}, P)$, let $\mathcal{G}$ be a sub- $\sigma$-field of $\mathcal{F}$ and let $K$ be a $\mathcal{G}$-measurable Markov kernel from $\Omega$ to $\mathbb{R}$. Then the sequence $\left(X_{n}\right)_{n \geq 1}$ is said to converge $\mathcal{G}$-stably to $K$ as $n \rightarrow \infty$, denoted by

$$
X_{n} \rightarrow K \quad \mathcal{G} \text {-stably as } n \rightarrow \infty,
$$

if the conditional distributions $P^{X_{n} \mid \mathcal{G}}$ of the random variables $X_{n}$ given $\mathcal{G}$ converge weakly to $K$ in the sense of weak convergence of Markov kernels, i.e. if

$$
\lim _{n \rightarrow \infty} E f h\left(X_{n}\right)=\int_{\Omega} \int_{\mathbb{R}} f(\omega) h(x) K(\omega, d x) d P(\omega)
$$

for every $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathbb{R})$. In case $K$ does not depend on $\omega \in \Omega$ in the sense that $K=\nu P$-almost surely for some probability distribution $\nu$ on $\mathbb{R}$, then
$\left(X_{n}\right)_{n \geq 1}$ is said to converge $\mathcal{G}$-mixing to $\nu$, and we write

$$
X_{n} \rightarrow \nu \quad \mathcal{G} \text {-mixing as } n \rightarrow \infty .
$$

This means

$$
\lim _{n \rightarrow \infty} E f h\left(X_{n}\right)=\int f d P \int h d \nu
$$

for every $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathbb{R})$. Therefore, the weak topology on the set of $\mathcal{G}$-measurable Markov kernels from $\Omega$ to $\mathbb{R}$ and the theory of weak convergence of such Markov kernels does provide the proper framework for stable convergence. We will develop this theory (for more general state spaces) as far as necessary in Chap. 2.

To get a feeling for the difference between convergence in distribution and stable convergence, recall that convergence in distribution of random variables $X_{n}$ towards a distribution $\nu$ is in fact weak convergence of the distributions $P^{X_{n}}$ towards the distribution $\nu$, i.e. the underlying concept is that of weak convergence of probability measures. Now the distributions $P^{X_{n}}$ may obviously be interpreted as the conditional distributions $P^{X_{n} \mid\{\emptyset, \Omega\}}$ of the random variables $X_{n}$ given the trivial $\sigma$-field $\{\emptyset, \Omega\}$. In the concept of stable convergence this trivial $\sigma$-field is replaced by some larger sub- $\sigma$-field $\mathcal{G}$ of the $\sigma$-field $\mathcal{F}$ in $(\Omega, \mathcal{F}, P)$, and the limit distribution $\nu$ is replaced by the $\mathcal{G}$-measurable Markov kernel $K$. Note that $\mathcal{G}$-stable convergence always implies convergence in distribution (take $f=1$ in the definition of stable convergence).

As for convergence in distribution it can be convenient to "realize" the limit kernel $K$ through a random variable $X$ which satisfies $P^{X \mid \mathcal{G}}=K$. Such a random variable does always exist on a suitable extension of $(\Omega, \mathcal{F}, P)$. Therefore, if $\left(X_{n}\right)_{n \geq 1}$ and $X$ are real random variables, defined on some probability space $(\Omega, \mathcal{F}, P)$, and $\mathcal{G} \subset \mathcal{F}$ is a sub- $\sigma$-field, we say that $\left(X_{n}\right)_{n \geq 1}$ converges $\mathcal{G}$-stably to $X$ as $n \rightarrow \infty$, written as

$$
X_{n} \rightarrow X \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

if $X_{n}$ converges $\mathcal{G}$-stably to the conditional distribution $P^{X \mid \mathcal{G}}$. This is equivalent to

$$
\lim _{n \rightarrow \infty} E f h\left(X_{n}\right)=E f h(X)
$$

for every $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathbb{R})$.
Most useful criteria for $\mathcal{G}$-stable convergence $X_{n} \rightarrow X$ are

$$
X_{n} \xrightarrow{d} X \text { under } P_{F} \text { for every } F \in \mathcal{G} \text { with } P(F)>0,
$$

where $P_{F}=P(\cdot \cap F) / P(F)$ denotes the conditional probability given the event $F$, or

$$
\left(X_{n}, Y_{n}\right) \xrightarrow{d}(X, Y) \quad \text { as } n \rightarrow \infty
$$

for every sequence $\left(Y_{n}\right)_{n \geq 1}$ of real random variables and every $\mathcal{G}$-measurable real random variable $Y$ satisfying $Y_{n} \rightarrow Y$ in probability (cf. Theorems 3.17 and 3.18). In particular, a generalized version of the Cramér-Slutzky theorem about random norming holds under $\mathcal{G}$-stable convergence where full strength is obtained if $\mathcal{G}$ is sufficiently large.

In case $X$ is independent of $\mathcal{G}$ so that $P^{X \mid \mathcal{G}}=P^{X}, \mathcal{G}$-stable convergence $X_{n} \rightarrow X$ means $\mathcal{G}$-mixing convergence. If $X$ is $\mathcal{G}$-measurable so that $P^{X \mid \mathcal{G}}=\delta_{X}$, the Dirackernel associated with $X$, then $\mathcal{G}$-stable convergence $X_{n} \rightarrow X$ turns into convergence in probability just as for $\mathcal{G}=\{\emptyset, \Omega\}$ distributional convergence to a constant means convergence in probability to this constant (cf. Corollary 3.6).

In the two examples discussed above we, in fact, can show that

$$
\frac{\alpha^{n / 2}}{(\alpha-1)^{1 / 2}}\left(\widehat{\alpha}_{n}^{(H)}-\alpha\right) \rightarrow \sigma M_{\infty}^{-1 / 2} N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

where $\mathcal{G}=\sigma\left(X_{n}, n \geq 0\right)$ and $N$ is independent of $\mathcal{G}$, and

$$
\frac{1}{n^{1 / 2}} \sum_{k=1}^{n} X_{k} \rightarrow E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)^{1 / 2} N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

where $\mathcal{G}=\sigma\left(X_{n}, n \geq 1\right)$ and $N$ is independent of $\mathcal{G}$, respectively (cf. Corollaries 10.6 and 6.26). Consequently, the generalized Cramér-Slutzky theorem implies the desired limit theorems

$$
\left(\sum_{i=1}^{n} X_{i-1}\right)^{1 / 2}\left(\widehat{\alpha}_{n}^{(H)}-\alpha\right) \xrightarrow{d} \sigma N \quad \text { as } n \rightarrow \infty
$$

and

$$
\left(\sum_{k=1}^{n} X_{k}^{2}\right)^{-1 / 2} \sum_{k=1}^{n} X_{k} \xrightarrow{d} N \quad \text { as } n \rightarrow \infty
$$

As we have seen we can formulate stable limit theorems with Markov kernels as limits or with random variables as limits, if the limit kernels are identified as conditional distributions of these random variables. Both approaches will be developed in Chap. 3 and applied as convenient.

Stable convergence has a number of other interesting consequences and applications beyond the random norming discussed earlier. Let us demonstrate this for the classical central limit theorem. We will see that

$$
n^{1 / 2}\left(\bar{Z}_{n}-\mu\right) \rightarrow N\left(0, \sigma^{2}\right) \quad \mathcal{F} \text {-mixing as } n \rightarrow \infty
$$

(cf. Example 3.13). This mixing convergence and the second criterion above applied with $X_{n}=n^{1 / 2}\left(\bar{Z}_{n}-\mu\right)$ and $Y_{n}=Y$ for all $n \in \mathbb{N}$ imply

$$
\lim _{n \rightarrow \infty} P\left(n^{1 / 2}\left(\bar{Z}_{n}-\mu\right) \leq Y\right)=\int N\left(0, \sigma^{2}\right)((-\infty, y]) d P^{Y}(d y)
$$

for any real random variable $Y$ on $(\Omega, \mathcal{F}, P)$, whereas convergence in distribution covers only constants $Y$.

Another area in which stable convergence proves its value are limit theorems with random indices, i.e. limit theorems for sequences $\left(X_{\tau_{n}}\right)_{n \geq 1}$ with random variables $X_{n}$ and $\mathbb{N}$-valued random variables $\tau_{n}$ with $\tau_{n} \rightarrow \infty$ in probability as $n \rightarrow \infty$; see Sect.4.2. For instance, if $\tau_{n} / a_{n} \rightarrow \eta$ in probability for some $(0, \infty)$-valued random variable $\eta$ and $a_{n} \in(0, \infty)$ satisfying $a_{n} \rightarrow \infty$, then

$$
\tau_{n}^{1 / 2}\left(\bar{Z}_{\tau_{n}}-\mu\right) \xrightarrow{d} N\left(0, \sigma^{2}\right)
$$

and this convergence is again $\mathcal{F}$-mixing (cf. Example 4.8). In this context we can also demonstrate the advantage of stable convergence for restrictions to subsets of $\Omega$. Assume that the limiting random variable $\eta$ is $\mathbb{R}_{+}$-valued satisfying merely $P(\eta>0)>0$. Since by the first criterion $n^{1 / 2}\left(\bar{Z}_{n}-\mu\right) \rightarrow N\left(0, \sigma^{2}\right) \mathcal{F}$-mixing under $P_{\{\eta>0\}}$, and $P_{\{\eta>0\}}(\eta>0)=1$, we can conclude in this case that

$$
\tau_{n}^{1 / 2}\left(\bar{Z}_{\tau_{n}}-\mu\right) \xrightarrow{d} N\left(0, \sigma^{2}\right) \quad \text { under } P_{\{\eta>0\}} .
$$

Still another area concerns the fluctuation behavior of stably convergent sequences of random variables; see Sect.4.1. As for the classical mixing central limit theorem this implies that the set of limit points of the sequence $\left(n^{1 / 2}\left(\bar{Z}_{n}-\mu\right)\right)_{n \geq 1}$ coincides with $\mathbb{R}$, the support of $N\left(0, \sigma^{2}\right)$, almost surely (cf. Example 4.2).

Historically, the idea of mixing convergence was developed first. Early applications of the concept, not yet in its most general form, can be found in [84, 85, 90, 93, 94]. In the work of Rényi, the idea can be traced back at least to [75] and was developed in its general form in [76, 78]. Therefore, the notion is also known as "Rényi-mixing". More detailed information on the early history of the theory of mixing and its application to random-sum central limit theorems in particular can be found in [21].

Stable convergence originates from [77], where an unspecified limit version of $\mathcal{F}$-stability in the sense of

$$
X_{n} \xrightarrow{d} \nu_{F} \quad \text { under } P_{F}
$$

for every $F \in \mathcal{F}$ with $P(F)>0$ and some probability distribution $\nu_{F}$ on $\mathbb{R}$ is used which, however, is equivalent to our definition (cf. Proposition 3.12). The classical limit theory for sums of independent real random variables as well as for maxima of
independent and identically distributed random variables provides, in fact, mixing limit theorems (cf. Examples 3.13 (a) and 5.6 (c)). In view of the consequences of stable convergence as outlined above its importance is simply due to the fact that many other distributional limit theorems are stable. The concept of stable convergence played one of its first major roles in the development of the theory of martingale central limit theorems in discrete time; see [41, 82] and the references therein. Later it became important in the theory of limit theorems for stochastic processes; see e.g. the monographs [50, 60]. More recently, stable convergence has appeared as a crucial tool in the investigation of discretized processes [49], the approximation of stochastic integrals and stochastic differential equations [56, 59, 70, 71] and the statistics of high-frequency financial data [1].

As explained in this chapter, stable convergence is in fact weak convergence of conditional distributions, for which weak convergence of Markov kernels is the proper framework. In the next chapter we will therefore present the essential parts of the theory for Markov kernels from measurable spaces to separable metric spaces equipped with their Borel- $\sigma$-fields. This somewhat abstract level cannot be avoided if we want to include the convergence of stochastic processes in later chapters, as we will do.

## Chapter 2 <br> Weak Convergence of Markov Kernels

As indicated in the previous chapter, stable convergence of random variables can be seen as suitable convergence of Markov kernels given by conditional distributions. Let $(\Omega, \mathcal{F}, P)$ be a probability space and let $\mathcal{X}$ be a separable metrizable topological space equipped with its Borel $\sigma$-field $\mathcal{B}(\mathcal{X})$. In this chapter we briefly describe the weak topology on the set of Markov kernels (transition kernels) from $(\Omega, \mathcal{F})$ to ( $\mathcal{X}, \mathcal{B}(\mathcal{X})$ ).

Let us first recall the weak topology on the set $\mathcal{M}^{1}(\mathcal{X})$ of all probability measures on $\mathcal{B}(\mathcal{X})$. It is the topology generated by the functions

$$
\nu \mapsto \int h d \nu, \quad h \in C_{b}(\mathcal{X})
$$

where $C_{b}(\mathcal{X})$ denotes the space of all continuous, bounded functions $h: \mathcal{X} \rightarrow \mathbb{R}$ equipped with the sup-norm $\|h\|_{\text {sup }}:=\sup _{x \in \mathcal{X}}|h(x)|$. The weak topology on $\mathcal{M}^{1}(\mathcal{X})$ is thus the weakest topology for which each function $\nu \mapsto \int h d \nu$ is continuous. Consequently, weak convergence of a net $\left(\nu_{\alpha}\right)_{\alpha}$ in $\mathcal{M}^{1}(\mathcal{X})$ to $\nu \in \mathcal{M}^{1}(\mathcal{X})$ means

$$
\lim _{\alpha} \int h d \nu_{\alpha}=\int h d \nu
$$

for every $h \in C_{b}(\mathcal{X})$ (here and elsewhere we omit the directed set on which a net is defined from the notation). Because $\int h d \nu_{1}=\int h d \nu_{2}$ for $\nu_{1}, \nu_{2} \in \mathcal{M}^{1}(\mathcal{X})$ and every $h \in C_{b}(\mathcal{X})$ implies that $\nu_{1}=\nu_{2}$, this topology is Hausdorff and the limit is unique. Moreover, the weak topology is separable metrizable e.g. by the Prohorov metric, see e.g. [69], Theorem II.6.2, and polish if $\mathcal{X}$ is polish; see e.g. [69], Theorem II.6.5, [26], Corollary 11.5.5. The relatively compact subsets of $\mathcal{M}^{1}(\mathcal{X})$ are exactly the tight ones, provided $\mathcal{X}$ is polish, where $\Gamma \subset \mathcal{M}^{1}(\mathcal{X})$ is called tight if for every $\varepsilon>0$ there exists a compact set $A \subset \mathcal{X}$ such that $\sup _{\nu \in \Gamma} \nu(\mathcal{X} \backslash A) \leq \varepsilon$; see e.g. [69], Theorem II.6.7, [26], Theorem 11.5.4.

A map $K: \Omega \times \mathcal{B}(\mathcal{X}) \rightarrow[0,1]$ is called a Markov kernel from $(\Omega, \mathcal{F})$ to $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ if $K(\omega, \cdot) \in \mathcal{M}^{1}(\mathcal{X})$ for every $\omega \in \Omega$ and $K(\cdot, B)$ is $\mathcal{F}$-measurable for every $B \in \mathcal{B}(\mathcal{X})$. Let $\mathcal{K}^{1}=\mathcal{K}^{1}(\mathcal{F})=\mathcal{K}^{1}(\mathcal{F}, \mathcal{X})$ denote the set of all such Markov kernels. If $\mathcal{M}^{1}(\mathcal{X})$ is equipped with the $\sigma$-field $\Sigma\left(\mathcal{M}^{1}(\mathcal{X})\right):=$ $\sigma(\nu \mapsto \nu(B), B \in \mathcal{B}(\mathcal{X}))$, then Markov kernels $K \in \mathcal{K}^{1}$ can be viewed as $\left(\mathcal{M}^{1}(\mathcal{X}), \Sigma\left(\mathcal{M}^{1}(\mathcal{X})\right)\right)$-valued random variables $\omega \mapsto K(\omega, \cdot)$. Furthermore, $\Sigma\left(\mathcal{M}^{1}(\mathcal{X})\right)$ coincides with the Borel $\sigma$-field of $\mathcal{M}^{1}(\mathcal{X})$ (see Lemma A.2).

For a Markov kernel $K \in \mathcal{K}^{1}$ and a probability distribution $Q$ on $\mathcal{F}$ we define the product measure (which is a probability distribution again) on the product $\sigma$-field $\mathcal{F} \otimes \mathcal{B}(\mathcal{X})$ by

$$
Q \otimes K(C):=\iint 1_{C}(\omega, x) K(\omega, d x) d Q(\omega)
$$

for $C \in \mathcal{F} \otimes \mathcal{B}(\mathcal{X})$ and its marginal on $\mathcal{B}(\mathcal{X})$ by

$$
Q K(B):=Q \otimes K(\Omega \times B)=\int K(\omega, B) d Q(\omega)
$$

for $B \in \mathcal{B}(\mathcal{X})$. For functions $f: \Omega \rightarrow \mathbb{R}$ and $h: \mathcal{X} \rightarrow \mathbb{R}$ let $f \otimes h: \Omega \times \mathcal{X} \rightarrow \mathbb{R}$, $f \otimes h(\omega, x):=f(\omega) h(x)$, be the tensor product.

Lemma 2.1 (a) (Fubini's theorem for Markov kernels) Let $K \in \mathcal{K}^{1}$ and $g$ : $(\Omega \times \mathcal{X}, \mathcal{F} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\overline{\mathbb{R}}, \mathcal{B}(\overline{\mathbb{R}}))$ be measurable such that $g^{-}\left(\right.$or $\left.g^{+}\right) \in$ $\mathcal{L}^{1}(P \otimes K)$. Then

$$
\int g d P \otimes K=\iint g(\omega, x) K(\omega, d x) d P(\omega)
$$

(b) (Uniqueness) For $K_{1}, K_{2} \in \mathcal{K}^{1}$, we have $\left\{\omega \in \Omega: K_{1}(\omega, \cdot)=K_{2}(\omega, \cdot)\right\} \in$ $\mathcal{F}$, and $K_{1}(\cdot, B)=K_{2}(\cdot, B) P$-almost surely for every $B \in \mathcal{B}(\mathcal{X})$ implies $P\left(\left\{\omega \in \Omega: K_{1}(\omega, \cdot)=K_{2}(\omega, \cdot)\right\}\right)=1$, that is, $K_{1}=K_{2} P$-almost surely.

Proof (a) For $g=1_{C}$ with $C \in \mathcal{F} \otimes \mathcal{B}(\mathcal{X})$ this is the definition of $P \otimes K$. The formula extends as usual by linearity, monotone convergence and the decomposition $g=g^{+}-g^{-}$.
(b) Note that $\mathcal{B}(\mathcal{X})$ is countably generated. Let $\mathcal{C}$ be a countable generator of $\mathcal{B}(\mathcal{X})$ and let $\mathcal{C}_{0}$ be the (countable) system of all finite intersections of sets from $\mathcal{C}$. Then by measure uniqueness

$$
\left\{\omega \in \Omega: K_{1}(\omega, \cdot)=K_{2}(\omega, \cdot)\right\}=\bigcap_{B \in \mathcal{C}_{0}}\left\{\omega \in \Omega: K_{1}(\omega, B)=K_{2}(\omega, B)\right\}
$$

Hence the assertion.

Exercise 2.1 Let $\mathcal{C} \subset \mathcal{B}(\mathcal{X})$ be closed under finite intersections with $\sigma(\mathcal{C})=\mathcal{B}(\mathcal{X})$ and let $K: \Omega \times \mathcal{B}(\mathcal{X}) \rightarrow[0,1]$ satisfy $K(\omega, \cdot) \in \mathcal{M}^{1}(\mathcal{X})$ for every $\omega \in \Omega$ and $K(\cdot, B)$ is $\mathcal{F}$-measurable for every $B \in \mathcal{C}$. Show that $K \in \mathcal{K}^{1}$.

Definition 2.2 The topology on $\mathcal{K}^{1}$ generated by the functions

$$
K \mapsto \int f \otimes h d P \otimes K, \quad f \in \mathcal{L}^{1}(P), h \in C_{b}(\mathcal{X})
$$

is called the weak topology and is denoted by $\tau=\tau(P)=\tau(\mathcal{F}, P)$. Accordingly, weak convergence of a net $\left(K_{\alpha}\right)_{\alpha}$ in $\mathcal{K}^{1}$ to $K \in \mathcal{K}^{1}$ means

$$
\lim _{\alpha} \int f \otimes h d P \otimes K_{\alpha}=\int f \otimes h d P \otimes K
$$

for every $f \in \mathcal{L}^{1}(P)$ and $h \in C_{b}(\mathcal{X})$.
The dependence of $\tau$ on $P$ is usually not explicitly indicated. This topology is well known e.g. in statistical decision theory where $\mathcal{K}^{1}$ corresponds to all randomized decision rules and in areas such as dynamic programming, optimal control, game theory or random dynamical systems; see [7, 13, 18, 61, 62, 87].

Simple characterizations of weak convergence are as follows. For a sub- $\sigma$-field $\mathcal{G}$ of $\mathcal{F}$, let $\mathcal{K}^{1}(\mathcal{G})=\mathcal{K}^{1}(\mathcal{G}, \mathcal{X})$ denote the subset of $\mathcal{K}^{1}$ consisting of all $\mathcal{G}$-measurable Markov kernels, that is of Markov kernels from $(\Omega, \mathcal{G})$ to $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$. For $F \in \mathcal{F}$ with $P(F)>0$ let $P_{F}:=P(\cdot \mid F)=P(\cdot \cap F) / P(F)$ denote the conditional probability measure given $F$, and let $E_{F}$ and $\operatorname{Var}_{F}$ denote expectation and variance, respectively, under $P_{F}$. Further recall that for a net $\left(y_{\alpha}\right)_{\alpha}$ in $\overline{\mathbb{R}}=\mathbb{R} \cup\{-\infty, \infty\}$

$$
\limsup _{\alpha} y_{\alpha}:=\inf _{\alpha} \sup _{\beta \geq \alpha} y_{\beta} \text { and } \quad \liminf y_{\alpha}:=\sup _{\alpha} \inf _{\beta \geq \alpha} y_{\beta} .
$$

Theorem 2.3 Let $\mathcal{G} \subset \mathcal{F}$ be a sub- $\sigma$-field, $\left(K_{\alpha}\right)_{\alpha}$ a net in $\mathcal{K}^{1}(\mathcal{G}), K \in \mathcal{K}^{1}(\mathcal{G})$ and let $\mathcal{E} \subset \mathcal{G}$ be closed under finite intersections with $\Omega \in \mathcal{E}$ such that $\sigma(\mathcal{E})=\mathcal{G}$. Then the following statements are equivalent:
(i) $K_{\alpha} \rightarrow K$ weakly,
(ii) $\lim _{\alpha} \int f \otimes h d P \otimes K_{\alpha}=\int f \otimes h d P \otimes K$ for every $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathcal{X})$,
(iii) $Q K_{\alpha} \rightarrow Q K$ weakly (in $\mathcal{M}^{1}(\mathcal{X})$ ) for every probability distribution $Q$ on $\mathcal{F}$ such that $Q \ll P$,
(iv) $P_{F} K_{\alpha} \rightarrow P_{F} K$ weakly for every $F \in \mathcal{E}$ with $P(F)>0$.

Proof (i) $\Rightarrow$ (iii). Let $Q \ll P$. Setting $f:=d Q / d P$ and using Fubini's theorem for Markov kernels 2.1 (a), we obtain for $h \in C_{b}(\mathcal{X})$

$$
\begin{aligned}
\int h d Q K_{\alpha} & =\iint h(x) K_{\alpha}(\omega, d x) d Q(\omega)=\int f \otimes h d P \otimes K_{\alpha} \\
& \rightarrow \int f \otimes h d P \otimes K=\int h d Q K
\end{aligned}
$$

(iii) $\Rightarrow$ (iv) is obvious because $P_{F} \ll P$.
(iv) $\Rightarrow$ (ii). Let

$$
\begin{gathered}
\mathcal{L}:=\left\{f \in \mathcal{L}^{1}(\mathcal{G}, P): \lim _{\alpha} \int f \otimes h d P \otimes K_{\alpha}=\int f \otimes h d P \otimes K\right. \\
\text { for every } \left.h \in C_{b}(\mathcal{X})\right\}
\end{gathered}
$$

Then $\mathcal{L}$ is a vector subspace of $\mathcal{L}^{1}(\mathcal{G}, P)$ with $\left\{1_{G}: G \in \mathcal{E}\right\} \subset \mathcal{L}$, in particular $1_{\Omega} \in \mathcal{L}$, and if $f_{k} \in \mathcal{L}, f \in \mathcal{L}^{1}(\mathcal{G}, P), f_{k} \geq 0, f \geq 0$ such that $f_{k} \uparrow f$, then $f \in \mathcal{L}$. In fact,

$$
\begin{aligned}
& \left|\int f \otimes h d P \otimes K_{\alpha}-\int f \otimes h d P \otimes K\right| \\
& \quad \leq \int\left|f \otimes h-f_{k} \otimes h\right| d P \otimes K_{\alpha}+\left|\int f_{k} \otimes h d P \otimes K_{\alpha}-\int f_{k} \otimes h d P \otimes K\right| \\
& \quad+\int\left|f_{k} \otimes h-f \otimes h\right| d P \otimes K \\
& \leq 2\|h\|_{\text {sup }} \int\left(f-f_{k}\right) d P+\left|\int f_{k} \otimes h d P \otimes K_{\alpha}-\int f_{k} \otimes h d P \otimes K\right|
\end{aligned}
$$

and hence

$$
\limsup _{\alpha}\left|\int f \otimes h d P \otimes K_{\alpha}-\int f \otimes h d P \otimes K\right| \leq 2\|h\|_{\text {sup }} \int\left(f-f_{k}\right) d P
$$

Letting $k \rightarrow \infty$ yields by monotone convergence

$$
\lim _{\alpha} \int f \otimes h d P \otimes K_{\alpha}=\int f \otimes h d P \otimes K
$$

Thus $f \in \mathcal{L}$. One can conclude that $\mathcal{D}:=\left\{G \in \mathcal{G}: 1_{G} \in \mathcal{L}\right\}$ is a Dynkin-system so that $\mathcal{D}=\sigma(\mathcal{E})=\mathcal{G}$. This clearly yields $\mathcal{L}=\mathcal{L}^{1}(\mathcal{G}, P)$, hence (ii).
(ii) $\Rightarrow$ (i). For $f \in \mathcal{L}^{1}(P)$ we have $E(f \mid \mathcal{G}) \in \mathcal{L}^{1}(\mathcal{G}, P)$ and thus in view of the $\mathcal{G}$-measurability of $K_{\alpha}$ and $K$

$$
\begin{aligned}
\lim _{\alpha} \int f \otimes h d P \otimes K_{\alpha} & =\lim _{\alpha} \int E(f \mid \mathcal{G}) \otimes h d P \otimes K_{\alpha} \\
& =\int E(f \mid \mathcal{G}) \otimes h d P \otimes K=\int f \otimes h d P \otimes K
\end{aligned}
$$

for every $h \in C_{b}(\mathcal{X})$.

Exercise 2.2 Prove that weak convergence $K_{\alpha} \rightarrow K$ is also equivalent to $Q K_{\alpha} \rightarrow$ $Q K$ weakly for every probability distribution $Q$ on $\mathcal{F}$ such that $Q \equiv P$, where $\equiv$ means mutual absolute continuity.

Exercise 2.3 Show that weak convergence is preserved under an absolutely continuous change of measure, that is, $\tau(Q) \subset \tau(P)$, if $Q \ll P$, and hence $\tau(Q)=\tau(P)$, if $Q \equiv P$.

Exercise 2.4 One may consider $\mathcal{M}^{1}(\mathcal{X})$ as a subset of $\mathcal{K}^{1}$. Show that $\tau \cap \mathcal{M}^{1}(\mathcal{X})$ is the weak topology on $\mathcal{M}^{1}(\mathcal{X})$.

The weak topology on $\mathcal{K}^{1}$ is not necessarily Hausdorff and the weak limit kernel is not unique, but it is $P$-almost surely unique. In fact, if $\int f \otimes h d P \otimes K_{1}=$ $\int f \otimes h d P \otimes K_{2}$ for $K_{1}, K_{2} \in \mathcal{K}^{1}$ and every $f \in \mathcal{L}^{1}(P)$ and $h \in C_{b}(\mathcal{X})$, then $\int h d P_{F} K_{1}=\int h d P_{F} K_{2}$ for every $h \in C_{b}(\mathcal{X})$ so that $P_{F} K_{1}=P_{F} K_{2}$ for every $F \in \mathcal{F}$ with $P(F)>0$. This implies $K_{1}(\cdot, B)=K_{2}(\cdot, B) P$-almost surely for every $B \in \mathcal{B}(\mathcal{X})$ and thus $K_{1}=K_{2} P$-almost surely by Lemma 2.1 (b).

The following notion is sometimes useful.
Definition 2.4 Assume that $\mathcal{X}$ is polish. Let $K \in \mathcal{K}^{1}$ and $\mathcal{G} \subset \mathcal{F}$ be a sub- $\sigma$-field. Then by disintegration of measures there exists a ( $P$-almost surely unique) kernel $H \in \mathcal{K}^{1}(\mathcal{G})$ such that

$$
P \otimes H|\mathcal{G} \otimes \mathcal{B}(\mathcal{X})=(P \mid \mathcal{G}) \otimes H=P \otimes K| \mathcal{G} \otimes \mathcal{B}(\mathcal{X})
$$

(see Theorem A.6). The Markov kernel $H$ is called the conditional expectation of $K$ w.r.t. $\mathcal{G}$ and is denoted by $E(K \mid \mathcal{G})$.

For a sub- $\sigma$-field $\mathcal{G} \subset \mathcal{F}$, the weak topology on $\mathcal{K}^{1}(\mathcal{G})$ is denoted by $\tau(\mathcal{G})=$ $\tau(\mathcal{G}, P)$. We will see that the map $\mathcal{K}^{1} \mapsto \mathcal{K}^{1}(\mathcal{G})$ or $\mathcal{K}^{1}, K \mapsto E(K \mid \mathcal{G})$, is weakly continuous.

Corollary 2.5 Let $\left(K_{\alpha}\right)_{\alpha}$ be a net in $\mathcal{K}^{1}, K \in \mathcal{K}^{1}$ and $\mathcal{G} \subset \mathcal{F}$ a sub- $\sigma$-field.
(a) $\tau(\mathcal{G})$ coincides with the topology induced by $\tau$ on $\mathcal{K}^{1}(\mathcal{G})$, that is $\tau(\mathcal{G})=$ $\tau \cap \mathcal{K}^{1}(\mathcal{G})$.
(b) Assume that $\mathcal{X}$ is polish. If $K_{\alpha} \rightarrow K$ weakly, then $E\left(K_{\alpha} \mid \mathcal{G}\right) \rightarrow E(K \mid \mathcal{G})$ weakly (in $\mathcal{K}^{1}$ and $\mathcal{K}^{1}(\mathcal{G})$ ).
(c) Assume that $\mathcal{X}$ is polish. If $\{N \in \mathcal{F}: P(N)=0\} \subset \mathcal{G}$, then $\mathcal{K}^{1}(\mathcal{G})$ is $\tau$-closed in $\mathcal{K}^{1}$.

Proof (a) is an immediate consequence of Theorem 2.3.
(b) is immediate from Theorem 2.3 and

$$
\int f \otimes h d P \otimes E(K \mid \mathcal{G})=\int f \otimes h d P \otimes K
$$

for $K \in \mathcal{K}^{1}, f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathcal{X})$.
(c) Let $\left(K_{\alpha}\right)_{\alpha}$ be a net in $\mathcal{K}^{1}(\mathcal{G}), K \in \mathcal{K}^{1}$ and assume $K_{\alpha} \rightarrow K$ weakly in $\mathcal{K}^{1}$. Then by $(\mathrm{b}), K_{\alpha}=E\left(K_{\alpha} \mid \mathcal{G}\right) \rightarrow E(K \mid \mathcal{G})$ weakly in $\mathcal{K}^{1}$ and hence, by almost sure uniqueness of limit kernels, we obtain $E(K \mid \mathcal{G})=K \quad P$-almost surely. The assumption on $\mathcal{G}$ now implies $K \in \mathcal{K}^{1}(\mathcal{G})$. Thus $\mathcal{K}^{1}(\mathcal{G})$ is $\tau$-closed.

We provide further characterizations of weak convergence. Recall that a function $h: \mathcal{Y} \rightarrow \overline{\mathbb{R}}$ on a topological space $\mathcal{Y}$ is said to be lower semicontinuous if $\{h \leq r\}$ is closed for every $r \in \overline{\mathbb{R}}$ or, what is the same, if $h(y) \leq \liminf _{\alpha} h\left(y_{\alpha}\right)$ for every net $\left(y_{\alpha}\right)_{\alpha}$ and $y$ in $\mathcal{Y}$ with $y_{\alpha} \rightarrow y$. The function $h$ is upper semicontinuous if $-h$ is lower semicontinuous. A function which is both upper and lower semicontinuous is continuous.

Theorem 2.6 For a net $\left(K_{\alpha}\right)_{\alpha}$ and $K$ in $\mathcal{K}^{1}$ the following statements are equivalent:
(i) $K_{\alpha} \rightarrow K$ weakly,
(ii) $\lim _{\alpha} \int g d P \otimes K_{\alpha}=\int g d P \otimes K$ for every measurable, bounded function $g:(\Omega \times \mathcal{X}, \mathcal{F} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ such that $g(\omega, \cdot) \in C_{b}(\mathcal{X})$ for every $\omega \in \Omega$,
(iii) (For $\mathcal{X}$ polish) $\lim \sup _{\alpha} \int g d P \otimes K_{\alpha} \leq \int g d P \otimes K$ for every measurable function $g:(\Omega \times \mathcal{X}, \mathcal{F} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\overline{\mathbb{R}}, \mathcal{B}(\overline{\mathbb{R}}))$ which is bounded from above such that $g(\omega, \cdot)$ is upper semicontinuous for every $\omega \in \Omega$,
(iv) (For $\mathcal{X}$ polish) $\liminf _{\alpha} \int g d P \otimes K_{\alpha} \geq \int g d P \otimes K$ for every measurable function $g:(\Omega \times \mathcal{X}, \mathcal{F} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\overline{\mathbb{R}}, \mathcal{B}(\overline{\mathbb{R}}))$ which is bounded from below such that $g(\omega, \cdot)$ is lower semicontinuous for every $\omega \in \Omega$.

Note that statements (ii)-(iv) say that the function $\mathcal{K}^{1} \rightarrow \overline{\mathbb{R}}, K \mapsto \int g d P \otimes K$, is weakly continuous, upper semicontinuous and lower semicontinuous, respectively. Moreover, it is interesting to note that the $\mathcal{F} \otimes \mathcal{B}(\mathcal{X})$-measurability of the function $g$ in (ii) already follows from the $\mathcal{F}$-measurability of $g(\cdot, x)$ for every $x \in \mathcal{X}$; see [18], Lemma 1.1.

Proof (i) $\Rightarrow$ (ii) and (i) $\Rightarrow$ (iv). Let $g: \Omega \times \mathcal{X} \rightarrow \overline{\mathbb{R}}$ be as in (iv). Replacing $g$ by $g$-inf $g$, we may assume $g \geq 0$. There exists a totally bounded metric $d$ inducing the topology of $\mathcal{X}$ so that the subspace $U_{b}(\mathcal{X}, d)$ of $C_{b}(\mathcal{X})$ consisting of all $d$-uniformly continuous, bounded functions is separable; see [26], Theorem 2.8.2, [69], Lemma II.6.3. Let $\left\{h_{n}: n \in \mathbb{N}\right\}$ be a countable dense subset of $U_{b}(\mathcal{X}, d)$. We obtain the representation

$$
g(\omega, x)=\sup \left\{h_{n}^{+}(x): h_{n} \leq g(\omega, \cdot), n \in \mathbb{N}\right\}
$$

for every $\omega \in \Omega$ and $x \in \mathcal{X}$. To see this, let $\varepsilon>0$, fix $\omega \in \Omega$ and $x \in \mathcal{X}$ and consider the functions

$$
g_{k}: \mathcal{X} \rightarrow \mathbb{R}, \quad g_{k}(y):=\inf _{z \in \mathcal{X}}\{k \wedge g(\omega, z)+k d(y, z)\}-\varepsilon
$$

for $k \in \mathbb{N}$. One easily checks that $g_{k}$ is $d$-Lipschitz and thus $g_{k} \in U_{b}(\mathcal{X}, d)$, $g_{k} \leq g(\omega, \cdot)-\varepsilon$ and $g_{k}(y) \uparrow g(\omega, y)-\varepsilon$ for every $y \in \mathcal{X}$. If $g(\omega, x)<\infty$, choose $k \in \mathbb{N}$ such that $g_{k}(x) \geq g(\omega, x)-2 \varepsilon$ and then $m \in \mathbb{N}$ such that $\left\|g_{k}-h_{m}\right\|_{\text {sup }} \leq \varepsilon$. This implies $h_{m} \leq g(\omega, \cdot)$ and $h_{m}(x) \geq g(\omega, x)-3 \varepsilon$, hence

$$
\sup \left\{h_{n}^{+}(x): h_{n} \leq g(\omega, \cdot)\right\} \geq \sup \left\{h_{n}(x): h_{n} \leq g(\omega, \cdot)\right\} \geq g(\omega, x)-3 \varepsilon
$$

Since $\varepsilon$ was arbitrary, we get the above representation. If $g(\omega, x)=\infty$, for $t>0$, choose $k \in \mathbb{N}$ such that $g_{k}(x)>t+\varepsilon$ and $m \in \mathbb{N}$ such that $\left\|g_{k}-h_{m}\right\|_{\text {sup }} \leq \varepsilon$. Then $h_{m} \leq g(\omega, \cdot)$ and $h_{m}(x)>t$ which yields $\sup \left\{h_{n}^{+}(x): h_{n} \leq g(\omega, \cdot)\right\}=\infty$.

Setting $F_{n}:=\left\{\omega \in \Omega: h_{n} \leq g(\omega, \cdot)\right\}$ for $n \in \mathbb{N}$ we obtain $g(\omega, x)=$ sup $\left\{1_{F_{n}} \otimes h_{n}^{+}(\omega, x): n \in \mathbb{N}\right\}$ for every $\omega \in \Omega$ and $x \in \mathcal{X}$.

Now assume that $g$ is bounded and $g(\omega, \cdot) \in C_{b}(\mathcal{X})$ for every $\omega \in \Omega$. Then

$$
F_{n}=\bigcap_{x \in \mathcal{X}_{0}}\left\{h_{n}(x) \leq g(\cdot, x)\right\}
$$

for some countable dense subset $\mathcal{X}_{0}$ of $\mathcal{X}$ and hence $F_{n} \in \mathcal{F}$. In view of the rather obvious fact that

$$
V:=\left\{\sum_{i=1}^{n} 1_{H_{i}} \otimes k_{i}: H_{i} \in \mathcal{F} \text { pairwise disjoint, } k_{i} \in C_{b}(\mathcal{X})_{+}, n \in \mathbb{N}\right\}
$$

is a lattice in the pointwise ordering there exists a nondecreasing sequence $\left(v_{n}\right)_{n \geq 1}$ in $V$ such that $g(\omega, x)=\sup _{n \in \mathbb{N}} v_{n}(\omega, x)$ for every $\omega \in \Omega$ and $x \in \overline{\mathcal{X}}$. Using monotone convergence we obtain that the map $K \mapsto \int g d P \otimes K=$ $\sup _{n \in \mathbb{N}} \int v_{n} d P \otimes K$ is lower $\tau$-semicontinuous on $\mathcal{K}^{1}$. This can be applied to the function $-g+\sup g$ and yields that the map $K \mapsto \int g d P \otimes K$ is $\tau$-continuous, hence (ii).

In the setting of (iv) the proof is a bit more involved because $F_{n}$ is not necessarily in $\mathcal{F}$. However,

$$
F_{n}^{c}=\bigcup_{x \in \mathcal{X}}\left\{\omega \in \Omega: h_{n}(x)>g(\omega, x)\right\}
$$

is the image of $A_{n}:=\left\{(\omega, x) \in \Omega \times \mathcal{X}: h_{n}(x)>g(\omega, x)\right\} \in \mathcal{F} \otimes \mathcal{B}(\mathcal{X})$ under the projection $\pi_{\Omega}: \Omega \times \mathcal{X} \rightarrow \Omega$ onto $\Omega$, that is

$$
\pi_{\Omega}\left(A_{n}\right)=\bigcup_{x \in \mathcal{X}} A_{n, x}=F_{n}^{c}
$$

and hence, using that $\mathcal{X}$ is polish, it follows from a projection theorem that $F_{n}$ belongs to the $P$-completion of $\mathcal{F}$; see [83], Theorem 4. Therefore, for every $n \in \mathbb{N}$ there is a set $G_{n} \in \mathcal{F}$ and a $P$-null set $N_{n} \in \mathcal{F}$ such that $G_{n} \subset F_{n}$ and $F_{n} \backslash G_{n} \subset N_{n}$. Defining $N:=\bigcup_{n \in \mathbb{N}} N_{n}$ we obtain $g(\omega, x)=\sup \left\{1_{G_{n}} \otimes h_{n}^{+}(\omega, x): n \in \mathbb{N}\right\}$ for every $\omega \in N^{c}$ and $x \in \mathcal{X}$. As above, this yields the lower $\tau$-semicontinuity of $K \mapsto \int g d P \otimes K$, hence (iv).
(ii) $\Rightarrow$ (i) is obvious, as is (iv) $\Leftrightarrow$ (iii) $\Rightarrow$ (ii).

Finally we mention a characterization of compactness in $\mathcal{K}^{1}$. For this, it is convenient to identify Markov kernels in $\mathcal{K}^{1}$ that agree $P$-almost surely. One arrives at the space $K^{1}(P)=K^{1}(\mathcal{F}, P)=K^{1}(\mathcal{F}, P, \mathcal{X})$ of $P$-equivalence classes. The weak topology on $K^{1}(P)$, still denoted by $\tau(P)$, is now Hausdorff. For a sub- $\sigma$-field $\mathcal{G} \subset \mathcal{F}$, let $K^{1}(\mathcal{G}, P)$ denote the subspace of $K^{1}(P)$ consisting of equivalence classes which contain at least one representative from $\mathcal{K}^{1}(\mathcal{G})$. By Corollary 2.5 (c), the set $K^{1}(\mathcal{G}, P)$ is weakly closed in $K^{1}(P)$ provided $\mathcal{X}$ is polish.

A net in $\mathcal{M}^{1}(\mathcal{X})$ is called tight if the corresponding subset is tight. A weakly convergent sequence in $\mathcal{M}^{1}(\mathcal{X})$ is tight provided $\mathcal{X}$ is polish. In fact, weak convergence $\nu_{n} \rightarrow \nu$ in $\mathcal{M}^{1}(\mathcal{X})$ obviously implies weak compactness of $\left\{\nu_{n}: n \in \mathbb{N}\right\} \cup\{\nu\}$, hence $\left\{\nu_{n}: n \in \mathbb{N}\right\}$ is relatively weakly compact and thus tight.

Theorem 2.7 Assume that $\mathcal{X}$ is polish. For a subset $\Gamma \subset K^{1}(P)$,
(i) $\Gamma$ is relatively $\tau(P)$-compact
if and only if
(ii) $P \Gamma:=\{P K: K \in \Gamma\}$ is relatively compact in $\mathcal{M}^{1}(\mathcal{X})$, and then
(iii) $\Gamma$ is relatively sequentially $\tau(P)$-compact.

In particular, if $\left(K_{\alpha}\right)_{\alpha}$ is a net (sequence) in $\mathcal{K}^{1}$ such that $\left(P K_{\alpha}\right)_{\alpha}$ is tight, then $\left(K_{\alpha}\right)_{\alpha}$ has a weakly convergent subnet (subsequence).

Proof (i) $\Rightarrow$ (ii) is an immediate consequence of the continuity of the map $K \mapsto P K$.
(ii) $\Rightarrow$ (i). Choose as in the proof of Theorem 2.6 a totally bounded metrization of $\mathcal{X}$. Then the completion $\mathcal{Y}$ of $\mathcal{X}$ is compact and $\mathcal{X} \in \mathcal{B}(\mathcal{Y})$ because $\mathcal{X}$ is, as a polish subspace of the polish space $\mathcal{Y}$, a $G_{\delta}$-set, i.e. a countable intersection of open subsets of $\mathcal{Y}$. Hence $\mathcal{B}(\mathcal{X}) \subset \mathcal{B}(\mathcal{Y})$. Because $U_{b}(\mathcal{X})$ and $C_{b}(\mathcal{Y})$ are isometrically isomorphic, it follows from the Portmanteau theorem that $\left(K^{1}(P, \mathcal{X}), \tau(P, \mathcal{X})\right)$ is homeomorphic to the subspace $\left\{K \in K^{1}(P, \mathcal{Y}): P K(\mathcal{X})=1\right\}$ of $\left(K^{1}(P, \mathcal{Y}), \tau(P, \mathcal{Y})\right)$. Identifying these spaces and because $K^{1}(P, \mathcal{Y})$ is $\tau(P, \mathcal{Y})$-compact, see [29], [65], [33], Theorem 3.58, the $\tau(P, \mathcal{Y})$-closure $\bar{\Gamma}$ of $\Gamma$ in $K^{1}(P, \mathcal{Y})$ is compact. Let $K \in \bar{\Gamma}$ and let $\left(K_{\alpha}\right)_{\alpha}$ be a net in $\Gamma$ such that $K_{\alpha} \rightarrow K$ weakly in $K^{1}(P, \mathcal{Y})$. Because $P \Gamma$ is tight in $\mathcal{M}^{1}(\mathcal{X})$, for every $\varepsilon>0$ we find a compact set $A \subset \mathcal{X}$ such that $P K_{\alpha}(A) \geq 1-\varepsilon$ for every $\alpha$. By Theorem 2.3 and the Portmanteau theorem we obtain

$$
1-\varepsilon \leq \limsup _{\alpha} P K_{\alpha}(A) \leq P K(A) \leq P K(\mathcal{X})
$$

This implies $P K(\mathcal{X})=1$ and hence $K \in K^{1}(P, \mathcal{X})$.
(i) $\Rightarrow$ (iii). Let $\left(K_{n}\right)_{n \geq 1}$ be a sequence in $\Gamma$ and $\mathcal{G}:=\sigma\left(K_{n}, n \in \mathbb{N}\right)$. If $\mathcal{A}$ denotes a countable generator of $\mathcal{B}(\mathcal{X})$ which is stable under finite intersections, then $\mathcal{G}=$ $\sigma\left(K_{n}(\cdot, B), B \in \mathcal{A}, n \in \mathbb{N}\right)$ so that $\mathcal{G}$ is a countably generated sub- $\sigma$-field of $\mathcal{F}$. In view of Corollary 2.5 (a) the set $\left\{K_{n}: n \in \mathbb{N}\right\}$ is relatively $\tau(\mathcal{G}, P)$-compact and because $\left(K^{1}(\mathcal{G}, P), \tau(\mathcal{G}, P)\right)$ is metrizable, see [33], Proposition 3.25, [18], Theorem 4.16, $\left(K_{n}\right)_{n \geq 1}$ has a $\tau(\mathcal{G}, P)$-convergent subsequence which is again by Corollary 2.5 (a) also $\tau(P)$-convergent.

Exercise 2.5 Show that one can replace in the last part of Theorem 2.7 the tightness of the net $\left(P K_{\alpha}\right)_{\alpha}$ by its weak convergence in $\mathcal{M}^{1}(\mathcal{X})$.

Exercise 2.6 Assume that $\mathcal{X}$ is polish and let $\Gamma \subset \mathcal{K}^{1}$. Regarding each $K \in \mathcal{K}^{1}$ as an $\left(\mathcal{M}^{1}(\mathcal{X}), \mathcal{B}\left(\mathcal{M}^{1}(\mathcal{X})\right)\right)$-valued random variable, prove that $P \Gamma$ is tight in $\mathcal{M}^{1}(\mathcal{X})$ if and only if $\left\{P^{K}: K \in \Gamma\right\}$ is tight in $\mathcal{M}^{1}\left(\mathcal{M}^{1}(\mathcal{X})\right)$. Here $P^{K}$ denotes the image measure.

Exercise 2.7 Let $\mathcal{Y}$ be a further separable metrizable topological space. Show that the weak topology on $\mathcal{M}^{1}(\mathcal{X} \times \mathcal{Y})$ is generated by the functions

$$
\mu \mapsto \int h \otimes k d \mu, \quad h \in C_{b}(\mathcal{X}), k \in C_{b}(\mathcal{Y})
$$

and the weak topology on $\mathcal{K}^{1}(\mathcal{F}, \mathcal{X} \times \mathcal{Y})$ is generated by the functions

$$
H \mapsto \int 1_{F} \otimes h \otimes k d P \otimes H, \quad F \in \mathcal{F}, h \in C_{b}(\mathcal{X}), k \in C_{b}(\mathcal{Y})
$$

Exercise 2.8 Let $\mathcal{Y}$ be a further separable metrizable space. Let $\left(H_{\alpha}\right)_{\alpha}$ be a net in $\mathcal{K}^{1}(\mathcal{F}, \mathcal{X}), H \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{X})$ and let $\left(K_{\alpha}\right)_{\alpha}$ be a net in $\mathcal{K}^{1}(\mathcal{F}, \mathcal{Y}), K \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{Y})$. Assume that $H_{\alpha} \rightarrow H$ weakly and

$$
\int k(y) K_{\alpha}(\cdot, d y) \rightarrow \int k(y) K(\cdot, d y) \quad \text { in } \mathcal{L}^{1}(P) \text { for every } k \in C_{b}(\mathcal{Y})
$$

Show that $H_{\alpha} \otimes K_{\alpha} \rightarrow H \otimes K$ weakly in $\mathcal{K}^{1}(\mathcal{F}, \mathcal{X} \times \mathcal{Y})$.

## Chapter 3 <br> Stable Convergence of Random Variables

Based on the notions and results of Chap. 2 we may now introduce and deeply investigate the mode of stable convergence of random variables. Starting from the papers [76-78] expositions can be found in [4, 13, 48, 50, 57].

Let $\mathcal{X}$ still be a separable metrizable topological space and fix a metric $d$ that induces the topology on $\mathcal{X}$. For an $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variable $X$ and a sub-$\sigma$-field $\mathcal{G} \subset \mathcal{F}$ let $P^{X \mid \mathcal{G}}$ denote the conditional distribution which exists, for example, provided that $\mathcal{X}$ is polish. It is a Markov kernel from $(\Omega, \mathcal{G})$ to $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ such that $P^{X \mid \mathcal{G}}(\cdot, B)=P(X \in B \mid \mathcal{G})$ almost surely for all $B \in \mathcal{B}(\mathcal{X})$. The conditional distribution is $P$-almost surely unique by Lemma 2.1 (b) and characterized by the Radon-Nikodym equations

$$
\int_{G} P^{X \mid \mathcal{G}}(\omega, B) d P(\omega)=P\left(X^{-1}(B) \cap G\right) \quad \text { for every } G \in \mathcal{G}, B \in \mathcal{B}(\mathcal{X})
$$

or, what is the same,

$$
P \otimes P^{X \mid \mathcal{G}}=P \otimes \delta_{X} \text { on } \mathcal{G} \otimes \mathcal{B}(\mathcal{X})
$$

where $\delta_{X}$ is the Dirac-kernel associated with $X$ given by $\delta_{X}(\omega):=\delta_{X(\omega)}$. If, for example, $X$ is $\mathcal{G}$-measurable, then $P^{X \mid \mathcal{G}}=\delta_{X}$. The distribution of $X$ (under $P$ ) is denoted by $P^{X}$. In the sequel we restrict our attention to sequences of random variables, all defined on the same probability space $(\Omega, \mathcal{F}, P)$.

### 3.1 First Approach

Definition 3.1 Let $\mathcal{G} \subset \mathcal{F}$ be a sub- $\sigma$-field. A sequence $\left(X_{n}\right)_{n \geq 1}$ of $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )valued random variables is said to converge $\mathcal{G}$-stably to $K \in \mathcal{K}^{1}(\mathcal{G})$, written as $X_{n} \rightarrow K \mathcal{G}$-stably, if $P^{X_{n} \mid \mathcal{G}} \rightarrow K$ weakly as $n \rightarrow \infty$. In case $K$ does not depend on
$\omega \in \Omega$ in the sense that $K=\nu P$-almost surely for some $\nu \in \mathcal{M}^{1}(\mathcal{X})$, then $\left(X_{n}\right)_{n \geq 1}$ is said to converge $\mathcal{G}$-mixing to $\nu$, and we write $X_{n} \rightarrow \nu \mathcal{G}$-mixing. Stable and mixing convergence are short for $\mathcal{F}$-stable and $\mathcal{F}$-mixing convergence, respectively.

In Definition 3.1 and in the sequel we always assume that the conditional distributions involved exist. (Existence is not part of the subsequent assertions.)

Using Fubini's theorem for Markov kernels (see Lemma 2.1 (a)) and the fact that $\int h(x) P^{X_{n} \mid \mathcal{G}}(d x)=E\left(h\left(X_{n}\right) \mid \mathcal{G}\right), \mathcal{G}$-stable convergence $X_{n} \rightarrow K$ reads

$$
\lim _{n \rightarrow \infty} E\left(f E\left(h\left(X_{n}\right) \mid \mathcal{G}\right)\right)=\int f \int h(x) K(\cdot, d x) d P
$$

for every $f \in \mathcal{L}^{1}(P)$ and $h \in C_{b}(\mathcal{X})$. The choice $f=1$ implies $X_{n} \xrightarrow{d} P K$, that is, $P^{X_{n}} \rightarrow P K$ weakly. Here and elsewhere the reference measure for distributional convergence is always $P$. The $\mathcal{G}$-mixing convergence $X_{n} \rightarrow \nu$ means

$$
\lim _{n \rightarrow \infty} E\left(f E\left(h\left(X_{n}\right) \mid \mathcal{G}\right)\right)=\int f d P \int h d \nu
$$

for every $f \in \mathcal{L}^{1}(P)$ and $h \in C_{b}(\mathcal{X})$, which implies $X_{n} \xrightarrow{d} \nu$. Because $P^{X_{n} \mid \mathcal{G}}=$ $E\left(\delta_{X_{n}} \mid \mathcal{G}\right)$ in the sense of Definition 2.4, $\mathcal{G}$-stable convergence $X_{n} \rightarrow K$ can also be read as $E\left(\delta_{X_{n}} \mid \mathcal{G}\right) \rightarrow K$ weakly. In the extreme case $\mathcal{G}=\{\emptyset, \Omega\}, \mathcal{G}$-stable convergence $X_{n} \rightarrow K$ coincides with distributional convergence $X_{n} \xrightarrow{d} \nu$, because $K=\nu$ for some $\nu \in \mathcal{M}^{1}(\mathcal{X})$ by $\mathcal{G}$-measurability of $K$.

Typical limit kernels for $\mathcal{G}$-stable convergence $X_{n} \rightarrow K$ are of the type $K(\omega, \cdot)=\mu^{\varphi(\omega, \cdot)}$, where $\mu \in \mathcal{M}^{1}(\mathcal{Y}), \mathcal{Y}$ is a separable metrizable space and $\varphi:(\Omega \times \mathcal{Y}, \mathcal{G} \otimes \mathcal{B}(\mathcal{Y})) \rightarrow(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ is some "concrete" measurable map. Here $\mu^{\varphi(\omega, \cdot)}$ is the image measure of $\mu$ under the map $\varphi(\omega, \cdot)$ so that $K(\omega, B)=$ $\mu(\{y \in \mathcal{Y}: \varphi(\omega, y) \in B\})$. In fact, every kernel has such a representation provided $\mathcal{X}$ is polish; see [51], Lemma 3.22)). In particular, if $\mathcal{X}=\mathcal{Y}=\mathbb{R}, \mu=N(0,1)$ and $\varphi(\omega, x):=\eta(\omega) x$ for some $\mathcal{G}$-measurable and nonnegative real random variable $\eta$, we obtain the Gauss-kernel $K(\omega, \cdot)=N(0,1)^{\varphi(\omega, \cdot)}=N\left(0, \eta^{2}(\omega)\right)$.

The results of Chap. 2 provide the following characterizations of $\mathcal{G}$-stable convergence.

Theorem 3.2 Let $X_{n}$ be $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables, $K \in \mathcal{K}^{1}(\mathcal{G})$ and let $\mathcal{E} \subset \mathcal{G}$ be closed under finite intersections with $\Omega \in \mathcal{E}$ and $\sigma(\mathcal{E})=\mathcal{G}$. Then the following statements are equivalent:
(i) $X_{n} \rightarrow K \mathcal{G}$-stably,
(ii) $\lim _{n \rightarrow \infty} \operatorname{Efh}\left(X_{n}\right)=\int f \otimes h d P \otimes K$ for every $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in$ $C_{b}(\mathcal{X})$,
(iii) $Q^{X_{n}} \rightarrow Q K$ weakly (in $\mathcal{M}^{1}(\mathcal{X})$ ) for every probability distribution $Q$ on $\mathcal{F}$ such that $Q \ll P$ and $d Q / d P$ is $\mathcal{G}$-measurable,
(iv) $P_{F}^{X_{n}} \rightarrow P_{F} K$ weakly for every $F \in \mathcal{E}$ with $P(F)>0$,
(v) $\lim _{n \rightarrow \infty} \int g\left(\omega, X_{n}(\omega)\right) d P(\omega)=\int g d P \otimes K$ for every measurable, bounded function $g:(\Omega \times \mathcal{X}, \mathcal{G} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ such that $g(\omega, \cdot) \in$ $C_{b}(\mathcal{X})$ for every $\omega \in \Omega$,
(vi) (For $\mathcal{X}$ polish) $\lim \sup _{n \rightarrow \infty} \int g\left(\omega, X_{n}(\omega)\right) d P(\omega) \leq \int g d P \otimes K$ for every measurable function $g:(\Omega \times \mathcal{X}, \mathcal{G} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\overline{\mathbb{R}}, \mathcal{B}(\overline{\mathbb{R}}))$ which is bounded from above such that $g(\omega, \cdot)$ is upper semicontinuous for every $\omega \in \Omega$,
(vii) $\left(X_{n}, Y\right) \rightarrow K \otimes \delta_{Y} \mathcal{G}$-stably for every separable metrizable space $\mathcal{Y}$ and every $\mathcal{G}$-measurable $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$-valued random variable $Y$, where $K \otimes \delta_{Y} \in$ $\mathcal{K}^{1}(\mathcal{G}, \mathcal{X} \times \mathcal{Y}), K \otimes \delta_{Y}(\omega, \cdot)=K(\omega, \cdot) \otimes \delta_{Y(\omega)}$,
(viii) $\left(X_{n}, 1_{F}\right) \xrightarrow{d} P\left(K \otimes \delta_{1_{F}}\right)$ for every $F \in \mathcal{E}$.

Proof The equivalences (i)-(vi) follow from Theorems 2.3 and 2.6. Here are some comments. First, observe that for $Q \ll P$ such that $d Q / d P$ is $\mathcal{G}$-measurable we have $Q \otimes P^{X_{n} \mid \mathcal{G}}=Q \otimes \delta_{X_{n}}$ on $\mathcal{G} \otimes \mathcal{B}(\mathcal{X})$ and hence $Q P^{X_{n} \mid \mathcal{G}}=Q \delta_{X_{n}}=Q^{X_{n}}$ for the marginals on $\mathcal{B}(\mathcal{X})$ (see Lemma A. 4 (d)).
(i) $\Leftrightarrow$ (ii). For $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathcal{X})$ we have $E\left(f E\left(h\left(X_{n}\right) \mid \mathcal{G}\right)\right)=$ $\operatorname{Efh}\left(X_{n}\right)$.
(i) $\Rightarrow$ (iii) $\Rightarrow$ (iv) $\Rightarrow$ (i) are clear from the above formulas and Theorem 2.3.
(ii) $\Leftrightarrow$ (v) $\Leftrightarrow$ (vi). For a measurable function $g:(\Omega \times \mathcal{X}, \mathcal{G} \otimes \mathcal{B}(\mathcal{X})) \rightarrow$ $(\overline{\mathbb{R}}, \mathcal{B}(\overline{\mathbb{R}}))$ which is bounded from above,

$$
\int g d P \otimes P^{X_{n} \mid \mathcal{G}}=\int g d P \otimes \delta_{X_{n}}=\int g\left(\omega, X_{n}(\omega)\right) d P(\omega) .
$$

Therefore the equivalences follow from Theorem 2.6 applied to the weak topology $\tau(\mathcal{G})$ on $\mathcal{K}^{1}(\mathcal{G})$ instead of $\tau$.
(v) $\Rightarrow$ (vii). For $F \in \mathcal{G}$ and $h \in C_{b}(\mathcal{X} \times \mathcal{Y})$ define $g: \Omega \times \mathcal{X} \rightarrow \mathbb{R}$ by $g(\omega, x):=1_{F}(\omega) h(x, Y(\omega))$. Using $\mathcal{B}(\mathcal{X} \times \mathcal{Y})=\mathcal{B}(\mathcal{X}) \otimes \mathcal{B}(\mathcal{Y})$ we see that $g$ is $\mathcal{G} \otimes \mathcal{B}(\mathcal{X})$-measurable and $g(\omega, \cdot) \in C_{b}(\mathcal{X})$ for every $\omega \in \Omega$, so that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} E 1_{F} h\left(X_{n}, Y\right) & =\lim _{n \rightarrow \infty} \int g\left(\omega, X_{n}(\omega)\right) d P(\omega)=\int g d P \otimes K \\
& =\iiint 1_{F}(\omega) h(x, y) d \delta_{Y(\omega)}(y) K(\omega, d x) d P(\omega) \\
& =\int 1_{F} \otimes h d P \otimes\left(K \otimes \delta_{Y}\right)
\end{aligned}
$$

Now $\mathcal{G}$-stable convergence (vii) follows in view of (iv) $\Leftrightarrow$ (i). Note that no further assumption on $\mathcal{Y}$ is needed to assure the existence of conditional distributions because $P^{\left(X_{n}, Y\right) \mid \mathcal{G}}=P^{X_{n} \mid \mathcal{G}} \otimes \delta_{Y}$ (see Lemma A. 5 (a)).
(vii) $\Rightarrow$ (viii) is clear.
(viii) $\Rightarrow$ (iv). For $F \in \mathcal{E}, h \in C_{b}(\mathcal{X})$ and $k \in C_{b}(\mathbb{R})$ satisfying $k(x)=x$ for $x \in[0,1]$ and $Y=1_{F}$, we have $h \otimes k \in C_{b}(\mathcal{X} \times \mathbb{R})$ and thus

$$
\begin{aligned}
\lim _{n \rightarrow \infty} E 1_{F} h\left(X_{n}\right) & =\lim _{n \rightarrow \infty} E h \otimes k\left(X_{n}, Y\right)=\int h \otimes k d P\left(K \otimes \delta_{Y}\right) \\
& =\iiint h(x) k(y) d \delta_{Y(\omega)}(y) K(\omega, d x) d P(\omega) \\
& =\int 1_{F} \otimes h d P \otimes K
\end{aligned}
$$

Some of the above equivalent conditions are more useful in a given situation than the others. So, for proving a particular stable limit theorem, Theorem 3.2 (iv) is usually used. In order to obtain theoretical consequences of stability, the other conditions are more interesting.

Unlike convergence in distribution, stable convergence $X_{n} \rightarrow K$ is a property of the random variables $X_{n}$ rather than of their distributions. Consider, for example, a $U(0,1)$-distributed random variable $U$ and set $X_{n}:=U$ if $n$ is even, $X_{n}:=1-U$ if $n$ is odd and $Y_{n}:=U$ for every $n$. Then $P^{X_{n}}=P^{Y_{n}}$ for every $n$ and $Y_{n} \rightarrow \delta_{U}$ stably, but $X_{n}$ does not converge stably, because otherwise $\delta_{U}=\delta_{1-U}$ by uniqueness of limit kernels so that $U=1-U$ or $U=1 / 2$ almost surely.

Exercise 3.1 Let $\left(F_{n}\right)_{n \geq 1}$ be a nonincreasing (nondecreasing) sequence in $\mathcal{F}, F=$ $\bigcap_{n=1}^{\infty} F_{n}\left(F=\bigcup_{n=1}^{\infty} F_{n}\right)$ and $P(F)>0$. Show that if $P_{F}^{X_{n}} \rightarrow \nu$ weakly for some $\nu \in \mathcal{M}^{1}(\mathcal{X})$, then $P_{F_{n}}^{X_{n}} \rightarrow \nu$ weakly as $n \rightarrow \infty$.

Exercise 3.2 Let $F_{n} \in \mathcal{F}, \alpha: \Omega \rightarrow[0,1] \mathcal{G}$-measurable and $K(\omega, \cdot):=\alpha(\omega) \delta_{1}+$ $(1-\alpha(\omega)) \delta_{0}$. Show that $1_{F_{n}} \rightarrow K \mathcal{G}$-stably if and only if $\lim _{n \rightarrow \infty} P\left(F_{n} \cap G\right)=$ $\int_{G} \alpha d P$ for every $G \in \mathcal{G}$.

Exercise 3.3 Let $(\Omega, \mathcal{F}, P)=\left([0,1], \mathcal{B}([0,1]), \lambda_{[0,1]}\right), a_{n} \in[0,1 / 2], X_{n}:=$ $1_{\left[a_{n}, a_{n}+1 / 2\right]}$ and $\mathcal{G}:=\sigma(Y)$, where $Y: \Omega \rightarrow \mathbb{R}, Y(\omega)=\omega$. Show that $P^{X_{n}}=$ $\left(\delta_{0}+\delta_{1}\right) / 2$ for every $n$ but, if $\left(a_{n}\right)_{n \geq 1}$ is not convergent, $\left(X_{n}\right)_{n \geq 1}$ does not converge $\mathcal{G}$-stably.

Corollary 3.3 (Mixing convergence) In the situation of Theorem 3.2 let $K=\nu$ almost surely for some $\nu \in \mathcal{M}^{1}(\mathcal{X})$. Then the following assertions are equivalent:
(i) $X_{n} \rightarrow \nu \mathcal{G}$-mixing,
(ii) $\lim _{n \rightarrow \infty} \operatorname{Efh}\left(X_{n}\right)=\int f d P \int h d \nu$ for every $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in$ $C_{b}(\mathcal{X})$,
(iii) $Q^{X_{n}} \rightarrow \nu$ weakly for every probability distribution $Q$ on $\mathcal{F}$ such that $Q \ll P$ and $d Q / d P$ is $\mathcal{G}$-measurable,
(iv) $P_{F}^{X_{n}} \rightarrow \nu$ weakly for every $F \in \mathcal{E}$ with $P(F)>0$,
(v) $\left(X_{n}, Y\right) \xrightarrow{d} \nu \otimes P^{Y}$ for every separable metrizable space $\mathcal{Y}$ and every $\mathcal{G}$ measurable $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$-valued random variable $Y$.

Proof The equivalences (i)-(iv) are obvious consequences of Theorem 3.2.
(i) $\Rightarrow$ (v). By Theorem 3.2, we have $\left(X_{n}, Y\right) \rightarrow \nu \otimes \delta_{Y} \mathcal{G}$-stably so that $\left(X_{n}, Y\right) \xrightarrow{d} P\left(\nu \otimes \delta_{Y}\right)=\nu \otimes P^{Y}$.
(v) $\Rightarrow$ (i) is again immediate from Theorem 3.2.

Exercise 3.4 Assume that $\sigma\left(X_{n}\right)$ and $\mathcal{G}$ are independent for every $n \in \mathbb{N}$. Prove that
(i) $\left(X_{n}\right)$ converges $\mathcal{G}$-stably,
(ii) $\left(X_{n}\right)$ converges $\mathcal{G}$-mixing,
(iii) $\left(X_{n}\right)$ converges in distribution are equivalent assertions.

Next we state various further features of stable convergence.
Proposition 3.4 (a) (For $\mathcal{X}$ polish) If $\left(P^{X_{n}}\right)_{n \geq 1}$ is tight in $\mathcal{M}^{1}(\mathcal{X})$, then $\left(X_{n}\right)_{n \geq 1}$ has a stably convergent subsequence.
(b) (For $\mathcal{X}$ polish) Let $\mathcal{G}_{1} \subset \mathcal{G}_{2} \subset \mathcal{F}$ be sub- $\sigma$-fields and $K \in \mathcal{K}^{1}\left(\mathcal{G}_{2}\right)$. If $X_{n} \rightarrow K$ $\mathcal{G}_{2}$-stably, then $X_{n} \rightarrow E\left(K \mid \mathcal{G}_{1}\right) \mathcal{G}_{1}$-stably.
(c) Let $\mathcal{Y}$ be a separable metrizable space, $Y$ a $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$-valued random variable, $\mathcal{G}=\sigma(Y)$ and $K \in \mathcal{K}^{1}(\mathcal{G})$. Then $X_{n} \rightarrow K \mathcal{G}$-stably if and only if $\left(X_{n}, Y\right) \xrightarrow{d}$ $P\left(K \otimes \delta_{Y}\right)$.

Proof (a) By Theorem 2.7, there exists a subsequence $\left(X_{k}\right)$ of $\left(X_{n}\right)$ with $\delta_{X_{k}} \rightarrow K$ weakly for some $K \in \mathcal{K}^{1}$ because $\left(P \delta_{X_{n}}\right)=\left(P^{X_{n}}\right)$ is tight. Using $P^{X_{k} \mid \mathcal{F}}=\delta_{X_{k}}$, this means $X_{k} \rightarrow K$ stably.
(b) It follows from Lemma A. 7 (b) and Corollary 2.5 (b) that $P^{X_{n} \mid \mathcal{G}_{1}}=$ $E\left(P^{X_{n} \mid \mathcal{G}_{2}} \mid \mathcal{G}_{1}\right) \rightarrow E\left(K \mid \mathcal{G}_{1}\right)$ weakly in $\mathcal{K}^{1}$, that is, $X_{n} \rightarrow E\left(K \mid \mathcal{G}_{1}\right) \mathcal{G}_{1}$-stably.
(c) The "if" part. One checks that

$$
\mathcal{L}:=\left\{f \in \mathcal{L}^{1}(\mathcal{G}, P): \lim _{n \rightarrow \infty} E f h\left(X_{n}\right)=\int f \otimes h d P \otimes K \text { for every } h \in C_{b}(\mathcal{X})\right\}
$$

is a closed vector subspace of $\mathcal{L}^{1}(\mathcal{G}, P)$. Moreover, functions $f$ of the type $f=k(Y)$ with $k \in C_{b}(\mathcal{Y})$ belong to $\mathcal{L}$ because

$$
E f h\left(X_{n}\right)=E h \otimes k\left(X_{n}, Y\right) \rightarrow \int h \otimes k d P\left(K \otimes \delta_{Y}\right)=\int f \otimes h d P \otimes K
$$

Since $C_{b}(\mathcal{Y})$ is dense in $\mathcal{L}^{1}\left(P^{Y}\right)$, the vector space $\left\{k(Y): k \in C_{b}(\mathcal{Y})\right\}$ is dense in $\mathcal{L}^{1}(\mathcal{G}, P)$ so that $\mathcal{L}=\mathcal{L}^{1}(\mathcal{G}, P)$. Theorem 3.2 yields $X_{n} \rightarrow K \mathcal{G}$-stably.

The "only if" part follows from Theorem 3.2.

The most powerful case concerns $\mathcal{G}$-stability when $X_{n}$ is $\mathcal{G}$-measurable for every $n$.
Proposition 3.5 Let $X_{n}$ be $\mathcal{G}$-measurable, $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )-valued random variables and let $K \in \mathcal{K}^{1}(\mathcal{G})$. Then the following assertions are equivalent:
(i) $X_{n} \rightarrow K$ G-stably,
(ii) $X_{n} \rightarrow K$ stably,
(iii) $\delta_{X_{n}} \rightarrow K$ weakly.

Proof The result is an immediate consequence of Definition 3.1 and $P^{X_{n} \mid \mathcal{G}}=$ $P^{X_{n} \mid \mathcal{F}}=\delta_{X_{n}} P$-almost surely.

Exercise 3.5 Show that the following assertions are equivalent:
(i) $X_{n} \rightarrow \nu$ mixing,
(ii) $P_{F}^{X_{n}} \rightarrow \nu$ weakly for every $F \in \mathcal{E}:=\bigcup_{k=1}^{\infty} \sigma\left(X_{k}\right)$ with $P(F)>0$,
(iii) $X_{n} \xrightarrow{d} \nu$ and $\lim _{n \rightarrow \infty} P^{\left(X_{n}, X_{k}\right)}(B \times B)=\nu(B) P^{X_{k}}(B)$ for every $k \in \mathbb{N}$ and $B \in \mathcal{B}(\mathcal{X})$ with $\nu(\partial B)=0$,
(iv) $\left(X_{n}, X_{k}\right) \xrightarrow{d} \nu \otimes P^{X_{k}}$ as $n \rightarrow \infty$ for every $k \in \mathbb{N}$.
(Note that $\mathcal{E}$ is a generator of $\sigma\left(X_{n}, n \geq 1\right)$ which is generally not closed under finite intersections.)

In case of a Dirac kernel as limit kernel, stable convergence turns into convergence in probability. Recall that a sequence $\left(X_{n}\right)_{n \geq 1}$ of $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables is said to converge in probability to an $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variable $X$ if $\lim _{n \rightarrow \infty} P\left(d\left(X_{n}, X\right)>\varepsilon\right)=0$ for every $\varepsilon>0$, where $d$ is any metric which metrizes $\mathcal{X}$ and $d\left(X_{n}, X\right)$ is $\mathcal{F}$-measurable because $\mathcal{B}(\mathcal{X} \times \mathcal{X})=\mathcal{B}(\mathcal{X}) \otimes \mathcal{B}(\mathcal{X})$. This feature does not depend on the choice of the metric, see e.g. [35], p. 335, and is equivalent to $\lim _{n \rightarrow \infty} E\left(d\left(X_{n}, X\right) \wedge 1\right)=0$.

Corollary 3.6 (Convergence in probability) For $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )-valued random variables $X_{n}$ and $X$, where $X$ is $\mathcal{G}$-measurable for some sub- $\sigma$-field $\mathcal{G}$ of $\mathcal{F}$, the following assertions are equivalent:
(i) $X_{n} \rightarrow X$ in probability,
(ii) $X_{n} \rightarrow \delta_{X} \mathcal{G}$-stably,
(iii) $Q^{X_{n}} \rightarrow Q^{X}$ weakly for every probability distribution $Q$ on $\mathcal{F}$ such that $Q \ll P$ and $d Q / d P$ is $\mathcal{G}$-measurable.

This corollary may of course be applied with $\mathcal{G}=\mathcal{F}$.
Proof (i) $\Rightarrow$ (iii). For $Q$ with $Q \ll P$ it follows from (i) that $X_{n} \rightarrow X$ in $Q$ probability and hence (iii).
(ii) $\Leftrightarrow$ (iii) is an immediate consequence of Theorem 3.2 because $Q^{X}=Q \delta_{X}$.
(ii) $\Rightarrow$ (i). Define $g: \Omega \times \mathcal{X} \rightarrow \mathbb{R}$ by $g(\omega, x):=d(x, X(\omega)) \wedge 1$. Since $g$ is $\mathcal{G} \otimes \mathcal{B}(\mathcal{X})$-measurable and $g(\omega, \cdot) \in C_{b}(\mathcal{X})$ for every $\omega \in \Omega$, Theorem 3.2 yields

$$
\begin{aligned}
\lim _{n \rightarrow \infty} E\left(d\left(X_{n}, X\right) \wedge 1\right) & =\lim _{n \rightarrow \infty} \int g\left(\omega, X_{n}(\omega)\right) d P(\omega)=\int g d P \otimes \delta_{X} \\
& =\int g(\omega, X(\omega)) d P(\omega)=0
\end{aligned}
$$

hence (i).

Exercise 3.6 Assume $X_{n} \rightarrow \nu$ mixing, where $\nu \in \mathcal{M}^{1}(\mathcal{X})$ is no Dirac-measure. Show that $X_{n}$ cannot converge in probability.

Exercise 3.7 (a) Assume that $\mathcal{X}$ is polish. Find a direct proof of the implication (ii) $\Rightarrow$ (i) in Corollary 3.6 based only on the definition of $\mathcal{G}$-stable convergence (that is, on Theorem 3.2, (i) $\Rightarrow$ (ii)).
(b) Find a proof of the same implication based on Theorem 3.2, (i) $\Rightarrow$ (vii).

The main advantage of stable convergence when compared with distributional convergence is contained in part (b) of the next result.

Theorem 3.7 Assume $X_{n} \rightarrow K \mathcal{G}$-stably for $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )-valued random variables $X_{n}$ and $K \in \mathcal{K}^{1}(\mathcal{G})$. Let $\mathcal{Y}$ be a separable metrizable space and $Y_{n}, Y$ random variables with values in $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$.
(a) Let $\mathcal{X}=\mathcal{Y}$. If $d\left(X_{n}, Y_{n}\right) \rightarrow 0$ in probability, then $Y_{n} \rightarrow K \mathcal{G}$-stably.
(b) If $Y_{n} \rightarrow Y$ in probability and $Y$ is $\mathcal{G}$-measurable, then $\left(X_{n}, Y_{n}\right) \rightarrow K \otimes \delta_{Y}$ $\mathcal{G}$-stably.
(c) If $g: \mathcal{X} \rightarrow \mathcal{Y}$ is Borel-measurable and $P K$-almost surely continuous, then $g\left(X_{n}\right) \rightarrow K^{g} \mathcal{G}$-stably with $K^{g}(\omega, \cdot):=K(\omega, \cdot)^{g}$. The $P K$-almost sure continuity of $g$ means that the Borel set $\{x \in \mathcal{X}: g$ is not continuous at $x\}$ has $P K$-measure zero.

Proof (a) For $F \in \mathcal{G}$ with $P(F)>0$ we have $d\left(X_{n}, Y_{n}\right) \rightarrow 0$ in $P_{F}$-probability and, by Theorem 3.2, $P_{F}^{X_{n}} \rightarrow P_{F} K$ weakly. This implies $P_{F}^{Y_{n}} \rightarrow P_{F} K$ weakly by Theorem 4.1 in [9]. Hence $Y_{n} \rightarrow K \mathcal{G}$-stably again by Theorem 3.2.
(b) Since $\left(X_{n}, Y\right) \rightarrow K \otimes \delta_{Y} \mathcal{G}$-stably by Theorem 3.2, (b) follows from (a).
(c) For any distribution $Q$ on $\mathcal{F}$ such that $Q \ll P$ and $d Q / d P$ is $\mathcal{G}$-measurable we have weak convergence $Q^{X_{n}} \rightarrow Q K$ by Theorem 3.2. Since $Q K \ll P K$, the function $g$ is $Q K$-almost surely continuous so that $\left(Q^{X_{n}}\right)^{g} \rightarrow(Q K)^{g}$ weakly (in $\left.\mathcal{M}^{1}(\mathcal{Y})\right)$ by [9], Theorem 5.1. In view of $\left(Q^{X_{n}}\right)^{g}=Q^{g\left(X_{n}\right)}$ and $(Q K)^{g}=Q K^{g}$ the assertion follows from Theorem 3.2.

We now consider special spaces $\mathcal{X}$. In case $\mathcal{X}=\mathbb{R}^{d}$, let $\langle\cdot, \cdot\rangle$ denote the usual scalar product.

Corollary 3.8 Let $\mathcal{X}=\mathbb{R}^{d}$. Let $X_{n}$ be $\mathbb{R}^{d}$-valued random variables, $K \in$ $\mathcal{K}^{1}\left(\mathcal{G}, \mathbb{R}^{d}\right)$ and let $\mathcal{E} \subset \mathcal{G}$ be closed under finite intersections with $\Omega \in \mathcal{E}$ and $\sigma(\mathcal{E})=\mathcal{G}$. Then the following assertions are equivalent:
(i) $X_{n} \rightarrow K \mathcal{G}$-stably,
(ii) $\lim _{n \rightarrow \infty} E 1_{F} \exp \left(i\left\langle u, X_{n}\right\rangle\right)=E 1_{F} \int \exp (i\langle u, x\rangle) K(\cdot, d x)$ for every $F \in$ $\mathcal{E}$ and $u \in \mathbb{R}^{d}$,
(iii) (Cramér-Wold device) $\left\langle u, X_{n}\right\rangle \rightarrow K^{u} \mathcal{G}$-stably for every $u \in \mathbb{R}^{d}$, where $K^{u} \in$ $\mathcal{K}^{1}(\mathcal{G}, \mathbb{R})$ is given by $K^{u}(\omega, \cdot):=K(\omega, \cdot)^{\langle u, \cdot\rangle}$.

Proof This follows from Theorem 3.2 and Lévy's continuity theorem.

Now let $\mathcal{X}=C([0, T])=C_{b}([0, T])$, for $0<T<\infty$ and equipped with the sup-norm, or $\mathcal{X}=C\left(\mathbb{R}_{+}\right)$. Then $C([0, T])$ is polish. The space $C\left(\mathbb{R}_{+}\right)$of all continuous functions $x: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is equipped with the local uniform topology induced by the metric $d(x, y)=\sum_{n=1}^{\infty} 2^{-n}\left(\max _{t \in[0, n]}|x(t)-y(t)| \wedge 1\right)$. This metric is complete, $C\left(\mathbb{R}_{+}\right)$is a polish space and $\mathcal{B}(C(I))=\sigma\left(\pi_{t}, t \in I\right), I=$ $[0, T]$ or $I=\mathbb{R}_{+}$, where $\pi_{t}: C(I) \rightarrow \mathbb{R}, \pi_{t}(x)=x(t)$ denotes the projection (see [53], Theorems 21.30 and 21.31). Consequently, any path-continuous stochastic process $X=\left(X_{t}\right)_{t \in I}$ may be viewed as a $(C(I), \mathcal{B}(C(I)))$-valued random variable. For $t_{j} \in I$ let $\pi_{t_{1}, \ldots, t_{k}}: C(I) \rightarrow \mathbb{R}^{k}, \pi_{t_{1}, \ldots, t_{k}}(x)=\left(x\left(t_{1}\right), \ldots, x\left(t_{k}\right)\right)$.

Proposition 3.9 Let $\mathcal{X}=C(I)$ with $I=[0, T]$ or $\mathbb{R}_{+}$, and let $X^{n}=\left(X_{t}^{n}\right)_{t \in I}$ be path-continuous processes and $K \in \mathcal{K}^{1}(\mathcal{G})$. Then the following assertions are equivalent:
(i) $X^{n} \rightarrow K \mathcal{G}$-stably,
(ii) $\left(P^{X^{n}}\right)_{n \geq 1}$ is tight and $\left(X_{t_{1}}^{n}, \ldots, X_{t_{k}}^{n}\right) \rightarrow K^{\pi_{t_{1}}, \ldots, t_{k}} \mathcal{G}$-stably for every $k \geq 1$ and $0 \leq t_{1}<\cdots<t_{k}, t_{j} \in I$.

Proof (i) $\Rightarrow$ (ii). Since $P^{X^{n}} \rightarrow P K$ weakly, the sequence $\left(P^{X^{n}}\right)_{n \geq 1}$ is tight. The second assertion follows from Theorem 3.7 (c).
(ii) $\Rightarrow$ (i). If $X^{n} \nrightarrow K \mathcal{G}$-stably, we may choose functions $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathcal{X})$ and some $\varepsilon>0$ such that $\left|E f h\left(X^{r}\right)-\int f \otimes h d P \otimes K\right| \geq \varepsilon$ along a subsequence $(r)$ of the sequence $(n)$ of all positive integers. By Proposition 3.4 (a), (b) there exists a further subsequence $(m)$ of $(r)$ and an $H \in \mathcal{K}^{1}(\mathcal{G})$ such that $X^{m} \rightarrow H \mathcal{G}$-stably. But then by Theorem 3.7 (c) and Theorem 3.2

$$
P_{F}^{\left(X_{t_{1}}^{m}, \ldots, X_{t_{k}}^{m}\right)} \rightarrow P_{F} H^{\pi_{t_{1}}, \ldots, t_{k}}=\left(P_{F} H\right)^{\pi_{t_{1}}, \ldots, t_{k}} \quad \text { weakly }
$$

and because also by (ii)

$$
P_{F}^{\left(X_{t_{1}}^{m}, \ldots, X_{t_{k}}^{m}\right)} \rightarrow\left(P_{F} K\right)^{\pi_{t_{1}}, \ldots, t_{k}} \quad \text { weakly }
$$

for every $\mathcal{F} \in \mathcal{G}$ with $P(F)>0$ and every $k \geq 1,0 \leq t_{1}<\cdots<t_{k}, t_{j} \in I$, we obtain $P_{F} H=P_{F} K$ for every $F \in \mathcal{G}$ with $P(F)>0$, which yields $H=K$ almost surely. Thus $X^{m} \rightarrow K \mathcal{G}$-stably, and so $E f h\left(X^{m}\right) \rightarrow \int f \otimes h d P \otimes K$, which is a contradiction.

Note that characterizations of stable convergence similar to Proposition 3.9 may by given for spaces of càdlàg functions, e.g. $\mathcal{X}=D([0, T]), D\left(\mathbb{R}_{+}\right), D\left(\mathbb{R}_{+}, \mathbb{R}^{k}\right)$ etc.

The following approximation result provides a useful tool for proving stable convergence.

Theorem 3.10 (Approximation) Let $X_{n, r}$ and $Y_{n}$ be $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )-valued random variables and $K_{r}, K \in \mathcal{K}^{1}(\mathcal{G})$ for $n, r \in \mathbb{N}$. Assume that
(i) $X_{n, r} \rightarrow K_{r} \mathcal{G}$-stably for $n \rightarrow \infty$ and all $r \in \mathbb{N}$,
(ii) $K_{r} \rightarrow K$ weakly for $r \rightarrow \infty$,
(iii) $\lim _{r \rightarrow \infty} \lim \sup _{n \rightarrow \infty} P\left(d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right)=0$ for every $\varepsilon>0$.

Then $Y_{n} \rightarrow K \mathcal{G}$-stably.
Proof For $F \in \mathcal{G}$ with $P(F)>0$ we have $P_{F}^{X_{n, r}} \rightarrow P_{F} K_{r}$ weakly for $n \rightarrow \infty$ by (i) and Theorem 3.2, and $P_{F} K_{r} \rightarrow P_{F} K$ weakly for $r \rightarrow \infty$ by (ii) and Theorem 2.3. It remains to show that this combined with (iii) implies $P_{F}^{Y_{n}} \rightarrow P_{F} K$ weakly. Then Theorem 3.2 yields $\mathcal{G}$-stable convergence $Y_{n} \rightarrow K$.

For a closed set $B \subset \mathcal{X}$ and $\varepsilon>0$ let $B_{\varepsilon}:=\left\{y \in \mathcal{X}: \inf _{x \in B} d(y, x) \leq \varepsilon\right\}$. Since $\left\{Y_{n} \in B\right\} \subset\left\{X_{n, r} \in B_{\varepsilon}\right\} \cup\left\{d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right\}$, we obtain $P_{F}^{Y_{n}}(B) \leq P_{F}^{\bar{X}_{n, r}}\left(B_{\varepsilon}\right)+$ $P_{F}\left(d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right)$. Since $B_{\varepsilon}$ is closed, the subadditivity of limsup and the Portmanteau theorem yield

$$
\limsup _{n \rightarrow \infty} P_{F}^{Y_{n}}(B) \leq P_{F} K_{r}\left(B_{\varepsilon}\right)+\limsup _{n \rightarrow \infty} P_{F}\left(d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right)
$$

and furthermore $\lim \sup _{r \rightarrow \infty} P_{F} K_{r}\left(B_{\varepsilon}\right) \leq P_{F} K\left(B_{\varepsilon}\right)$. By (iii) and since $B_{\varepsilon} \downarrow B$ as $\varepsilon \downarrow 0$ we get $\lim \sup _{n \rightarrow \infty} P_{F}^{Y_{n}}(B) \leq P_{F} K(B)$ so that, $B$ being arbitrary closed, again by the Portmanteau theorem $P_{F}^{Y_{n}} \rightarrow P_{F} K$ weakly.

Exercise 3.8 Show that condition (iii) of Theorem 3.10 is equivalent to the condition $\lim _{r \rightarrow \infty} \lim \sup _{n \rightarrow \infty} E\left(d\left(X_{n, r}, Y_{n}\right) \wedge 1\right)=0$.

The following observation is sometimes useful.
Proposition 3.11 Let $P=\sum_{i=1}^{\infty} s_{i} Q_{i}$ for probability distributions $Q_{i}$ on $\mathcal{F}$ and $s_{i} \in[0,1]$ satisfying $\sum_{i=1}^{\infty} s_{i}=1$. If $X_{n} \rightarrow K \mathcal{G}$-stably under $Q_{i}$ for every $i \in \mathbb{N}$ with $s_{i}>0$ for $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables $X_{n}$ and $K \in \mathcal{K}^{1}(\mathcal{G})$, then $X_{n} \rightarrow K \mathcal{G}$-stably (under $P$ ).

Proof This is an immediate consequence of Theorem 3.2. In fact, let $I=\{i \in \mathbb{N}$ : $\left.s_{i}>0\right\}, F \in \mathcal{G}$ and $h \in C_{b}(\mathcal{X})$. Then

$$
\begin{aligned}
& \int 1_{F} h\left(X_{n}\right) d P=\sum_{i \in I} s_{i} \int 1_{F} h\left(X_{n}\right) d Q_{i} \\
& \quad \rightarrow \sum_{i \in I} s_{i} \int 1_{F} \otimes h d Q_{i} \otimes K=\int 1_{F} \otimes h d P \otimes K
\end{aligned}
$$

Finally, we state an unspecified limit version of (parts of) Theorem 3.2. Typically, unspecified limit results are not of great interest. However, the subsequent condition (iii) with $\mathcal{E}=\mathcal{G}=\mathcal{F}$ was the original definition of stable convergence.

Proposition 3.12 (Unspecified limit) Assume that $\mathcal{X}$ is polish. Let $\mathcal{E} \subset \mathcal{G}$ be closed under finite intersections with $\Omega \in \mathcal{E}$ and $\sigma(\mathcal{E})=\mathcal{G}$. Then the following assertions are equivalent:
(i) $\left(X_{n}\right)$ converges $\mathcal{G}$-stably,
(ii) $\left(P^{X_{n}}\right)$ is tight and the sequence $\left(E 1_{F} h\left(X_{n}\right)\right)$ converges in $\mathbb{R}$ for every $F \in \mathcal{E}$ and $h \in C_{b}(\mathcal{X})$,
(iii) $\left(P_{F}^{X_{n}}\right)$ converges weakly for every $F \in \mathcal{E}$ with $P(F)>0$,
(iv) $\left(\left(X_{n}, Y\right)\right)$ converges in distribution for every separable metrizable space $\mathcal{Y}$ and every $\mathcal{G}$-measurable $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$-valued random variable $Y$.

Proof The implications (i) $\Rightarrow$ (iii) $\Rightarrow$ (ii) are obvious in view of Theorem 3.2.
(ii) $\Rightarrow$ (i). For $F \in \mathcal{E}$ and $h \in C_{b}(\mathcal{X})$, let $c_{F, h}:=\lim _{n \rightarrow \infty} E 1_{F} h\left(X_{n}\right)$. By Proposition 3.4 (a) and (b), there is a subsequence $\left(X_{k}\right)$ of $\left(X_{n}\right)$ with $X_{k} \rightarrow K$ $\mathcal{G}$-stably for some $K \in \mathcal{K}^{1}(\mathcal{G})$. Hence, $\lim _{k \rightarrow \infty} E 1_{F} h\left(X_{k}\right)=\int 1_{F} \otimes h d P \otimes K$ so that $c_{F, h}=\int 1_{F} \otimes h d P \otimes K$ for every $F \in \mathcal{E}, h \in C_{b}(\mathcal{X})$. Again Theorem 3.2 yields $X_{n} \rightarrow K \mathcal{G}$-stably.
(i) $\Rightarrow$ (iv) follows from Theorem 3.2.
(iv) $\Rightarrow$ (ii). Clearly, $\left(P^{X_{n}}\right)$ is tight. For $F \in \mathcal{E}$, let $\left(X_{n}, 1_{F}\right) \xrightarrow{d} \mu_{F}$ for some $\mu_{F} \in \mathcal{M}^{1}(\mathcal{X} \times \mathbb{R})$. Then for $h \in C_{b}(\mathcal{X})$ and $k \in C_{b}(\mathbb{R})$ satisfying $k(x)=x$ for $x \in[0,1]$, we obtain

$$
\lim _{n \rightarrow \infty} E 1_{F} h\left(X_{n}\right)=\lim _{n \rightarrow \infty} E h \otimes k\left(X_{n}, 1_{F}\right)=\int h \otimes k d \mu_{F}
$$

Exercise 3.9 Assume that $\mathcal{X}$ is polish. Show that for (general) stable convergence an unspecified limit version of most parts of Exercise 3.5 is true, that is,
(i) $\left(X_{n}\right)_{n \geq 1}$ converges stably,
(ii) $\left(P_{F}^{X_{n}}\right)_{n \geq 1}$ converges weakly for every $F \in \mathcal{E}:=\bigcup_{k=1}^{\infty} \sigma\left(X_{k}\right)$ with $P(F)>0$,
(iii) $\left(\left(X_{n}, X_{k}\right)\right)_{n \geq 1}$ converges in distribution for every $k \in \mathbb{N}$
are equivalent assertions.
Here is a first example.
Example 3.13 (Classical stable central limit theorem; Takahashi, Rényi)
(a) We observe automatic stability in the following setting. Let $\left(Z_{n}\right)_{n \geq 1}$ be an independent sequence of real random variables, $b_{n} \in \mathbb{R}, a_{n}>0, a_{n} \rightarrow \infty$ and $\nu \in \mathcal{M}^{1}(\mathbb{R})$. If

$$
X_{n}:=\frac{1}{a_{n}}\left(\sum_{j=1}^{n} Z_{j}-b_{n}\right) \xrightarrow{d} \nu
$$

then $X_{n} \rightarrow \nu$ mixing as $n \rightarrow \infty$. To see this, let $\mathcal{G}:=\sigma\left(Z_{n}, n \geq 1\right)$ and $\mathcal{E}:=$ $\bigcup_{k=1}^{\infty} \sigma\left(Z_{1}, \ldots, Z_{k}\right)$. Then $\mathcal{E}$ is a field with $\sigma(\mathcal{E})=\mathcal{G}$ and the $X_{n}$ are $\mathcal{G}$-measurable. If $F \in \sigma\left(Z_{1}, \ldots, Z_{k}\right)$ for some $k \in \mathbb{N}$ with $P(F)>0$ and

$$
Y_{n}:=\frac{1}{a_{n}}\left(\sum_{j=k+1}^{n} Z_{j}-b_{n}\right), n>k
$$

then

$$
\left|X_{n}-Y_{n}\right|=\left|\frac{1}{a_{n}} \sum_{j=1}^{k} Z_{j}\right| \rightarrow 0 \quad \text { everywhere on } \Omega \text { as } n \rightarrow \infty
$$

so that $Y_{n} \xrightarrow{d} \nu$. Since $\sigma\left(Z_{1}, \ldots, Z_{k}\right)$ and $\sigma\left(Z_{n}, n \geq k+1\right)$ are independent, we have $P_{F}^{Y_{n}}=P^{Y_{n}} \rightarrow \nu$ weakly (in $\mathcal{M}^{1}(\mathbb{R})$ ) and hence $P_{F}^{X_{n}} \rightarrow \nu$ weakly. The assertion follows from Corollary 3.3 and Proposition 3.5.
(b) Now let $\left(Z_{n}\right)_{n \geq 1}$ be an independent and identically distributed sequence of real random variables with $Z_{1} \in \mathcal{L}^{2}(P)$ and $\sigma^{2}:=\operatorname{Var} Z_{1}$. Then by the classical central limit theorem and (a),

$$
X_{n}:=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(Z_{j}-E Z_{1}\right) \rightarrow N\left(0, \sigma^{2}\right) \quad \text { mixing as } n \rightarrow \infty
$$

Consequences of the mixing feature are, for example, statements such as

$$
\lim _{n \rightarrow \infty} P\left(X_{n} \leq Y\right)=\int N\left(0, \sigma^{2}\right)((-\infty, y]) d P^{Y}(y)
$$

for any real random variable $Y$, which is out of scope under mere distributional convergence. In fact, by Corollary $3.3,\left(X_{n}, Y\right) \xrightarrow{d} N\left(0, \sigma^{2}\right) \otimes P^{Y}$ so that for the closed set $D:=\left\{(x, y) \in \mathbb{R}^{2}: x \leq y\right\}$, by the Portmanteau theorem,

$$
\begin{aligned}
P\left(X_{n} \leq Y\right) & =P\left(\left(X_{n}, Y\right) \in D\right) \\
& \rightarrow N\left(0, \sigma^{2}\right) \otimes P^{Y}(D)=\int N\left(0, \sigma^{2}\right)((-\infty, y]) d P^{Y}(y)
\end{aligned}
$$

because $N\left(0, \sigma^{2}\right) \otimes P^{Y}(\partial D)=0$ provided $\sigma^{2}>0$.
We can also easily derive a multivariate version of the above stable central limit theorem using the Cramér-Wold device from Corollary 3.8 (iii).

Example 3.14 (Classical stable functional central limit theorem, cf. [9], Theorem 16.3) Let $\left(Z_{n}\right)_{n \geq 1}$ be an independent and identically distributed sequence of real random variables with $Z_{1} \in \mathcal{L}^{2}(P), E Z_{1}=0$ and $\sigma^{2}:=\operatorname{Var} Z_{1}>0$. For $n \in \mathbb{N}$, consider the path-continuous process $X^{n}=\left(X_{t}^{n}\right)_{t \geq 0}$ defined by

$$
X_{t}^{n}:=\frac{1}{\sigma \sqrt{n}}\left(\sum_{j=1}^{[n t]} Z_{j}+(n t-[n t]) Z_{[n t]+1}\right), t \geq 0
$$

$\left(\sum_{j=1}^{0} Z_{j}:=0\right)$, where $[n t]$ denotes the integer part. By Donsker's theorem, $X^{n} \xrightarrow{d}$ $\nu$ in $C\left(\mathbb{R}_{+}\right)$, where $\nu \in \mathcal{M}^{1}\left(C\left(\mathbb{R}_{+}\right)\right)$denotes the Wiener measure ([53], Theorem 21.43). We show that $X^{n} \rightarrow \nu$ mixing. Arguing as in Example 3.13 (a), it is enough to show that $P_{F}^{X_{n}} \rightarrow \nu$ weakly for every $F \in \bigcup_{k=1}^{\infty} \sigma\left(Z_{1}, \ldots, Z_{k}\right)$ with $P(F)>0$. If $F \in \sigma\left(Z_{1}, \ldots, Z_{k}\right)$ for some $k \in \mathbb{N}$ with $P(F)>0$ and

$$
Y_{t}^{n}:= \begin{cases}0 & , 0 \leq t \leq \frac{k}{n} \\ \frac{1}{\sigma \sqrt{n}}\left(\sum_{j=k+1}^{[n t]} Z_{j}+(n t-[n t]) Z_{[n t]+1}\right), & t>\frac{k}{n}\end{cases}
$$

for $n \in \mathbb{N}$, then

$$
d\left(X^{n}, Y^{n}\right) \leq \frac{2}{\sigma \sqrt{n}} \sum_{i=1}^{k}\left|Z_{i}\right| \rightarrow 0 \quad \text { everywhere on } \Omega \text { as } n \rightarrow \infty
$$

so that $Y^{n} \xrightarrow{d} \nu$. Since $\sigma\left(Z_{1}, \ldots, Z_{k}\right)$ and $\sigma\left(Y^{n}\right)$ are independent, we have $P_{F}^{Y_{n}}=$ $P^{Y_{n}} \rightarrow \nu$ weakly and hence $P_{F}^{X_{n}} \rightarrow \nu$ weakly. For a martingale approach to the mixing Donsker theorem, see Chap. 7.

Exercise 3.10 Show in the situation of Example 3.14 that

$$
\frac{1}{\sigma \sqrt{n}} \max _{0 \leq j \leq n} \sum_{i=1}^{j} Z_{i} \rightarrow \mu \text { mixing }
$$

where

$$
\frac{d \mu}{d \lambda}(t)=\frac{2}{\sqrt{2 \pi}} \exp \left(-\frac{t^{2}}{2}\right) 1_{\mathbb{R}_{+}}(t)
$$

Hint: $\mu$ is the distribution of $\max _{t \in[0,1]} W_{t}$ for a Brownian motion $W$.

### 3.2 Second Approach

The limit kernel for $\mathcal{G}$-stable convergence $X_{n} \rightarrow K$ can always be represented as a $\mathcal{G}$ conditional distribution of a further random variable $X$ defined on a suitable extension of the underlying probability space $(\Omega, \mathcal{F}, P)$ : Take $\bar{\Omega}=\Omega \times \mathcal{X}, \overline{\mathcal{F}}=\mathcal{F} \otimes \mathcal{B}(\mathcal{X})$, $\bar{P}=P \otimes K$ and $X(\omega, x)=x$. So, for instance, the Gauss-kernel $N\left(0, \eta^{2}\right)$, where $\eta$ is a $\mathcal{G}$-measurable, nonnegative real random variable, satisfies $N\left(0, \eta^{2}\right)=P^{\eta Z \mid \mathcal{G}}$ assuming the existence of a $N(0,1)$-distributed random variable $Z$ on $(\Omega, \mathcal{F}, P)$ which is independent of $\mathcal{G}$. This motivates the following approach.

Definition 3.15 Let $\mathcal{G} \subset \mathcal{F}$ be a sub- $\sigma$-field. A sequence $\left(X_{n}\right)_{n \geq 1}$ of $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )valued random variables is said to converge $\mathcal{G}$-stably to an $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variable $X$ if $X_{n} \rightarrow P^{X \mid \mathcal{G}} \mathcal{G}$-stably for $n \rightarrow \infty$. Then we write $X_{n} \rightarrow X \mathcal{G}$-stably.

As before, we assume the existence of conditional distributions. By Definition 3.1 $\mathcal{G}$-stable convergence $X_{n} \rightarrow X$ reads

$$
\lim _{n \rightarrow \infty} E\left(f E\left(h\left(X_{n}\right) \mid \mathcal{G}\right)\right)=E(f E(h(X) \mid \mathcal{G}))
$$

for every $f \in \mathcal{L}^{1}(P)$ and $h \in C_{b}(\mathcal{X})$ and implies $X_{n} \xrightarrow{d} X$. The $\mathcal{G}$-mixing convergence $X_{n} \rightarrow X$ corresponds to $P^{X \mid \mathcal{G}}=P^{X} P$-almost surely which is equivalent to the independence of $\sigma(X)$ and $\mathcal{G}$. Thus $X_{n} \rightarrow X \mathcal{G}$-mixing means $X_{n} \rightarrow X \mathcal{G}$-stably and $\sigma(X)$ and $\mathcal{G}$ are independent which is also equivalent to $X_{n} \rightarrow P^{X} \mathcal{G}$-mixing and independence of $\sigma(X)$ and $\mathcal{G}$.

For the formulation of stable limit theorems in subsequent chapters we sometimes use the " $K$-approach", sometimes the " $X$-approach", and sometimes both.
Example 3.16 In the situation of Example 3.13 (b) with $\mathcal{G}=\sigma\left(Z_{n}, n \geq 1\right)$ let $X$ be $N\left(0, \sigma^{2}\right)$-distributed and independent of $\mathcal{G}$. Such an $X$ exists at least after a suitable extension of $(\Omega, \mathcal{F}, P)$. Then Example 3.13 (b) yields

$$
\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(Z_{j}-E Z_{1}\right) \rightarrow X \quad \mathcal{G} \text {-mixing. }
$$

However, there is nothing special about this $\mathcal{G}$. The above statement holds for any pair $(\mathcal{G}, X)$, where $P^{X}=N\left(0, \sigma^{2}\right)$ and $\sigma(X), \mathcal{G}$ are independent. The random variable $X$ is merely an "artificial" construct to describe the limit kernel. In practice, $\mathcal{G}$ can and will be chosen so large that all random variables of interest are measurable w.r.t. $\mathcal{G}$.

The previous characterizations of $\mathcal{G}$-stable convergence now read as follows.
Theorem 3.17 Let $X_{n}$ and $X$ be $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables and let $\mathcal{E} \subset \mathcal{G}$ be closed under finite intersections with $\Omega \in \mathcal{E}$ and $\sigma(\mathcal{E})=\mathcal{G}$. Then the following assertions are equivalent:
(i) $X_{n} \rightarrow X \mathcal{G}$-stably,
(ii) $\lim _{n \rightarrow \infty} \operatorname{Efh}\left(X_{n}\right)=E f h(X)$ for every $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathcal{X})$,
(iii) $Q^{X_{n}} \rightarrow Q^{X}$ weakly for every probability distribution $Q$ on $\mathcal{F}$ such that $Q \ll P$ and $d Q / d P$ is $\mathcal{G}$-measurable,
(iv) $P_{F}^{X_{n}} \rightarrow P_{F}^{X}$ weakly for every $F \in \mathcal{E}$ with $P(F)>0$,
(v) $\lim _{n \rightarrow \infty} \int g\left(\omega, X_{n}(\omega)\right) d P(\omega)=\int g(\omega, X(\omega)) d P(\omega)$ for every measurable, bounded function $g:(\Omega \times \mathcal{X}, \mathcal{G} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ such that $g(\omega, \cdot) \in C_{b}(\mathcal{X})$ for every $\omega \in \Omega$,
(vi) (For X polish) $\lim \sup _{n \rightarrow \infty} \int g\left(\omega, X_{n}(\omega)\right) d P(\omega) \leq \int g(\omega, X(\omega)) d P(\omega)$ for every measurable function $g:(\Omega \times \mathcal{X}, \mathcal{G} \otimes \mathcal{B}(\mathcal{X})) \rightarrow(\overline{\mathbb{R}}, \mathcal{B}(\overline{\mathbb{R}}))$ which is bounded from above such that $g(\omega, \cdot)$ is upper semicontinuous for every $\omega \in \Omega$,
(vii) $\left(X_{n}, Y\right) \rightarrow(X, Y) \mathcal{G}$-stably for every separable metrizable space $\mathcal{Y}$ and every $\mathcal{G}$-measurable $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$-valued random variable $Y$,
(viii) $\left(X_{n}, 1_{F}\right) \xrightarrow{d}\left(X, 1_{F}\right)$ for every $F \in \mathcal{E}$.

Proof Just apply Theorem 3.2. As for (vii) and (viii) one has to recall that $P^{X \mid \mathcal{G}} \otimes$ $\delta_{Y}=P^{(X, Y) \mid \mathcal{G}}$ by $\mathcal{G}$-measurability of $Y$ so that $P\left(P^{X \mid \mathcal{G}} \otimes \delta_{Y}\right)=P^{(X, Y)}$.

Exercise 3.11 Let $\mathcal{Y}$ be a separable metrizable space, $Y$ a $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$-valued random variable and $\mathcal{G}=\sigma(Y)$. Show that $X_{n} \rightarrow X \mathcal{G}$-stably if and only if $\left(X_{n}, Y\right) \xrightarrow{d}$ $(X, Y)$ as $n \rightarrow \infty$.

Exercise 3.12 Let $\mathcal{G}=\sigma\left(X_{n}, n \geq 1\right)$. Prove that $X_{n} \rightarrow X \mathcal{G}$-stably if and only if $\left(X_{n}, X_{1}, \ldots, X_{k}\right) \xrightarrow{d}\left(X, X_{1}, \ldots, X_{k}\right)$ as $n \rightarrow \infty$ for every $k \geq 1$.

In case $\mathcal{G}_{1} \subset \mathcal{G}_{2} \subset \mathcal{F}$ it is clear from Theorem 3.17 that $\mathcal{G}_{2}$-stable convergence $X_{n} \rightarrow X$ implies $\mathcal{G}_{1}$-stable convergence $X_{n} \rightarrow X$.

The $\mathcal{G}$-measurability of all $X_{n}$ in $\mathcal{G}$-stable convergence $X_{n} \rightarrow X$ has no specific impact (in contrast to Proposition 3.5) while the $\mathcal{G}$-measurability of $X$ has a very strong impact. In fact, if $\sigma(X) \subset \mathcal{G}$, then $X_{n} \rightarrow X \mathcal{G}$-stably if and only if $X_{n} \rightarrow X$ in probability. This is a reformulation of Corollary 3.6 because $P^{X \mid \mathcal{G}}=\delta_{X}$. In particular, still under $\mathcal{G}$-measurability of $X$, we have $X_{n} \rightarrow X \mathcal{G}$-mixing if and only if $X=c$ almost surely for some constant $c \in \mathcal{X}$ and $X_{n} \rightarrow c$ in probability.

Since $\mathcal{G}=\{\emptyset, \Omega\}$ reduces $\mathcal{G}$-stable convergence $X_{n} \rightarrow X$ to distributional convergence and $\sigma(X) \subset \mathcal{G}$ gives convergence in probability, $\mathcal{G}$-stability provides a type of convergence in between.

In the " $X$-approach" Theorem 3.7 reads as follows.
Theorem 3.18 Assume $X_{n} \rightarrow X \mathcal{G}$-stably and let $Y_{n}$ and $Y$ be random variables with values in $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$ for some separable metrizable space.
(a) Let $\mathcal{X}=\mathcal{Y}$. If $d\left(X_{n}, Y_{n}\right) \rightarrow 0$ in probability, then $Y_{n} \rightarrow X \mathcal{G}$-stably.
(b) If $Y_{n} \rightarrow Y$ in probability and $Y$ is $\mathcal{G}$-measurable, then $\left(X_{n}, Y_{n}\right) \rightarrow(X, Y)$ $\mathcal{G}$-stably.
(c) If $g: \mathcal{X} \rightarrow \mathcal{Y}$ is Borel-measurable and $P^{X}$-almost surely continuous, then $g\left(X_{n}\right) \rightarrow g(X) \mathcal{G}$-stably.

Proof Recall that $P^{X \mid \mathcal{G}} \otimes \delta_{Y}=P^{(X, Y) \mid \mathcal{G}}$, note that $\left(P^{X \mid \mathcal{G}}\right)^{g}=P^{g(X) \mid \mathcal{G}}$ and use Theorem 3.7.

Corollary 3.8 reads as follows.
Corollary 3.19 Let $\mathcal{X}=\mathbb{R}^{d}$. Let $X_{n}$ and $X$ be $\mathbb{R}^{d}$-valued random variables and let $\mathcal{E} \subset \mathcal{G}$ be closed under finite intersections with $\Omega \in \mathcal{E}$ and $\sigma(\mathcal{E})=\mathcal{G}$. Then the following assertions are equivalent:
(i) $X_{n} \rightarrow X \mathcal{G}$-stably,
(ii) $\lim _{n \rightarrow \infty} E 1_{F} \exp \left(i\left\langle u, X_{n}\right\rangle\right)=E 1_{F} \exp (i\langle u, X\rangle)$ for every $F \in \mathcal{E}$ and $u \in$ $\mathbb{R}^{d}$,
(iii) $\left\langle u, X_{n}\right\rangle \rightarrow\langle u, X\rangle \mathcal{G}$-stably for every $u \in \mathbb{R}^{d}$.

Proposition 3.9 reads as follows.
Proposition 3.20 Let $\mathcal{X}=C(I)$ with $I=[0, T]$ or $\mathbb{R}_{+}$. For path-continuous processes $X^{n}=\left(X_{t}^{n}\right)_{t \in I}$ and $X=\left(X_{t}\right)_{t \in I}$ the following assertions are equivalent:
(i) $X_{n} \rightarrow X \mathcal{G}$-stably,
(ii) $\left(P^{X^{n}}\right)_{n \geq 1}$ is tight and $\left(X_{t_{1}}^{n}, \ldots, X_{t_{k}}^{n}\right) \rightarrow\left(X_{t_{1}}, \ldots, X_{t_{k}}\right) \mathcal{G}$-stably for every $k \geq 1$ and $0 \leq t_{1}<\cdots<t_{k}, t_{j} \in I$.

Theorem 3.10 reads as follows.
Theorem 3.21 (Approximation) Let $X_{n, r}, X_{r}, X$ and $Y_{n}$ be $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables. Assume that
(i) $X_{n, r} \rightarrow X_{r} \mathcal{G}$-stably for $n \rightarrow \infty$ and all $r \in \mathbb{N}$,
(ii) $X_{r} \rightarrow X \mathcal{G}$-stably for $r \rightarrow \infty$,
(iii) $\lim _{r \rightarrow \infty} \lim \sup _{n \rightarrow \infty} P\left(d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right)=0$ for every $\varepsilon>0$.

Then $Y_{n} \rightarrow X \mathcal{G}$-stably.
Using Theorem 3.21 we can treat a further special case quite easily.
Proposition 3.22 Let $\mathcal{X}=\prod_{j \in \mathbb{N}} \mathcal{Y}_{j}$ for separable metrizable spaces $\mathcal{Y}_{j}$. For $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables $X^{n}=\left(X_{k}^{n}\right)_{k \geq 1}$ and $X=\left(X_{k}\right)_{k \geq 1}$ are equivalent:
(i) $X^{n} \rightarrow X \mathcal{G}$-stably,
(ii) $\left(X_{1}^{n}, \ldots, X_{k}^{n}\right) \rightarrow\left(X_{1}, \ldots, X_{k}\right) \mathcal{G}$-stably for every $k \geq 1$.

Proof (i) $\Rightarrow$ (ii) follows from the continuity of $\pi_{1, \ldots, k}: \mathcal{X} \rightarrow \prod_{j=1}^{k} \mathcal{Y}_{j}, \pi_{1, \ldots, k}$ $\left(\left(x_{n}\right)\right):=\left(x_{1}, \ldots, x_{k}\right)$ for every $k \in \mathbb{N}$ and Theorem 3.18 (c).
(ii) $\Rightarrow$ (i). Fix any $\left(c_{n}\right) \in \mathcal{X}$. For $k \in \mathbb{N}$, the map $\varphi_{k}: \prod_{j=1}^{k} \mathcal{Y}_{j} \rightarrow \mathcal{X}$, $\varphi_{k}\left(\left(x_{1}, \ldots, x_{k}\right)\right):=\left(x_{1}, \ldots, x_{k}, c_{k+1}, c_{k+2}, \ldots\right)$ is continuous so that by Theorem 3.18 (c)

$$
Z^{n, k}:=\varphi_{k}\left(\left(X_{1}^{n}, \ldots, X_{k}^{n}\right)\right) \rightarrow Z^{k}:=\varphi_{k}\left(\left(X_{1}, \ldots, X_{k}\right)\right) \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

for every $k \in \mathbb{N}$. Note that if $d_{j}$ denotes a metric inducing the topology of $\mathcal{Y}_{j}$, then the metric $d\left(\left(x_{j}\right),\left(y_{j}\right)\right):=\sum_{j=1}^{\infty} 2^{-j}\left(d_{j}\left(x_{j}, y_{j}\right) \wedge 1\right)$ provides a metrization of the product topology of $\mathcal{X}$, and note also that $d\left(Z^{n, k}, X^{n}\right) \leq \sum_{j=k+1}^{\infty} 2^{-j}$ and $d\left(Z^{k}, X\right) \leq \sum_{j=k+1}^{\infty} 2^{-j}$ for all $k, n \in \mathbb{N}$. The $\mathcal{G}$-stable convergence $X^{n} \rightarrow X$ now follows from Theorem 3.21.

One can deduce a characterization of stable convergence of continuous processes.
Corollary 3.23 Let $\mathcal{X}=C\left(\mathbb{R}_{+}\right)$. For path-continuous processes $X^{n}=\left(X_{t}^{n}\right)_{t \geq 0}$ and $X=\left(X_{t}\right)_{t \geq 0}$ are equivalent:
(i) $X^{n} \rightarrow X \mathcal{G}$-stably,
(ii) $\left(X_{t}^{n}\right)_{t \in[0, k]} \rightarrow\left(X_{t}\right)_{t \in[0, k]} \mathcal{G}$-stably in $C([0, k])$ for every $k \in \mathbb{N}$.

Proof (i) $\Rightarrow$ (ii) follows from the continuity of the restriction maps $\varphi_{k}: C\left(\mathbb{R}_{+}\right) \rightarrow$ $C$ ( $[0, k]$ ) and Theorem 3.18 (c).
(ii) $\Rightarrow$ (i). By hypothesis $\varphi_{k}\left(X^{n}\right) \rightarrow \varphi_{k}(X) \mathcal{G}$-stably in $C([0, k])$ for every $k \in$ $\mathbb{N}$. Since the restriction map $C([0, k]) \rightarrow \prod_{m=1}^{k} C([0, m]), y \mapsto(y|[0,1], \ldots, y|$ $[0, k]$ ) is continuous, Theorem 3.18 (c) implies

$$
\left(\varphi_{1}\left(X^{n}\right), \ldots, \varphi_{k}\left(X^{n}\right)\right) \rightarrow\left(\varphi_{1}(X), \ldots, \varphi_{k}(X)\right) \quad \mathcal{G} \text {-stably in } \prod_{m=1}^{k} C([0, m])
$$

for every $k \in \mathbb{N}$ so that Proposition 3.22 yields

$$
\left(\varphi_{m}\left(X^{n}\right)\right)_{m \in \mathbb{N}} \rightarrow\left(\varphi_{m}(X)\right)_{m \in \mathbb{N}} \quad \mathcal{G} \text {-stably in } \prod_{m \in \mathbb{N}} C([0, m])
$$

as $n \rightarrow \infty$. Now $\left(\varphi_{m}\right)_{m \in \mathbb{N}}$ is a homeomorphism from $C\left(\mathbb{R}_{+}\right)$onto its range $\mathcal{Z}$, say, in $\prod_{m \in \mathbb{N}} C([0, m]) .\left(\mathcal{Z}\right.$ is a Borel subset of $\prod_{m \in \mathbb{N}} C([0, m])$; see [69], Theorem I.3.9.) Using the Portmanteau theorem one checks that

$$
\left(\varphi_{m}\left(X^{n}\right)\right)_{m \in \mathbb{N}} \rightarrow\left(\varphi_{m}(X)\right)_{m \in \mathbb{N}} \quad \mathcal{G} \text {-stably in } \mathcal{Z} .
$$

Assertion (i) follows again from Theorem 3.18 (c).
Proposition 3.11 reads as follows.
Proposition 3.24 Let $P=\sum_{i=1}^{\infty} s_{i} Q_{i}$ for probability distributions $Q_{i}$ on $\mathcal{F}$ and $s_{i} \in[0,1]$ satisfying $\sum_{i=1}^{\infty} s_{i}=1$. If $X_{n} \rightarrow X \mathcal{G}$-stably under $Q_{i}$ for every $i$ with $s_{i}>0$, then $X_{n} \rightarrow X \mathcal{G}$-stably (under $P$ ).

## Chapter 4 <br> Applications

The goal of this chapter is to establish consequences of stable convergence of random variables. We thus demonstrate the importance of this notion simply because many distributional limit theorems can be shown to be stable. Stable convergence implies convergence in distribution. But it implies much more. Stable convergence is useful, for example, in connection with random normalization and random index limit theorems and can be used to prove results on the fluctuations of sample paths of stochastic processes. Also the $\delta$-method with random centering works under stable convergence, and stable convergence $X_{n} \rightarrow K$ implies the existence of a subsequence ( $X_{m}$ ) such that the associated empirical measures of every further subsequence of $\left(X_{m}\right)$ converge weakly to $K(\omega, \cdot)$, almost surely. Thus the stable limit kernel specifies the almost sure limit of empirical measures.

As before, let $\mathcal{X}$ be a separable metrizable space and let $d$ be a metric inducing the topology on $\mathcal{X}$.

### 4.1 Limit Points

In order to describe the fluctuation behavior of stably convergent random variables recall that $x \in \mathcal{X}$ is said to be a limit point of a sequence $\left(x_{n}\right)_{n \geq 1}$ in $\mathcal{X}$ if it has a subsequence converging to $x$. We denote by $L\left(\left(x_{n}\right)\right)$ the set of all limit points of $\left(x_{n}\right)_{n \geq 1}$. Since $\mathcal{X}$ is first countable (each point has a countable neighborhood basis) the limit points of a sequence are precisely the cluster (or accumulation) points of the sequence, so that $L\left(\left(x_{n}\right)\right)=\bigcap_{n \in \mathbb{N}} \overline{\left\{x_{k}: k \geq n\right\}}$, where $\bar{B}$ denotes the closure of $B \subset \mathcal{X}$. Furthermore, the set $L:=\left\{\left(\left(x_{n}\right), x\right) \in \mathcal{X}^{\mathbb{N}} \times \mathcal{X}: x \in L\left(\left(x_{n}\right)\right)\right\}$ can be written as $L=\bigcap_{n \in \mathbb{N}} L_{n}$, where

$$
\begin{aligned}
L_{n} & :=\left\{\left(\left(x_{j}\right), x\right) \in \mathcal{X}^{\mathbb{N}} \times \mathcal{X}: x \in \overline{\left\{x_{k}: k \geq n\right\}}\right\} \\
& =\bigcap_{i=1}^{\infty} \bigcup_{k=n}^{\infty}\left\{\left(\left(x_{j}\right), x\right) \in \mathcal{X}^{\mathbb{N}} \times \mathcal{X}: d\left(x_{k}, x\right)<\frac{1}{i}\right\},
\end{aligned}
$$

hence $L_{n}, L \in \mathcal{B}(\mathcal{X})^{\mathbb{N}} \otimes \mathcal{B}(\mathcal{X})$. For $\nu \in \mathcal{M}^{1}(\mathcal{X})$, let $\operatorname{supp}(\nu)$ denote the support of $\nu$ (i.e. the smallest closed set $B$ such that $\nu(B)=1$ ), which exists in our setting ([69], Theorem II.2.1).

Theorem 4.1 (Limit points) Assume that $\mathcal{X}$ is polish. If $X_{n} \rightarrow K$ stably for $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables $X_{n}$ and $K \in \mathcal{K}^{1}$, then $L\left(\left(X_{n}(\omega)\right)\right)$ ) $\operatorname{supp}(K(\omega, \cdot))$ almost surely.

Proof The map $\varphi:(\Omega \times \mathcal{X}, \mathcal{F} \otimes \mathcal{B}(\mathcal{X})) \rightarrow\left(\mathcal{X}^{\mathbb{N}} \times \mathcal{X}, \mathcal{B}(\mathcal{X})^{\mathbb{N}} \otimes \mathcal{B}(\mathcal{X})\right), \varphi(\omega, x):=$ $\left(\left(X_{n}(\omega)\right), x\right)$, is measurable. Hence the sets

$$
C_{n}:=\left\{(\omega, x) \in \Omega \times \mathcal{X}: x \in \overline{\left\{X_{k}(\omega): k \geq n\right\}}\right\}=\left\{\varphi \in L_{n}\right\}
$$

and

$$
C:=\left\{(\omega, x) \in \Omega \times \mathcal{X}: x \in L\left(\left(X_{n}(\omega)\right)\right)\right\}=\{\varphi \in L\}=\bigcap_{n=1}^{\infty} C_{n}
$$

satisfy $C_{n}, C \in \mathcal{F} \otimes \mathcal{B}(\mathcal{X})$, and the $\omega$-sections $C_{n, \omega}$ are closed so that $1_{C_{n}}(\omega, \cdot)$ is upper semicontinuous for every $\omega \in \Omega$. Since obviously

$$
\int 1_{C_{n}}\left(\omega, X_{k}(\omega)\right) d P(\omega)=1
$$

for every $k \geq n$, Theorem 3.2 yields

$$
1=\limsup _{k \rightarrow \infty} \int 1_{C_{n}}\left(\omega, X_{k}(\omega)\right) d P(\omega) \leq P \otimes K\left(C_{n}\right)
$$

for every $n \in \mathbb{N}$. This implies $P \otimes K(C)=1$ and thus $K\left(\omega, C_{\omega}\right)=1$ for almost all $\omega \in \Omega$, where $C_{\omega}=L\left(\left(X_{n}(\omega)\right)\right)$.

In the mixing case the above theorem first appeared in [80] and for the general case see [7], Corollary 3.18. A sharper "subsequence principle" may be found in [48].

Example 4.2 In the situation of Example 3.13 (b) with $\sigma^{2} \in(0, \infty)$ we obtain from Theorem 4.1 that

$$
L\left(\left(n^{-1 / 2} \sum_{j=1}^{n}\left(Z_{j}-E Z_{1}\right)\right)\right)=\mathbb{R} \text { a.s. }
$$

This may be compared with Strassen's law of the iterated logarithm

$$
L\left(\left((2 n \log \log n)^{-1 / 2} \sum_{j=1}^{n}\left(Z_{j}-E Z_{1}\right)\right)\right)=[-\sigma, \sigma] \quad \text { a.s. }
$$

which, of course, is much better and implies the above statement as well as the strong law of large numbers

$$
L\left(\left(n^{-\alpha} \sum_{j=1}^{n}\left(Z_{j}-E Z_{1}\right)\right)\right)=\{0\} \quad \text { a.s. }
$$

for all $\alpha>1 / 2$.

Example 4.3 (Occupation time of Brownian motion) Let $W=\left(W_{t}\right)_{t \geq 0}$ be an (everywhere path-continuous) Brownian motion and $\eta$ its occupation measure, defined by

$$
\eta_{t}(A):=\int_{0}^{t} 1_{A}\left(W_{s}\right) d s=\lambda\left(s \leq t: W_{s} \in A\right)
$$

for $t \geq 0$ and $A \in \mathcal{B}(\mathbb{R})$. Using Theorem 4.1 we show for $A=(0, \infty)$ that the limit points of the sequence $\left(n^{-1} \eta_{n}((0, \infty))\right)_{n \geq 1}$ coincide almost surely with $[0,1]$ and, in particular,

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \lambda\left(t \leq n: W_{t}>0\right)=1 \quad \text { a.s. }
$$

and

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \lambda\left(t \leq n: W_{t}>0\right)=0 \quad \text { a.s. }
$$

We proceed as follows. Let $\mathcal{X}=C([0,1]), \nu:=P^{\left(W_{t}\right)_{t \in[0,1]}} \in \mathcal{M}^{1}(\mathcal{X})$ and for $n \in \mathbb{N}$ let $X_{t}^{n}:=n^{-1 / 2} W_{n t}, t \in[0,1]$. By the scaling invariance of Brownian motion we obtain $P^{X^{n}}=\nu$ for every $n$ (and obviously $X^{n} \xrightarrow{d} \nu$ and $\left(P^{X^{n}}\right)_{n \geq 1}$ is tight). We first observe that $X^{n} \rightarrow \nu$ mixing as $n \rightarrow \infty$. By Proposition 3.9 and Corollary 3.8 it is enough to show that

$$
\sum_{j=1}^{k} u_{j} X_{t_{j}}^{n} \rightarrow P^{\sum_{j=1}^{k} u_{j} W_{t_{j}}} \quad \text { mixing as } n \rightarrow \infty
$$

for every $k \in \mathbb{N}, 0<t_{1}<\cdots<t_{k} \leq 1$ and $u_{1}, \ldots, u_{k} \in \mathbb{R}$. (The case $t_{1}=0$ can be excluded since $X_{0}^{n}=W_{0}=0$.) Choose $a_{n} \in(0, \infty)$ such that $a_{n}<n, a_{n} \uparrow \infty$ and $a_{n} / n \rightarrow 0$ as $n \rightarrow \infty$ and define $Y_{n}:=n^{-1 / 2} \sum_{j=1}^{k} u_{j}\left(W_{n t_{j}}-W_{a_{n} t_{j}}\right)$ for $n \in \mathbb{N}$. Since $E\left(W_{a_{n} t} / \sqrt{n}\right)^{2}=a_{n} t / n \rightarrow 0$ for every $t \geq 0$, we obtain

$$
\sum_{j=1}^{k} u_{j} X_{t_{j}}^{n}-Y_{n}=n^{-1 / 2} \sum_{j=1}^{k} u_{j} W_{a_{n} t_{j}} \rightarrow 0 \text { in } \mathcal{L}^{2}(P)
$$

and thus in probability as $n \rightarrow \infty$. Hence by Theorem 3.7 (a) it is enough to show that $Y_{n} \rightarrow P^{\sum_{j=1}^{k} u_{j} W_{t_{j}}}$ mixing. Let $\mathcal{G}:=\sigma\left(Y_{n}, n \in \mathbb{N}\right)$ and $\mathcal{E}:=\bigcup_{m=1}^{\infty} \sigma\left(Y_{1}, \ldots, Y_{m}\right)$, satisfying $\sigma(\mathcal{E})=\mathcal{G}$. For all $m \in \mathbb{N}$, we have $\sigma\left(Y_{1}, \ldots, Y_{m}\right) \subset \sigma\left(W_{t}, t \leq m\right)$ and for all $n \in \mathbb{N}$ such that $a_{n} t_{1} \geq m$, we have $\sigma\left(Y_{n}\right) \subset \sigma\left(W_{t}-W_{m}, t \geq m\right)$. Also, the $\sigma$-fields $\sigma\left(W_{t}, t \leq m\right)$ and $\sigma\left(W_{t}-W_{m}, t \geq m\right)$ are independent by the independence of the increments of $W$. Thus, if $F \in \sigma\left(Y_{1}, \ldots, Y_{m}\right)$ with $P(F)>0$, then for $n \in \mathbb{N}$ with $a_{n} t_{1} \geq m$

$$
P_{F}^{Y_{n}}=P^{Y_{n}} \rightarrow P^{\sum_{j=1}^{k} u_{j} W_{t_{j}}} \quad \text { weakly } .
$$

The desired mixing convergence of $Y_{n}$ follows from Corollary 3.3 and Proposition 3.5.

We can mention, as a first consequence of Proposition 4.1, that

$$
L\left(\left(X^{n}\right)\right)=\operatorname{supp}(\nu)=\{x \in C([0,1]): x(0)=0\} P \text {-a.s. }
$$

and compare this with Strassen's law of the iterated logarithm for Brownian motion, saying that the processes $Z_{t}^{n}:=(2 n \log \log n)^{-1 / 2} W_{n t}, t \in[0,1]$, satisfy

$$
\begin{aligned}
& L\left(\left(Z^{n}\right)\right)=\text { unit ball of the reproducing kernel Hilbert space of } \nu \\
&=\{x \in C([0,1]): x(0)=0, x \text { absolutely continuous and } \\
&\left.\qquad \int_{0}^{1} \dot{x}(t)^{2} d t \leq 1\right\} \text { a.s. }
\end{aligned}
$$

see [91], Theorem 1.17.
Now consider the occupation time functional $g: \mathcal{X} \rightarrow[0,1]$ defined by

$$
g(x):=\int_{0}^{1} 1_{(0, \infty)}(x(t)) d t=\lambda(t \leq 1: x(t)>0) .
$$

Since $\mathcal{X} \times[0,1] \rightarrow[0,1],(x, t) \mapsto x(t)$, is obviously continuous, hence Borelmeasurable, and $\mathcal{B}(\mathcal{X} \times[0,1])=\mathcal{B}(\mathcal{X}) \otimes \mathcal{B}([0,1])$, the functional $g$ is also Borel-measurable. Furthermore, $g$ is $\nu$-almost surely continuous. In fact, for the $t$-sections of

$$
D:=\{(x, t) \in \mathcal{X} \times[0,1]: x(t)=0\} \in \mathcal{B}(\mathcal{X}) \otimes \mathcal{B}([0,1])
$$

we have $\nu\left(D_{t}\right)=P^{W_{t}}(\{0\})=N(0, t)(\{0\})=0$ for every $t>0$ and by Fubini's theorem

$$
0=\int_{0}^{1} \nu\left(D_{t}\right) d t=\nu \otimes \lambda(D)=\int_{\mathcal{X}} \lambda\left(D_{x}\right) d \nu(x)
$$

Hence there exists a set $N \in \mathcal{B}(\mathcal{X})$ with $\nu(N)=0$ such that $\lambda\left(D_{x}\right)=0$ for every $x \in N^{c}$. For $x \in N^{c}$ and $x_{n} \in \mathcal{X}$ such that $x_{n} \rightarrow x$ we obtain $1_{(0, \infty)}\left(x_{n}(t)\right) \rightarrow 1_{(0, \infty)}(x(t))$ for every $t \in D_{x}^{c}$, hence $\lambda$-almost surely, so that by dominated convergence $g\left(x_{n}\right) \rightarrow g(x)$. This gives continuity of $g$ at every point $x \in N^{c}$. By Theorem 3.7 (c) we can conclude $g\left(X^{n}\right) \rightarrow \nu^{g}$ mixing. Since

$$
g\left(X^{n}\right)=\int_{0}^{1} 1_{(0, \infty)}\left(W_{n t}\right) d t=\frac{1}{n} \int_{0}^{n} 1_{[0, \infty)}\left(W_{s}\right) d s=\frac{1}{n} \eta_{n}((0, \infty)),
$$

and $\nu^{g}=P^{g\left(\left(W_{t}\right)_{t \in[0,1]}\right)}=P^{\eta_{1}((0, \infty))}$ as well as $\operatorname{supp}\left(P^{\eta_{1}((0, \infty))}\right)=[0,1]$ simply because $\eta_{1}((0, \infty))$ has an arcsine distribution with strictly positive $\lambda$-density on $(0,1)$, see e.g. [51], Theorem 13.16, the assertion about the limit points of $\left(n^{-1} \eta_{n}((0, \infty))\right)_{n \geq 1}$ stated at the beginning follows from Theorem 4.1.

Example 4.4 (Borel-Cantelli-type features; [30]) Let $F_{n} \in \mathcal{F}$ and $\alpha \in(0,1)$. Assume that $\left(F_{n}\right)_{n \geq 1}$ is mixing with density $\alpha$ in the sense of

$$
\lim _{n \rightarrow \infty} P\left(F_{n} \cap G\right)=\alpha P(G) \quad \text { for every } G \in \mathcal{F}
$$

(cf. [76]). Then $1_{F_{n}} \rightarrow \alpha \delta_{1}+(1-\alpha) \delta_{0}$ mixing so that by Theorem 4.1, the limit points of $\left(1_{F_{n}}\right)_{n \geq 1}$ coincide almost surely with $\{0,1\}$. In particular,

$$
1_{\limsup } F_{n}=\limsup _{n \rightarrow \infty} 1_{F_{n}}=1 \text { a.s. }
$$

and

$$
{ }^{1} \liminf _{n \rightarrow \infty} F_{n}=\liminf _{n \rightarrow \infty} 1_{F_{n}}=0 \quad \text { a.s. }
$$

which implies

$$
P\left(\limsup _{n \rightarrow \infty} F_{n}\right)=1 \quad \text { and } \quad P\left(\liminf _{n \rightarrow \infty} F_{n}\right)=0
$$

For instance, if $X_{n} \rightarrow \nu$ mixing, $B \in \mathcal{B}(\mathcal{X})$ with $\nu(\partial B)=0, \nu(B) \in(0,1)$ and $F_{n}:=\left\{X_{n} \in B\right\}$, then by Corollary 3.3 and the Portmanteau theorem, $P_{G}\left(F_{n}\right)=$ $P_{G}^{X_{n}}(B) \rightarrow \nu(B)$ for every $G \in \mathcal{F}$ with $P(G)>0$, so that the sequence $\left(F_{n}\right)_{n \geq 1}$ satisfies the above mixing condition with $\alpha=\nu(B)$.

More generally, let $\alpha:(\Omega, \mathcal{F}) \rightarrow([0,1], \mathcal{B}([0,1]))$ be measurable and assume that $\left(F_{n}\right)_{n \geq 1}$ is stable with density $\alpha$ in the sense of

$$
\lim _{n \rightarrow \infty} P\left(F_{n} \cap G\right)=\int_{G} \alpha d P \quad \text { for every } G \in \mathcal{F}
$$

(cf. [77]). If $K(\omega, \cdot):=\alpha(\omega) \delta_{1}+(1-\alpha(\omega)) \delta_{0}$, then $1_{F_{n}} \rightarrow K$ stably. Since $1 \in \operatorname{supp}(K(\omega, \cdot))$ for $\omega \in\{\alpha>0\}$, Theorem 4.1 yields $\lim \sup _{n \rightarrow \infty} 1_{F_{n}}=1$ almost surely on $\{\alpha>0\}$ so that

$$
P\left(\limsup _{n \rightarrow \infty} F_{n}\right) \geq P(\alpha>0)
$$

Analogously, one obtains

$$
P\left(\liminf _{n \rightarrow \infty} F_{n}\right) \leq 1-P(\alpha<1)
$$

If $X_{n} \rightarrow H$ stably, $B \in \mathcal{B}(\mathcal{X})$ with $P H(\partial B)=0$ and $F_{n}:=\left\{X_{n} \in B\right\}$, then by Theorem 3.2 and the Portmanteau theorem,

$$
P_{G}\left(F_{n}\right)=P_{G}^{X_{n}}(B) \rightarrow P_{G} H(B)=\frac{1}{P(G)} \int_{G} H(\omega, B) d P(\omega)
$$

for every $G \in \mathcal{F}$ with $P(G)>0$. Consequently, the sequence $\left(F_{n}\right)_{n \geq 1}$ satisfies the above stability condition with $\alpha=H(\cdot, B)$.

### 4.2 Random Indices

Let $\tau_{n}$ be an $\mathbb{N}$-valued random variable for every $n \in \mathbb{N}$. We are interested in the convergence of $\left(X_{\tau_{n}}\right)_{n \geq 1}$ for $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables $X_{n}$ provided $\tau_{n} \rightarrow \infty$ in probability as $n \rightarrow \infty$, that is $\lim _{n \rightarrow \infty} P\left(\tau_{n} \geq C\right)=1$ for every $C \in(0, \infty)$.

We start with the simple independent setting where $\left(\tau_{n}\right)_{n \geq 1}$ and $\left(X_{n}\right)_{n \geq 1}$ are independent. Here we observe that stable convergence is preserved by such a random time change with the same limit.

Proposition 4.5 Let $X_{n}$ be $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables, $K \in \mathcal{K}^{1}$ and $\tau_{n} \rightarrow \infty$ in probability as $n \rightarrow \infty$. Assume that
(i) $\mathcal{H}_{1}:=\sigma\left(\tau_{n}, n \geq 1\right)$ and $\mathcal{H}_{2}:=\sigma\left(K, X_{n}, n \geq 1\right)$ are independent.

Let $\mathcal{H}_{i}^{\prime} \subset \mathcal{H}_{i}$ be sub- $\sigma$-fields and $\mathcal{G}:=\sigma\left(\mathcal{H}_{1}^{\prime} \cup \mathcal{\mathcal { H } _ { 2 } ^ { \prime }}\right)$. If $K \in \mathcal{K}^{1}(\mathcal{G})$ and
(ii) $X_{n} \rightarrow K \mathcal{G}$-stably,
then $X_{\tau_{n}} \rightarrow K \mathcal{G}$-stably as $n \rightarrow \infty$.
Proof The system $\mathcal{E}:=\left\{F_{1} \cap F_{2}: F_{1} \in \mathcal{H}_{1}^{\prime}, F_{2} \in \mathcal{H}_{2}^{\prime}\right\}$ is closed under finite intersections, $\Omega \in \mathcal{E}$ and $\sigma(\mathcal{E})=\mathcal{G}$. Thus by Theorem 3.2 it is enough to show that

$$
\lim _{n \rightarrow \infty} E 1_{F_{1} \cap F_{2}} h\left(X_{\tau_{n}}\right)=\int 1_{F_{1} \cap F_{2}} \otimes h d P \otimes K
$$

for every $F_{i} \in \mathcal{H}_{i}^{\prime}$ and $h \in C_{b}(\mathcal{X})$. For this, let $F_{i} \in \mathcal{H}_{i}^{\prime}$ and $h \in C_{b}(\mathcal{X})$ be fixed. The independence of $\mathcal{H}_{1}^{\prime}$ and $\mathcal{H}_{2}$ yields

$$
\int 1_{F_{1} \cap F_{2}} \otimes h d P \otimes K=P\left(F_{1}\right) \int 1_{F_{2}} \otimes h d P \otimes K
$$

Let $\varepsilon>0$. By (ii), there exists an $N \in \mathbb{N}$ such that for every $n \geq N$,

$$
\left|E 1_{F_{2}} h\left(X_{n}\right)-\int 1_{F_{2}} \otimes h d P \otimes K\right| \leq \varepsilon .
$$

Furthermore, there exists an $N_{1} \in \mathbb{N}$ such that $P\left(\tau_{n}<N\right) \leq \varepsilon$ for every $n \geq N_{1}$. We obtain for $n \geq N_{1}$, using (i),

$$
\begin{aligned}
& \left|E 1_{F_{1} \cap F_{2}} h\left(X_{\tau_{n}}\right)-\int 1_{F_{1} \cap F_{2}} \otimes h d P \otimes K\right| \\
& \quad=\left|\sum_{k=1}^{\infty} \int_{\left\{\tau_{n}=k\right\}} 1_{F_{1} \cap F_{2}} h\left(X_{k}\right) d P-P\left(F_{1}\right) \int 1_{F_{2}} \otimes h d P \otimes K\right| \\
& \quad \leq P\left(\tau_{n}<N\right)\|h\|_{\text {sup }} \\
& \quad+\left|\sum_{k \geq N} \int_{\left\{\tau_{n}=k\right\}} 1_{F_{1} \cap F_{2}} h\left(X_{k}\right) d P-P\left(F_{1}\right) \int 1_{F_{2}} \otimes h d P \otimes K\right| \\
& \quad=P\left(\tau_{n}<N\right)\|h\|_{\text {sup }} \\
& \quad+\left|\sum_{k \geq N} P\left(F_{1} \cap\left\{\tau_{n}=k\right\}\right) E 1_{F_{2}} h\left(X_{k}\right)-P\left(F_{1}\right) \int 1_{F_{2}} \otimes h d P \otimes K\right|
\end{aligned}
$$

$$
\begin{aligned}
\leq & P\left(\tau_{n}<N\right)\|h\|_{\text {sup }} \\
& +\left|\sum_{k \geq N}\left(P\left(F_{1} \cap\left\{\tau_{n}=k\right\}\right)-P\left(F_{1}\right)\right) \int 1_{F_{2}} \otimes h d P \otimes K\right| \\
& +\sum_{k \geq N} P\left(F_{1} \cap\left\{\tau_{n}=k\right\}\right)\left|E 1_{F_{2}} h\left(X_{k}\right)-\int 1_{F_{2}} \otimes h d P \otimes K\right| \\
\leq & 2 P\left(\tau_{n}<N\right)\|h\|_{\text {sup }} \\
& +\sum_{k \geq N} P\left(F_{1} \cap\left\{\tau_{n}=k\right\}\right)\left|E 1_{F_{2}} h\left(X_{k}\right)-\int 1_{F_{2}} \otimes h d P \otimes K\right| \\
\leq & \varepsilon\left(1+2\|h\|_{\text {sup }}\right),
\end{aligned}
$$

which completes the proof.
Exercise 4.1 Show that in Proposition 4.5 it is enough to assume $K \in \mathcal{K}^{1}\left(\mathcal{H}_{2}^{\prime}\right)$ and $X_{n} \rightarrow K \mathcal{H}_{2}^{\prime}$-stably instead of condition (ii).

Exercise 4.2 Assume $X_{n} \rightarrow X$ almost surely and $\tau_{n} \rightarrow \infty$ in probability. Show that $X_{\tau_{n}} \rightarrow X$ in probability.

In case $\mathcal{H}_{i}^{\prime}=\mathcal{H}_{i}$, the $\mathcal{G}$-stable convergence $X_{n} \rightarrow K$ and $X_{\tau_{n}} \rightarrow K$ is, by Proposition 3.5, the same as stable convergence, while in case $\mathcal{H}_{1}^{\prime}=\mathcal{H}_{2}^{\prime}=\{\emptyset, \Omega\}$, $\mathcal{G}$-stable convergence means distributional convergence. So for mere distributional convergence of $X_{\tau_{n}}$ there is no need of stable convergence of $X_{n}$. This is different in the general (dependent) case, where stable convergence plays an essential role. Now we need the condition $\tau_{n} / a_{n} \rightarrow \eta$ in probability as $n \rightarrow \infty$ for some random variable $\eta>0$, where $a_{n} \in(0, \infty), a_{n} \rightarrow \infty$. For simplicity, we specialize from general sequences of $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables to normalized real processes (thus avoiding explicit use of Anscombe-type conditions); see [9], Theorem 17.1, [2], [13], Theorem 9.4.3, [32].

Theorem 4.6 Let $\mathcal{G} \subset \mathcal{F}$ be a sub- $\sigma$-field, $\left(X_{t}\right)_{t \geq 0}$ a path-continuous real process, $X_{t}^{n}:=n^{-\alpha} X_{n t}, t \geq 0, n \in \mathbb{N}$, with $\alpha \in(0, \infty)$ and $\mathcal{X}=C\left(\mathbb{R}_{+}\right)$. Assume
(i) $\tau_{n} / a_{n} \rightarrow \eta$ in probability as $n \rightarrow \infty$
for some $\mathbb{R}_{+}$-valued, $\mathcal{G}$-measurable random variable $\eta$ with $P(\eta>0)>0$
and $a_{n} \in(0, \infty)$ satisfying $a_{n} \rightarrow \infty$. If
(ii) $X^{n} \rightarrow K \mathcal{G}$-stably
for some $K \in \mathcal{K}^{1}\left(\mathcal{G}, C\left(\mathbb{R}_{+}\right)\right)$, then $X^{\tau_{n}} \rightarrow K \mathcal{G}$-stably under $P_{\{\eta>0\}}$ as $n \rightarrow \infty$.
Proof Choose $k_{n} \in \mathbb{N}$ such that $\lim _{n \rightarrow \infty} k_{n} / a_{n}=1$. Clearly, by (i), $\tau_{n} / k_{n} \rightarrow \eta$ in probability. Let $\varphi: C\left(\mathbb{R}_{+}\right) \times \mathbb{R}_{+} \rightarrow C\left(\mathbb{R}_{+}\right)$be defined by

$$
\varphi(x, b)(t):=\left\{\begin{array}{cl}
b^{-\alpha} x(b t) & , \text { if } b>0 \\
0 & , \text { if } b=0
\end{array}\right.
$$

Then $\varphi$ is Borel-measurable, $\varphi\left(X^{k_{n}}, \tau_{n} / k_{n}\right)=X^{\tau_{n}}$ and one checks that $\varphi$ is continuous on $C\left(\mathbb{R}_{+}\right) \times(0, \infty)$. Condition (ii) yields $\mathcal{G}$-stable convergence $X^{k_{n}} \rightarrow K$ and hence by Theorem 3.7 (b),

$$
\left(X^{k_{n}}, \frac{\tau_{n}}{k_{n}}\right) \rightarrow K_{\eta}:=K \otimes \delta_{\eta} \quad \mathcal{G} \text {-stably }
$$

In particular, we have $\mathcal{G}$-stable convergence under $P_{\{\eta>0\}}$ because $\{\eta>0\} \in \mathcal{G}$. Since $P_{\{\eta>0\}} K_{\eta}\left(C\left(\mathbb{R}_{+}\right) \times\{0\}\right)=P_{\{\eta>0\}}(\eta=0)=0, \varphi$ is $P_{\{\eta>0\}} K_{\eta}$-almost surely continuous so that we derive from Theorem 3.7 (c) that

$$
X^{\tau_{n}}=\varphi\left(X^{k_{n}}, \frac{\tau_{n}}{k_{n}}\right) \rightarrow K_{\eta}^{\varphi} \quad \mathcal{G} \text {-stably under } P_{\{\eta>0\}} \text { as } n \rightarrow \infty
$$

It remains to show that $K_{\eta}^{\varphi}=K P_{\{\eta>0\}}$-almost surely. Setting $\varphi_{b}(x):=\varphi(x, b)$ for $b>0$, the limiting kernel reads

$$
K_{\eta}^{\varphi}(\omega, \cdot)=\left(K(\omega, \cdot) \otimes \delta_{\eta(\omega)}\right)^{\varphi}=K(\omega, \cdot)^{\varphi_{\eta(\omega)}}, \omega \in\{\eta>0\}
$$

Since $\varphi_{b} \circ \varphi_{c}=\varphi_{b c}$ and $X^{n}=\varphi_{n}(X)$, we have for $b=N \in \mathbb{N}, \varphi_{N}\left(X^{n}\right)=X^{n N} \rightarrow$ $K \mathcal{G}$-stably as $n \rightarrow \infty$ while continuity of $\varphi_{b}$ yields $\varphi_{N}\left(X^{n}\right) \rightarrow K^{\varphi_{N}} \mathcal{G}$-stably as $n \rightarrow \infty$ (see Theorem 3.7 (c)). Hence, by almost sure uniqueness of stable limits, $K^{\varphi_{N}}=K P$-almost surely. Moreover, $\varphi_{1 / N}\left(X^{n N}\right)=X^{n} \rightarrow K \mathcal{G}$-stably while continuity of $\varphi_{b}$ yields $\varphi_{1 / N}\left(X^{n N}\right) \rightarrow K^{\varphi_{1 / N}} \mathcal{G}$-stably so that $K^{\varphi_{1 / N}}=K P$-almost surely. We obtain $K^{\varphi_{b}}=K P$-almost surely for every $b \in \mathbb{Q}, b>0$. Consequently, there exists a $\Omega_{0} \in \mathcal{G}$ with $P\left(\Omega_{0}\right)=1$ such that $K(\omega, \cdot)^{\varphi_{b}}=K(\omega, \cdot)$ for every $\omega \in \Omega_{0}, b \in \mathbb{Q}, b>0$. Since the map $(0, \infty) \rightarrow \mathcal{M}^{1}\left(C\left(\mathbb{R}_{+}\right)\right), b \mapsto K(\omega, \cdot)^{\varphi_{b}}$, is continuous for every $\omega \in \Omega$, the above equality holds for all $b \in(0, \infty)$. This implies $K(\omega, \cdot)^{\varphi_{\eta(\omega)}}=K(\omega, \cdot)$ for every $\omega \in \Omega_{0} \cap\{\eta>0\}$ and thus $K_{\eta}^{\varphi}=K$ $P_{\{\eta>0\}}$-almost surely.

One obtains the same result for càdlàg processes $X$ and $\mathcal{X}=D\left(\mathbb{R}_{+}\right)$.
Remark 4.7 (a) Literally the same proof shows that Theorem 4.6 is still true for $(0, \infty)$-valued random variables $\tau_{n}$, where $X_{t}^{\tau_{n}}=X_{\tau_{n} t} / \tau_{n}^{\alpha}$.
(b) Condition (i) may be weakened. For instance, Theorem 4.6 still holds if (i) is replaced by
(i) $\sum_{i=1}^{m} \frac{\tau_{n}}{a_{n, i}} 1_{G_{i}} \rightarrow \eta:=\sum_{i=1}^{m} \eta_{i} 1_{G_{i}}$ in probability,
where $m \in \mathbb{N},\left\{G_{1}, \ldots, G_{m}\right\}$ is a $\mathcal{G}$-measurable partition of $\Omega, \eta_{i}$ are $\mathbb{R}_{+}$-valued, $\mathcal{G}$-measurable random variables with $P(\eta>0)>0$ and $a_{n, i} \in(0, \infty)$ satisfying $a_{n, i} \rightarrow \infty$ as $n \rightarrow \infty$.

In fact, for $i \in I:=\left\{j \in\{1, \ldots, m\}: P\left(G_{j} \cap\{\eta>0\}\right)>0\right\}$ we have $\tau_{n} / a_{n, i} \rightarrow$ $\eta_{i}$ in $P_{G_{i}}$-probability and $X^{n} \rightarrow K \mathcal{G}$-stably under $P_{G_{i}}$ so that by Theorem 4.6 (with
$P$ replaced by $\left.P_{G_{i}}\right) X^{\tau_{n}} \rightarrow K \mathcal{G}$-stably under $P_{G_{i} \cap\left\{\eta_{i}>0\right\}}$. Since $P_{G_{i} \cap\left\{\eta_{i}>0\right\}}=$ $P_{G_{i} \cap\{\eta>0\}}$ and

$$
P_{\{\eta>0\}}=\sum_{i \in I} P_{\{\eta>0\}}\left(G_{i}\right) P_{G_{i} \cap\{\eta>0\}},
$$

the assertion follows from Proposition 3.11.
(c) ([2]) The role of condition (ii) can be further clarified as follows. Assume that $\mathcal{X}$ is polish. If $X_{n}$ are $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables (like $X^{n}$ in Theorem 4.6) such that $X_{\tau_{n}} \xrightarrow{d} \nu$ for some $\nu \in \mathcal{M}^{1}(\mathcal{X})$ and every sequence $\left(\tau_{n}\right)_{n \geq 1}$ satisfying condition (i)' from (b) with $m \leq 2$ and $P(\eta>0)=1$, then $\left(X_{n}\right)_{n \geq 1}$ must converge $\mathcal{G}$-stably. Otherwise, by Proposition 3.12, there exists $G \in \mathcal{G}$ with $P(G) \in(0,1)$ such that $\left(P_{G}^{X_{n}}\right)_{n \geq 1}$ does not converge weakly in $\mathcal{M}^{1}(\mathcal{X})$. Thus we can find $h \in C_{b}(\mathcal{X})$ and subsequences $\left(k_{n}\right)$ and $\left(m_{n}\right)$ of $(n)$ such that

$$
\int_{G} h\left(X_{k_{n}}\right) d P \rightarrow c_{1} \text { and } \int_{G} h\left(X_{m_{n}}\right) d P \rightarrow c_{2}
$$

where $c_{1}, c_{2} \in \mathbb{R}, c_{1} \neq c_{2}$. The $\mathbb{N}$-valued random variables $\tau_{n}:=m_{n}$ and $\sigma_{n}:=$ $k_{n} 1_{G}+m_{n} 1_{G^{c}}$ satisfy (i)' with $\eta=1$ and

$$
E h\left(X_{\sigma_{n}}\right)-E h\left(X_{\tau_{n}}\right)=\int_{G} h\left(X_{k_{n}}\right) d P-\int_{G} h\left(X_{m_{n}}\right) d P \rightarrow c_{1}-c_{2} \neq 0
$$

a contradiction.
Exercise 4.3 Show that $\left(X_{n}\right)_{n \geq 1}$ converges stably if and only if $X_{\tau_{n}} \xrightarrow{d} \nu$ for some $\nu \in \mathcal{M}^{1}(\mathcal{X})$ and all sequences $\left(\tau_{n}\right)_{n \geq 1}$ of $\mathbb{N}$-valued random variables such that $\tau_{n} \rightarrow \infty$ in probability and $P \mid \sigma\left(\tau_{n}, n \geq 1\right)$ is purely atomic.

Example 4.8 (Classical stable functional random-sum central limit theorem) In the situation of Example 3.14 let

$$
X_{t}:=\frac{1}{\sigma}\left(\sum_{j=1}^{[t]} Z_{j}+(t-[t]) Z_{[i]+1}\right), t \geq 0
$$

and $X_{t}^{n}:=n^{-1 / 2} X_{n t}, t \geq 0, n \in \mathbb{N}$. Since $X^{n} \rightarrow \nu$ mixing in $C\left(\mathbb{R}_{+}\right)$for the Wiener measure $\nu \in \mathcal{M}^{1}\left(C\left(\mathbb{R}_{+}\right)\right.$), it follows from Theorem 4.6 (with $\left.\mathcal{G}=\mathcal{F}\right)$ that $X^{\tau_{n}} \rightarrow \nu$ mixing under $P_{\{\eta>0\}}$ provided condition (i) of Theorem 4.6 is satisfied. In particular, using Theorem 3.7 (c),

$$
\frac{1}{\sigma \tau_{n}^{1 / 2}} \sum_{j=1}^{\tau_{n}} Z_{j}=X_{1}^{\tau_{n}} \rightarrow N(0,1) \quad \text { mixing under } P_{\{\eta>0\}}
$$

It is not enough to assume $\tau_{n} \rightarrow \infty$ in probability as $n \rightarrow \infty$ in Theorem 4.6. For instance, if $P\left(Z_{1}= \pm 1\right)=1 / 2, \tau_{1}:=\inf \left\{k \geq 1: \sum_{i=1}^{k} Z_{i}=0\right\}$ and $\tau_{n}:=$ $\inf \left\{k>\tau_{n-1}: \sum_{i=1}^{k} Z_{i}=0\right\}$ for $n \geq 2$, then $P\left(\tau_{n} \in \mathbb{N}\right)=1$ and $\tau_{n} \geq n$ so that $\tau_{n} \rightarrow \infty$ almost surely but $\sum_{i=1}^{\tau_{n}} Z_{i}=0$ for every $n \in \mathbb{N}$.

Exercise 4.4 Let $W=\left(W_{t}\right)_{t \geq 0}$ be a (path-continuous) Brownian motion, $X_{t}^{b}:=$ $b^{-1 / 2} W_{b t}, t \geq 0, b>0$, and let $\tau_{n}$ be $(0, \infty)$-valued random variables satisfying condition (i) of Theorem 4.6 with $\mathcal{G}=\mathcal{F}$. Show that $X^{\tau_{n}} \rightarrow \nu$ mixing under $P_{\{\eta>0\}}$ in $C\left(\mathbb{R}_{+}\right)$, where $\nu=P^{W} \in \mathcal{M}^{1}\left(C\left(\mathbb{R}_{+}\right)\right)$.

Exercise 4.5 In the situation of Example 4.8 let

$$
\tau_{n}:=n 1_{\left\{\sum_{j=1}^{n} Z_{j}>0\right\}}+2 n 1_{\left\{\sum_{j=1}^{n} Z_{j} \leq 0\right\}}
$$

Show that $\tau_{n} / n \xrightarrow{d}\left(\delta_{1}+\delta_{2}\right) / 2$, but $\sigma^{-1} \tau_{n}^{-1 / 2} \sum_{j=1}^{\tau_{n}} Z_{j}$ does not even converge in distribution to $N(0,1)$ as $n \rightarrow \infty$. Thus in condition (i) of Theorem 4.6 convergence in probability cannot be replaced by convergence in distribution.

### 4.3 The Empirical Measure Theorem and the $\delta$-Method

The following result (see [7], Corollary 3.16, Theorem 4.7, [31]) allows us to pass from stable convergence to almost sure convergence and has the Komlós theorem as its point of departure.

Theorem 4.9 (Empirical measure theorem) If $X_{n} \rightarrow K$ stably for $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )valued random variables $X_{n}$ and $K \in \mathcal{K}^{1}$, then there exists a subsequence $\left(X_{m}\right)$ of $\left(X_{n}\right)$ such that for every further subsequence $\left(X_{k}\right)$ of $\left(X_{m}\right)$, almost surely

$$
\frac{1}{r} \sum_{k=1}^{r} \delta_{X_{k}(\omega)} \rightarrow K(\omega, \cdot) \quad \text { weakly }\left(\text { in } \mathcal{M}^{1}(\mathcal{X})\right) \text { as } r \rightarrow \infty
$$

The above assertion simply means almost sure convergence of $\frac{1}{r} \sum_{k=1}^{r} \delta_{X_{k}}$ to $K$ when the Markov kernels are seen as $\left(\mathcal{M}^{1}(\mathcal{X}), \mathcal{B}\left(\mathcal{M}^{1}(\mathcal{X})\right)\right)$-valued random variables. Note that the exceptional null set may vary with the subsequence. In general, the assertion is not true for ( $X_{n}$ ) itself (see [7], Example 3.17). However, in the classical case of an independent and identically distributed sequence $\left(X_{n}\right)$ it is well known that ( $X_{n} \rightarrow P^{X_{1}}$ mixing and) almost surely

$$
\frac{1}{r} \sum_{n=1}^{r} \delta_{X_{n}}(\omega) \rightarrow P^{X_{1}} \quad \text { weakly as } r \rightarrow \infty
$$

Proof of Theorem 4.9. Step 1. We rely on the Komlós theorem: If $\left(f_{n}\right)_{n \geq 1}$ is a sequence in $\mathcal{L}^{1}(P)$ satisfying $\sup _{n \geq 1} E\left|f_{n}\right|<\infty$, then there exists a subsequence ( $f_{m}$ ) of ( $f_{n}$ ) and a function $f \in \mathcal{L}^{1}(P)$ such that for every further subsequence $\left(f_{k}\right)$ of $\left(f_{m}\right)$

$$
\frac{1}{r} \sum_{k=1}^{r} f_{k} \rightarrow f \quad \text { a.s. as } r \rightarrow \infty
$$

(see [14], Théorème IX.1).
Step 2. Let $\left\{h_{i}: i \in \mathbb{N}\right\}$ be a countable convergence-determining subset of $C_{b}(\mathcal{X})$ for $\mathcal{M}^{1}(\mathcal{X})$, that is, the weak topology on $\mathcal{M}^{1}(\mathcal{X})$ is generated by the functions $\nu \mapsto \int h_{i} d \nu, i \in \mathbb{N}$. For instance, any countable dense subset of $U_{b}(\mathcal{X}, \widetilde{d})$ for some totally bounded metric $\widetilde{d}$ inducing the topology of $\mathcal{X}$ has the desired property (see the proof of Theorem 2.6). If $f_{i, n}:=h_{i}\left(X_{n}\right)$, then $\sup _{n \geq 1} E\left|f_{i, n}\right| \leq\left\|h_{i}\right\|_{\text {sup }}<\infty$. Applying Step 1 (to $\left(f_{i, n}\right)_{n \geq 1}$ ) in a diagonal procedure, we obtain a subsequence ( $X_{m}$ ) of ( $X_{n}$ ) and functions $f_{i} \in \mathcal{L}^{1}(P)$ such that for every further subsequence $\left(X_{k}\right)$ of ( $X_{m}$ )

$$
\frac{1}{r} \sum_{k=1}^{r} f_{i, k} \rightarrow f_{i} \quad \text { a.s. as } r \rightarrow \infty
$$

for every $i \in \mathbb{N}$. Setting $K_{r}:=\sum_{k=1}^{r} \delta_{X_{k}} / r$ this reads $\int h_{i}(x) K_{r}(\cdot, d x) \rightarrow f_{i}$ almost surely. The exceptional null set is denoted by $N_{1}$. Dominated convergence yields

$$
\lim _{r \rightarrow \infty} \int_{F} \int h_{i}(x) K_{r}(\cdot, d x) d P=\int_{F} f_{i} d P
$$

for every $F \in \mathcal{F}, i \in \mathbb{N}$. On the other hand, by stable convergence $X_{k} \rightarrow K$,

$$
\lim _{k \rightarrow \infty} \int_{F} h_{i}\left(X_{k}\right) d P=\int_{F} \int h_{i}(x) K(\cdot, d x) d P
$$

and hence

$$
\lim _{r \rightarrow \infty} \int_{F} \int h_{i}(x) K_{r}(\cdot, d x) d P=\int_{F} \int h_{i}(x) K(\cdot, d x) d P
$$

for every $F \in \mathcal{F}, i \in \mathbb{N}$. Consequently, $f_{i}=\int h_{i}(x) K(\cdot, d x)$ almost surely for every $i \in \mathbb{N}$. The exceptional null set is denoted by $N_{2}$. We obtain for every $\omega \in N_{1}^{c} \cap N_{2}^{c}$ and $i \in \mathbb{N}$

$$
\lim _{r \rightarrow \infty} \int h_{i}(x) K_{r}(\omega, d x)=\int h_{i}(x) K(\omega, d x)
$$

and thus

$$
K_{r}(\omega, \cdot)=\frac{1}{r} \sum_{k=1}^{r} \delta_{X_{k}(\omega)} \rightarrow K(\omega, \cdot) \quad \text { weakly }
$$

which completes the proof.

Exercise 4.6 Let $A$ be countable and dense in $\mathcal{X}$ and $\mathcal{B}$ the collection of all finite unions of open balls with centers in $A$ and radius in $\mathbb{Q} \cap(0, \infty)$. Associate to each $B \in \mathcal{B}$ and $n \in \mathbb{N}$ the function $h_{B, n} \in C_{b}(\mathcal{X})$, where $h_{B, n}(x):=$ $1 \wedge n \inf _{y \in B^{c}} d(x, y)$. The resulting collection of all such functions is countable. Show that it is convergence-determining for $\mathcal{M}^{1}(\mathcal{X})$.

Exercise 4.7 Assume that $\mathcal{X}$ is polish. Let $K \in \mathcal{K}^{1}$ and let $X_{n}$ be $(\mathcal{X}, \mathcal{B}(\mathcal{X})$ )-valued random variables such that $\left(P^{X_{n}}\right)_{n \geq 1}$ is tight and for every subsequence $\left(X_{m}\right)$ of $\left(X_{n}\right)$, almost surely

$$
\frac{1}{r} \sum_{m=1}^{r} \delta_{X_{m}(\omega)} \rightarrow K(\omega, \cdot) \quad \text { weakly as } r \rightarrow \infty
$$

Show that $X_{n} \rightarrow K$ stably.
The $\delta$-method with random centering needs stable convergence.
Proposition 4.10 ( $\delta$-method) Let $\mathcal{G} \subset \mathcal{F}$ be a sub- $\sigma$-field, $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ continuously differentiable and $a_{n} \in(0, \infty)$ with $a_{n} \rightarrow \infty$ as $n \rightarrow \infty$. If

$$
a_{n}\left(Y_{n}-Y\right) \rightarrow X \quad \mathcal{G} \text {-stably }
$$

for $\mathbb{R}^{d}$-valued random variables $X, Y_{n}$ and $Y$, where $Y$ is $\mathcal{G}$-measurable, then

$$
a_{n}\left(g\left(Y_{n}\right)-g(Y)\right) \rightarrow\langle\nabla g(Y), X\rangle \quad \mathcal{G} \text {-stably as } n \rightarrow \infty .
$$

Proof The mean value theorem implies that

$$
a_{n}\left(g\left(Y_{n}\right)-g(Y)\right)=\left\langle\nabla g\left(\xi_{n}\right), a_{n}\left(Y_{n}-Y\right)\right\rangle=\left\langle\nabla g(Y), a_{n}\left(Y_{n}-Y\right)\right\rangle+R_{n}
$$

for some $\operatorname{map} \xi_{n}: \Omega \rightarrow \mathbb{R}^{d}$ (not necessarily measurable) with $\left\|\xi_{n}-Y\right\| \leq\left\|Y_{n}-Y\right\|$ everywhere on $\Omega$, where $R_{n}:=\left\langle\nabla g\left(\xi_{n}\right)-\nabla g(Y), a_{n}\left(Y_{n}-Y\right)\right\rangle$ (which is measurable) and $\|\cdot\|$ denotes the euclidean norm on $\mathbb{R}^{d}$. By Theorems 3.17 and 3.18 (b), (c),

$$
\left\langle\nabla g(Y), a_{n}\left(Y_{n}-Y\right)\right\rangle \rightarrow\langle\nabla g(Y), X\rangle \quad \mathcal{G} \text {-stably . }
$$

In view of Theorem 3.18 (a) it remains to show that $R_{n} \rightarrow 0$ in probability. Since $a_{n}\left(Y_{n}-Y\right) \xrightarrow{d} X$, we have $\left\|Y_{n}-Y\right\| \rightarrow 0$ in probability. Let $\varepsilon>0$ and $0<N<\infty$ be arbitrary. The map $\nabla g$ is uniformly continuous on the compact subset $B_{N}:=\left\{x \in \mathbb{R}^{d}:\|x\| \leq N+1\right\}$ of $\mathbb{R}^{d}$ so that there exists a $\delta>0$ such that $\|\nabla g(x)-\nabla g(y)\| \leq \varepsilon / N$ for all $x, y \in B_{N}$ with $\|x-y\| \leq \delta$. On the event $\left\{\left|R_{n}\right|>\varepsilon\right\} \cap\{\|Y\| \leq N\} \cap\left\{a_{n}\left\|Y_{n}-Y\right\| \leq N\right\}$ we have, by the Cauchy-Schwarz inequality,

$$
\varepsilon<\left|R_{n}\right| \leq\left\|\nabla g\left(\xi_{n}\right)-\nabla g(Y)\right\| a_{n}\left\|Y_{n}-Y\right\| \leq\left\|\nabla g\left(\xi_{n}\right)-\nabla g(Y)\right\| N
$$

so that $\left\|\nabla g\left(\xi_{n}\right)-\nabla g(Y)\right\|>\varepsilon / N$. Moreover, on this event we have $\left\|\xi_{n}-Y\right\| \leq$ $\left\|Y_{n}-Y\right\| \leq N / a_{n} \leq 1$ for all large $n \in \mathbb{N}$, which implies $\xi_{n}, Y \in B_{N}$. Consequently, $\delta<\left\|\xi_{n}-Y\right\| \leq\left\|Y_{n}-Y\right\|$, yielding, for all large $n \in \mathbb{N}$,

$$
\begin{aligned}
&\left\{\left|R_{n}\right|>\varepsilon\right\} \subset \\
&\left(\left\{\left|R_{n}\right|>\varepsilon\right\} \cap\{\|Y\| \leq N\} \cap\left\{a_{n}\left\|Y_{n}-Y\right\| \leq N\right\}\right) \\
& \cup\{\|Y\|>N\} \cup\left\{a_{n}\left\|Y_{n}-Y\right\|>N\right\} \\
& \subset\left\{\left\|Y_{n}-Y\right\|>\delta\right\} \cup\{\|Y\|>N\} \cup\left\{a_{n}\left\|Y_{n}-Y\right\|>N\right\}
\end{aligned}
$$

Therefore, for all large $n \in \mathbb{N}$,

$$
P\left(\left|R_{n}\right|>\varepsilon\right) \leq P\left(\left\|Y_{n}-Y\right\|>\delta\right)+P(\|Y\|>N)+P\left(a_{n}\left\|Y_{n}-Y\right\|>N\right) .
$$

From $\left\|Y_{n}-Y\right\| \rightarrow 0$ in probability and $a_{n}\left\|Y_{n}-Y\right\| \xrightarrow{d}\|X\|$ we obtain, by the Portmanteau theorem,

$$
\limsup _{n \rightarrow \infty} P\left(\left|R_{n}\right|>\varepsilon\right) \leq P(\|Y\|>N)+P(\|X\| \geq N)
$$

for every $\varepsilon>0$ and $0<N<\infty$. Letting $N \rightarrow \infty$ yields the assertion.

Remark 4.11 (a) For $\mathcal{G}=\{\emptyset, \Omega\}$ Proposition 4.10 reduces to the usual $\delta$-method for convergence in distribution in which $Y$ is almost surely constant.
(b) To see that the $\delta$-method for convergence in distribution does not in general work with random centering we consider the probability space and sequence $\left(X_{n}\right)_{n \geq 1}$ from Example 1.2. For any sequence $b_{n} \in(0, \infty)$ with $b_{n} \rightarrow \infty$ as $n \rightarrow \infty$ we set $Y_{n}:=b_{n}^{-1} X_{n}+Y$, where $Y$ is as in Example 1.2. Then

$$
b_{n}\left(Y_{n}-Y\right)=X_{n} \xrightarrow{d} X_{1} \quad \text { as } n \rightarrow \infty .
$$

For the continuously differentiable function $g(x)=x^{2}, x \in \mathbb{R}$, we have

$$
b_{n}\left(g\left(Y_{n}\right)-g(Y)\right)=b_{n}^{-1} X_{n}^{2}+2 X_{n} Y \quad \text { for all } n \geq 1
$$

Now $\left(b_{n}^{-1} X_{n}^{2}\right)_{n \geq 1}$ converges almost surely to zero because $b_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and $\left|X_{n}\right| \leq 1$, and the sequence $\left(Y X_{n}\right)_{n \geq 1}$ does not converge in distribution as seen in Example 1.2, if the sequence $\left(a_{n}\right)_{n \geq 1}$ used to define the random variables $X_{n}$ is not convergent. Thus, the random variables $b_{n}\left(g\left(Y_{n}\right)-g(Y)\right)$ do not converge in distribution.

Random centering occurs, for example, in connection with exchangeable processes; see Corollary 6.27. Stable convergence in connection with random normalization occurs in various subsequent chapters.

## Chapter 5 <br> Stability of Limit Theorems

In this chapter we present some first results on the stability of limit theorems taken from [28] (see also [79, 100]). More precisely, we derive simple sufficient conditions for distributional limit theorems to be mixing.

To this end, let $Z_{n}$ be $(\mathcal{Z}, \mathcal{C})$-valued random variables for some measurable space $(\mathcal{Z}, \mathcal{C})$ and $f_{n}:\left(\mathcal{Z}^{n}, \mathcal{C}^{n}\right) \rightarrow(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ measurable maps for every $n \in \mathbb{N}$, where we need a vector space structure for $\mathcal{X}$. So, let $\mathcal{X}$ be a polish topological vector space (like $\mathbb{R}^{d}, C([0, T])$ for $0<T<\infty$ or $\left.C\left(\mathbb{R}_{+}\right)\right)$. Then there exists a translation invariant metric $d$ on $\mathcal{X}$ inducing the topology ([86], Theorem 1.6.1) so that $U_{n}-V_{n} \rightarrow 0$ in probability for $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables $U_{n}$ and $V_{n}$ means $d\left(U_{n}, V_{n}\right)=$ $d\left(U_{n}-V_{n}, 0\right) \rightarrow 0$ in probability or, what is the same, $E\left(d\left(U_{n}, V_{n}\right) \wedge 1\right) \rightarrow 0$.

Furthermore, let $b_{n} \in \mathcal{X}$ and $a_{n} \in(0, \infty)$. We consider the $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variables

$$
X_{n}:=\frac{1}{a_{n}}\left(f_{n}\left(Z_{1}, \ldots, Z_{n}\right)-b_{n}\right)
$$

for $n \in \mathbb{N}$ and assume $X_{n} \xrightarrow{d} v$ for some $v \in \mathcal{M}^{1}(\mathcal{X})$. The tail $\sigma$-field of $Z=\left(Z_{n}\right)$ is given by

$$
\mathcal{I}_{Z}=\bigcap_{n=1}^{\infty} \sigma\left(Z_{k}, k \geq n\right)
$$

Proposition 5.1 Assume $X_{n} \xrightarrow{d} v$ and
(i) for every $k \in \mathbb{N}$,

$$
\frac{1}{a_{n}}\left(f_{n}\left(Z_{1}, \ldots, Z_{n}\right)-f_{n-k}\left(Z_{k+1}, \ldots, Z_{n}\right)\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

(ii) $\mathcal{T}_{Z}$ is trivial, i.e. $P\left(\mathcal{T}_{Z}\right)=\{0,1\}$.

Then $X_{n} \rightarrow \nu$ mixing as $n \rightarrow \infty$.
Proof Since $\left(P^{X_{n}}\right)_{n \geq 1}$ is tight in $\mathcal{M}^{1}(\mathcal{X}),\left(X_{n}\right)_{n \geq 1}$ has a stably convergent subsequence by Proposition 3.4 (a). Let $\left(X_{m}\right)$ be any subsequence of $\left(X_{n}\right)$ with $X_{m} \rightarrow K$ stably for some $K \in \mathcal{K}^{1}$ and for $k \in \mathbb{N}$, let $X_{m}(k):=\left(f_{m-k}\left(Z_{k+1}, \ldots, Z_{m}\right)-b_{m}\right) /$ $a_{m}, m>k$. Distributional convergence $X_{m} \xrightarrow{d} v$ yields $P K=v$. By (i), we have $X_{m}-X_{m}(k) \rightarrow 0$ in probability as $m \rightarrow \infty$. Consequently, by Theorem 3.7 (a), $X_{m}(k) \rightarrow K$ stably as $m \rightarrow \infty$. Now, $X_{m}(k)$ is $\mathcal{H}_{k+1}$-measurable, where $\mathcal{H}_{k}:=$ $\sigma\left(Z_{j}, j \geq k\right)$, so that by Propositions $3.4(\mathrm{~b})$ and $3.5, X_{m}(k) \rightarrow E\left(K \mid \mathcal{H}_{k+1}\right)$ stably as $m \rightarrow \infty$. The $P$-almost sure uniqueness of stable limits yields $K=E\left(K \mid \mathcal{H}_{k+1}\right)$ $P$-almost surely for every $k \in \mathbb{N}$. Letting $H:=E\left(K \mid \mathcal{T}_{Z}\right)$, the martingale convergence theorem and Lemma A. 7 (c) imply for every $B \in \mathcal{B}(\mathcal{X})$

$$
K(\cdot, B)=E\left(K(\cdot, B) \mid \mathcal{H}_{k+1}\right) \rightarrow E\left(K(\cdot, B) \mid \mathcal{T}_{Z}\right)=H(\cdot, B) \quad P \text {-a.s. }
$$

as $k \rightarrow \infty$ and hence, $K=H P$-almost surely by Lemma 2.1 (b). Therefore, by (ii), $K$ is $P$-almost surely constant and thus $K=P K=v P$-almost surely. Thus all subsequences of ( $X_{n}$ ) which converge stably, converge mixing to $v$ and so the original sequence must converge mixing to $\nu$.

Condition (ii) in Proposition 5.1 is met for independent sequences $\left(Z_{n}\right)_{n \geq 1}$ by the Kolmogorov zero-one law. In this case, for instance, the choice $(\mathcal{Z}, \mathcal{C})=(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ and $f_{n}\left(z_{1}, \ldots, z_{n}\right)=\sum_{i=1}^{n} z_{i}$ yields Example 3.13 (a).

Triviality of the tail $\sigma$-field may be characterized by asymptotic independence in the following sense (see [11]).

Lemma 5.2 Let $\mathcal{F}_{k}:=\sigma\left(Z_{1}, \ldots, Z_{k}\right)$ and $\mathcal{H}_{k}:=\sigma\left(Z_{j}, j \geq k\right)$. Then the assertions
(i) $P\left(\mathcal{T}_{Z}\right)=\{0,1\}$,
(ii) for every $G \in \bigcup_{k=1}^{\infty} \mathcal{F}_{k}$,

$$
\lim _{n \rightarrow \infty} \sup _{F \in \mathcal{H}_{n}}|P(F \cap G)-P(F) P(G)|=0,
$$

(iii) for every $G \in \mathcal{F}$,

$$
\lim _{n \rightarrow \infty} \sup _{F \in \mathcal{H}_{n}}|P(F \cap G)-P(F) P(G)|=0
$$

are equivalent.
Proof (i) $\Rightarrow$ (iii). Let $G \in \mathcal{F}$. The martingale convergence theorem and (i) yield $P\left(G \mid \mathcal{H}_{n}\right) \rightarrow P\left(G \mid \mathcal{T}_{Z}\right)=P(G)$ in $\mathcal{L}^{1}(P)$. Consequently, for every $F \in \mathcal{H}_{n}$,

$$
\begin{aligned}
& |P(F \cap G)-P(F) P(G)|=\left|\int_{F}\left(1_{G}-P(G)\right) d P\right| \\
& \quad=\left|\int_{F}\left(P\left(G \mid \mathcal{H}_{n}\right)-P(G)\right) d P\right| \leq \int\left|P\left(G \mid \mathcal{H}_{n}\right)-P(G)\right| d P \rightarrow 0,
\end{aligned}
$$

hence (iii).
The implication (iii) $\Rightarrow$ (ii) is obvious.
(ii) $\Rightarrow$ (i). Let $F \in \mathcal{T}_{Z}=\bigcap_{j=1}^{\infty} \mathcal{H}_{j}$ with $P(F)>0$ and $G \in \mathcal{E}:=\bigcup_{k=1}^{\infty} \mathcal{F}_{k}$ with $P(G)>0$. Then for every $n \in \mathbb{N}$

$$
\left|P_{G}(F)-P(F)\right| \leq \frac{1}{P(G)} \sup _{D \in \mathcal{H}_{n}}|P(D \cap G)-P(D) P(G)|
$$

Condition (ii) yields $P_{G}(F)=P(F)$ or, what is the same, $P_{F}(G)=P(G)$. Clearly, this also holds if $P(G)=0$. We obtain $P_{F}=P$ on the field $\mathcal{E}$ and thus on $\sigma(\mathcal{E})=\mathcal{H}_{1}$. Consequently, $P(F)=P_{F}(F)=1$ because $F \in \sigma(\mathcal{E})$.
Second proof of Proposition 5.1. Let $G \in \mathcal{F}$ with $P(G)>0$ and $\varepsilon>0$. By (ii) and Lemma 5.2, there exists a $k \in \mathbb{N}$ such that $\sup _{F \in \mathcal{H}_{k}}\left|P_{G}(F)-P(F)\right| \leq \varepsilon$, where $\mathcal{H}_{k}=\sigma\left(Z_{j}, j \geq k\right)$. For $n>k$, let $Y_{n}:=\left(f_{n-k}\left(Z_{k+1}, \ldots, Z_{n}\right)-b_{n}\right) / a_{n}$. By (i), we have $X_{n}-Y_{n} \rightarrow 0$ in probability so that $Y_{n} \xrightarrow{d} v$ as $n \rightarrow \infty$. Now for all closed sets $B \subset \mathcal{X}$ we have $\left\{Y_{n} \in B\right\} \in \mathcal{H}_{k}$ and hence $P_{G}\left(Y_{n} \in B\right) \leq P\left(Y_{n} \in B\right)+$ $\varepsilon$ for every $n>k$. The Portmanteau theorem yields $\lim _{\sup }^{n \rightarrow \infty}{ } P_{G}\left(Y_{n} \in B\right) \leq$
 again the Portmanteau theorem, this implies $P_{G}^{Y_{n}} \rightarrow v$ weakly and thus $P_{G}^{X_{n}} \rightarrow v$ weakly. The assertion follows from Corollary 3.3.

Exercise 5.1 ([92]) Assume $Z_{n} \xrightarrow{d} v$, where $\mathcal{Z}$ is a polish space and $\mathcal{C}=\mathcal{B}(\mathcal{Z})$, and condition (ii) of Proposition 5.1. Show that $Z_{n} \rightarrow v$ mixing.

The process $Z=\left(Z_{n}\right)_{n \geq 1}$ is called stationary if $P^{S(Z)}=P^{Z}$ on the $\sigma$-field $\mathcal{C}^{\mathbb{N}}$, where $S: \mathcal{Z}^{\mathbb{N}} \rightarrow \mathcal{Z}^{\mathbb{N}}, S\left(\left(z_{n}\right)_{n \in \mathbb{N}}\right)=\left(z_{n+1}\right)_{n \in \mathbb{N}}$ denotes the shift operator. Clearly, $S$ is $\left(\mathcal{C}^{\mathbb{N}}, \mathcal{C}^{\mathbb{N}}\right)$-measurable. Let $\mathcal{C}^{\mathbb{N}}(S):=\left\{D \in \mathcal{C}^{\mathbb{N}}: D=S^{-1}(D)\right\}$ denote the $\sigma-$ field of invariant measurable subsets of $\mathcal{Z}^{\mathbb{N}}$ and for $Q \in \mathcal{M}^{1}\left(\mathcal{Z}^{\mathbb{N}}\right), \mathcal{C}^{\mathbb{N}}(S, Q):=$ $\left\{D \in \mathcal{C}^{\mathbb{N}}: Q\left(D \Delta S^{-1}(D)\right)=0\right\}$ is the $\sigma$-field of $Q$-almost invariant measurable sets. If $Q^{S} \ll Q$, we have $\mathcal{C}^{\mathbb{N}}(S)=\mathcal{C}^{\mathbb{N}}(S, Q) Q$-almost surely, that is, for every $D \in \mathcal{C}^{\mathbb{N}}(S, Q)$ there exists a set $C \in \mathcal{C}^{\mathbb{N}}(S)$ such that $Q(D \Delta C)=0$. In fact, if $D \in \mathcal{C}^{\mathbb{N}}(S, Q)$ and $S^{n}=S^{n-1} \circ S$, then $Q\left(D \Delta\left(S^{n}\right)^{-1}(D)\right)=0$ for every $n \in \mathbb{N}$ because $Q^{S} \ll Q$. Defining $C:=\lim \sup _{n \rightarrow \infty}\left(S^{n}\right)^{-1}(D)$ yields $C \in \mathcal{C}^{\mathbb{N}}(S)$ and $D \Delta C \subset \bigcup_{n=1}^{\infty} D \Delta\left(S^{n}\right)^{-1}(D)$, hence $Q(D \Delta C)=0$.

A stationary process $Z$ is said to be ergodic if $P^{Z}\left(\mathcal{C}^{\mathbb{N}}\left(S, P^{Z}\right)\right)=\{0,1\}$ which is equivalent to $P^{Z}\left(\mathcal{C}^{\mathbb{N}}(S)\right)=\{0,1\}$. Since $Z^{-1}\left(\mathcal{C}^{\mathbb{N}}(S)\right) \subset \mathcal{T}_{Z}$, asymptotic independence of $Z$ in the sense of Lemma 5.2 implies ergodicity.

We only need quasi-stationarity of $Z$, that is $P^{S(Z)} \ll P^{Z}$.

Proposition 5.3 Assume that $Z=\left(Z_{n}\right)_{n \in \mathbb{N}}$ is quasi-stationary. Assume further $X_{n} \xrightarrow{d} v$ and
(i) $\frac{1}{a_{n}}\left(f_{n}\left(Z_{1}, \ldots, Z_{n}\right)-f_{n}\left(Z_{2}, \ldots, Z_{n+1}\right)\right) \rightarrow 0$ in probability as $n \rightarrow \infty$,
(ii) $P^{Z}\left(\mathcal{C}^{\mathbb{N}}(S)\right)=\{0,1\}$.

Then $X_{n} \rightarrow v$ mixing as $n \rightarrow \infty$.
Since $Z^{-1}\left(\mathcal{C}^{\mathbb{N}}(S)\right) \subset \mathcal{T}_{Z}$, condition (ii) in Proposition 5.3 is weaker than condition (ii) in Proposition 5.1.

Proof Step 1. First, we consider the canonical model $\left(\mathcal{Z}^{\mathbb{N}}, \mathcal{C}^{\mathbb{N}}, P^{Z}\right)$ with projections $\pi_{n}: \mathcal{Z}^{\mathbb{N}} \rightarrow \mathcal{Z}$. Letting $Y_{n}:=\left(f_{n}\left(\pi_{1}, \ldots, \pi_{n}\right)-b_{n}\right) / a_{n}$ we will show that $Y_{n} \rightarrow v$ mixing under $P^{Z}$ as $n \rightarrow \infty$. For this, let $\left(Y_{m}\right)$ be any subsequence of $\left(Y_{n}\right)$ with $Y_{m} \rightarrow K$ stably under $P^{Z}$ for some $K \in \mathcal{K}^{1}\left(\mathcal{C}^{\mathbb{N}}, \mathcal{X}\right)$. As in the proof of Proposition 5.1, it is enough to show $K=v P^{Z}$-almost surely. Since $X_{n} \xrightarrow{d} v$ and $\left(P^{Z}\right)^{Y_{n}}=$ $P^{X_{n}}$, we have $Y_{n} \xrightarrow{d} v$ under $P^{Z}$ and thus $P^{Z} K=v$. Condition (i) implies

$$
\frac{1}{a_{n}}\left(f_{n}\left(\pi_{1}, \ldots, \pi_{n}\right)-f_{n}\left(\pi_{2}, \ldots, \pi_{n+1}\right)\right) \rightarrow 0 \text { in } P^{Z} \text {-probability }
$$

Hence, $Y_{m}-Y_{m} \circ S \rightarrow 0$ in $P^{Z}$-probability so that by Theorem 3.7 (a), $Y_{m} \circ S \rightarrow K$ stably under $P^{Z}$ as $m \rightarrow \infty$. On the other hand, we have $Y_{m} \circ S \rightarrow K \circ S$ stably under $P^{Z}$, where $K \circ S(z, B):=K(S(z), B), z \in \mathcal{Z}^{\mathbb{N}}, B \in \mathcal{B}(\mathcal{X})$. In fact, by Theorem 3.2 and quasi-stationarity $\left(P^{Z}\right)^{S}=P^{S(Z)} \ll P^{Z}, Y_{m} \rightarrow K$ stably under $\left(P^{Z}\right)^{S}$. This implies, for every $C \in S^{-1}\left(\mathcal{C}^{\mathbb{N}}\right), C=S^{-1}(D)$ with $D \in \mathcal{C}^{\mathbb{N}}$ and $h \in C_{b}(\mathcal{X})$,

$$
\begin{aligned}
& \int_{C} h\left(Y_{m} \circ S\right) d P^{Z}=\int_{D} h\left(Y_{m}\right) d\left(P^{Z}\right)^{S} \\
& \quad \rightarrow \int 1_{D} \otimes h d\left(P^{Z}\right)^{S} \otimes K=\int 1_{C} \otimes h d P^{Z} \otimes K \circ S
\end{aligned}
$$

Hence, again by Theorem 3.2, $Y_{m} \circ S \rightarrow K \circ S S^{-1}\left(\mathcal{C}^{\mathbb{N}}\right)$-stably under $P^{Z}$. Since the maps $Y_{m} \circ S$ are $S^{-1}\left(\mathcal{C}^{\mathbb{N}}\right)$-measurable, it follows from Proposition 3.5 that $Y_{m} \circ S \rightarrow K \circ S$ stably under $P^{Z}$.

Now, almost sure uniqueness of stable limits yields $K \circ S=K P^{Z}$-almost surely. Therefore, $K$ is $\mathcal{C}^{\mathbb{N}}\left(S, P^{Z}\right)$-measurable because for all $A \in \mathcal{B}(\mathbb{R}), B \in \mathcal{B}(\mathcal{X})$

$$
\{K(\cdot, B) \in A\} \Delta S^{-1}(\{K(\cdot, B) \in A\}) \subset\{K \circ S \neq K\}
$$

Consequently, by (ii) (which is the same as $\left.P^{Z}\left(\mathcal{C}^{\mathbb{N}}\left(S, P^{Z}\right)\right)=\{0,1\}\right), K$ must be $P^{Z}$-almost surely constant and thus $K=v P^{Z}$-almost surely.

Step 2. Let $\mathcal{G}:=\sigma\left(Z_{n}, n \geq 1\right)=Z^{-1}\left(\mathcal{C}^{\mathbb{N}}\right)$. Then it follows from Step 1 and Theorem 3.2 that $X_{n} \rightarrow v \mathcal{G}$-mixing because for every $G \in \mathcal{G}, P(G)>0$, $G=Z^{-1}(D)$ with $D \in \mathcal{C}^{\mathbb{N}}$, we have $P_{G}^{X_{n}}=\left(P^{Z}\right)_{D}^{Y_{n}}$. Since the maps $X_{n}$ are $\mathcal{G}$-measurable, Proposition 3.5 yields $X_{n} \rightarrow v$ mixing.

Remark 5.4 One may consider even more general maps $f_{n}$ in Proposition 5.3. In fact, Proposition 5.3 still holds for $f_{n}:\left(\mathcal{Z}^{\mathbb{N}}, \mathcal{C}^{\mathbb{N}}\right) \rightarrow(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ and condition 5.3 (i) replaced by

$$
\frac{1}{a_{n}}\left(f_{n}\left(\left(Z_{j}\right)_{j \geq 1}\right)-f_{n}\left(\left(Z_{j}\right)_{j \geq 2}\right)\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty .
$$

This is obvious from the proof of Proposition 5.3.
Most applications are for stationary ergodic processes.
Example 5.5 Let $\left(Z_{n}\right)_{n \geq 1}$ be a stationary and ergodic real process and $\mathcal{X}=\mathcal{Z}=\mathbb{R}$. (a) If $X_{n}:=\left(\sum_{j=1}^{n} Z_{j}-b_{n}\right) / a_{n} \xrightarrow{d} v$ and $a_{n} \rightarrow \infty$, then $X_{n} \rightarrow v$ mixing. This follows from Proposition 5.3 because

$$
\frac{1}{a_{n}}\left(\sum_{j=1}^{n} Z_{j}-\sum_{j=2}^{n+1} Z_{j}\right)=\frac{1}{a_{n}}\left(Z_{1}-Z_{n+1}\right) \rightarrow 0 \quad \text { in probability }
$$

by stationarity. (As for $X_{n} \xrightarrow{d} v$ see e.g. [41], Chap.5.)
(b) If $X_{n}:=\left(\max _{0 \leq j \leq n} \sum_{i=1}^{j} Z_{i}-b_{n}\right) / a_{n} \xrightarrow{d} v$ and $a_{n} \rightarrow \infty$, then $X_{n} \rightarrow v$ mixing. In fact, one checks that

$$
\frac{1}{a_{n}}\left|\max _{0 \leq j \leq n} \sum_{i=1}^{j} Z_{i}-\max _{1 \leq j \leq n+1} \sum_{i=2}^{j} Z_{i}\right| \leq \frac{1}{a_{n}}\left(\left|Z_{1}\right|+\left|Z_{n+1}\right|\right) \rightarrow 0
$$

in probability so that the assertion follows from Proposition 5.3.
(c) If $X_{n}:=\left(\max _{1 \leq i \leq n} Z_{i}-b_{n}\right) / a_{n} \xrightarrow{d} v$ and $a_{n} \rightarrow \infty$, then $X_{n} \rightarrow v$ mixing. This follows again from Proposition 5.3 because

$$
\frac{1}{a_{n}}\left|\max _{1 \leq i \leq n} Z_{i}-\max _{2 \leq i \leq n+1} Z_{i}\right| \leq \frac{1}{a_{n}}\left|Z_{1}-Z_{n+1}\right| \rightarrow 0 \quad \text { in probability. }
$$

The condition $a_{n} \rightarrow \infty$ in Example 5.5 (c) excludes most extreme value distributions $v$. So let us explore this situation further.

Example 5.6 Let $\left(Z_{j}\right)_{j \in \mathbb{N}}$ be a sequence of real random variables. In order to establish mixing convergence of the normalized maxima $a_{n}^{-1}\left(\max _{1 \leq j \leq n} Z_{j}-b_{n}\right)$ with real constants $a_{n}>0$ and $b_{n}$ for all $n \in \mathbb{N}$ via Proposition 5.1, we set

$$
f_{n}\left(z_{1}, \ldots, z_{n}\right):=\max _{1 \leq j \leq n} z_{j} \text { for all } z_{1}, \ldots, z_{n} \in \mathbb{R}
$$

so that for all $k \in \mathbb{N}$ and $n \geq k+1$
$\frac{1}{a_{n}}\left(f_{n}\left(Z_{1}, \ldots, Z_{n}\right)-f_{n-k}\left(Z_{k+1}, \ldots, Z_{n}\right)\right)=\frac{1}{a_{n}}\left(\max _{1 \leq j \leq n} Z_{j}-\max _{k+1 \leq j \leq n} Z_{j}\right)$.
(a) If $a_{n} \rightarrow \infty$ as $n \rightarrow \infty$, then condition (i) of Proposition 5.1 is satisfied without further assumptions on the sequence $\left(Z_{j}\right)_{j \in \mathbb{N}}$. For a proof observe that $\left(\max _{1 \leq j \leq n} Z_{j}\right)_{n \in \mathbb{N}}$ is a nondecreasing sequence of real random variables so that for every $\omega \in \Omega$ the limit

$$
Z_{\infty}(\omega)=\lim _{n \rightarrow \infty} \max _{1 \leq j \leq n} Z_{j}(\omega)
$$

exists with $Z_{\infty}(\omega) \in(-\infty, \infty]$. Let $k \in \mathbb{N}$ be arbitrary. We consider two cases.
Case 1. $Z_{\infty}(\omega)=\infty$. Since $\max _{1 \leq j \leq k} Z_{j}(\omega)<\infty$, there exists an $n_{0}(\omega, k) \in \mathbb{N}$ with $n_{0}(\omega, k) \geq k+1$ and $\max _{1 \leq j \leq k} Z_{j}(\omega)<\max _{1 \leq j \leq n} Z_{j}(\omega)$ for all $n \geq$ $n_{0}(\omega, k)$. Hence for all $n \geq n_{0}(\omega, k)$
$\max _{1 \leq j \leq k} Z_{j}(\omega)<\max _{1 \leq j \leq n} Z_{j}(\omega)=\max _{1 \leq j \leq k} Z_{j}(\omega) \vee \max _{k+1 \leq j \leq n} Z_{j}(\omega)=\max _{k+1 \leq j \leq n} Z_{j}(\omega)$
so that

$$
\frac{1}{a_{n}}\left(\max _{1 \leq j \leq n} Z_{j}(\omega)-\max _{k+1 \leq j \leq n} Z_{j}(\omega)\right)=0 .
$$

Case 2. $Z_{\infty}(\omega)<\infty$. By monotonicity, the limit

$$
Z_{\infty, k}(\omega)=\lim _{n \rightarrow \infty} \max _{k+1 \leq j \leq n} Z_{j}(\omega)
$$

exists with $-\infty<Z_{k+1}(\omega) \leq Z_{\infty, k}(\omega) \leq Z_{\infty}(\omega)<\infty$ so that, because $-\infty<$ $Z_{1}(\omega) \leq Z_{\infty}(\omega)<\infty$ and $a_{n} \rightarrow \infty$,

$$
\frac{1}{a_{n}}\left(\max _{1 \leq j \leq n} Z_{j}(\omega)-\max _{k+1 \leq j \leq n} Z_{j}(\omega)\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Thus we have verified condition (i) of Proposition 5.1, and $a_{n} \rightarrow \infty$ is used only in case 2 of the argument. Therefore, if $a_{n} \rightarrow \infty$, then for any sequence $\left(Z_{j}\right)_{j \in \mathbb{N}}$ with trivial tail- $\sigma$-field and $a_{n}^{-1}\left(\max _{1 \leq j \leq n} Z_{j}-b_{n}\right) \xrightarrow{d} v$ for some $v \in \mathcal{M}^{1}(\mathbb{R})$, this convergence is automatically mixing by Proposition 5.1.
(b) The simple argument from (a) to establish condition (i) of Proposition 5.1 does not work if $a_{n}$ does not converge to infinity. For an example, let $\left(Z_{j}\right)_{j \in \mathbb{N}}$ be a sequence of independent random variables with $P^{Z_{1}}=U[3,4], P^{Z_{2}}=U[1,2]$ and $P^{Z_{j}}=U[0,1]$ for all $j \geq 3$. Then $\max _{1 \leq j \leq n} Z_{j}=Z_{1}$ for all $n \in \mathbb{N}$ so that

$$
\frac{1}{a_{n}}\left(\max _{1 \leq j \leq n} Z_{j}-b_{n}\right) \xrightarrow{d} U[3,4] \quad \text { as } n \rightarrow \infty
$$

with $a_{n}=1$ and $b_{n}=0$ for all $n \in \mathbb{N}$. On the other hand, $\max _{2 \leq j \leq n} Z_{j}=Z_{2}$ for all $n \geq 2$ so that

$$
\frac{1}{a_{n}}\left(f_{n}\left(Z_{1}, \ldots, Z_{n}\right)-f_{n-1}\left(Z_{2}, \ldots, Z_{n}\right)\right)=\max _{1 \leq j \leq n} Z_{j}-\max _{2 \leq j \leq n} Z_{j}=Z_{1}-Z_{2} \geq 1
$$

showing that condition (i) of Proposition 5.1 is not satisfied. Because $\left(Z_{j}\right)_{j \in \mathbb{N}}$ has a trivial tail- $\sigma$-field, all the other assumptions in Proposition 5.1 hold. In fact, we have $\max _{1 \leq j \leq n} Z_{j} \rightarrow \delta_{Z_{1}}$ stably.
(c) If the sequence $\left(Z_{j}\right)_{j \in \mathbb{N}}$ is independent and identically distributed and $a_{n}^{-1}$ $\left(\max _{1 \leq j \leq n} Z_{j}-b_{n}\right) \xrightarrow{d} v$ for some $v \in \mathcal{M}^{1}(\mathbb{R})$ which is not a Dirac-measure, then condition (i) of Proposition 5.1 is satisfied for all sequences $\left(a_{n}\right)_{n \in \mathbb{N}}$, that is, also without the assumption that $a_{n} \rightarrow \infty$ for $n \rightarrow \infty$. Therefore, the convergence $a_{n}^{-1}\left(\max _{1 \leq j \leq n} Z_{j}-b_{n}\right) \rightarrow v$ is mixing by Proposition 5.1. For a proof, let $F$ denote the distribution function of $Z_{1}$ and introduce the right endpoint $x^{+}=\inf \{x \in \mathbb{R}: F(x)=1\}$ of the support of $F$, where $\inf \emptyset=\infty$. Note that for all $x<x^{+}$we have $F(x)<1$ so that

$$
P\left(\max _{1 \leq j \leq n} Z_{j} \leq x\right)=P\left(\bigcap_{j=1}^{n}\left\{Z_{j} \leq x\right\}\right)=F(x)^{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

This proves $\max _{1 \leq j \leq n} Z_{j} \rightarrow x^{+}$in probability as $n \rightarrow \infty$. But for non-decreasing sequences of random-variables like $\max _{1 \leq j \leq n} Z_{j}$ convergence in probability and almost sure convergence are equivalent so that we also have $\max _{1 \leq j \leq n} Z_{j} \rightarrow x^{+}$ almost surely. If $x^{+}=\infty$, then the argument of case 1 in part (a), which does not require $a_{n} \rightarrow \infty$, applies and establishes the desired result. Therefore, assume $x^{+}<\infty$. Then $F\left(x^{+}-0\right)=\lim _{x \uparrow x^{+}} F(x)=1$. To see this, assume $F\left(x^{+}-0\right)<1$. Because $\max _{1 \leq j \leq n} Z_{j} \uparrow x^{+}$almost surely a nondegenerate weak limit means that
there exist norming constants $a_{n}>0$ such that $a_{n} \rightarrow 0$ and $\left(x^{+}-\max _{1 \leq j \leq n} Z_{j}\right) / a_{n}$ has a nondegenerate weak limit. Clearly, for all $x>0$

$$
P\left(\frac{x^{+}-\max _{1 \leq j \leq n} Z_{j}}{a_{n}} \geq x\right)=F\left(x^{+}-a_{n} x\right)^{n} \leq F\left(x^{+}-0\right)^{n} .
$$

If $F\left(x^{+}-0\right)<1$, then the right-hand side converges to zero as $n \rightarrow \infty$, a contradiction.

Now $F\left(x^{+}-0\right)=1=F\left(x^{+}\right)$implies that, for all $k \in \mathbb{N}, \max _{1 \leq j \leq k} Z_{j}=x^{+}$ can occur only with probability zero so that $\max _{1 \leq j \leq k} Z_{j}<x^{+}$almost surely. In view of $\max _{1 \leq j \leq n} Z_{j} \rightarrow x^{+}$almost surely we see, by the argument used in case 1 of part (a), that for almost all $\omega \in \Omega$ there exists an $n_{0}(\omega, k) \in \mathbb{N}$ with $n_{0}(\omega, k) \geq k+1$ and $\max _{1 \leq j \leq n} Z_{j}(\omega)=\max _{k+1 \leq j \leq n} Z_{j}(\omega)$ for all $n \geq n_{0}(\omega, k)$ which gives

$$
\frac{1}{a_{n}}\left(\max _{1 \leq j \leq n} Z_{j}(\omega)-\max _{k+1 \leq j \leq n} Z_{j}(\omega)\right)=0
$$

for all $n \geq n_{0}(\omega, k)$ and almost all $\omega \in \Omega$. This completes the proof.

Example 5.7 Let $\left(Z_{j}\right)_{j \geq 1}$ be a stationary and ergodic real process with $Z_{1} \in \mathcal{L}^{p}(P)$ with $1 \leq p<\infty, E Z_{1}=0, \mathcal{Z}=\mathbb{R}$ and $\mathcal{X}=C(I)$ with $I=[0, T]$ or $\mathbb{R}_{+}$. If

$$
f_{n}\left(\left(z_{j}\right)_{j \geq 1}\right):=\left(\sum_{j=1}^{[n t]} z_{j}+(n t-[n t]) z_{[n t]+1}\right)_{t \in I}
$$

$X_{n}:=f_{n}\left(\left(Z_{j}\right)_{j \geq 1}\right) / a_{n} \xrightarrow{d} v$ for some $v \in \mathcal{M}^{1}(C(I))$ and $n^{1 / p}=O\left(a_{n}\right)$, then $X_{n} \rightarrow v$ mixing. (As for $X_{n} \xrightarrow{d} v$ see e.g. [9], Theorems 20.1 and 23.1, [41], Sect. 5.4). In fact, if $I=[0, T], T \in(0, \infty)$, we have

$$
\frac{1}{a_{n}}\left\|f_{n}\left(\left(Z_{j}\right)_{j \geq 1}\right)-f_{n}\left(\left(Z_{j}\right)_{j \geq 2}\right)\right\|_{\text {sup }} \leq \frac{4}{a_{n}} \max _{1 \leq i \leq n T+2}\left|Z_{i}\right| \rightarrow 0
$$

in probability, because for $\varepsilon>0$,

$$
\begin{aligned}
& P\left(\frac{1}{m^{1 / p}} \max _{1 \leq i \leq m}\left|Z_{i}\right|>\varepsilon\right)=P\left(\bigcup_{i=1}^{m}\left\{\left|Z_{i}\right|>\varepsilon m^{1 / p}\right\}\right) \leq m P\left(\left|Z_{1}\right|>\varepsilon m^{1 / p}\right) \\
& \quad=m P\left(\left|Z_{1}\right|^{p}>\varepsilon^{p} m\right) \leq \frac{1}{\varepsilon^{p}} \int_{\left\{\left|Z_{1}\right|^{p}>\varepsilon^{p} m\right\}}\left|Z_{1}\right|^{p} d P \rightarrow 0
\end{aligned}
$$

as $m \rightarrow \infty$. The assertion follows from Proposition 5.3 and Remark 5.4.

In case $I=\mathbb{R}_{+}$we obtain

$$
\begin{aligned}
& E d\left(X_{n}, \frac{1}{a_{n}} f_{n}\left(\left(Z_{j}\right)_{j \geq 2}\right)\right) \\
& \quad=\sum_{k=1}^{\infty} 2^{-k} E\left(\sup _{t \in[0, k]}\left|X_{n, t}-\frac{1}{a_{n}} f_{n}\left(\left(Z_{j}\right)_{j \geq 2}\right)_{t}\right| \wedge 1\right) \rightarrow 0
\end{aligned}
$$

so that again Proposition 5.3 and Remark 5.4 yield the assertion. (The assertion also follows from Corollary 3.23.)

Exercise 5.2 Let $\left(Z_{n}\right)_{n \in \mathbb{N}}$ be a stationary ergodic process, where $\mathcal{Z}$ is a separable metric space and $\mathcal{C}=\mathcal{B}(\mathcal{Z})$. Prove that $Z_{n} \rightarrow P^{Z_{1}}$ mixing as $n \rightarrow \infty$.

Exercise 5.3 Let $\left(Z_{n}\right)_{n \in \mathbb{N}}$ be a stationary ergodic process, $\mathcal{X}=\mathbb{R}, b_{n} \in \mathbb{R}$, $a_{n} \rightarrow \infty$ and $g:(\mathcal{Z}, \mathcal{C}) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ a measurable function satisfying $X_{n}:=$ $\left(\sum_{j=1}^{n} g\left(Z_{j}\right)-b_{n}\right) / a_{n} \xrightarrow{d} v$. Show that $X_{n} \rightarrow v$ mixing as $n \rightarrow \infty$.
Exercise 5.4 (U-statistics) Let $\left(Z_{n}\right)_{n \in \mathbb{N}}$ be an independent and identically distributed sequence of $(\mathcal{Z}, \mathcal{C})$-valued random variables, $g:\left(\mathcal{Z}^{2}, \mathcal{C}^{2}\right) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ a measurable symmetric function such that $g\left(Z_{1}, Z_{2}\right) \in \mathcal{L}^{2}(P)$,

$$
U_{n}:=\frac{1}{\binom{n}{2}} \sum_{1 \leq i<j \leq n} g\left(Z_{i}, Z_{j}\right)
$$

for $n \geq 2$ and $\vartheta:=E U_{n}$. Furthermore, let $g_{1}\left(z_{1}\right):=E g\left(z_{1}, Z_{2}\right), \sigma_{1}^{2}:=\operatorname{Var} g_{1}\left(Z_{1}\right)$ and $\sigma_{2}^{2}:=\operatorname{Var} g\left(Z_{1}, Z_{2}\right)$.

Prove that $n^{1 / 2}\left(U_{n}-\vartheta\right) \rightarrow N\left(0,4 \sigma_{1}^{2}\right)$ mixing and in case $\sigma_{1}^{2}=0<\sigma_{2}^{2}$, $n\left(U_{n}-\vartheta\right) \rightarrow \nu$ mixing as $n \rightarrow \infty$ with the distribution $v$ of $\sum_{j \geq 1} \lambda_{j}\left(N_{j}^{2}-1\right)$, where $\left(N_{j}\right)_{j \geq 1}$ is an independent and identically distributed sequence of $N(0,1)$ distributed random variables and $\left(\lambda_{j}\right)_{j \geq 1}$ are the nonzero eigenvalues of the operator $T: L^{2}\left(P^{Z_{1}}\right) \rightarrow L^{2}\left(P^{Z_{1}}\right), T h:=\operatorname{Eh}\left(Z_{1}\right)\left(g\left(Z_{1}, \cdot\right)-\vartheta\right)$.
Hint: [64], Kapitel 10.
The last result demonstrates the role of a nesting condition on filtrations for the stability of limit theorems in the case of a function space like $\mathcal{X}=C\left(\mathbb{R}_{+}\right)$. We consider the case of special identically distributed processes.

Theorem 5.8 Let $\mathcal{X}=C\left(\mathbb{R}_{+}\right)$. For $n \in \mathbb{N}$, let $\mathbb{F}^{n}=\left(\mathcal{F}_{t}^{n}\right)_{t \geq 0}$ be a filtration in $\mathcal{F}, W^{n}=\left(W_{t}^{n}\right)_{t \geq 0} a$ (path-continuous) $\mathbb{F}^{n}$-Brownian motion and $\tau_{n}: \Omega \rightarrow \mathbb{R}_{+} a$ (finite) $\mathbb{F}^{n}$-stopping time such that $\tau_{n} \rightarrow 0$ in probability as $n \rightarrow \infty$. Let

$$
\mathcal{G}:=\sigma\left(\bigcup_{n=1}^{\infty} \bigcap_{m \geq n} \mathcal{F}_{\tau_{m}}^{m}\right)
$$

Then $W^{n} \rightarrow v \mathcal{G}$-mixing as $n \rightarrow \infty$, where $v=P^{W^{1}} \in \mathcal{M}^{1}\left(C\left(\mathbb{R}_{+}\right)\right)$.
Recall that $\mathcal{F}_{\tau_{n}}^{n}=\left\{F \in \mathcal{F}_{\infty}^{n}: F \cap\left\{\tau_{n} \leq t\right\} \in \mathcal{F}_{t}^{n}\right.$ for all $\left.t \geq 0\right\}$, where $\mathcal{F}_{\infty}^{n}:=$ $\sigma\left(\bigcup_{t \geq 0} \mathcal{F}_{t}^{n}\right)$.

Proof Let $V_{t}^{n}:=W_{\tau_{n}+t}^{n}-W_{\tau_{n}}^{n}, \varphi: C\left(\mathbb{R}_{+}\right) \times \mathbb{R}_{+} \rightarrow \mathbb{R}, \varphi(x, t):=x(t)$ and $\psi: C\left(\mathbb{R}_{+}\right) \times \mathbb{R}_{+} \rightarrow C\left(\mathbb{R}_{+}\right), \psi(x, t):=x(t+\cdot)-x(\cdot)$. We identify $\mathbb{R}$ with the constant functions in $C\left(\mathbb{R}_{+}\right)$. Then $\varphi$ and $\psi$ are continuous and $W^{n}-V^{n}=$ $\varphi\left(W^{n}, \tau_{n}\right)-\psi\left(W^{n}, \tau_{n}\right)$. Using $\tau_{n} \rightarrow 0$ in probability, we have $\left(W^{n}, \tau_{n}\right) \xrightarrow{d} v \otimes$ $\delta_{0}$ so that $\varphi\left(W^{n}, \tau_{n}\right) \xrightarrow{d}\left(\nu \otimes \delta_{0}\right)^{\varphi}=\delta_{0}$ and $\psi\left(W^{n}, \tau_{n}\right) \xrightarrow{d}\left(v \otimes \delta_{0}\right)^{\psi}=\delta_{0}$. Consequently, $d\left(W^{n}, V^{n}\right) \rightarrow 0$ in probability as $n \rightarrow \infty$. Hence by Theorem 3.7 (a), it is enough to show that $V^{n} \rightarrow \nu \mathcal{G}$-mixing. Note that by the strong Markov property $V^{n}$ is a Brownian motion independent of $\mathcal{F}_{\tau_{n}}^{n}$ (see e.g. [51], Theorem 13.11). For $n \in \mathbb{N}$, let $\mathcal{G}_{n}:=\bigcap_{m \geq n} \mathcal{F}_{\tau_{m}}^{m}$. Then $\left(\mathcal{G}_{n}\right)_{n \geq 1}$ is a filtration in $\mathcal{F}$ with $\mathcal{G}_{n} \subset \mathcal{F}_{\tau_{n}}^{n}$ and $\mathcal{G}_{\infty}=\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{G}_{n}\right)=\mathcal{G}$. For $F \in \mathcal{G}$ with $P(F)>0$ we have by the martingale convergence theorem $P\left(F \mid \mathcal{G}_{n}\right) \rightarrow 1_{F}$ in $\mathcal{L}^{1}(P)$ which implies

$$
\left|E\left(h\left(V^{n}\right) P\left(F \mid \mathcal{G}_{n}\right)\right)-E\left(h\left(V^{n}\right) 1_{F}\right)\right| \leq\|h\|_{\sup } E\left|P\left(F \mid \mathcal{G}_{n}\right)-1_{F}\right| \rightarrow 0
$$

as $n \rightarrow \infty$ for every $h \in C_{b}\left(C\left(\mathbb{R}_{+}\right)\right)$. Now, using the independence of $\sigma\left(V^{n}\right)$ and $\mathcal{G}_{n}$, we have

$$
E\left(h\left(V^{n}\right) P\left(F \mid \mathcal{G}_{n}\right)\right)=E h\left(V^{n}\right) P(F)=\int h d v P(F)
$$

for every $n \in \mathbb{N}$. Thus we obtain $P_{F}^{V^{n}} \rightarrow v$ weakly. The assertion follows from Corollary 3.3.

Corollary 5.9 In the situation of Theorem 5.8 assume a nesting condition of the filtrations: For every $n \in \mathbb{N}$ there exists a (finite) $\mathbb{F}^{n}$-stopping time $\tau_{n}: \Omega \rightarrow \mathbb{R}_{+}$ such that
(i) $\tau_{n} \rightarrow 0$ in probability as $n \rightarrow \infty$,
(ii) $\mathcal{F}_{\tau_{n}}^{n} \subset \mathcal{F}_{\tau_{n+1}}^{n+1}$ for every $n \in \mathbb{N}$, that is, $\left(\mathcal{F}_{\tau_{n}}^{n}\right)_{n \geq 1}$ is a filtration in $\mathcal{F}$,
(iii) $\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{F}_{\tau_{n}}^{n}\right)=\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{F}_{\infty}^{n}\right)$, where $\mathcal{F}_{\infty}^{n}:=\sigma\left(\bigcup_{t \geq 0} \mathcal{F}_{t}^{n}\right)$.

Then $W^{n} \rightarrow v$ mixing as $n \rightarrow \infty$.
Proof Theorem 5.8 and Proposition 3.5.
Theorem 5.8 and Corollary 5.9 are very basic results on the stable convergence of semimartingales. Corollary 5.9 has been established in [99] while the generalization in Theorem 5.8 is contained in [71].

The above nesting condition is undoubtedly very restrictive. It is, however, met in the important case of the type of Example 4.3 where $W_{t}^{n}=n^{-1 / 2} W_{n t}$. If $\mathcal{F}_{t}:=$ $\sigma\left(W_{s}, s \leq t\right)$ and $\mathcal{F}_{t}^{n}:=\mathcal{F}_{n t}$, then the nesting condition is met, for example, with $\tau_{n}=n^{-1 / 2}$.

General results on the stable convergence of sequences of semimartingales with applications to stable convergence of discretized processes (without any nesting condition) can be found in [60], Chap. 7, [50], Sections VIII. 5 and IX.7, [46, 47, 49].

An application of the preceding corollary can be found in Chap.6. Automatic stability also occurs in classical central limit theorems for martingale arrays under a nesting condition as is demonstrated in the next chapter.

## Chapter 6 <br> Stable Martingale Central Limit Theorems

Martingale central limit theorems are a generalization of classical central limit theorems for sums of independent random variables which have found a wide range of applications. In this chapter we will discuss the basic results with stable convergence in view and will illustrate them with some examples. Further applications will follow in subsequent chapters.

We begin with a fundamental stable central limit theorem for martingale difference arrays.

### 6.1 Martingale Arrays and the Nesting Condition

For every $n \in \mathbb{N}$ let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}}$ be a sequence of real random variables defined on a probability space $(\Omega, \mathcal{F}, P)$, and let $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$ be a filtration in $\mathcal{F}$, i.e. $\mathcal{F}_{n 0} \subset \mathcal{F}_{n 1} \subset \cdots \subset \mathcal{F}_{n k_{n}} \subset \mathcal{F}$. The sequence $\left(\bar{X}_{n k}\right)_{1 \leq k \leq k_{n}}$ is called adapted to the filtration $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$ if $X_{n k}$ is measurable w.r.t. $\mathcal{F}_{n k}$ for all $1 \leq k \leq k_{n}$. The triangular array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ of random variables is called adapted to the triangular array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields if the row $\left(X_{n k}\right)_{1 \leq k \leq k_{n}}$ is adapted to the filtration $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$ for every $n \in \mathbb{N}$. Not all of the following results of a more technical nature require the assumption of adaptedness. Therefore, we will always state explicitly where adapted arrays are considered.

An array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ adapted to $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ is called a martingale difference array if $X_{n k} \in \mathcal{L}^{1}(P)$ with $E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)=0$ for all $1 \leq k \leq k_{n}$ and $n \in \mathbb{N}$, which means that for every $n \in \mathbb{N}$ the sequence $\left(X_{n k}\right)_{1 \leq k \leq k_{n}}$ is a martingale difference sequence w.r.t. the filtration $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$. A martingale difference array is square integrable if $X_{n k} \in \mathcal{L}^{2}(P)$ for all $1 \leq k \leq k_{n}$ and $n \in \mathbb{N}$. Note that a martingale difference sequence or array is always by definition adapted to the $\sigma$-fields under consideration.

From now on, we assume that the sequence $\left(k_{n}\right)_{n \in \mathbb{N}}$ is nondecreasing with $k_{n} \geq n$ for all $n \in \mathbb{N}$. We always set $\mathcal{F}_{\infty}=\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{F}_{n k_{n}}\right)$. The array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ is called nested if $\mathcal{F}_{n k} \subset \mathcal{F}_{n+1, k}$ holds for all $n \in \mathbb{N}$ and $0 \leq k \leq k_{n}$. The subtle role of this property of the $\sigma$-fields in stable martingale central limit theorems will become evident in the sequel.

Our basic stable martingale central limit theorem reads as follows.
Theorem 6.1 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be a square integrable martingale difference array adapted to the array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$. Let $\mathcal{G}_{n k}=\bigcap_{m \geq n} \mathcal{F}_{m k}$ for $n \in \mathbb{N}$ and $0 \leq k \leq k_{n}$, and $\mathcal{G}=\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{G}_{n k_{n}}\right)$. Assume that

$$
\begin{equation*}
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2} \quad \text { in probability as } n \rightarrow \infty \tag{N}
\end{equation*}
$$

for some $\mathcal{G}$-measurable real random variable $\eta \geq 0$
and
(CLB) $\quad \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0$ in probability as $n \rightarrow \infty$ for every $\varepsilon>0$
(conditional form of Lindeberg's condition). Then

$$
\sum_{k=1}^{k_{n}} X_{n k} \rightarrow \eta N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{G}$.
The assertion may be read as

$$
\sum_{k=1}^{k_{n}} X_{n k} \rightarrow N\left(0, \eta^{2}\right) \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

Remark 6.2 (a) By construction $\left(\mathcal{G}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ is a nested array of $\sigma$-fields with $\mathcal{G}_{n k} \subset \mathcal{F}_{n k}$ for all $n \in \mathbb{N}$ and $0 \leq k \leq k_{n}$.
(b) If $\eta^{2}$ is constant, then $\mathcal{G}$-measurability of $\eta^{2}$ is immediate, and $\sum_{k=1}^{k_{n}} X_{n k} \rightarrow \eta N$ $\mathcal{G}$-stably implies $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$. Therefore, Theorem 6.1 contains the classical central limit theorem for martingale difference arrays in which $\eta^{2}$ is a constant as a special case.
(c) If $\eta^{2}$ is $\mathcal{F}_{n 0}$-measurable for all $n \geq n_{0}$ and some $n_{0} \in \mathbb{N}$, then it is $\mathcal{G}_{n_{0} 0}$-measurable and hence $\mathcal{G}$-measurable. Measurability of $\eta^{2}$ w.r.t. $\bigcap_{n \geq n_{0}} \mathcal{F}_{n 0}$ has sometimes been used as an assumption in stable martingale central limit theorems.
(d) The nesting condition which is satisfied in most applications yields full stable convergence. In fact, if $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ is nested, then $\mathcal{G}_{n k}=\mathcal{F}_{n k}$ for all $n \in \mathbb{N}$ and $0 \leq k \leq k_{n}$, and measurability of $\eta^{2}$ w.r.t. $\mathcal{G}=\mathcal{F}_{\infty}$ can be assumed w.l.o.g.

Corollary 6.3 (Random norming) In the situation of Theorem 6.1 assume $P\left(\eta^{2}>0\right)>0$. Then

$$
\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right)^{-1 / 2} \sum_{k=1}^{k_{n}} X_{n k} \rightarrow N \quad \mathcal{G} \text {-mixing under } P_{\left\{\eta^{2}>0\right\}}
$$

as $n \rightarrow \infty$.
Proof Applying Theorem 3.18 (b) to the assertion in Theorem 6.1 and condition (N), we obtain

$$
\left(\sum_{k=1}^{k_{n}} X_{n k}, \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right) \rightarrow\left(\eta N, \eta^{2}\right) \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

Because $\left\{\eta^{2}>0\right\} \in \mathcal{G}$ this implies

$$
\left(\sum_{k=1}^{k_{n}} X_{n k}, \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right) \rightarrow\left(\eta N, \eta^{2}\right) \quad \mathcal{G} \text {-stably under } P_{\left\{\eta^{2}>0\right\}}
$$

as $n \rightarrow \infty$. The function $g: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ with

$$
g(x, y):= \begin{cases}x / \sqrt{y}, & y>0 \\ 0 & , y \leq 0\end{cases}
$$

is Borel-measurable and $P_{\left\{\eta^{2}>0\right\}}^{\left(\eta N, \eta^{2}\right)}$-almost surely continuous so that by Theorem 3.18 (c)

$$
\begin{aligned}
g\left(\sum_{k=1}^{k_{n}} X_{n k}, \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right) & \rightarrow g\left(\eta N, \eta^{2}\right)=N \\
\mathcal{G} \text {-stably as } n & \rightarrow \infty \text { under } P_{\left\{\eta^{2}>0\right\}}
\end{aligned}
$$

Since $N$ and $\mathcal{G}$ are independent, the convergence is $\mathcal{G}$-mixing.

Corollary 6.4 (Random time change) For every $n \in \mathbb{N}$, let $\left(X_{n k}\right)_{k \in \mathbb{N}}$ be a square integrable martingale difference sequence w.r.t. the filtration $\left(\mathcal{F}_{n k}\right)_{k \geq 0}$, and let $\tau_{n}$ : $\Omega \rightarrow \mathbb{N}_{0}$ be a (finite) stopping time w.r.t. $\left(\mathcal{F}_{n k}\right)_{k \geq 0}$. For $n \in \mathbb{N}$ and $k \geq 0$ set $\mathcal{G}_{n k}=\bigcap_{m \geq n} \mathcal{F}_{m k}$ and $\mathcal{G}=\sigma\left(\bigcup_{n \in \mathbb{N}} \mathcal{G}_{n \infty}\right)$, where $\overline{\mathcal{G}}_{n \infty}=\sigma\left(\bigcup_{k=0}^{\infty} \mathcal{G}_{n k}\right)$. If
$\left(\mathrm{N}_{\tau_{n}}\right) \quad \sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2} \quad$ in probability as $n \rightarrow \infty$ for some $\mathcal{G}$-measurable real random variable $\eta \geq 0$
and
$\left(\mathrm{CLB}_{\tau_{n}}\right) \quad \sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0$ in probability as $n \rightarrow \infty$ for every $\varepsilon>0$,
then

$$
\sum_{k=1}^{\tau_{n}} X_{n k} \rightarrow \eta N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{G}$.
Proof Since $\tau_{n}$ is a finite random variable for every $n \in \mathbb{N}$, there exists some $k_{n} \in \mathbb{N}$ with $P\left(\tau_{n}>k_{n}\right) \leq 1 / n$. Inductively, we can construct the $k_{n}$ nondecreasing with $k_{n} \geq n$ for all $n \in \mathbb{N}$. Then $\sigma\left(\bigcup_{n \in \mathbb{N}} \mathcal{G}_{n k_{n}}\right)=\mathcal{G}$. For $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}$ set $Y_{n k}:=$ $X_{n k} 1_{\left\{k \leq \tau_{n}\right\}}$. Since $\tau_{n}$ is a stopping time w.r.t. $\left(\mathcal{F}_{n k}\right)_{k \geq 0}$, the array $\left(Y_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$. On the event $\left\{\tau_{n} \leq k_{n}\right\}$ we have

$$
\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=\sum_{k=1}^{k_{n} \wedge \tau_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=\sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)
$$

so that, for every $\varepsilon>0$,

$$
P\left(\left|\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right| \geq \varepsilon\right) \leq P\left(\tau_{n}>k_{n}\right) \leq \frac{1}{n}
$$

which proves

$$
\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

and thus

$$
\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2} \quad \text { in probability as } n \rightarrow \infty
$$

On the event $\left\{\tau_{n} \leq k_{n}\right\}$ we also have

$$
\sum_{k=1}^{k_{n}} Y_{n k}=\sum_{k=1}^{k_{n} \wedge \tau_{n}} X_{n k}=\sum_{k=1}^{\tau_{n}} X_{n k}
$$

so that, by the same type of argument as above,

$$
\sum_{k=1}^{k_{n}} Y_{n k}-\sum_{k=1}^{\tau_{n}} X_{n k} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

Finally, for all $\varepsilon>0$, using $\left|Y_{n k}\right| \leq\left|X_{n k}\right|$,

$$
\begin{aligned}
& \sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2} 1_{\left\{\left|Y_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \\
& \quad \leq \sum_{k=1}^{k_{n} \wedge \tau_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \leq \sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right)
\end{aligned}
$$

which implies

$$
\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2} 1_{\left\{\left|Y_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

for all $\varepsilon>0$. Therefore, Theorem 6.1 yields

$$
\sum_{k=1}^{k_{n}} Y_{n k} \rightarrow \eta N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

and, using Theorem 3.18 (a), we conclude

$$
\sum_{k=1}^{\tau_{n}} X_{n k} \rightarrow \eta N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

The preceding corollary implies, for instance, the non-functional part of Example 4.8 for stopping times.

As for the proof of Theorem 6.1 we demonstrate that the Lindeberg method works in a basic general setting (see Step 1 of the proof). We require some technical results which will also be useful later. Note that in these statements adaptedness is not required.

Lemma 6.5 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of nonnegative integrable random variables, and let $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of $\sigma$-fields. Then

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

implies

$$
\sum_{k=1}^{k_{n}} X_{n k} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

Proof For every $n \in \mathbb{N}$

$$
\tau_{n}=\max \left\{k \in\left\{0,1, \ldots, k_{n}\right\}: \sum_{j=1}^{k} E\left(X_{n j} \mid \mathcal{F}_{n, j-1}\right) \leq 1\right\}
$$

is a stopping time w.r.t. the filtration $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$. From $\sum_{k=1}^{\tau_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) \leq$ $\sum_{k=1}^{k_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)$ and $\sum_{k=1}^{\tau_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) \leq 1$ for all $n \in \mathbb{N}$ as well as the assumption of the lemma we obtain by dominated convergence that

$$
E\left(\sum_{k=1}^{\tau_{n}} X_{n k}\right)=E\left(\sum_{k=1}^{\tau_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

so that, in particular, $\sum_{k=1}^{\tau_{n}} X_{n k} \rightarrow 0$ in probability. For every $\varepsilon>0$ we have

$$
\begin{aligned}
& P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{\tau_{n}} X_{n k}\right| \geq \varepsilon\right) \\
& \quad \leq P\left(\tau_{n}<k_{n}\right)=P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)>1\right) \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$, which completes the proof.

Exercise 6.1 Deduce Lemma 6.5 in the adapted case from the Lenglart inequality in Lemma A. 8 (a).

Proposition 6.6 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of integrable random variables, and let $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of $\sigma$-fields. Then
$\left(\mathrm{CLB}_{1}\right) \quad \sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0$ in probability as $n \rightarrow \infty$ for every $\varepsilon>0$
(an $\mathcal{L}^{1}$-version of (CLB)) implies

$$
\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right| \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

Proof From the assumption and Lemma 6.5 for all $\varepsilon>0$ it follows that

$$
\sum_{k=1}^{k_{n}}\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

But for all $\varepsilon>0$ and $n \in \mathbb{N}$ we have

$$
P\left(\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right| \geq \varepsilon\right) \leq P\left(\sum_{k=1}^{k_{n}}\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \geq \varepsilon\right)
$$

which completes the proof.

Proposition 6.7 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of square integrable random variables, and let $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of $\sigma$-fields. Then the conditional Lindeberg condition (CLB) implies

$$
\max _{1 \leq k \leq k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

Proof For every $\varepsilon>0$ and $n \in \mathbb{N}$ we have

$$
\begin{aligned}
& \max _{1 \leq k \leq k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \\
& \quad=\max _{1 \leq k \leq k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right|<\varepsilon\right\}}+X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \\
& \quad \leq \varepsilon^{2}+\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right),
\end{aligned}
$$

which clearly implies the desired result.

Now we are prepared to give the
Proof of Theorem 6.1. For brevity we write $\sigma_{n k}^{2}=E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)$ for all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}$.

The proof proceeds in several steps.
Step 1. In addition to conditions (N) and (CLB) we assume that
(i) $\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}=\eta^{2}$ a.s. for all $n \in \mathbb{N}$,
(ii) $\eta^{2}$ is $\mathcal{F}_{n 0}$-measurable for all $n \in \mathbb{N}$, that is, $\eta^{2}$ is $\mathcal{G}_{10}$-measurable, and
(iii) $\eta^{2} \leq C<\infty$ a.s. for some constant $C$
and will show that $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$ holds.
W.l.o.g. we can assume that an array $\left(N_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ of independent standard normal random variables is defined on $(\Omega, \mathcal{F}, P)$ such that $\left(N_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ and $\mathcal{F}_{\infty}$ are independent. Then for every $n \in \mathbb{N}$ the conditional distribution of $\sum_{k=1}^{k_{n}} \sigma_{n k} N_{n k}$ given $\mathcal{F}_{\infty}$ is the normal distribution with mean zero and variance $\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}=\eta^{2}$, by assumption (i). Therefore, with $\stackrel{d}{=}$ denoting equality in distribution, $\sum_{k=1}^{k_{n}} \sigma_{n k} N_{n k} \stackrel{d}{=}$ $\eta N$.

Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be bounded and three times continuously differentiable with bounded derivatives. Taylor's formula implies

$$
f(x+h)=f(x)+f^{\prime}(x) h+\frac{1}{2} f^{\prime \prime}(x) h^{2}+R_{f}(x, h) \quad \text { for all } x, h \in \mathbb{R}
$$

with

$$
\left|R_{f}(x, h)\right| \leq C(f) \min \left\{h^{2},|h|^{3}\right\} \quad \text { for all } x, h \in \mathbb{R}
$$

where $f^{\prime}, f^{\prime \prime}$ and $f^{\prime \prime \prime}$ are the derivatives of $f$ and $C(f)=\max \left\{\frac{1}{6}\left\|f^{\prime \prime \prime}\right\|_{\infty},\left\|f^{\prime \prime}\right\|_{\infty}\right\}<$ $\infty$ with $\|g\|_{\infty}$ denoting the sup-norm of the bounded function $g: \mathbb{R} \rightarrow \mathbb{R}$.

Introducing

$$
Y_{n k}:=\sum_{j=1}^{k-1} X_{n j}+\sum_{j=k+1}^{k_{n}} \sigma_{n j} N_{n j}
$$

for all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}$ we obtain

$$
\begin{aligned}
& \left|E\left(f\left(\sum_{k=1}^{k_{n}} X_{n k}\right)\right)-E(f(\eta N))\right| \\
& \quad=\left|E\left(f\left(\sum_{k=1}^{k_{n}} X_{n k}\right)\right)-E\left(f\left(\sum_{k=1}^{k_{n}} \sigma_{n k} N_{n k}\right)\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
& =\left|\sum_{k=1}^{k_{n}}\left[E\left(f\left(Y_{n k}+X_{n k}\right)\right)-E\left(f\left(Y_{n k}+\sigma_{n k} N_{n k}\right)\right)\right]\right| \\
& =\left\lvert\, \sum_{k=1}^{k_{n}}\left[E\left(f^{\prime}\left(Y_{n k}\right) X_{n k}\right)+\frac{1}{2} E\left(f^{\prime \prime}\left(Y_{n k}\right) X_{n k}^{2}\right)+E\left(R_{f}\left(Y_{n k}, X_{n k}\right)\right)\right.\right. \\
& \left.-E\left(f^{\prime}\left(Y_{n k}\right) \sigma_{n k} N_{n k}\right)-\frac{1}{2} E\left(f^{\prime \prime}\left(Y_{n k}\right) \sigma_{n k}^{2} N_{n k}^{2}\right)-E\left(R_{f}\left(Y_{n k}, \sigma_{n k} N_{n k}\right)\right)\right] \mid .
\end{aligned}
$$

In the next crucial step of the proof we will show that the two expectations involving $f^{\prime}$ on the right-hand side of this chain of equations vanish individually whereas the two expectations involving $f^{\prime \prime}$ are equal and hence cancel out. Clearly, by independence of $\left(Y_{n k}, \sigma_{n k}\right)$ and $N_{n k}$ we have $E\left(f^{\prime}\left(Y_{n k}\right) \sigma_{n k} N_{n k}\right)=$ $E\left(f^{\prime}\left(Y_{n k}\right) \sigma_{n k}\right) E\left(N_{n k}\right)=0$. We note that by independence of $\mathcal{F}_{\infty}$ and $\left(N_{n 1}, \ldots, N_{n k_{n}}\right)$ for all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}$ the conditional distribution of $Y_{n k}$ given $\mathcal{F}_{\infty}$ is the normal distribution with mean $\sum_{j=1}^{k-1} X_{n j}$ and variance $\sum_{j=k+1}^{k_{n}} \sigma_{n j}^{2}=\eta^{2}-\sum_{j=1}^{k} \sigma_{n j}^{2}$, where the last equality follows from assumption (i). As a consequence of assumption (ii), this conditional distribution is measurable w.r.t. $\mathcal{F}_{n, k-1}$ up to $\mathcal{F}_{\infty}$-null sets, and this implies that the conditional expectations $E\left(f^{\prime}\left(Y_{n k}\right) \mid \mathcal{F}_{\infty}\right)$ and $E\left(f^{\prime \prime}\left(Y_{n k}\right) \mid \mathcal{F}_{\infty}\right)$ are measurable w.r.t. $\mathcal{F}_{n, k-1}$ up to $\mathcal{F}_{\infty}$-null sets as well. Hence

$$
\begin{aligned}
& E\left(f^{\prime}\left(Y_{n k}\right) X_{n k}\right)=E\left(E\left(f^{\prime}\left(Y_{n k}\right) X_{n k} \mid \mathcal{F}_{\infty}\right)\right) \\
& \quad=E\left(X_{n k} E\left(f^{\prime}\left(Y_{n k}\right) \mid \mathcal{F}_{\infty}\right)\right)=E\left(E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) E\left(f^{\prime}\left(Y_{n k}\right) \mid \mathcal{F}_{\infty}\right)\right)=0
\end{aligned}
$$

because $E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)=0$ and

$$
\begin{aligned}
& E\left(f^{\prime \prime}\left(Y_{n k}\right) X_{n k}^{2}\right)=E\left(E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) E\left(f^{\prime \prime}\left(Y_{n k}\right) \mid \mathcal{F}_{\infty}\right)\right) \\
& \quad=E\left(\sigma_{n k}^{2} E\left(f^{\prime \prime}\left(Y_{n k}\right) \mid \mathcal{F}_{\infty}\right)\right)=E\left(f^{\prime \prime}\left(Y_{n k}\right) \sigma_{n k}^{2}\right)=E\left(f^{\prime \prime}\left(Y_{n k}\right) \sigma_{n k}^{2} N_{n k}^{2}\right)
\end{aligned}
$$

where the last equality holds by independence of $\left(Y_{n k}, \sigma_{n k}\right)$ and $N_{n k}$ combined with $E\left(N_{n k}^{2}\right)=1$. Consequently, we obtain

$$
\begin{aligned}
& \left|E\left(f\left(\sum_{k=1}^{k_{n}} X_{n k}\right)\right)-E(f(\eta N))\right| \\
& \quad \leq \sum_{k=1}^{k_{n}}\left[E\left(\left|R_{f}\left(Y_{n k}, X_{n k}\right)\right|\right)+E\left(\left|R_{f}\left(Y_{n k}, \sigma_{n k} N_{n k}\right)\right|\right)\right] \\
& \quad \leq C(f) \sum_{k=1}^{k_{n}}\left[E\left(\min \left(X_{n k}^{2},\left|X_{n k}\right|^{3}\right)\right)+E\left(\min \left(\sigma_{n k}^{2} N_{n k}^{2}, \sigma_{n k}^{3}\left|N_{n k}\right|^{3}\right)\right)\right],
\end{aligned}
$$

where the last inequality follows from the bound on $\left|R_{f}(x, h)\right|$. For all $n \in \mathbb{N}$ and $\varepsilon>0$ we have

$$
\begin{aligned}
& \sum_{k=1}^{k_{n}} E\left(\min \left(X_{n k}^{2},\left|X_{n k}\right|^{3}\right)\right) \\
& \quad \leq \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right)+\sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right|^{3} 1_{\left\{\left|X_{n k}\right|<\varepsilon\right\}}\right)
\end{aligned}
$$

with

$$
\sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right|^{3} 1_{\left\{\left|X_{n k}\right|<\varepsilon\right\}}\right) \leq \varepsilon \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}\right)=\varepsilon E\left(\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right) \leq \varepsilon C
$$

by assumptions (i) and (iii). Moreover,

$$
\begin{array}{rl}
\sum_{k=1}^{k_{n}} & E\left(\min \left(\sigma_{n k}^{2} N_{n k}^{2}, \sigma_{n k}^{3}\left|N_{n k}\right|^{3}\right)\right) \leq \sum_{k=1}^{k_{n}} E\left(\sigma_{n k}^{3}\left|N_{n k}\right|^{3}\right) \\
& =\sum_{k=1}^{k_{n}} E\left(\sigma_{n k}^{3}\right) E\left(\left|N_{n k}\right|^{3}\right)=\sqrt{\frac{8}{\pi}} E\left(\sum_{k=1}^{k_{n}} \sigma_{n k}^{3}\right) \\
& \leq \sqrt{\frac{8}{\pi}} E\left(\max _{1 \leq k \leq k_{n}} \sigma_{n k} \sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right) \leq \sqrt{\frac{8}{\pi}} C E\left(\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2}\right)^{1 / 2} \\
& =\sqrt{\frac{8}{\pi}} C E\left(\max _{1 \leq k \leq k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right|<\varepsilon\right\}}+X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right)\right)^{1 / 2} \\
& \leq \sqrt{\frac{8}{\pi}} C\left[\varepsilon+\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right)\right)^{1 / 2}\right]
\end{array}
$$

Combining these results, for all $n \in \mathbb{N}$ and $\varepsilon>0$ we arrive at

$$
\begin{aligned}
& \left|E\left(f\left(\sum_{k=1}^{k_{n}} X_{n k}\right)\right)-E(f(\eta N))\right| \\
& \leq C(f)\left[\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right)+\left(1+\sqrt{\frac{8}{\pi}}\right) \varepsilon C\right. \\
& \left.\quad+\sqrt{\frac{8}{\pi}} C\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right)\right)^{1 / 2}\right]
\end{aligned}
$$

From (CLB) and assumptions (i) and (iii) we infer by dominated convergence that $\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right) \rightarrow 0$ as $n \rightarrow \infty$ for every $\varepsilon>0$. This implies $\lim _{n \rightarrow \infty} E\left(f\left(\sum_{k=1}^{k_{n}} X_{n k}\right)\right)=E(f(\eta Z))$ which proves $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$ and completes Step 1 of the proof.

Step 2. In the second step of the proof we assume (N), (CLB) and in addition

$$
\begin{equation*}
\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \leq C<\infty \quad \text { for some constant } C \text { and all } n \in \mathbb{N} \tag{iv}
\end{equation*}
$$

and will show that $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$ holds. For this, let $m \in \mathbb{N}$ be fixed. Note that for all $n \geq m+1$ we have $k_{n} \geq n \geq m+1$ and that $\left(X_{n k}\right)_{m+1 \leq k \leq k_{n}, n \geq m+1}$ is a square integrable martingale difference array adapted to the array $\left(\mathcal{F}_{n k}\right)_{m \leq k \leq k_{n}, n \geq m+1}$. Clearly, for every $n \geq m+1$

$$
\tau_{n}(m)=\max \left\{k \in\left\{m, m+1, \ldots, k_{n}\right\}: \sum_{j=m+1}^{k} \sigma_{n j}^{2} \leq E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)\right\}
$$

is a stopping time w.r.t. the filtration $\left(\mathcal{F}_{n k}\right)_{m \leq k \leq k_{n}}$ (observe that $\left(\mathcal{G}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ is a nested array with $\mathcal{G}_{n k} \subset \mathcal{F}_{n k}$ by Remark 6.2 (a)). For all $n \geq m+1$ we introduce

$$
\xi_{n}(m):=\left[E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)-\sum_{k=m+1}^{\tau_{n}(m)} \sigma_{n k}^{2}\right]^{1 / 2}
$$

and let $\left(Y_{n k}\right)_{k_{n}+1 \leq k \leq k_{n}+n}$ be independent random variables with $P\left(Y_{n k}=1\right)=$ $1 / 2=P\left(Y_{n k}=-1\right)$ for all $k_{n}+1 \leq k \leq k_{n}+n$ which are independent of $\mathcal{F}_{n k_{n}}$. Define

$$
Z_{n k}(m):=\left\{\begin{array}{l}
X_{n k} 1_{\left\{k \leq \tau_{n}(m)\right\}}, m+1 \leq k \leq k_{n} \\
\frac{1}{\sqrt{n}} \xi_{n}(m) Y_{n k}, k_{n}+1 \leq k \leq k_{n}+n
\end{array}\right.
$$

and

$$
\mathcal{H}_{n k}(m):= \begin{cases}\mathcal{F}_{n k} & , \quad m \leq k \leq k_{n} \\ \sigma\left(\mathcal{F}_{n k_{n}}, Y_{n, k_{n}+1}, \ldots, Y_{n k}\right), & k_{n}+1 \leq k \leq k_{n}+n\end{cases}
$$

The sequence $\left(\mathcal{H}_{n k}(m)\right)_{m \leq k \leq k_{n}+n}$ is nondecreasing and $\left(Z_{n k}(m)\right)_{m+1 \leq k \leq k_{n}+n}$ is adapted to $\left(\mathcal{H}_{n k}(m)\right)_{m \leq k \leq k_{n}+n}$ for every $n \geq m+1$. From (N) and assumption (iv) we infer that $\eta^{2} \leq C$ almost surely so that $\left|\xi_{n}(m) Y_{n k}\right| \leq C^{1 / 2}$ almost surely and,
consequently, all $Z_{n k}(m)$ are square integrable. For $n \geq m+1$ and $m+1 \leq k \leq k_{n}$ we have

$$
\begin{aligned}
E\left(Z_{n k}(m) \mid \mathcal{H}_{n, k-1}(m)\right) & =E\left(X_{n k} 1_{\left\{k \leq \tau_{n}(m)\right\}} \mid \mathcal{F}_{n, k-1}\right) \\
& =1_{\left\{k \leq \tau_{n}(m)\right\}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)=0
\end{aligned}
$$

because $\tau_{n}(m)$ is a stopping time w.r.t. $\left(\mathcal{F}_{n k}\right)_{m \leq k \leq k_{n}}$ and $E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)=0$, and for $k_{n}+1 \leq k \leq k_{n}+n$ we have

$$
\begin{aligned}
E\left(Z_{n k}(m) \mid \mathcal{H}_{n, k-1}(m)\right) & =E\left(\left.\frac{1}{\sqrt{n}} \xi_{n}(m) Y_{n k} \right\rvert\, \sigma\left(\mathcal{F}_{n k_{n}}, Y_{n, k_{n}+1}, \ldots, Y_{n, k-1}\right)\right) \\
& =\frac{1}{\sqrt{n}} \xi_{n}(m) E\left(Y_{n k} \mid \sigma\left(\mathcal{F}_{n k_{n}}, Y_{n, k_{n}+1}, \ldots, Y_{n, k-1}\right)\right)=0
\end{aligned}
$$

because $\xi_{n}(m)$ is measurable w.r.t. $\mathcal{F}_{n k_{n}}$ and, by independence of $Y_{n k}$ and $\sigma\left(\mathcal{F}_{n k_{n}}, Y_{n, k_{n}+1}, \ldots, Y_{n, k-1}\right)$, we also get $E\left(Y_{n k} \mid \sigma\left(\mathcal{F}_{n k_{n}}, Y_{n, k_{n}+1}, \ldots, Y_{n, k-1}\right)\right)=$ $E\left(Y_{n k}\right)=0$. Thus, $\left(Z_{n k}(m)\right)_{m+1 \leq k \leq k_{n}, n \geq m+1}$ is a square integrable martingale difference array with

$$
\begin{aligned}
& \sum_{k=m+1}^{k_{n}+n} E\left(Z_{n k}^{2}(m) \mid \mathcal{H}_{n, k-1}(m)\right) \\
& \quad=\sum_{k=m+1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{k \leq \tau_{n}(m)\right\}} \mid \mathcal{F}_{n, k-1}\right) \\
& \quad+\sum_{k=k_{n}+1}^{k_{n}+n} E\left(\left.\frac{1}{n} \xi_{n}^{2}(m) Y_{n k}^{2} \right\rvert\, \sigma\left(\mathcal{F}_{n k_{n}}, Y_{n, k_{n}+1}, \ldots, Y_{n, k-1}\right)\right) \\
& \quad=\sum_{k=m+1}^{\tau_{n}(m)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)+\left[E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)-\sum_{k=m+1}^{\tau_{n}(m)} \sigma_{n k}^{2}\right] \frac{1}{n} \sum_{k=k_{n}+1}^{k_{n}+n} E\left(Y_{n k}^{2}\right) \\
& \quad=E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)
\end{aligned}
$$

for $n \geq m+1$. Thus, the martingale difference array $\left(Z_{n k}(m)\right)_{m+1 \leq k \leq k_{n}+n, n \geq m+1}$ satisfies assumption (i) from Step 1 with $E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)$ instead of $\eta^{2}$ if $m$ is identified with 0 . Trivially, $E\left(\eta^{2} \mid \mathcal{G}_{m m}\right) \leq C$ almost surely from $\eta^{2} \leq C$ almost surely. If $m$ is identified with 0 and since $\mathcal{G}_{m m} \subset \mathcal{G}_{n m}$ holds for all $n \geq m+1$, assumptions (ii) and (iii) are satisfied as well. Moreover, for all $\varepsilon>0$ and $n \geq m+1$

$$
\begin{aligned}
& \sum_{k=m+1}^{k_{n}+n} E\left(Z_{n k}^{2}(m) 1_{\left\{\left|Z_{n k}(m)\right| \geq \varepsilon\right\}}\right) \\
& \quad \leq \sum_{k=m+1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right) \\
& \quad+\frac{1}{n} \sum_{k=k_{n}+1}^{k_{n}+n} E\left(\xi_{n}^{2}(m) Y_{n k}^{2} 1_{\left\{\left|\xi_{n}(m) Y_{n k}\right| \geq \varepsilon \sqrt{n}\right\}}\right) .
\end{aligned}
$$

The first summand on the right-hand side of this inequality converges to zero by (CLB), assumption (iv) and the dominated convergence theorem. The second summand is equal to zero for all sufficiently large $n$ because $\left|\xi_{n}(m) Y_{n k}\right| \leq C^{1 / 2}$ almost surely for all $n \geq m+1$.

Thus we have shown that for every $m \in \mathbb{N}$ the square integrable martingale difference array $\left(Z_{n k}(m)\right)_{m+1 \leq k \leq k_{n}+n, n \geq m+1}$ w.r.t. $\left(\mathcal{H}_{n k}(m)\right)_{m \leq k \leq k_{n}+n, n \geq m+1}$ fulfills all assumptions of Step 1 so that $\sum_{k=m+1}^{k_{n}+n} Z_{n k}(m) \xrightarrow{d} E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)^{1 / 2} N$ as $n \rightarrow \infty$.

Because $\mathcal{G}_{n k}$ is nondecreasing in $k$ and $n$ the sequence $\left(\mathcal{G}_{m m}\right)_{m \in \mathbb{N}}$ is a nondecreasing sequence of $\sigma$-fields with $\sigma\left(\mathcal{G}_{m m}: m \in \mathbb{N}\right)=\sigma\left(\mathcal{G}_{n k_{n}}: n \in \mathbb{N}\right)=\mathcal{G}$. Consequently, thanks to the martingale convergence theorem, $E\left(\eta^{2} \mid \mathcal{G}_{m m}\right) \rightarrow E\left(\eta^{2} \mid \mathcal{G}\right)=$ $\eta^{2}$ almost surely as $m \rightarrow \infty$. Hence $E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)^{1 / 2} N \xrightarrow{d} \eta N$ as $m \rightarrow \infty$. In order to obtain $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$ it remains to verify in view of Theorem 3.21 that for every $\varepsilon>0$

$$
\lim _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=m+1}^{k_{n}+n} Z_{n k}(m)\right| \geq \varepsilon\right)=0 .
$$

For all $n \geq m+1$ we have

$$
\begin{aligned}
\sum_{k=1}^{k_{n}} & X_{n k}-\sum_{k=m+1}^{k_{n}+n} Z_{n k}(m) \\
& =\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=m+1}^{\tau_{n}(m)} X_{n k}-\sum_{k=k_{n}+1}^{k_{n}+n} \frac{1}{\sqrt{n}} \xi_{n}(m) Y_{n k} \\
& =\sum_{k=1}^{m} X_{n k}+\sum_{k=\tau_{n}(m)+1}^{k_{n}} X_{n k}-\xi_{n}(m) \frac{1}{\sqrt{n}} \sum_{k=k_{n}+1}^{k_{n}+n} Y_{n k} \\
& =V_{1}(m, n)+V_{2}(m, n)-V_{3}(m, n),
\end{aligned}
$$

say. Clearly, it suffices to show for all $\varepsilon>0$ and $j=1,2,3$ that

$$
\lim _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\left|V_{j}(m, n)\right| \geq \varepsilon\right)=0
$$

Because for all $\varepsilon>0$ and $n \in \mathbb{N}$

$$
\sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \leq \frac{1}{\varepsilon} \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right)
$$

condition (CLB) implies $\sum_{k=1}^{m} X_{n k} \rightarrow 0$ in probability as $n \rightarrow \infty$ for every $m \in \mathbb{N}$ via Proposition 6.6, and $\lim _{m \rightarrow \infty} \lim \sup _{n \rightarrow \infty} P\left(\left|V_{1}(m, n)\right| \geq \varepsilon\right)=0$ is immediate. To handle $V_{2}(m, n)$ we write

$$
\begin{aligned}
& E\left(\left(\sum_{k=\tau_{n}(m)+1}^{k_{n}} X_{n k}\right)^{2}\right)=E\left(\sum_{k=\tau_{n}(m)+1}^{k_{n}} \sigma_{n k}^{2} 1_{\left\{\tau_{n}(m)<k_{n}\right\}}\right) \\
& =E\left(\left(\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}-E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)+\xi_{n}^{2}(m)-\sum_{k=1}^{m} \sigma_{n k}^{2}\right) 1_{\left\{\tau_{n}(m)<k_{n}\right\}}\right) \\
& \leq E\left(\left|\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}-\eta^{2}\right|\right)+E\left(\left|\eta^{2}-E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)\right|\right)+E\left(\sum_{k=1}^{m} \sigma_{n k}^{2}\right) \\
& \quad+E\left(\xi_{n}^{2}(m) 1_{\left\{\tau_{n}(m)<k_{n}\right\}}\right)=I_{n}+I I_{m}+I I I_{m, n}+I V_{m, n},
\end{aligned}
$$

say. Clearly, $\lim _{n \rightarrow \infty} I_{n}=0$ by (N), assumption (iv) and dominated convergence, and $\lim _{m \rightarrow \infty} I I_{m}=0$ by $E\left(\eta^{2} \mid \mathcal{G}_{m m}\right) \rightarrow \eta^{2}$ almost surely as $m \rightarrow \infty, \eta^{2} \leq$ $C$ and dominated convergence. Obviously, $I I I_{m, n} \leq m E\left(\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2}\right)$ for all $n \geq m+1$. But (CLB) implies $\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2} \rightarrow 0$ in probability as $n \rightarrow \infty$ via Proposition 6.7, whence $E\left(\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2}\right) \rightarrow 0$ as $n \rightarrow \infty$ by assumption (iv) and dominated convergence. Therefore, III $_{m, n} \rightarrow 0$ as $n \rightarrow \infty$ for all $m \in \mathbb{N}$. Finally, by definition of $\tau_{n}(m), I V_{m, n} \leq E\left(\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2}\right) \rightarrow 0$ as $n \rightarrow \infty$ for every $m \in \mathbb{N}$. Thus we have shown that $\lim _{m \rightarrow \infty} \lim \sup _{n \rightarrow \infty} E\left(\left(\sum_{k=\tau_{n}(m)+1}^{k_{n}} X_{n k}\right)^{2}\right)=0$, and $\lim _{m \rightarrow \infty} \lim \sup _{n \rightarrow \infty} P\left(\left|V_{2}(m, n)\right| \geq \varepsilon\right)=0$ follows by Markov's inequality.

It remains to consider $V_{3}(m, n)$. Writing $\zeta_{n}=\frac{1}{\sqrt{n}} \sum_{k=k_{n}+1}^{k_{n}+n} Y_{n k}$ for all $n \in \mathbb{N}$ we note that $\left(\zeta_{n}\right)$ is bounded in probability ( $\zeta_{n}$ in fact converges in distribution to the standard normal distribution by the classical central limit theorem). Then we obtain for all $m \in \mathbb{N}$ and $n \geq m+1$

$$
\begin{aligned}
V_{3}(m, n)= & \xi_{n}(m) \zeta_{n} 1_{\left\{\tau_{n}(m)<k_{n}\right\}}+\xi_{n}(m) \zeta_{n} 1_{\left\{\tau_{n}(m)=k_{n}\right\}} \\
\leq & \left(\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2}\right)^{1 / 2}\left|\zeta_{n}\right|+\left|E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right|^{1 / 2}\left|\zeta_{n}\right| \\
& +\left(\sum_{k=1}^{m} \sigma_{n k}^{2}\right)^{1 / 2}\left|\zeta_{n}\right| .
\end{aligned}
$$

The first and the third summand on the right-hand side of this inequality converge to zero in probability as $n \rightarrow \infty$ because $\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2} \rightarrow 0$ in probability and ( $\zeta_{n}$ ) is bounded in probability. Hence for all $\varepsilon>0$

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\left|V_{3}(m, n)\right| \geq \varepsilon\right) \\
& \quad \leq \lim _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\left|E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right|^{1 / 2}\left|\zeta_{n}\right| \geq \frac{\varepsilon}{2}\right)
\end{aligned}
$$

Because $\left(\zeta_{n}\right)$ is bounded in probability the limit on the right-hand side of this inequality is zero provided that

$$
\lim _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\left|E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right|^{1 / 2} \geq \varepsilon\right)=0
$$

for every $\varepsilon>0$. But this follows from the inequality

$$
\left|E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right|^{1 / 2} \leq\left|E\left(\eta^{2} \mid \mathcal{G}_{m m}\right)-\eta^{2}\right|^{1 / 2}+\left|\eta^{2}-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right|^{1 / 2}
$$

condition (N) and $E\left(\eta^{2} \mid \mathcal{G}_{m m}\right) \rightarrow \eta^{2}$ as $m \rightarrow \infty$ almost surely.
Summarizing our results we have shown that $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$. This completes Step 2 of the proof.

Step 3. To remove assumption (iv) from Step 2, let $0<c<\infty$ be fixed. Then for every $n \in \mathbb{N}$

$$
\tau_{n}(c)=\max \left\{k \in\left\{0,1, \ldots, k_{n}\right\}: \sum_{j=1}^{k} \sigma_{n j}^{2}<c\right\}
$$

is a stopping time w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$ and $W_{n k}(c):=X_{n k} 1_{\left\{k \leq \tau_{n}(c)\right\}}$ for $1 \leq k \leq k_{n}$ defines a square integrable martingale difference sequence w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$. For all $n \in \mathbb{N}$ we have

$$
\sum_{k=1}^{k_{n}} E\left(W_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right)=\sum_{k=1}^{k_{n}} 1_{\left\{k \leq \tau_{n}(c)\right\}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}<c
$$

by definition of $\tau_{n}(c)$ so that the square integrable martingale difference array $\left(W_{n k}(c)\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ satisfies assumption (iv). From $\left|W_{n k}(c)\right|$ $\leq\left|X_{n k}\right|$ for all $n \in \mathbb{N}, 1 \leq k \leq k_{n}$ and $0<c<\infty$ and (CLB) it immediately follows that

$$
\sum_{k=1}^{k_{n}} E\left(W_{n k}^{2}(c) 1_{\left\{\left|W_{n k}(c)\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

for all $\varepsilon>0$. Now we set $\eta(c):=\eta 1_{\left\{\eta^{2}<c\right\}}+\sqrt{c} 1_{\left\{\eta^{2} \geq c\right\}}$ for all $0<c<\infty$ and will show that

$$
\sum_{k=1}^{k_{n}} E\left(W_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2}(c)=\eta^{2} 1_{\left\{\eta^{2}<c\right\}}+c 1_{\left\{\eta^{2} \geq c\right\}}
$$

in probability as $n \rightarrow \infty$. To see this, for every $\varepsilon>0$ and $n \in \mathbb{N}$ we write

$$
\begin{aligned}
P(\mid & \left.\left|\sum_{k=1}^{k_{n}} E\left(W_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right)-\eta^{2}(c)\right| \geq \varepsilon\right) \\
& =P\left(\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right| \geq \varepsilon\right) \\
= & P\left(\left\{\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right| \geq \varepsilon\right\} \cap\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}<c\right\} \cap\left\{\eta^{2}<c\right\}\right) \\
& +P\left(\left\{\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right| \geq \varepsilon\right\} \cap\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}<c\right\} \cap\left\{\eta^{2} \geq c\right\}\right) \\
& +P\left(\left\{\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right| \geq \varepsilon\right\} \cap\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \geq c\right\} \cap\left\{\eta^{2}<c\right\}\right) \\
& +P\left(\left\{\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right| \geq \varepsilon\right\} \cap\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \geq c\right\} \cap\left\{\eta^{2} \geq c\right\}\right) \\
= & P_{1, n}+P_{2, n}+P_{3, n}+P_{4, n},
\end{aligned}
$$

say, and we will prove that $P_{j, n}$ converges to zero as $n \rightarrow \infty$ for $1 \leq j \leq 4$.

On the event $\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}<c\right\} \cap\left\{\eta^{2}<c\right\}$ we have $\tau_{n}(c)=k_{n}$ and $\eta^{2}(c)=\eta^{2}$ so that

$$
P_{1, n} \leq P\left(\left|\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}-\eta^{2}\right| \geq \varepsilon\right) \rightarrow 0 \text { as } \rightarrow \infty
$$

by condition (N). On the event $\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}<c\right\} \cap\left\{\eta^{2} \geq c\right\}$ we have $\tau_{n}(c)=k_{n}$ and $\eta^{2}(c)=c$ so that

$$
\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right|=c-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \leq \eta^{2}-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}=\left|\eta^{2}-\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right|
$$

whence

$$
P_{2, n} \leq P\left(\left|\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}-\eta^{2}\right| \geq \varepsilon\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

On the event $\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \geq c\right\} \cap\left\{\eta^{2}<c\right\}$ we have $\eta^{2}(c)=\eta^{2}<c \leq \sum_{k=1}^{k_{n}} \sigma_{n k}^{2}$, and $\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}<c$ holds by definition of $\tau_{n}(c)$. Therefore, $\tau_{n}(c)<k_{n}$ and $c \leq$ $\sum_{k=1}^{\tau_{n}(c)+1} \sigma_{n k}^{2}$, again by definition of $\tau_{n}(c)$. Now we consider two cases:
Case 1. $\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2} \leq \eta^{2}$. Then

$$
\begin{aligned}
\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right| & =\eta^{2}-\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}<c-\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2} \\
& \leq \sum_{k=1}^{\tau_{n}(c)+1} \sigma_{n k}^{2}-\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2} \leq \max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2}
\end{aligned}
$$

Case 2. $\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}>\eta^{2}$. Then

$$
\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right|=\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2} \leq \sum_{k=1}^{k_{n}} \sigma_{n k}^{2}-\eta^{2}=\left|\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}-\eta^{2}\right|
$$

Combining the two cases we see that

$$
P_{3, n} \leq P\left(\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2} \geq \varepsilon\right)+P\left(\left|\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}-\eta^{2}\right| \geq \varepsilon\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

from $\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2} \rightarrow 0$ in probability and condition (N).

Finally, on the event $\left\{\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \geq c\right\} \cap\left\{\eta^{2} \geq c\right\}$ we have $\eta^{2}(c)=c$ and $\tau_{n}(c)<$ $k_{n}$ and therefore $\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}<c \leq \sum_{k=1}^{\tau_{n}(c)+1} \sigma_{n k}^{2}$. Thus

$$
\left|\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2}-\eta^{2}(c)\right|=c-\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2} \leq \sum_{k=1}^{\tau_{n}(c)+1} \sigma_{n k}^{2}-\sum_{k=1}^{\tau_{n}(c)} \sigma_{n k}^{2} \leq \max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2}
$$

and, consequently,

$$
P_{4, n} \leq P\left(\max _{1 \leq k \leq k_{n}} \sigma_{n k}^{2} \geq \varepsilon\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Now we can apply the result established in Step 2 to obtain, for all $0<c<\infty$, $\sum_{k=1}^{k_{n}} W_{n k}(c) \xrightarrow{d} \eta(c) N$ as $n \rightarrow \infty$.

For every $\varepsilon>0$ and $0<c<\infty$ we have $P\left(\left|\eta^{2}(c)-\eta^{2}\right| \geq \varepsilon\right) \leq P\left(\eta^{2} \geq c\right) \rightarrow$ 0 as $c \rightarrow \infty$ so that $\eta(c) \rightarrow \eta$ in probability and hence $\eta(c) N \xrightarrow{d} \eta N$. In order to complete the proof of $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$ we have to show for all $\varepsilon>0$ that

$$
\lim _{c \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{k_{n}} W_{n k}(c)\right| \geq \varepsilon\right)=0
$$

(see Theorem 3.21). To see this, observe that

$$
\begin{aligned}
& P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{k_{n}} W_{n k}(c)\right| \geq \varepsilon\right) \\
& \quad=P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{\tau_{n}(c)} X_{n k}\right| \geq \varepsilon\right) \leq P\left(\tau_{n}(c)<k_{n}\right) \leq P\left(\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \geq c\right)
\end{aligned}
$$

so that

$$
\limsup _{n \rightarrow \infty} P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{k_{n}} W_{n k}(c)\right| \geq \varepsilon\right) \leq \limsup _{n \rightarrow \infty} P\left(\sum_{k=1}^{k_{n}} \sigma_{n k}^{2} \geq c\right) \rightarrow 0
$$

as $c \rightarrow \infty$ because $\left(\sum_{k=1}^{k_{n}} \sigma_{n k}^{2}\right)$ is bounded in probability by condition (N). This completes the proof of $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$ and of Step 3 .

Step 4. Now we will show that the convergence in distribution established so far is $\mathcal{G}$-stable. By monotonicity of $\mathcal{G}_{n k}$ in $k$ and $n$ we have $\mathcal{G}=\sigma(\mathcal{E})$ for $\mathcal{E}=\bigcup_{m=1}^{\infty} \mathcal{G}_{m m}$,
and $\mathcal{E}$ is a sub-field of $\mathcal{G}$ because $\mathcal{G}_{m m}$ is increasing in $m$. By Theorem 3.17 it is enough to show that $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ as $n \rightarrow \infty$ under $P_{F}=P(\cdot \mid F)$ for all $F \in \mathcal{E}$ with $P(F)>0$. For this, let $F \in \mathcal{E}$ be fixed. Then $F \in \mathcal{G}_{m m}$ for some $m \in \mathbb{N}$. For a sub-$\sigma$-field $\mathcal{H} \subset \mathcal{F}$ and an integrable random variable $X$ on $(\Omega, \mathcal{F}, P)$, let $E_{P}(X \mid \mathcal{H})$ denote the conditional expectation of $X$ w.r.t. $\mathcal{H}$ under $P$, whereas $E_{P_{F}}(X \mid \mathcal{H})$ is the conditional expectation of $X$ w.r.t. $\mathcal{H}$ under $P_{F}$. Observe that for $F \in \mathcal{H}$ any version of $E_{P}(X \mid \mathcal{H})$ is also a version of $E_{P_{F}}(X \mid \mathcal{H})$, that is, $E_{P}(X \mid \mathcal{H})=E_{P_{F}}(X \mid \mathcal{H})$ $P_{F}$-almost surely. Therefore, the array $\left(X_{n k}\right)_{m+1 \leq k \leq k_{n}, n \geq m+1}$ is a square integrable martingale difference array adapted to $\left(\mathcal{F}_{n k}\right)_{m \leq k \leq k_{n}, n \geq m+1}$ under $P_{F}$. Note that by (N), (CLB) and Proposition 6.7 we have

$$
\sum_{k=m+1}^{k_{n}} E_{P}\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2} \quad \text { in } P \text {-probability as } n \rightarrow \infty
$$

from which by $E_{P}\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=E_{P_{F}}\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) P_{F}$-almost surely for all $m+1 \leq k \leq k_{n}$ and $n \geq m+1$ we obtain

$$
\sum_{k=m+1}^{k_{n}} E_{P_{F}}\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2} \quad \text { in } P_{F} \text {-probability as } n \rightarrow \infty
$$

Moreover,

$$
\sum_{k=m+1}^{k_{n}} E_{P_{F}}\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \text { in } P_{F} \text {-probability as } n \rightarrow \infty
$$

for all $\varepsilon>0$ is an immediate consequence of (CLB). Therefore $\sum_{k=m+1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ under $P_{F}$ as $n \rightarrow \infty$ by Step 3. Because $\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right|$ converges to zero in $P$ probability by (CLB) and Proposition 6.6 and hence also in $P_{F}$-probability we arrive at $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} \eta N$ under $P_{F}$ as $n \rightarrow \infty$ so that the proof of Theorem 6.1 is complete.

Remark 6.8 (a) In applications of Theorem 6.1 stronger conditions than (CLB) may be used. Clearly, (CLB) is implied by the classical Lindeberg condition

$$
\begin{equation*}
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right) \rightarrow 0 \text { as } n \rightarrow \infty \text { for every } \varepsilon>0 \tag{LB}
\end{equation*}
$$

as well as by the conditional Lyapunov condition of order $p \in(2, \infty)$, which requires for some $p \in(2, \infty)$ that
$\left(\mathrm{CLY}_{p}\right) \quad \sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right|^{p} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \quad$ in probability as $n \rightarrow \infty$
and entails (CLB) through the inequality, valid for all $\varepsilon>0$,

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \leq \frac{1}{\varepsilon^{p-2}} \sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right|^{p} \mid \mathcal{F}_{n, k-1}\right)
$$

provided that $X_{n k} \in \mathcal{L}^{p}(P)$ for all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}$. In the latter case, $\left(\mathrm{CLY}_{p}\right)$ is obviously implied by the classical Lyapunov condition of order $p \in(2, \infty)$, that is,
$\left(\mathrm{LY}_{p}\right) \quad \sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right|^{p}\right) \rightarrow 0$ as $n \rightarrow \infty$.
(b) For independent random variables $N$ with $P^{N}=N(0,1)$ and $\eta \geq 0$, the characteristic function $\phi_{\eta N}$ of $\eta N$ is given by, for all $t \in \mathbb{R}$,

$$
\begin{aligned}
\phi_{\eta N}(t) & =E(\exp (i t \eta N))=\int_{[0, \infty)} E(\exp (i t u N)) d P^{\eta}(u) \\
& =\int_{[0, \infty)} \exp \left(-\frac{1}{2} t^{2} u^{2}\right) d P^{\eta}(u)=E e^{-t^{2} \eta^{2} / 2}
\end{aligned}
$$

Thus $\phi_{\eta N}$ is real-valued and $P^{\eta N}$ is symmetric around zero. Therefore, all limit random variables in Theorem 6.1 are symmetric around zero. Furthermore, the distribution $P^{\eta N}=P N\left(0, \eta^{2}\right)$ satisfies $P^{\eta N} \ll \lambda$ if and only if $P\left(\eta^{2}>0\right)=1$ and then

$$
\frac{d P^{\eta N}}{d \lambda}(x)=E\left(\frac{1}{\sqrt{2 \pi \eta^{2}}} e^{-x^{2} / \eta^{2}}\right), \quad x \in \mathbb{R}
$$

Exercise 6.2 (The case $k_{n}=\infty$ ) In the situation of Theorem 6.1 let $k_{n}=\infty$ for every $n \in \mathbb{N}$ and assume that for every $n \in \mathbb{N}$,

$$
\sum_{k=1}^{\infty} X_{n k} \quad \text { converges a.s. in } \mathbb{R}
$$

and

$$
\sum_{k=1}^{\infty} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)<\infty \quad \text { a.s. }
$$

(By the martingale convergence theorem, both conditions are satisfied if

$$
\sup _{k \in \mathbb{N}} E\left(\sum_{j=1}^{k} X_{n j}\right)^{2}=\sum_{j=1}^{\infty} E X_{n j}^{2}<\infty
$$

for every $n \in \mathbb{N}$.)
Show that

$$
\sum_{j=1}^{\infty} X_{n j} \rightarrow N\left(0, \eta^{2}\right) \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

where $\mathcal{G}_{n k_{n}}=\mathcal{G}_{n \infty}=\sigma\left(\bigcup_{j=0}^{\infty} \mathcal{G}_{n j}\right)$.
Exercise 6.3 In the situation of Theorem 6.1 assume that $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ is a nested array and $P\left(\eta^{2}>0\right)>0$. Show that the limit points satisfy

$$
L\left(\left(\sum_{k=1}^{k_{n}} X_{n k}\right)_{n \in \mathbb{N}}\right)=\mathbb{R} \quad P_{\left\{\eta^{2}>0\right\}} \text {-a.s. }
$$

### 6.2 Counterexamples

This section will shed some light on the role of the conditions in Theorem 6.1. The first result shows that the row sums of a square integrable martingale difference array have weak limit points if the row sums of the conditional variances are bounded in probability.

Proposition 6.9 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be a square integrable martingale difference array adapted to an array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields. If the sequence $\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right)_{n \in \mathbb{N}}$ is bounded in probability, then the sequence $\left(\sum_{k=1}^{k_{n}} X_{n k}\right)_{n \in \mathbb{N}}$ is also bounded in probability.

Note that for sequences of real (or $\mathbb{R}^{d}$-valued) random variables boundedness in probability is the same as tightness.

Proof For any fixed $n \in \mathbb{N}$, the process $\left(\sum_{k=1}^{j} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right)_{0 \leq j \leq k_{n}}$ is the compensator (quadratic characteristic) of the positive submartingale $\left(\left(\sum_{k=1}^{j} X_{n k}\right)^{2}\right)_{0 \leq j \leq k_{n}}$ so that, for all $0<C, M<\infty$ by Lenglart's inequality of Theorem A. 8 (a)

$$
\begin{aligned}
P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}\right| \geq C\right) & =P\left(\left(\sum_{k=1}^{k_{n}} X_{n k}\right)^{2} \geq C^{2}\right) \\
& \leq \frac{M}{C^{2}}+P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)>M\right)
\end{aligned}
$$

Therefore, for all $0<C, M<\infty$,

$$
\sup _{n \in \mathbb{N}} P\left(\left|\sum_{k=1}^{k_{n}} X_{n k}\right| \geq C\right) \leq \frac{M}{C^{2}}+\sup _{n \in \mathbb{N}} P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)>M\right)
$$

This inequality clearly implies the assertion by first letting $C \rightarrow \infty$ and then $M \rightarrow \infty$.

Boundedness in probability of $\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right)_{n \in \mathbb{N}}$ for a martingale difference array already entails the existence of weak limit points for the row sums by Proposition 6.9, the role of the much stronger condition $(\mathrm{N})$ in conjunction with (CLB) is to ensure uniqueness of the weak limit points and their form as variance mixtures of centered normals. In the sequel we will show by examples that condition $(\mathrm{N})$ is essential for obtaining stable convergence to a Gauss-kernel.

First, we will consider the special case of a non-random limit $\eta^{2}$ in condition (N). According to Remark 6.2 (b) conditions (CLB) and (N) with $\eta^{2}=1$ imply $\sum_{k=1}^{k_{n}} X_{n k} \xrightarrow{d} N$ as $n \rightarrow \infty$ with $P^{N}=N(0,1)$ for any square integrable martingale difference array. This convergence, however, is in general not $\mathcal{F}_{\infty}$-stable, as shown by the following example.

Example 6.10 Let $\left(W^{(i)}(t)\right)_{t \geq 0}$ for $i=1$, 2 be two independent Brownian motions. (Here and in the subsequent example it is convenient to write $W(t)$ instead of $W_{t}$.) For all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}=n$ we set

$$
X_{n k}:= \begin{cases}W^{(1)}\left(\frac{k}{n}\right)-W^{(1)}\left(\frac{k-1}{n}\right), & \text { if } n \text { is even } \\ W^{(2)}\left(\frac{k}{n}\right)-W^{(2)}\left(\frac{k-1}{n}\right), & \text { if } n \text { is odd }\end{cases}
$$

and $\mathcal{F}_{n k}:=\sigma\left(X_{n j}, 1 \leq j \leq k\right)$ with $\mathcal{F}_{n 0}:=\{\emptyset, \Omega\}$. Then, by independence of the increments of $W^{(i)},\left(X_{n k}\right)_{1 \leq k \leq n, n \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq n, n \in \mathbb{N}}$. For all $n \in \mathbb{N}$ we have $\sum_{k=1}^{n} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=1$, again by independence of the increments of $W^{(i)}$. Moreover, for all $\varepsilon>0$, all $n \in \mathbb{N}$ and $N$ with $P^{N}=N(0,1)$,

$$
\sum_{k=1}^{n} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right)=E\left(N^{2} 1_{\left\{|N| \geq \varepsilon n^{1 / 2}\right\}}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Finally, for all $n \in \mathbb{N}$

$$
\sum_{k=1}^{n} X_{n k}= \begin{cases}W^{(1)}(1), & \text { if } n \text { is even } \\ W^{(2)}(1), & \text { if } n \text { is odd }\end{cases}
$$

so that $P^{\sum_{k=1}^{n} X_{n k}}=P^{N}$.
In this example, condition (N) is satisfied with $\eta^{2}=1$ (even with equality for every $n \in \mathbb{N}$ instead of convergence in probability as $n \rightarrow \infty)$, the classical Lindeberg condition (LB) is satisfied which implies (CLB) by Remark 6.8 (a), and $\sum_{k=1}^{n} X_{n k} \xrightarrow{d}$ $N$ as $n \rightarrow \infty$ for $N$ with $P^{N}=N(0,1)$ (again with equality (in distribution) for every $n$ instead of convergence in distribution as $n \rightarrow \infty)$. However, $\sum_{k=1}^{n} X_{n k}$ cannot converge $\sigma\left(W^{(1)}(1), W^{(2)}(1)\right)$-stably (and $\left.\sigma\left(W^{(1)}(1), W^{(2)}(1)\right) \subset \mathcal{F}_{\infty}\right)$. Otherwise, we have $\delta_{W^{(1)}(1)}=\delta_{W^{(2)}(1)}$ and thus $W^{(1)}(1)=W^{(2)}(1)$ almost surely, a contradiction.

One checks that $\mathcal{G}$ is trivial, that is, $P(\mathcal{G})=\{0,1\}$, hence Theorem 6.1 yields nothing else than distributional convergence in the present setting. For this, let $n \in \mathbb{N}$ and $0 \leq k \leq k_{n}=n$ be fixed. By definition $\mathcal{G}_{n k} \subset \mathcal{F}_{m k}$ for all $m \in \mathbb{N}$ with $m \geq n$ and

$$
\mathcal{F}_{m k}=\sigma\left(W^{(i)}\left(\frac{j}{m}\right)-W^{(i)}\left(\frac{j-1}{m}\right) ; 1 \leq j \leq k\right) \subset \sigma\left(W^{(i)}(t) ; 0 \leq t \leq \frac{k}{m}\right)
$$

with $i=1$ if m is even and $i=2$ if $m$ is odd. For any $\varepsilon>0$ we have $k / m \leq \varepsilon$ for all large $m$ so that $\mathcal{G}_{n k} \subset \sigma\left(W^{(1)}(t) ; 0 \leq t \leq \varepsilon\right) \cap \sigma\left(W^{(2)}(t) ; 0 \leq t \leq \varepsilon\right)$ which implies

$$
\mathcal{G}_{n k} \subset \bigcap_{\varepsilon>0} \sigma\left(W^{(1)}(t) ; 0 \leq t \leq \varepsilon\right) \cap \bigcap_{\varepsilon>0} \sigma\left(W^{(2)}(t) ; 0 \leq t \leq \varepsilon\right) .
$$

Hence also

$$
\mathcal{G} \subset \bigcap_{\varepsilon>0} \sigma\left(W^{(1)}(t) ; 0 \leq t \leq \varepsilon\right) \cap \bigcap_{\varepsilon>0} \sigma\left(W^{(2)}(t) ; 0 \leq t \leq \varepsilon\right) .
$$

But by Blumenthal's zero-one law for Brownian motion both $\sigma$-fields on the righthand side of the last display are trivial, which proves the assertion.

Our next example shows what can happen for martingale difference arrays satisfying (CLB) and (N), except for the fact that the random variable $\eta^{2}$ is not measurable w.r.t. the $\sigma$-field $\mathcal{G}$.

Example 6.11 Let $(W(t))_{t \geq 0}$ be a Brownian motion. For every $n \in \mathbb{N}$ and $1 \leq k \leq$ $k_{n}=2 n$ we define

$$
S_{n k}:= \begin{cases}W\left(\frac{k}{n}\right) & , 1 \leq k \leq n \\ W\left(1+\frac{k-n}{n} 1_{\{W(1)>0\}}\right), & n+1 \leq k \leq 2 n \text { and } n \text { even } \\ W\left(2+\frac{k-n}{n} 1_{\{W(1)>0\}}\right), & n+1 \leq k \leq 2 n \text { and } n \text { odd }\end{cases}
$$

with $S_{n 0}:=0, X_{n k}:=S_{n k}-S_{n, k-1}$ and $\mathcal{F}_{n k}:=\sigma\left(S_{n 0}, \ldots, S_{n k}\right)$. Note that $S_{n k}=$ $W\left(\frac{k}{n}\right) 1_{\{W(1)>0\}}+W(1) 1_{\{W(1) \leq 0\}}$ for even $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$ and $S_{n k}=W\left(1+\frac{k}{n}\right) 1_{\{W(1)>0\}}+W(2) 1_{\{W(1) \leq 0\}}$ for odd $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$, which shows that the random variables $S_{n k}$ are square integrable. Consequently, the random variables $X_{n k}$ are also square integrable, and the array $\left(X_{n k}\right)_{1 \leq k \leq 2 n, n \in \mathbb{N}}$ is, by construction, adapted to the array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq 2 n, n \in \mathbb{N}}$. For all $n \in \mathbb{N}$ and $1 \leq k \leq n$ we have, by independence of the increments of $(W(t))_{t \geq 0}$ and its moment properties,

$$
\begin{aligned}
E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) & =E\left(\left.W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right) \right\rvert\, W\left(\frac{1}{n}\right), \ldots, W\left(\frac{k-1}{n}\right)\right) \\
& =E\left(W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right)=0
\end{aligned}
$$

and

$$
\begin{aligned}
E & \left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \\
& =E\left(\left.\left[W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right]^{2} \right\rvert\, W\left(\frac{1}{n}\right), \ldots, W\left(\frac{k-1}{n}\right)\right) \\
& =E\left(\left[W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right]^{2}\right)=\frac{1}{n}
\end{aligned}
$$

For all even $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$ we have

$$
X_{n k}=S_{n k}-S_{n, k-1}=\left[W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right] 1_{\{W(1)>0\}} .
$$

Note that $W(1)$ is $\mathcal{F}_{n, k-1}$-measurable and that $\mathcal{F}_{n, k-1} \subset \sigma\left(W(t), 0 \leq t \leq \frac{k-1}{n}\right)$ so that $W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)$ is independent of $\mathcal{F}_{n, k-1}$, by independence of the increments of $(W(t))_{t \geq 0}$. This implies

$$
\begin{aligned}
E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) & =1_{\{W(1)>0\}} E\left(\left.W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right) \right\rvert\, \mathcal{F}_{n, k-1}\right) \\
& =1_{\{W(1)>0\}} E\left(W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right)=0
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) & =1_{\{W(1)>0\}} E\left(\left.\left[W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right]^{2} \right\rvert\, \mathcal{F}_{n, k-1}\right) \\
& =1_{\{W(1)>0\}} E\left(\left[W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right]^{2}\right) \\
& =\frac{1}{n} 1_{\{W(1)>0\}}
\end{aligned}
$$

For all odd $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$ we have

$$
X_{n k}=S_{n k}-S_{n, k-1}=\left[W\left(1+\frac{k}{n}\right)-W\left(1+\frac{k-1}{n}\right)\right] 1_{\{W(1)>0\}} .
$$

Note that again $W(1)$ is measurable w.r.t. $\mathcal{F}_{n, k-1}$, and that $\mathcal{F}_{n, k-1} \subset \sigma(W(t)$, $\left.0 \leq t \leq 1+\frac{k-1}{n}\right)$ so that $W\left(1+\frac{k}{n}\right)-W\left(1+\frac{k-1}{n}\right)$ is independent of $\mathcal{F}_{n, k-1}$. This now implies

$$
\begin{aligned}
E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) & =1_{\{W(1)>0\}} E\left(\left.W\left(1+\frac{k}{n}\right)-W\left(1+\frac{k-1}{n}\right) \right\rvert\, \mathcal{F}_{n, k-1}\right) \\
& =1_{\{W(1)>0\}} E\left(W\left(1+\frac{k}{n}\right)-W\left(1+\frac{k-1}{n}\right)\right)=0
\end{aligned}
$$

and

$$
\begin{aligned}
& E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \\
& \quad=1_{\{W(1)>0\}} E\left(\left.\left[W\left(1+\frac{k}{n}\right)-W\left(1+\frac{k-1}{n}\right)\right]^{2}\right|_{\mathcal{F}_{n, k-1}}\right) \\
& \quad=1_{\{W(1)>0\}} E\left(\left[W\left(1+\frac{k}{n}\right)-W\left(1+\frac{k-1}{n}\right)\right]^{2}\right) \\
& \quad=\frac{1}{n} 1_{\{W(1)>0\}} .
\end{aligned}
$$

Thus we have shown that $\left(X_{n k}\right)_{1 \leq k \leq 2 n, n \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq 2 n, n \in \mathbb{N}}$ with

$$
\sum_{k=1}^{2 n} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=1+1_{\{W(1)>0\}}
$$

for all $n \in \mathbb{N}$. Moreover, for all $n \in \mathbb{N}$ and $1 \leq k \leq n,\left|X_{n k}\right|^{3}=\left|W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right|^{3}$, whereas $\left|X_{n k}\right|^{3} \leq\left|W\left(\frac{k}{n}\right)-W\left(\frac{k-1}{n}\right)\right|^{3}$ for all even $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$ and $\left|X_{n k}\right|^{3} \leq\left|W\left(1+\frac{k}{n}\right)-W\left(1+\frac{k-1}{n}\right)\right|^{3}$ for all odd $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$. This yields $E\left(\left|X_{n k}\right|^{3}\right) \leq(8 / \pi)^{1 / 2} n^{-3 / 2}$ for all $n \in \mathbb{N}$ and $1 \leq k \leq 2 n$, because any increment of $(W(t))_{t \geq 0}$ of length $1 / n$ has a centered normal distribution with variance $1 / n$. Consequently, $\sum_{k=1}^{2 n} E\left(\left|X_{n k}\right|^{3}\right) \leq 2(8 / \pi)^{1 / 2} n^{-1 / 2}$ for all $n \in \mathbb{N}$ so that the array $\left(X_{n k}\right)_{1 \leq k \leq 2 n, n \in \mathbb{N}}$ satisfies the classical Ljapunov condition (LY ${ }_{p}$ ) of order $p=3$ and hence ( $\overline{\mathrm{CLB}}$ ) by Remark 6.8 (a). Thus, all conditions of Theorem 6.1 except $\mathcal{G}$-measurability of $\eta^{2}=1+1_{\{W(1)>0\}}$ are satisfied. For all $n \in \mathbb{N}$ we have

$$
\sum_{k=1}^{2 n} X_{n k}=S_{n, 2 n}=\left\{\begin{array}{l}
W\left(1+1_{\{W(1)>0\}}\right), n \text { even } \\
W\left(2+1_{\{W(1)>0\}}\right), n \text { odd }
\end{array}\right.
$$

which shows that the sequences $\left(\sum_{k=1}^{2 n} X_{n k}\right)_{n \in \mathbb{N}, n \text { even }}$ and $\left(\sum_{k=1}^{2 n} X_{n k}\right)_{n \in \mathbb{N}, n \text { odd }}$ have two different limits in distribution. For a formal proof of $P^{W\left(1+1_{\{W(1)>0\}}\right)} \neq$ $P^{W\left(2+1_{\{W(1)>0\}}\right)}$ note that

$$
\begin{aligned}
W\left(1+1_{\{W(1)>0\}}\right) & =W(2) 1_{\{W(1)>0\}}+W(1) 1_{\{W(1) \leq 0\}} \\
& =[W(2)-W(1)] 1_{\{W(1)>0\}}+W(1)
\end{aligned}
$$

so that, by independence of the increments of $(W(t))_{t \geq 0}$,

$$
\begin{aligned}
& E\left(W\left(1+1_{\{W(1)>0\}}\right)^{2}\right)=E\left([W(2)-W(1)]^{2}\right) P(W(1)>0) \\
& \quad+2 E(W(2)-W(1)) E\left(W(1) 1_{\{W(1)>0\}}\right)+E\left(W(1)^{2}\right)=\frac{3}{2}
\end{aligned}
$$

and

$$
\begin{aligned}
W\left(2+1_{\{W(1)>0\}}\right) & =W(3) 1_{\{W(1)>0\}}+W(2) 1_{\{W(1) \leq 0\}} \\
& =[W(3)-W(2)] 1_{\{W(1)>0\}}+W(2)
\end{aligned}
$$

so that

$$
\begin{aligned}
& E\left(W\left(2+1_{\{W(1)>0\}}\right)^{2}\right)=E\left([W(3)-W(2)]^{2}\right) P(W(1)>0) \\
& \quad+2 E(W(3)-W(2)) E\left(W(2) 1_{\{W(1)>0\}}\right)+E\left(W(2)^{2}\right)=\frac{5}{2}
\end{aligned}
$$

Thus we have produced an example for which the sequence $\left(\sum_{k=1}^{2 n} X_{n k}\right)_{n \in \mathbb{N}}$ does not converge in distribution. If we alter the construction by setting $S_{n k}=$ $W\left(1+\frac{k-n}{n} 1_{\{W(1)>0\}}\right)$ for all $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$, then we get
$\sum_{k=1}^{2 n} X_{n k}=W\left(1+1_{\{W(1)>0\}}\right)$ for all $n \in \mathbb{N}$, that is, now $\sum_{k=1}^{2 n} X_{n k}$ does converge (mixing) in distribution (and all the other assumptions of Theorem 6.1 remain satisfied, of course). The distribution of the limit random variable $W\left(1+1_{\{W(1)>0\}}\right)$ is not a variance mixture of centered normal distributions, however, because it is not symmetric around zero, see Remark 6.8 (b): In view of $W\left(1+1_{\{W(1)>0\}}\right)=$ $W(2) 1_{\{W(1)>0\}}+W(1) 1_{\{W(1) \leq 0\}}$, it is clearly continuous, and

$$
\begin{aligned}
& P\left(W\left(1+1_{\{W(1)>0\}}\right)>0\right) \\
& \quad=P(\{W(2)>0\} \cap\{W(1)>0\})+P(\{W(1)>0\} \cap\{W(1) \leq 0\})<\frac{1}{2} .
\end{aligned}
$$

Summarizing, we see that without $\mathcal{G}$-measurability of $\eta^{2}$ in Theorem 6.1 there may be several different distributional limit points for the whole sequence $\left(\sum_{k=1}^{2 n} X_{n k}\right)_{n \in \mathbb{N}}$ of row sums so that this sequence does not converge in distribution, or there may be (mixing) convergence to a limit which is not a variance mixture of centered normal distributions.

For a direct proof of the fact that the random variable $\eta^{2}=1+1_{\{W(1)>0\}}$ is not $\mathcal{G}$-measurable, we show that as in Example 6.10 the $\sigma$-field $\mathcal{G}$ is trivial. For this, let $n \in \mathbb{N}$ and $0 \leq k \leq k_{n}=2 n$ be fixed. By definition, $\mathcal{G}_{n k} \subset \mathcal{F}_{m k}$ for all $m \in \mathbb{N}$ with $m \geq n$. If even $m \geq 2 n$ holds, then $k \leq 2 n \leq m$ so that for both definitions of the $S_{n k}$

$$
\mathcal{F}_{m k}=\sigma\left(S_{m 1}, \ldots, S_{m k}\right)=\sigma\left(W\left(\frac{j}{m}\right) ; 1 \leq j \leq k\right) \subset \sigma\left(W(t) ; 0 \leq t \leq \frac{k}{m}\right) .
$$

For any $\varepsilon>0$ we have $k / m \leq \varepsilon$ for all large $m$ so that $\mathcal{G}_{n k} \subset \sigma(W(t) ; 0 \leq t \leq \varepsilon)$ and hence $\mathcal{G}_{n k} \subset \bigcap_{\varepsilon>0} \sigma(W(t) ; 0 \leq t \leq \varepsilon)=: \mathcal{F}_{W}(0+)$ which finally implies $\mathcal{G} \subset \mathcal{F}_{W}(0+)$. By Blumenthal's zero-one law for Brownian motion, the $\sigma$-field $\mathcal{F}_{W}(0+)$ is trivial, which implies the assertion.

Our final example shows that convergence in probability in condition (N) in Theorem 6.1 cannot be replaced by $\mathcal{G}$-mixing convergence. Note that

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2} \quad \mathcal{G} \text {-mixing as } n \rightarrow \infty
$$

by definition requires independence of $\sigma\left(\eta^{2}\right)$ and $\mathcal{G}$ so that the assumption of $\mathcal{G}$-measurability of $\eta^{2}$ makes no sense now for a nonconstant $\eta^{2}$.

Example 6.12 Let $\left(N_{k}\right)_{k \in \mathbb{N}}$ be an independent sequence of standard normal random variables, and let $g, h: \mathbb{R} \rightarrow \mathbb{R}$ be two continuous functions with $|g|=|h|$ and $E\left(\left|g\left(N_{1}\right)\right|^{3}\right)<\infty$. For all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}=2 n$ we set

$$
X_{n k}:=\left\{\begin{array}{ll}
n^{-1 / 2} N_{k} & , 1 \leq k \leq n \\
n^{-1 / 2} g\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) N_{k}, n+1 \leq k \leq 2 n \text { and } n \text { even } \\
n^{-1 / 2} h\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right)
\end{array} N_{k}, n+1 \leq k \leq 2 n \text { and } n\right. \text { odd }
$$

and $\mathcal{F}_{n k}:=\sigma\left(N_{1}, \ldots, N_{k}\right)$ with $\mathcal{F}_{n 0}:=\{\emptyset, \Omega\}$. Then $\left(X_{n k}\right)_{1 \leq k \leq 2 n, n \in \mathbb{N}}$ is an array of square integrable random variables adapted to $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq 2 n, n \in \mathbb{N}}$, and this array is nested because $\mathcal{F}_{n+1, k}=\sigma\left(N_{1}, \ldots, N_{k}\right)=\mathcal{F}_{n k}$ for all $n \in \mathbb{N}$ and $1 \leq k \leq 2 n$. Since the $N_{k}$ are independent standard normal random variables, for all $n \in \mathbb{N}$ and $1 \leq k \leq n$ we obtain

$$
\begin{aligned}
& E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)=n^{-1 / 2} E\left(N_{k} \mid N_{1}, \ldots, N_{k-1}\right)=n^{-1 / 2} E\left(N_{k}\right)=0 \\
& E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=n^{-1} E\left(N_{k}^{2} \mid N_{1}, \ldots, N_{k-1}\right)=n^{-1} E\left(N_{k}^{2}\right)=n^{-1}
\end{aligned}
$$

and

$$
E\left(\left|X_{n k}\right|^{3}\right)=n^{-3 / 2} E\left(\left|N_{k}\right|^{3}\right)=\left(\frac{8}{\pi}\right)^{1 / 2} n^{-3 / 2}
$$

whereas for all even $n \in \mathbb{N}$ and $n+1 \leq k \leq 2 n$

$$
\begin{aligned}
E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) & =n^{-1 / 2} E\left(N_{k} g\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) \mid N_{1}, \ldots, N_{n}, \ldots, N_{k-1}\right) \\
& =n^{-1 / 2} g\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) E\left(N_{k} \mid N_{1}, \ldots, N_{k-1}\right)=0 \\
E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) & =n^{-1} E\left(N_{k}^{2} g^{2}\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) \mid N_{1}, \ldots, N_{n}, \ldots, N_{k-1}\right) \\
& =n^{-1} g^{2}\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) E\left(N_{k}^{2} \mid N_{1}, \ldots, N_{k-1}\right) \\
& =n^{-1} g^{2}\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(\left|X_{n k}\right|^{3}\right) & =n^{-3 / 2} E\left(\left|g\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right)\right|^{3}\right) E\left(\left|N_{k}\right|^{3}\right) \\
& =\left(\frac{8}{\pi}\right)^{1 / 2} E\left(\left|g\left(N_{1}\right)\right|^{3}\right) n^{-3 / 2}
\end{aligned}
$$

while for all odd $n$ and $n+1 \leq k \leq 2 n$, replacing $g$ by $h$, clearly $E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)=0$ and

$$
E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=n^{-1} h^{2}\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right)=n^{-1} g^{2}\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right)
$$

as well as
$E\left(\left|X_{n k}\right|^{3} \mid \mathcal{F}_{n, k-1}\right)=\left(\frac{8}{\pi}\right)^{1 / 2} E\left(\left|h\left(N_{1}\right)\right|^{3}\right) n^{-3 / 2}=\left(\frac{8}{\pi}\right)^{1 / 2} E\left(\left|g\left(N_{1}\right)\right|^{3}\right) n^{-3 / 2}$,
using $|h|=|g|$.
From the above results we see that $\left(X_{n k}\right)_{1 \leq k \leq 2 n, n \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq 2 n, n \in \mathbb{N}}$ with $\sum_{k=1}^{2 n} E\left(\left|X_{n k}\right|^{3}\right)=\left(\frac{8}{\pi}\right)^{1 / 2}$ $\left(1+E\left(\left|g\left(N_{1}\right)\right|^{3}\right)\right) n^{-1 / 2}$ for all $n \in \mathbb{N}$ so that the classical Ljapunov condition (LY ${ }_{p}$ ) of order $p=3$ holds. Moreover,

$$
\sum_{k=1}^{2 n} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=1+g^{2}\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) \stackrel{d}{=} 1+g^{2}(N)
$$

for all $n \in \mathbb{N}$ and a random variable $N$ with $P^{N}=N(0,1)$ which is independent of $\mathcal{F}_{\infty}$. It follows from the classical stable central limit theorem (see Example 3.13 (b)) and the continuity of $g$, using Theorem 3.18 (c), that

$$
1+g^{2}\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) \rightarrow 1+g^{2}(N) \quad \mathcal{F}_{\infty} \text {-mixing as } n \rightarrow \infty
$$

which shows that condition (N) holds with mixing convergence instead of convergence in probability. Note that for all even $n \in \mathbb{N}$

$$
\sum_{k=1}^{2 n} X_{n k}=n^{-1 / 2} \sum_{k=1}^{n} N_{k}+g\left(n^{-1 / 2} \sum_{j=1}^{n} N_{j}\right) n^{-1 / 2} \sum_{k=n+1}^{2 n} N_{k} \stackrel{d}{=} N+g(N) N^{\prime}
$$

where $N$ and $N^{\prime}$ are independent random variables with $P^{N}=P^{N^{\prime}}=N(0,1)$ which are independent of $\mathcal{F}_{\infty}$, whereas for all odd $n \in \mathbb{N}$, by the same argument,

$$
\sum_{k=1}^{2 n} X_{n k} \stackrel{d}{=} N+h(N) N^{\prime}
$$

For the functions $g(x)=x$ and $h(x)=|x|$ for all $x \in \mathbb{R}$ the above assumptions on $g$ and $h$ are satisfied, and $P^{N+N N^{\prime}} \neq P^{N+|N| N^{\prime}}$. To verify the latter, observe that, by independence of $N$ and $N^{\prime}, E\left(\left(N+N N^{\prime}\right)^{4}\right)=E\left(N^{4}\right) E\left(\left(1+N^{\prime}\right)^{4}\right)=30$ because $E\left(N^{4}\right)=3$ and $E\left(\left(1+N^{\prime}\right)^{4}\right)=10$, whereas $E\left(\left(N+|N| N^{\prime}\right)^{4}\right)=24$. Therefore, our construction yields a square integrable martingale difference array with different distributional limits for $\left(\sum_{k=1}^{2 n} X_{n k}\right)_{n \in \mathbb{N}, n \text { even }}$ and $\left(\sum_{k=1}^{2 n} X_{n k}\right)_{n \in \mathbb{N}, n \text { odd }}$.

If we take $g=h$, then we have $\sum_{k=1}^{2 n} X_{n k} \stackrel{d}{=} N+g(N) N^{\prime}$ for all $n \in \mathbb{N}$ and, by the same reasoning as above for $\sum_{k=1}^{2 n} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)$, we see that

$$
\sum_{k=1}^{2 n} X_{n k} \rightarrow N+g(N) N^{\prime} \quad \mathcal{F}_{\infty} \text {-mixing as } n \rightarrow \infty
$$

For the function $g(x):=x 1_{[0, \infty)}(x), x \in \mathbb{R}$, we obtain $E\left(\left(N+g(N) N^{\prime}\right)^{3}\right)=$ $3 E\left(N^{3} 1_{[0, \infty)}(N)\right)>0$, showing that $P^{N+g(N) N^{\prime}}$ is not symmetric around zero and hence no mixture of centered normal distributions by Remark 6.8 (b).

Consequently, if in condition ( N ) of Theorem 6.1 convergence in probability is replaced by $\mathcal{F}_{\infty}$-mixing convergence, there may occur several subsequential weak limits for the row sums, or the row sums may converge $\mathcal{F}_{\infty}$-mixing, but to a limit which is not a variance mixture of centered normals.

### 6.3 Further Sufficient Conditions

The conditions (N) and (CLB) in Theorem 6.1 may be replaced by several other sets of sufficient conditions. Some of these will be introduced and discussed in this section, which is partly based on [34]. We always consider an array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ of random variables and an array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of sub- $\sigma$-fields of $\mathcal{F}$ for some basic probability space $(\Omega, \mathcal{F}, P)$. The $\sigma$-fields $\mathcal{G}_{n k}$ and $\mathcal{G}$ are defined as in Theorem 6.1.

For a square integrable array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ we introduce the condition
$\left(\mathrm{M}_{2}\right)$

$$
E\left(\max _{1 \leq k \leq k_{n}} X_{n k}^{2}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

whereas the conditions

$$
\left(\mathrm{M}_{1}\right) \quad E\left(\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right|\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

and
$\left(\mathrm{CLB}_{1}\right) \quad \sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \quad$ in probability as $n \rightarrow \infty$ for every $\varepsilon>0$
can be imposed on any array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ of integrable random variables.
Raikov's condition
(R) $\quad \sum_{k=1}^{k_{n}} X_{n k}^{2} \rightarrow \eta^{2} \quad$ in probability as $n \rightarrow \infty$ for some $\mathcal{G}$-measurable real random variable $\eta \geq 0$,
which may replace condition $(\mathrm{N})$, and, for any $a>0$, the conditions
$\left(\mathrm{T}_{a}\right)$

$$
\begin{aligned}
& \sum_{k=1}^{k_{n}} X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \\
& \quad \text { in probability as } n \rightarrow \infty \\
& \max _{1 \leq k \leq k_{n}}\left|X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right| \rightarrow 0 \\
& \quad \text { in probability as } n \rightarrow \infty
\end{aligned}
$$

$\left(\mathrm{TM}_{a}\right)$
and
$\left(\operatorname{TR}_{a}\right) \quad \sum_{k=1}^{k_{n}}\left[X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right]^{2} \rightarrow \eta^{2}$ in probability as $n \rightarrow \infty$ for some $\mathcal{G}$-measurable real random variable $\eta \geq 0$
are meaningful without any integrability assumption on $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$.

We will first disclose the relationship between these conditions without reference to the central limit theorem. As a technical tool, we need the following partial converse of Lemma 6.5.

Lemma 6.13 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of nonnegative integrable random variables adapted to the array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields. Assume that $\left\{\max _{1 \leq k \leq k_{n}} X_{n k}: n \in \mathbb{N}\right\}$ is uniformly integrab̄le. Then

$$
\sum_{k=1}^{k_{n}} X_{n k} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

implies

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

Proof For every $n \in \mathbb{N}$ the process $\left(\sum_{k=1}^{j} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)\right)_{0 \leq j \leq k_{n}}$ is the compensator of the nonnegative submartingale $\left(\sum_{k=1}^{j} X_{n k}\right)_{0 \leq j \leq k_{n}}$ so that, for every $\varepsilon, \delta>0$ by Lenglart's inequality in Lemma A. 8 (b)

$$
P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right) \geq \varepsilon\right) \leq \frac{1}{\varepsilon}\left(\delta+E\left(\max _{1 \leq k \leq k_{n}} X_{n k}\right)\right)+P\left(\sum_{k=1}^{k_{n}} X_{n k}>\delta\right) .
$$

Consequently,

$$
\limsup _{n \rightarrow \infty} P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k} \mid \mathcal{F}_{n, k-1}\right)>\varepsilon\right) \leq \frac{\delta}{\varepsilon}+\frac{1}{\varepsilon} \limsup _{n \rightarrow \infty} E\left(\max _{1 \leq k \leq k_{n}} X_{n k}\right) .
$$

Letting $\delta$ tend to zero and since $0 \leq \max _{1 \leq k \leq k_{n}} X_{n k} \leq \sum_{k=1}^{k_{n}} X_{n k} \rightarrow 0$ in probability, and hence $E\left(\max _{1 \leq k \leq k_{n}} X_{n k}\right) \rightarrow 0$ using uniform integrability, the assertion follows.

As a second technical tool, we need the following lemma.
Lemma 6.14 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of random variables with $\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}\right) \leq C<\infty$ for some constant $C$ and all $n \in \mathbb{N}$ and with
(LB) $\quad \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}\right) \rightarrow 0$ as $n \rightarrow \infty$ for every $\varepsilon>0$.

Then for every array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2} \rightarrow 0 \text { in } \mathcal{L}^{1}(P) \text { as } n \rightarrow \infty
$$

Proof For every $\varepsilon>0$ and $n \in \mathbb{N}$ we have

$$
\begin{aligned}
& \left|\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}\right| \\
& \quad \leq \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right|>\varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right)+\sum_{k=1}^{k_{n}} X_{n k}^{2} 1_{\left\{\left|X_{n k}\right|>\varepsilon\right\}} \\
& \quad+\left|\sum_{k=1}^{k_{n}}\left[X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \leq \varepsilon\right\}}-E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \leq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right)\right]\right| \\
& \quad=I_{n}+I I_{n}+I I I_{n},
\end{aligned}
$$

say. Assumption (LB) implies $I_{n} \rightarrow 0$ and $I I_{n} \rightarrow 0$ in $\mathcal{L}^{1}(P)$ as $n \rightarrow \infty$, whereas for $I I I_{n}$ we have

$$
\begin{aligned}
E\left(I I I_{n}^{2}\right) & =\sum_{k=1}^{k_{n}} E\left(\left[X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \leq \varepsilon\right\}}-E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \leq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right)\right]^{2}\right) \\
& \leq \sum_{k=1}^{k_{n}} E\left(X_{n k}^{4} 1_{\left\{\left|X_{n k}\right| \leq \varepsilon\right\}}\right) \leq \varepsilon^{2} \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}\right) \leq \varepsilon^{2} C
\end{aligned}
$$

by assumption so that $E\left(I I I_{n}\right) \leq \varepsilon C^{1 / 2}$. Because $\varepsilon>0$ is arbitrary, this clearly implies the assertion of the lemma.

Now we are prepared to analyze the relationship between the conditions (N) and (CLB) and the additional conditions formulated above.

Proposition 6.15 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of square integrable random variables adapted to the array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields. Then $\left(\mathbf{M}_{2}\right)$ implies $\left(\mathbf{M}_{1}\right)$ and (CLB).

Proof Clearly, $\left(\mathrm{M}_{2}\right)$ implies $\left(\mathrm{M}_{1}\right)$. For the proof of (CLB) we note that for all $\varepsilon, \delta>0$ and $n \in \mathbb{N}$ we have

$$
P\left(\sum_{k=1}^{k_{n}} X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \geq \delta\right) \leq P\left(\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right| \geq \varepsilon\right)
$$

Consequently, ( $\mathrm{M}_{2}$ ) implies

$$
\sum_{k=1}^{k_{n}} X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

for every $\varepsilon>0$ as well as uniform integrability of $\left\{\max _{1 \leq k \leq k_{n}} X_{n k}^{2}: n \in \mathbb{N}\right\}$, and (CLB) follows by an application of Lemma 6.13.

Proposition 6.16 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of square integrable random variables, and let $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of $\sigma$-fields. If (CLB) is satisfied and $\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)\right)_{n \in \mathbb{N}}^{-}$is bounded in probability, then

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

In particular, ( CLB ) and $(\mathrm{N})$ imply $(\mathrm{R})$.
Proof For $0<c<\infty$ and $n \in \mathbb{N}$ we define the stopping time

$$
\tau_{n}(c)=\max \left\{k \in\left\{0,1, \ldots, k_{n}\right\}: \sum_{j=1}^{k} E\left(X_{n j}^{2} \mid \mathcal{F}_{n, j-1}\right) \leq c\right\}
$$

w.r.t. the filtration $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$ and introduce the random variables

$$
X_{n k}(c):=X_{n k} 1_{\left\{k \leq \tau_{n}(c)\right\}}, 1 \leq k \leq k_{n}, n \in \mathbb{N}
$$

Then for all $0<c<\infty$ and $n \in \mathbb{N}$

$$
\begin{aligned}
& \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}=\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right) \\
& \quad+\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}(c)+\sum_{k=1}^{k_{n}} X_{n k}^{2}(c)-\sum_{k=1}^{k_{n}} X_{n k}^{2} \\
& =I_{n}(c)+I I_{n}(c)+I I I_{n}(c),
\end{aligned}
$$

say. Because

$$
I_{n}(c)=\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{\tau_{n}(c)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)
$$

we have

$$
P\left(\left|I_{n}(c)\right| \geq \varepsilon\right) \leq P\left(\tau_{n}(c)<k_{n}\right) \leq P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)>c\right)
$$

for every $\varepsilon>0$ and, similarly,

$$
P\left(\left|I I I_{n}(c)\right| \geq \varepsilon\right) \leq P\left(\tau_{n}(c)<k_{n}\right) \leq P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)>c\right) .
$$

By definition of $\tau_{n}(c)$ we have

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right)=\sum_{k=1}^{\tau_{n}(c)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right) \leq c
$$

for all $n \in \mathbb{N}$, so that $\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(c)\right) \leq c$. Moreover, from $\left|X_{n k}(c)\right| \leq\left|X_{n k}\right|$ we see that (CLB) implies

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(c) 1_{\left\{\left|X_{n k}(c)\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

for all $\varepsilon>0$, so that, by dominated convergence,

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(c) 1_{\left\{\left|X_{n k}(c)\right| \geq \varepsilon\right\}}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Therefore, Lemma 6.14 yields

$$
I I_{n}(c)=\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}(c) \rightarrow 0 \quad \text { in } \mathcal{L}^{1}(P) \text { as } n \rightarrow \infty
$$

Now, for every $\varepsilon>0$ and $n \in \mathbb{N}$ we have

$$
\begin{aligned}
& P\left(\left|\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}\right| \geq 3 \varepsilon\right) \\
& \quad \leq P\left(\left|I_{n}(c)\right| \geq \varepsilon\right)+P\left(\left|I I_{n}(c)\right| \geq \varepsilon\right)+P\left(\left|I I I_{n}(c)\right| \geq \varepsilon\right) \\
& \quad \leq 2 P\left(\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)>c\right)+P\left(\left|I I_{n}(c)\right| \geq \varepsilon\right) .
\end{aligned}
$$

Here, $P\left(\left|I I_{n}(c)\right| \geq \varepsilon\right) \rightarrow 0$ as $n \rightarrow \infty$ because $I I_{n}(c) \rightarrow 0$ in $\mathcal{L}^{1}(P)$ as $n \rightarrow$ $\infty$, and the sequence $\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right), n \in \mathbb{N}$, is bounded in probability by assumption. This proves

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

Proposition 6.17 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of square integrable random variables, and let $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of $\sigma$-fields. Then (CLB) implies $\left(\mathrm{CLB}_{1}\right)$.

Proof For every $\varepsilon>0$ and $n \in \mathbb{N}$ we have

$$
\sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \leq \frac{1}{\varepsilon} \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right)
$$

which proves the proposition.
Proposition 6.18 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of integrable random variables adapted to the array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields. Then $\left(\mathrm{M}_{1}\right)$ implies $\left(\mathrm{CLB}_{1}\right)$.
Proof For all $\varepsilon, \delta>0$ and $n \in \mathbb{N}$ we have

$$
P\left(\sum_{k=1}^{k_{n}}\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \geq \delta\right) \leq P\left(\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right| \geq \varepsilon\right)
$$

Consequently, ( $\mathrm{M}_{1}$ ) implies

$$
\sum_{k=1}^{k_{n}}\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

for every $\varepsilon>0$ as well as uniform integrability of $\left\{\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right|: n \in \mathbb{N}\right\}$, and $\left(\mathrm{CLB}_{1}\right)$ follows by an application of Lemma 6.13.

Proposition 6.19 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be a martingale difference array w.r.t. an $\operatorname{array}\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields. Then $\left(\mathrm{CLB}_{1}\right)$ and $(\mathrm{R})$ imply $\left(\mathrm{T}_{a}\right),\left(\mathrm{TM}_{a}\right)$ and $\left(\mathrm{TR}_{a}\right)$ for every $a>0$.

Proof Fix $a>0$. Because $\left(X_{n k}\right)_{1 \leq k \leq k_{n}}$ is a martingale difference sequence w.r.t. the filtration $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}$, we have

$$
E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)=-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}} \mid \mathcal{F}_{n, k-1}\right)
$$

for all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}$. This fact will be crucial several times in the sequel. For the proof of $\left(\mathrm{T}_{a}\right)$ we use it to obtain for all $n \in \mathbb{N}$

$$
\begin{aligned}
& \sum_{k=1}^{k_{n}}\left|E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right|=\sum_{k=1}^{k_{n}}\left|E\left(X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right| \\
& \quad \leq \sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right|>a\right\}} \mid \mathcal{F}_{n, k-1}\right)
\end{aligned}
$$

so that by condition $\left(\mathrm{CLB}_{1}\right)$

$$
\sum_{k=1}^{k_{n}}\left|E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right| \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

Moreover, according to Lemma 6.5 condition $\left(\mathrm{CLB}_{1}\right)$ implies

$$
\sum_{k=1}^{k_{n}}\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right|>a\right\}} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

which completes the proof of $\left(\mathrm{T}_{a}\right)$.
To verify $\left(\mathrm{TM}_{a}\right)$ we use Proposition 6.6 to obtain $\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right| \rightarrow 0$ in probability as $n \rightarrow \infty$ from ( $\left.\mathrm{CLB}_{1}\right)$, and the inequality

$$
\begin{aligned}
& \max _{1 \leq k \leq k_{n}}\left|X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right| \\
& \leq \max _{1 \leq k \leq k_{n}}\left|X_{n k}\right|+\sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right|>a\right\}} \mid \mathcal{F}_{n, k-1}\right)
\end{aligned}
$$

completes the proof by another application of condition $\left(\mathrm{CLB}_{1}\right)$.
It remains to verify $\left(\mathrm{TR}_{a}\right)$. Note that for all $n \in \mathbb{N}$

$$
\begin{aligned}
& \left|\sum_{k=1}^{k_{n}}\left[X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right]^{2}-\sum_{k=1}^{k_{n}} X_{n k}^{2}\right| \\
& \quad \leq \sum_{k=1}^{k_{n}} X_{n k}^{2} 1_{\left\{\left|X_{n k}\right|>a\right\}} \\
& \quad+2 \sum_{k=1}^{k_{n}}\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \leq a\right\}}\left|E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{k=1}^{k_{n}} E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)^{2} \\
\leq & \sum_{k=1}^{k_{n}} X_{n k}^{2} 1_{\left\{\left|X_{n k}\right|>a\right\}}+3 a \sum_{k=1}^{k_{n}} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right|>a\right\}} \mid \mathcal{F}_{n, k-1}\right) .
\end{aligned}
$$

Now

$$
\sum_{k=1}^{k_{n}} X_{n k}^{2} 1_{\left\{\left|X_{n k}\right|>a\right\}} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

follows from $\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right| \rightarrow 0$ in probability, which when combined with $\left(\mathrm{CLB}_{1}\right)$ gives

$$
\sum_{k=1}^{k_{n}}\left[X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)\right]^{2}-\sum_{k=1}^{k_{n}} X_{n k}^{2} \rightarrow 0
$$

in probability as $n \rightarrow \infty$. Now ( $\mathrm{TR}_{a}$ ) follows from (R).
As a consequence of Propositions 6.15-6.19 we see that for an array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ of random variables adapted to an array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields the implications in the following display are true under appropriate moment assumptions and if $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ is a martingale difference array w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ for the implication $\stackrel{(*)}{\Rightarrow}$ :

### 6.20 Conditions in the martingale central limit theorem:

$$
\begin{array}{ccc}
\left(\mathrm{M}_{2}\right) \text { and }(\mathrm{N}) & \Rightarrow & \left(\mathrm{M}_{1}\right) \text { and }(\mathrm{R}) \\
\Downarrow & \Downarrow \\
(\mathrm{CLB}) \text { and }(\mathrm{N}) & \Rightarrow\left(\mathrm{CLB}_{1}\right) \text { and }(\mathrm{R}) \stackrel{(*)}{\Rightarrow}\left(\mathrm{T}_{a}\right),\left(\mathrm{TM}_{a}\right) \text { and }\left(\mathrm{TR}_{a}\right)
\end{array}
$$

The conditions in the left column require square integrable random variables, in the middle integrability is sufficient, and on the right-hand side no moments are needed at all. The role of these conditions as sufficient conditions in a stable central limit theorem is disclosed by the following proposition which shows that for any array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ of random variables adapted to the array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields which satisfies $\left(\mathrm{T}_{a}\right),\left(\mathrm{TM}_{a}\right)$ and $\left(\mathrm{TR}_{a}\right)$ for some $a>0$ there exists a bounded martingale difference array which satisfies the strongest set of conditions $\left(\mathrm{M}_{2}\right)$ and $(\mathrm{N})$ and has asymptotically equivalent row sums.
Proposition 6.21 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of random variables adapted to an array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields. Assume that there exists some a $>0$ for which the conditions $\left(\mathrm{T}_{a}\right),\left(\mathrm{TM}_{a}\right)$ and $\left(\mathrm{TR}_{a}\right)$ are satisfied. Then for the (bounded) martingale difference array

$$
X_{n k}(a):=X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right), \quad 1 \leq k \leq k_{n}, n \in \mathbb{N}
$$

w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ the conditions $\left(\mathrm{M}_{2}\right)$ and $(\mathrm{N})$ are satisfied and

$$
\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{k_{n}} X_{n k}(a) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

Proof Note that condition $\left(\mathrm{TM}_{a}\right)$ is tantamount to $\max _{1 \leq k \leq k_{n}}\left|X_{n k}(a)\right| \rightarrow 0$ in probability as $n \rightarrow \infty$ and hence to $\max _{1 \leq k \leq k_{n}} X_{n k}^{2}(a) \rightarrow 0$ in probability. Because $\left|X_{n k}(a)\right| \leq 2 a$ for all $n \in \mathbb{N}$ and $1 \leq k \leq k_{n}$ we obtain $E\left(\max _{1 \leq k \leq k_{n}} X_{n k}^{2}(a)\right) \rightarrow$ 0 as $n \rightarrow \infty$ by dominated convergence, which is condition $\left(\mathrm{M}_{2}\right)$ for the array $\left(X_{n k}(a)\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$. By definition, we have

$$
\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{k_{n}} X_{n k}(a)=\sum_{k=1}^{k_{n}} X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{n, k-1}\right)
$$

which converges to zero in probability as $n \rightarrow \infty$ by condition $\left(\mathrm{T}_{a}\right)$. Therefore, it remains to show that the array $\left(X_{n k}(a)\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ satisfies condition $(\mathbb{N})$. For this, we define the stopping time

$$
\tau_{n}(c)=\min \left\{k \in\left\{1, \ldots, k_{n}\right\}: \sum_{i=1}^{k} X_{n i}^{2}(a)>c\right\} \wedge k_{n}
$$

with $\min \emptyset:=\infty$ for all $n \in \mathbb{N}$ and $0<c<\infty$ and set

$$
Y_{n k}(c):=X_{n k}(a) 1_{\left\{k \leq \tau_{n}(c)\right\}}, \quad 1 \leq k \leq k_{n}, n \in \mathbb{N}
$$

Then for all $n \in \mathbb{N}$

$$
\begin{aligned}
& \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(a) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}(a) \\
&= \sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(a) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right) \\
& \quad+\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2}(c) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} Y_{n k}^{2}(c) \\
& \quad+\sum_{k=1}^{k_{n}} Y_{n k}^{2}(c)-\sum_{k=1}^{k_{n}} X_{n k}^{2}(a)=I_{n}(c)+I I_{n}(c)+I I I_{n}(c)
\end{aligned}
$$

say. Because

$$
I_{n}(c)=\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(a) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{\tau_{n}(c)} E\left(X_{n k}^{2}(a) \mid \mathcal{F}_{n, k-1}\right)
$$

we have for all $n \in \mathbb{N}$ and $\varepsilon>0$

$$
P\left(\left|I_{n}(c)\right| \geq \varepsilon\right) \leq P\left(\tau_{n}(c)<k_{n}\right) \leq P\left(\sum_{k=1}^{k_{n}} X_{n k}^{2}(a)>c\right) .
$$

Similarly, for all $n \in \mathbb{N}$ and $\varepsilon>0$

$$
P\left(\left|I I I_{n}(c)\right| \geq \varepsilon\right) \leq P\left(\tau_{n}(c)<k_{n}\right) \leq P\left(\sum_{k=1}^{k_{n}} X_{n k}^{2}(a)>c\right)
$$

To obtain a bound for $I I_{n}(c)$, note that for all $\varepsilon, \delta>0$ and $n \in \mathbb{N}$ we have

$$
P\left(\sum_{k=1}^{k_{n}} Y_{n k}^{2}(c) 1_{\left\{\left|Y_{n k}(c)\right| \geq \varepsilon\right\}} \geq \delta\right) \leq P\left(\max _{1 \leq k \leq k_{n}}\left|Y_{n k}(c)\right| \geq \varepsilon\right)
$$

so that

$$
\sum_{k=1}^{k_{n}} Y_{n k}^{2}(c) 1_{\left\{\left|Y_{n k}(c)\right| \geq \varepsilon\right\}} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

for every $\varepsilon>0$ because

$$
\max _{1 \leq k \leq k_{n}}\left|Y_{n k}(c)\right| \leq \max _{1 \leq k \leq k_{n}}\left|X_{n k}(a)\right| \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

Moreover, by definition of $\tau_{n}(c)$, for all $n \in \mathbb{N}$

$$
\sum_{k=1}^{k_{n}} Y_{n k}^{2}(c)=\sum_{k=1}^{\tau_{n}(c)} X_{n k}^{2}(a) \leq c+\max _{1 \leq k \leq k_{n}} X_{n k}^{2}(a) \leq c+4 a^{2}
$$

so that $\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2}(c)\right) \leq c+4 a^{2}$ and, by dominated convergence,

$$
\sum_{k=1}^{k_{n}} E\left(Y_{n k}^{2}(c) 1_{\left\{\left|Y_{n k}(c)\right| \geq \varepsilon\right\}}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

for all $\varepsilon>0$. Hence by Lemma 6.14 we see that $I I_{n}(c) \rightarrow 0$ in $\mathcal{L}^{1}(P)$ as $n \rightarrow \infty$. Now, for every $\varepsilon>0$ and $n \in \mathbb{N}$ we get

$$
\begin{aligned}
& P\left(\left|\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(a) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}(a)\right| \geq 3 \varepsilon\right) \\
& \quad \leq P\left(\left|I_{n}(c)\right| \geq \varepsilon\right)+P\left(\left|I I_{n}(c)\right| \geq \varepsilon\right)+P\left(\left|I I I_{n}(c)\right| \geq \varepsilon\right) \\
& \quad \leq 2 P\left(\sum_{k=1}^{k_{n}} X_{n k}^{2}(a)>c\right)+P\left(\left|I I_{n}(c)\right| \geq \varepsilon\right)
\end{aligned}
$$

Here, $P\left(\left|I I_{n}(c)\right| \geq \varepsilon\right) \rightarrow 0$ as $n \rightarrow \infty$, and the sequence $\sum_{k=1}^{k_{n}} X_{n k}^{2}(a), n \in \mathbb{N}$, is bounded in probability because condition $\left(\mathrm{TR}_{a}\right)$ is tantamount to

$$
\sum_{k=1}^{k_{n}} X_{n k}^{2}(a) \rightarrow \eta^{2} \quad \text { in probability as } n \rightarrow \infty
$$

This proves

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(a) \mid \mathcal{F}_{n, k-1}\right)-\sum_{k=1}^{k_{n}} X_{n k}^{2}(a) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

and another application of $\left(\mathrm{TR}_{a}\right)$ gives

$$
\sum_{k=1}^{k_{n}} E\left(X_{n k}^{2}(a) \mid \mathcal{F}_{n, k-1}\right) \rightarrow \eta^{2} \quad \text { in probability as } n \rightarrow \infty
$$

which is condition $(\mathbb{N})$ for the array $\left(X_{n k}(a)\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ so that the proof is complete.

Corollary 6.22 Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be an array of random variables adapted to an array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}} o f=\sigma$-fields. Assume that there exists some $a>0$ for which the conditions $\left(\mathrm{T}_{a}\right),\left(\mathrm{TM}_{a}\right)$ and $\left(\mathrm{TR}_{a}\right)$ are satisfied. Then

$$
\sum_{k=1}^{k_{n}} X_{n k} \rightarrow \eta N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{G}$.
Proof Let the random variables $X_{n k}(a), 1 \leq k \leq k_{n}, n \in \mathbb{N}$, be defined as in Proposition 6.21. Then according to Proposition 6.21, $\left(X_{n k}(a)\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ is a bounded martingale difference array w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ which satisfies $\left(\mathrm{M}_{2}\right)$ and (N).

According to Proposition 6.15 condition (CLB) is satisfied as well. Therefore by Theorem 6.1

$$
\sum_{k=1}^{k_{n}} X_{n k}(a) \rightarrow \eta N \quad \mathcal{G} \text {-stably as } n \rightarrow \infty
$$

Since by Proposition 6.21

$$
\sum_{k=1}^{k_{n}} X_{n k}-\sum_{k=1}^{k_{n}} X_{n k}(a) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

the proof is completed by an application of part (a) of Theorem 3.18.

The self-evident consequence of 6.20 and of Corollary 6.22 is the fact that for a martingale difference array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ w.r.t. an array $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$ of $\sigma$-fields any set of conditions occurring in 6.20 implies $\mathcal{G}$-stable convergence of the row sums to $\eta N$. In the sense made precise by 6.20 and Proposition 6.21 , as sufficient conditions in the $\mathcal{G}$-stable martingale central limit theorem, all these conditions are tantamount to each other, though not mathematically equivalent.

A version of Corollary 6.22 for martingale difference arrays under the conditions $\left(\mathrm{M}_{1}\right)$ and (R) is contained in [58].

Exercise 6.4 ([58]) Let $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ be a martingale difference array w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}, n \in \mathbb{N}}$. Under conditions $\left(\mathrm{M}_{1}\right)$ and (R) we have

$$
\sum_{k=1}^{k_{n}} X_{n k} \rightarrow \eta N \quad \mathcal{G} \text {-stably }
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{G}$ (see Corollary 6.22 and 6.20). Show that, in general, this assertion is not true if $\left(\mathrm{M}_{1}\right)$ is replaced by the weaker condition $\max _{1 \leq k \leq k_{n}}\left|X_{n k}\right| \rightarrow 0$ in probability. To this end, consider an array $\left(X_{n k}\right)_{1 \leq k \leq k_{n}, n \in \mathbb{N}}$ with $X_{n 1}, \ldots, X_{n n}$ being independent and identically distributed, $P\left(X_{n 1}=\frac{1}{n}\right)=$ $\left(1-\frac{1}{n}\right)^{1 / n}$ and $P\left(X_{n 1}=x_{n}\right)=1-\left(1-\frac{1}{n}\right)^{1 / n}$, where $x_{n}<0$ is such that $E X_{n 1}=$ 0 . Furthermore, let $\mathcal{F}_{n k}=\sigma\left(X_{n j}, 1 \leq j \leq k\right)$ with $\mathcal{F}_{n 0}=\{\emptyset, \Omega\}$.

### 6.4 Martingales

Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\mathbb{F}=\left(\mathcal{F}_{k}\right)_{k \geq 0}$ a filtration, that is, a nondecreasing sequence of sub- $\sigma$-fields of $\mathcal{F}$. Set $\mathcal{F}_{\infty}:=\sigma\left(\bigcup_{k=0}^{\infty} \mathcal{F}_{k}\right)$. A sequence $\left(X_{k}\right)_{k \geq 1}$ of random variables on $(\Omega, \mathcal{F}, P)$ is called adapted to $\mathbb{F}$ if $X_{k}$ is measurable w.r.t. $\mathcal{F}_{k}$ for every $k \in \mathbb{N}$, and a sequence $\left(X_{k}\right)_{k \geq 1}$ of integrable random variables
adapted to $\mathbb{F}$ is called a martingale difference sequence w.r.t. $\mathbb{F}$, if $E\left(X_{k} \mid \mathcal{F}_{k-1}\right)=0$ for all $k \in \mathbb{N}$.

Let $\left(X_{k}\right)_{k \geq 1}$ be a martingale difference sequence w.r.t. the filtration $\mathbb{F}$, and let $\left(a_{n}\right)_{n \geq 1}$ be a sequence of positive real numbers. Then

$$
X_{n k}:=\frac{1}{a_{n}} X_{k} \quad \text { for } 1 \leq k \leq n \quad \text { and } \quad \mathcal{F}_{n k}:=\mathcal{F}_{k} \quad \text { for } 0 \leq k \leq n, n \in \mathbb{N}
$$

defines a martingale difference array $\left(X_{n k}\right)_{1 \leq k \leq n, n \in \mathbb{N}}$ w.r.t. $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq n, n \in \mathbb{N}}$, and the $\sigma$-fields are nested because $\mathcal{F}_{n+1, k}=\mathcal{F}_{k}=\mathcal{F}_{n k}$ for all $n \in \mathbb{N}$ and $0 \leq k \leq n$. Therefore, Theorem 6.1 and the sufficient conditions of Sect. 6.3 can be applied with $\mathcal{G}=\mathcal{F}_{\infty}$ and yield stable central limit theorems for the normalized partial sums $a_{n}^{-1} \sum_{k=1}^{n} X_{k}$ of $\left(X_{k}\right)_{k \geq 1}$ under appropriate moment conditions. For ease of reference we explicitly formulate here the two sets of sufficient conditions for martingale difference sequences that will be applied later on.

Theorem 6.23 Let $\left(X_{k}\right)_{k \geq 1}$ be a martingale difference sequence w.r.t. the filtration $\mathbb{F}$, and let $\left(a_{n}\right)_{n \in \mathbb{N}}$ be a sequence of positive real numbers with $a_{n} \rightarrow \infty$. If

$$
\begin{array}{r}
\left(\mathrm{R}_{a_{n}}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{n} X_{k}^{2} \rightarrow \eta^{2} \quad \text { in probability as } n \rightarrow \infty \\
\text { for some real random variable } \eta \geq 0
\end{array}
$$

and
$\left(\mathrm{M}_{1, a_{n}}\right) \quad \frac{1}{a_{n}} E\left(\max _{1 \leq k \leq n}\left|X_{k}\right|\right) \rightarrow 0$ as $n \rightarrow \infty$,
or if $\left(X_{k}\right)_{k \geq 1}$ is square integrable with

$$
\begin{gathered}
\left(\mathrm{N}_{a_{n}}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{n} E\left(X_{k}^{2} \mid \mathcal{F}_{k-1}\right) \rightarrow \eta^{2} \text { in probability as } n \rightarrow \infty \\
\text { for some real random variable } \eta \geq 0
\end{gathered}
$$

and
$\left(\operatorname{CLB}_{a_{n}}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{n} E\left(X_{k}^{2} 1_{\left\{\left|X_{k}\right| \geq \varepsilon a_{n}\right\}} \mid \mathcal{F}_{k-1}\right) \rightarrow 0$ in probability as $n \rightarrow \infty$
for all $\varepsilon>0$,
then

$$
\frac{1}{a_{n}} \sum_{k=1}^{n} X_{k} \rightarrow \eta N \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{F}_{\infty}$.
Proof Proposition 6.20 and Corollary 6.22. Note that $\eta^{2}$ in conditions $\left(\mathrm{N}_{a_{n}}\right)$ and $\left(\mathrm{R}_{a_{n}}\right)$ is w.l.o.g. $\mathcal{F}_{\infty}$-measurable.

Condition $\left(\mathrm{R}_{a_{n}}\right)$ and slightly stronger conditions than $\left(\mathrm{M}_{1, a_{n}}\right)$ appear in Theorem 2 of [15] and Theorem 2 of [4].

Corollary 6.24 (Random norming) Under the assumptions of Theorem 6.23 in case $P\left(\eta^{2}>0\right)>0$ conditions $\left(\mathrm{R}_{a_{n}}\right)$ and $\left(\mathrm{M}_{1, a_{n}}\right)$ imply
and conditions $\left(\mathrm{N}_{a_{n}}\right)$ and $\left(\mathrm{CLB}_{a_{n}}\right)$ imply

$$
\left(\sum_{k=1}^{n} E\left(X_{k}^{2} \mid \mathcal{F}_{k-1}\right)\right)^{-1 / 2} \sum_{k=1}^{n} X_{k} \rightarrow N \quad \mathcal{F}_{\infty \text {-mixing under } P_{\left\{\eta^{2}>0\right\}} \text { as } n \rightarrow \infty, ~}
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{F}_{\infty}$.
Proof Replace Theorem 6.1 by Theorem 6.23 and condition (N) by conditions ( $\mathrm{R}_{a_{n}}$ ) or $\left(\mathrm{N}_{a_{n}}\right)$ in the proof of Corollary 6.3.

An immediate consequence of the preceding theorem is the classical stable central limit theorem of Examples 3.13 (b) or 3.16 .

Remark 6.25 (a) In Theorem 6.23 we do require explicitly that $a_{n} \rightarrow \infty$ as $n \rightarrow \infty$. However, if $P\left(E\left(X_{k}^{2} \mid \mathcal{F}_{k-1}\right)>0\right)>0$ for some $k \in \mathbb{N}$, which means that not all $X_{k}$ vanish almost surely, then $\left(\mathrm{N}_{a_{n}}\right)$ and $\left(\mathrm{CLB}_{a_{n}}\right)$ as well as $\left(\mathrm{M}_{1, a_{n}}\right)$ already imply $a_{n} \rightarrow \infty$ as $n \rightarrow \infty$. For martingales $X_{0}+\sum_{k=1}^{n} X_{k}$ with $X_{0} \neq 0$ the condition $a_{n} \rightarrow \infty$ assures the validity of Theorem 6.23.
(b) Just as in Remark 6.8, condition $\left(\mathrm{CLB}_{a_{n}}\right)$ is implied by its classical form
$\left(\mathrm{LB}_{a_{n}}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{n} E\left(X_{k}^{2} 1_{\left\{\left|X_{k}\right| \geq \varepsilon a_{n}\right\}}\right) \rightarrow 0 \quad$ as $n \rightarrow \infty$ for all $\varepsilon>0$
and by the conditional Lyapunov condition of order $p \in(2, \infty)$, which requires for some $p \in(2, \infty)$ that
$\left(\mathrm{CLY}_{a_{n}, p}\right) \quad \frac{1}{a_{n}^{p}} \sum_{k=1}^{n} E\left(\left|X_{k}\right|^{p} \mid \mathcal{F}_{k-1}\right) \rightarrow 0 \quad$ in probability as $n \rightarrow \infty$.
Condition ( $\mathrm{CLY}_{a_{n}, p}$ ) itself is implied by its classical form
$\left(\operatorname{LY}_{a_{n}, p}\right) \quad \frac{1}{a_{n}^{p}} \sum_{k=1}^{n} E\left(\left|X_{k}\right|^{p}\right) \rightarrow 0 \quad$ as $n \rightarrow \infty$.
Corollary 6.26 (Stationary martingale differences) Let $X=\left(X_{n}\right)_{n \in \mathbb{N}}$ be a stationary sequence of real random variables with $\sigma$-field $\mathcal{I}_{X}=X^{-1}\left(\mathcal{B}(\mathbb{R})^{\mathbb{N}}(S)\right)$ induced by invariant sets $\left(S: \mathbb{R}^{\mathbb{N}} \rightarrow \mathbb{R}^{\mathbb{N}}\right.$ being the shift operator; see Chap. 5). If $X_{1} \in$ $\mathcal{L}^{2}(P)$ and if $X$ is a martingale difference sequence w.r.t. $\mathbb{F}=\left(\mathcal{F}_{k}\right)_{k \geq 0}$, then

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} X_{k} \rightarrow E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)^{1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty
$$

where $N$ is independent of $\mathcal{F}_{\infty}$ with $P^{N}=N(0,1)$. If $X$ is also ergodic, that is, $P\left(\mathcal{I}_{X}\right)=\{0,1\}$, then

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} X_{k} \rightarrow E\left(X_{1}^{2}\right)^{1 / 2} N \quad \mathcal{F}_{\infty-m i x i n g} \text { as } n \rightarrow \infty
$$

The distributional convergence in this result goes back to [8, 45].

Proof The ergodic theorem implies

$$
\frac{1}{n} \sum_{k=1}^{n} X_{k}^{2} \rightarrow E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right) \quad \text { a.s. and in } \mathcal{L}^{1}(P) \text { as } n \rightarrow \infty
$$

so that condition $\left(\mathrm{R}_{a_{n}}\right)$ is satisfied with $a_{n}=\sqrt{n}$ and $\eta=E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)^{1 / 2}$. Since the $X_{k}$ are identically distributed, the classical Lindeberg condition $\left(\mathrm{LB}_{a_{n}}\right)$ is also satisfied with $a_{n}=\sqrt{n}$ because for all $\varepsilon>0$

$$
\frac{1}{n} \sum_{k=1}^{n} E\left(X_{k}^{2} 1_{\left\{\left|X_{k}\right| \geq \varepsilon n^{1 / 2}\right\}}\right)=E\left(X_{1}^{2} 1_{\left\{\left|X_{1}\right| \geq \varepsilon n^{1 / 2}\right\}}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

which through the inequality, valid for all $\varepsilon>0$ and $n \in \mathbb{N}$,

$$
\left(\frac{1}{\sqrt{n}} \max _{1 \leq k \leq n} E\left(\left|X_{k}\right|\right)\right)^{2} \leq \frac{1}{n} E\left(\max _{1 \leq k \leq n} X_{k}^{2}\right) \leq \varepsilon+\frac{1}{n} \sum_{k=1}^{n} E\left(X_{1}^{2} 1_{\left\{\left|X_{1}\right| \geq \varepsilon n^{1 / 2}\right\}}\right)
$$

implies $\left(\mathrm{M}_{1, a_{n}}\right)$. Therefore, Theorem 6.23 implies the first assertion. If $\mathcal{I}_{X}$ is trivial, then $E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)=E\left(X_{1}^{2}\right)$ almost surely, whence the second assertion.

Let $X=\left(X_{n}\right)_{n \in \mathbb{N}}$ be an exchangeable sequence of real random variables on $(\Omega, \mathcal{F}, P)$, that is, $P^{\left(X_{\pi_{1}}, \ldots, X_{\pi_{n}}\right)}=P^{\left(X_{1}, \ldots, X_{n}\right)}$ for all permutations $\left(\pi_{1}, \ldots, \pi_{n}\right)$ of $(1, \ldots, n)$ and all $n \in \mathbb{N}$. Then $P^{\left(X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}\right)}=P^{\left(X_{2}, X_{3}, \ldots, X_{n+1}, X_{1}\right)}$ so that $P^{\left(X_{1}, X_{2}, \ldots, X_{n}\right)}=P^{\left(X_{2}, X_{3}, \ldots, X_{n+1}\right)}$ for all $n \in \mathbb{N}$, which shows the $\left(X_{n}\right)_{n \in \mathbb{N}}$ is stationary. Moreover, the $\sigma$-field induced in $\Omega$ by symmetric events is almost surely equal to the tail- $\sigma$-field $\mathcal{T}_{X}$ and almost surely equal to the invariant $\sigma$-field $\mathcal{I}_{X}$ of the stationary process $X$; see e.g. [52], Corollary 1.6.
Corollary 6.27 (Exchangeable processes) If $X=\left(X_{n}\right)_{n \in \mathbb{N}}$ is exchangeable with $X_{1} \in \mathcal{L}^{2}$, then

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n}\left(X_{k}-E\left(X_{1} \mid \mathcal{T}_{X}\right)\right) \rightarrow \operatorname{Var}\left(X_{1} \mid \mathcal{T}_{X}\right)^{1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty
$$

where $N$ is independent of $\mathcal{F}_{\infty}=\sigma\left(X_{k}, k \in \mathbb{N}\right)$ and $P^{N}=N(0,1)$.
In [16] this result was obtained with $\mathcal{T}_{X}$ instead of $\mathcal{F}_{\infty}$ under the assumptions $E\left(X_{1} \mid \mathcal{T}_{X}\right)=0$ and $E\left(X_{1}^{2} \mid \mathcal{T}_{X}\right) \leq C$ for some finite constant $C$. The general result is stated in [3], p. 59.

Proof Exchangeability implies that the conditional distribution of $X_{n}$ given $\mathcal{T}_{X}$ is independent of $n \in \mathbb{N}$. This yields $E\left(X_{n} \mid \mathcal{T}_{X}\right)=E\left(X_{1} \mid \mathcal{T}_{X}\right)$ almost surely for all $n \in$ $\mathbb{N}$. The random variables $Y_{n}:=X_{n}-E\left(X_{1} \mid \mathcal{T}_{X}\right), n \in \mathbb{N}$, form a martingale difference sequence w.r.t. the $\sigma$-fields $\mathcal{F}_{n}:=\sigma\left(\mathcal{T}_{X} \cup \sigma\left(X_{1}, \ldots, X_{n}\right)\right), n \geq 0$ : Clearly, $Y_{n}$ is $\mathcal{F}_{n}$-measurable for all $n \in \mathbb{N}$, and $E\left(Y_{1} \mid \mathcal{F}_{0}\right)=E\left(X_{1}-E\left(X_{1} \mid \mathcal{T}_{X}\right) \mid \mathcal{T}_{X}\right)=0$ almost surely. Moreover, for all $n \geq 1$, the $\sigma$-fields $\sigma\left(X_{1}, \ldots, X_{n-1}\right)$ and $\sigma\left(X_{n}\right)$ are conditionally independent given $\mathcal{T}_{X}$, and Theorem 7.3.1 in [17] implies for all $n \geq 2$ almost surely

$$
E\left(Y_{n} \mid \mathcal{F}_{n-1}\right)=E\left(X_{n} \mid \mathcal{F}_{n-1}\right)-E\left(X_{1} \mid \mathcal{T}_{X}\right)=E\left(X_{n} \mid \mathcal{T}_{X}\right)-E\left(X_{1} \mid \mathcal{T}_{X}\right)=0
$$

Furthermore, because $\mathcal{T}_{X}=\mathcal{I}_{X}$ almost surely, we have $E\left(X_{1} \mid \mathcal{T}_{X}\right)=E\left(X_{1} \mid \mathcal{I}_{X}\right)$ almost surely, from which it follows that $\left(Y_{n}\right)_{n \in \mathbb{N}}$ is a stationary process. Clearly, $X_{1} \in \mathcal{L}^{2}(P)$ implies $Y_{1} \in \mathcal{L}^{2}(P)$, and an application of Corollary 6.26 yields the assertion.

For arbitrary stationary sequences $\left(X_{n}\right)_{n \in \mathbb{N}}$ it is often possible to approximate the partial sums $\left(\sum_{i=1}^{n} X_{i}\right)_{n \in \mathbb{N}}$ by a martingale with stationary differences so that under suitable conditions on the error term, Corollary 6.26 also yields a stable central limit theorem in this general setting. In the ergodic case this approach is due to Gordin [36] with generalization to the non-ergodic case in [27] (see also e.g. [22, 37, 41, 72]).

In order to check the assumptions of limit theorems, the following lemma is very useful.

Lemma 6.28 (Toeplitz) Let $\left(b_{n}\right)_{n \geq 1}$ be a sequence in $[0, \infty)$ such that $b_{1}>0$ and $\sum_{n=1}^{\infty} b_{n}=\infty$.
(a) Let $\left(x_{n}\right)_{n \geq 1}$ be a sequence in $\mathbb{R}$. If $\lim _{n \rightarrow \infty} x_{n}=x$ with $x \in \mathbb{R}$, then

$$
\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} b_{j} x_{j}}{\sum_{j=1}^{n} b_{j}}=x
$$

(b) Assume $b_{n}>0$ for every $n \geq 1$ and let $\left(a_{n}\right)_{n \geq 1}$ be a sequence in $\mathbb{R}$. If $\lim _{n \rightarrow \infty} a_{n} / b_{n}=c$ with $c \in \mathbb{R}$, then

$$
\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} a_{j}}{\sum_{j=1}^{n} b_{j}}=c
$$

The assumption in (b) can be read as $\Delta\left(\sum_{j=1}^{n} a_{j}\right) / \Delta\left(\sum_{j=1}^{n} b_{j}\right) \rightarrow c$. Therefore, the variant (b) is called the discrete rule of de l'Hospital.

Proof (a) Let $\varepsilon>0$ and $n_{0} \in \mathbb{N}$ be such that $\left|x_{n}-x\right| \leq \varepsilon$ for every $n>n_{0}$. Then for $n>n_{0}$

$$
\begin{aligned}
\left|\frac{\sum_{j=1}^{n} b_{j} x_{j}}{\sum_{j=1}^{n} b_{j}}-x\right| & \leq \frac{\sum_{j=1}^{n} b_{j}\left|x_{j}-x\right|}{\sum_{j=1}^{n} b_{j}}=\frac{\sum_{j=1}^{n_{0}} b_{j}\left|x_{j}-x\right|}{\sum_{j=1}^{n} b_{j}}+\frac{\sum_{j=n_{0}+1}^{n} b_{j}\left|x_{j}-x\right|}{\sum_{j=1}^{n} b_{j}} \\
& \leq \frac{\sum_{j=1}^{n_{0}} b_{j}\left|x_{j}-x\right|}{\sum_{j=1}^{n} b_{j}}+\varepsilon .
\end{aligned}
$$

This implies

$$
\limsup _{n \rightarrow \infty}\left|\frac{\sum_{j=1}^{n} b_{j} x_{j}}{\sum_{j=1}^{n} b_{j}}-x\right| \leq \varepsilon
$$

(b) follows from (a) by setting $x_{n}:=a_{n} / b_{n}$.

Example 6.29 (Adaptive Monte Carlo estimators) For $X \in \mathcal{L}^{1}(P)$, one wishes to compute $\vartheta:=E X$.
(a) ([6]) We assume that there are a measurable space $(\mathcal{Z}, \mathcal{C})$, a measurable map $F:\left(\mathbb{R}^{d} \times \mathcal{Z}, \mathcal{B}\left(\mathbb{R}^{d}\right) \otimes \mathcal{C}\right) \rightarrow(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ and a $(\mathcal{Z}, \mathcal{C})$-valued random variable $Z$ such that $F(\lambda, Z) \in \mathcal{L}^{1}(P)$ and $E X=E F(\lambda, Z)$ for every $\lambda \in \mathbb{R}^{d}$. Now let $\left(Z_{n}\right)_{n \geq 1}$ be an independent and identically distributed sequence of $(\mathcal{Z}, \mathcal{C})$-valued random variables with $Z_{1} \stackrel{d}{=} Z, Z_{0}:=0, \mathcal{F}_{n}:=\sigma\left(Z_{0}, \ldots, Z_{n}\right), \mathbb{F}:=\left(\mathcal{F}_{n}\right)_{n \geq 0}$ and $\left(\lambda_{n}\right)_{n \geq 0}$ an $\mathbb{F}$-adapted sequence of $\mathbb{R}^{d}$-valued random variables with $\lambda_{0}=0$. In this abstract setting we investigate the adaptive Monte Carlo estimators

$$
\widehat{\vartheta}_{n}:=\frac{1}{n} \sum_{j=1}^{n} F\left(\lambda_{j-1}, Z_{j}\right), \quad n \geq 1
$$

of $\vartheta$. For all $n \geq 0$ define $M_{n}:=\sum_{j=1}^{n}\left(F\left(\lambda_{j-1}, Z_{j}\right)-\vartheta\right)$ with $M_{0}=0$. Then $\widehat{\vartheta}_{n}-\vartheta=M_{n} / n$ for all $n \geq 1$. For $p \in[1, \infty)$, let $f_{p}: \mathbb{R}^{d} \rightarrow[0, \infty]$, $f_{p}(\lambda):=E|F(\lambda, Z)|^{p}$. If $E f_{1}\left(\lambda_{n}\right)<\infty$ for every $n \geq 0$, then $M=\left(M_{n}\right)_{n \geq 0}$ is an $\mathbb{F}$-martingale. In fact, since $\lambda_{n-1}$ is $\mathcal{F}_{n-1}$-measurable and $\sigma\left(Z_{n}\right)$ and $\mathcal{F}_{n-1}$ are independent, for all $n \geq 1$,

$$
E\left|F\left(\lambda_{n-1}, Z_{n}\right)\right|=\iint|F(\lambda, z)| d P^{Z}(z) d P^{\lambda_{n-1}}(\lambda)=E f_{1}\left(\lambda_{n-1}\right)<\infty
$$

so that $M$ is an $\mathbb{F}$-adapted $\mathcal{L}^{1}$-process, and moreover, for all $n \geq 1$,

$$
E\left(F\left(\lambda_{n-1}, Z_{n}\right) \mid \mathcal{F}_{n-1}\right)=\int F\left(\lambda_{n-1}, z\right) d P^{Z}(z)=\vartheta
$$

which implies

$$
E\left(M_{n} \mid \mathcal{F}_{n-1}\right)=M_{n-1}+E\left(F\left(\lambda_{n-1}, Z_{n}\right) \mid \mathcal{F}_{n-1}\right)-\vartheta=M_{n-1} .
$$

If additionally $\sup _{n \geq 0} f_{p}\left(\lambda_{n}\right)<\infty$ almost surely for some $p>1$, then it follows from the strong law of large numbers for martingales in Theorem A. 9 that $M_{n} / n \rightarrow 0$ almost surely and hence $\widehat{\vartheta}_{n} \rightarrow \vartheta$ almost surely as $n \rightarrow \infty$. Now we assume
(i) $\lambda_{n} \rightarrow \lambda_{\infty}$ a.s. for some $\mathbb{R}^{d}$-valued random variable $\lambda_{\infty}$,
(ii) $f_{2}<\infty$ and $f_{2}$ is continuous,
(iii) $E f_{2}\left(\lambda_{n}\right)<\infty$ for every $n \geq 0$,
(iv) $F(\cdot, z): \mathbb{R}^{d} \rightarrow \mathbb{R}$ is continuous for all $z \in \mathcal{Z}$ or
(iv') $\sup _{n \geq 0} f_{p}\left(\lambda_{n}\right)<\infty$ a.s. for some $p>2$.
Then an application of Corollary 6.23 yields

$$
\sqrt{n}\left(\widehat{\vartheta}_{n}-\vartheta\right)=n^{-1 / 2} M_{n} \rightarrow N\left(0, f_{2}\left(\lambda_{\infty}\right)-\vartheta^{2}\right) \quad \text { stably . }
$$

In view of (iii), $M$ is an $\mathcal{L}^{2}$-martingale with quadratic characteristic

$$
\langle M\rangle_{n}=\sum_{j=1}^{n} E\left(\left(\Delta M_{j}\right)^{2} \mid \mathcal{F}_{j-1}\right)=\sum_{j=1}^{n}\left(f_{2}\left(\lambda_{j-1}\right)-\vartheta^{2}\right)
$$

because, for all $n \geq 1$,

$$
E\left(\left(\Delta M_{n}\right)^{2} \mid \mathcal{F}_{n-1}\right)=\int\left(F\left(\lambda_{n-1}, z\right)-\vartheta\right)^{2} d P^{Z}(z)=f_{2}\left(\lambda_{n-1}\right)-\vartheta^{2} .
$$

Since $f_{2}\left(\lambda_{n-1}\right) \rightarrow f_{2}\left(\lambda_{\infty}\right)$ almost surely by (i) and (ii), the Toeplitz Lemma 6.28 yields $\langle M\rangle_{n} / n \rightarrow f_{2}\left(\lambda_{\infty}\right)-\vartheta^{2}$ almost surely as $n \rightarrow \infty$, which is condition $\left(\mathrm{N}_{a_{n}}\right)$ with $a_{n}=n^{1 / 2}$. To verify the conditional Lindeberg condition $\left(\mathrm{CLB}_{a_{n}}\right)$ with $a_{n}=n^{1 / 2}$ note that for all $n \in \mathbb{N}$ and $\varepsilon>0$

$$
\begin{aligned}
& \frac{1}{n} \sum_{j=1}^{n} E\left(\left(\Delta M_{j}\right)^{2} 1_{\left\{\left|\Delta M_{j}\right| \geq \varepsilon n^{1 / 2}\right\}} \mid \mathcal{F}_{j-1}\right) \\
& \quad \leq \frac{1}{n} \sum_{j=1}^{n} E\left(\left(\Delta M_{j}\right)^{2} 1_{\left\{\left|\Delta M_{j}\right| \geq \varepsilon j^{1 / 2}\right\}} \mid \mathcal{F}_{j-1}\right)
\end{aligned}
$$

so that $\left(\mathrm{CLB}_{a_{n}}\right)$ follows from

$$
E\left(\left(\Delta M_{j}\right)^{2} 1_{\left\{\left|\Delta M_{j}\right| \geq \varepsilon j^{1 / 2}\right\}} \mid \mathcal{F}_{j-1}\right) \rightarrow 0 \quad \text { a.s. as } j \rightarrow \infty
$$

and the Toeplitz Lemma 6.28. Now

$$
\begin{aligned}
& E\left(\left(\Delta M_{j}\right)^{2} 1_{\left\{\left|\Delta M_{j}\right| \geq \varepsilon j^{1 / 2}\right\}} \mid \mathcal{F}_{j-1}\right) \\
& \quad=\int\left(F\left(\lambda_{j-1}, z\right)-\vartheta\right)^{2} 1_{\left\{\left|F\left(\lambda_{j-1}, z\right)-\vartheta\right| \geq \varepsilon j^{1 / 2}\right\}} d P^{Z}(z)
\end{aligned}
$$

and from (i) and (iv) it follows almost surely as $j \rightarrow \infty$ for all $z \in \mathcal{Z}$ that $F\left(\lambda_{j-1}, z\right) \rightarrow F\left(\lambda_{\infty}, z\right)$ and hence

$$
\left(F\left(\lambda_{j-1}, z\right)-\vartheta\right)^{2} 1_{\left\{\left|F\left(\lambda_{j-1}, z\right)-\vartheta\right| \geq \varepsilon j^{1 / 2}\right\}} \rightarrow 0
$$

with an exceptional null set which is independent of $z \in \mathcal{Z}$. Moreover, almost surely for all $j \in \mathbb{N}$ and $z \in \mathcal{Z}$

$$
\begin{aligned}
& \left(F\left(\lambda_{j-1}, z\right)-\vartheta\right)^{2} 1_{\left\{\left|F\left(\lambda_{j-1}, z\right)-\vartheta\right| \geq \varepsilon j^{1 / 2}\right\}} \\
& \quad \leq\left(F\left(\lambda_{j-1}, z\right)-\vartheta\right)^{2} \rightarrow\left(F\left(\lambda_{\infty}, z\right)-\vartheta\right)^{2} \quad \text { as } j \rightarrow \infty
\end{aligned}
$$

and

$$
\begin{aligned}
& \int\left(F\left(\lambda_{j-1}, z\right)-\vartheta\right)^{2} d P^{Z}(z)=f_{2}\left(\lambda_{j-1}\right)-\vartheta^{2} \\
& \quad \rightarrow f_{2}\left(\lambda_{\infty}\right)-\vartheta^{2}=\int\left(F\left(\lambda_{\infty}, z\right)-\vartheta\right)^{2} d P^{Z}(z)
\end{aligned}
$$

from which almost surely, by Pratt's dominated convergence theorem,

$$
\int\left(F\left(\lambda_{j-1}, z\right)-\vartheta\right)^{2} 1_{\left\{\left|F\left(\lambda_{j-1}, z\right)-\vartheta\right| \geq \varepsilon j^{1 / 2}\right\}} d P^{Z}(z) \rightarrow 0 \text { as } j \rightarrow \infty
$$

Under condition (iv') we have

$$
\begin{aligned}
E\left(\left|\Delta M_{n}\right|^{p} \mid \mathcal{F}_{n-1}\right) & =E\left(\left|F\left(\lambda_{n-1}, Z_{n}\right)-\vartheta\right|^{p} \mid \mathcal{F}_{n-1}\right) \\
& \leq 2^{p-1} E\left(\left|F\left(\lambda_{n-1}, Z_{n}\right)\right|^{p} \mid \mathcal{F}_{n-1}\right)+2^{p-1}|\vartheta|^{p} \\
& \leq 2^{p-1} \sup _{j \geq 0} f_{p}\left(\lambda_{j}\right)+2^{p-1}|\vartheta|^{p}<\infty
\end{aligned}
$$

almost surely for all $n \geq 1$, hence the conditional Lyapunov condition

$$
\frac{1}{n^{p / 2}} \sum_{j=1}^{n} E\left(\left|\Delta M_{j}\right|^{p} \mid \mathcal{F}_{j-1}\right) \rightarrow 0 \quad \text { a.s. }
$$

Of course, one is mainly interested in estimators $\lambda_{n}$ of the parameter $\lambda$ which provide minimal variance, that is $\lambda_{n} \rightarrow \lambda_{\min }$ almost surely with $\lambda_{\min } \in \mathbb{R}^{d}$ such that

$$
f_{2}\left(\lambda_{\min }\right)-\vartheta^{2}=\operatorname{Var} F\left(\lambda_{\min }, Z\right)=\min _{\lambda \in \mathbb{R}^{d}} \operatorname{Var} F(\lambda, Z)
$$

(b) ([68]) Assume $X \in \mathcal{L}^{2}(P)$ and $\operatorname{Var} X>0$. Let $Y \in \mathcal{L}^{2}(P)$ be another random variable with $E X=E Y, \operatorname{Var} Y>0$ and $\operatorname{Var}(X-Y)>0$. For $\lambda \in \mathbb{R}$, let $U(\lambda):=$ $X-\lambda(X-Y)$. Then $E U(\lambda)=\vartheta$, and for

$$
g(\lambda):=\operatorname{Var} U(\lambda)=\operatorname{Var} X-2 \lambda \operatorname{Cov}(X, X-Y)+\lambda^{2} \operatorname{Var}(X-Y)
$$

we get

$$
\min _{\lambda \in \mathbb{R}} g(\lambda)=g\left(\lambda_{\min }\right) \quad \text { with } \quad \lambda_{\min }:=\frac{\operatorname{Cov}(X, X-Y)}{\operatorname{Var}(X-Y)}
$$

and

$$
\sigma_{\min }^{2}:=g\left(\lambda_{\min }\right)=\operatorname{Var} X-\frac{\operatorname{Cov}(X, X-Y)^{2}}{\operatorname{Var}(X-Y)}=\operatorname{Var} X\left(1-\rho_{X, X-Y}^{2}\right)
$$

where

$$
\rho_{X, X-Y}:=\frac{\operatorname{Cov}(X, X-Y)}{(\operatorname{Var} X \operatorname{Var}(X-Y))^{1 / 2}}
$$

denotes the correlation coefficient.

Now let $\left(\left(X_{n}, Y_{n}\right)\right)_{n \geq 1}$ be an independent and identically distributed sequence of $\mathbb{R}^{2}$-valued random variables with $\left(X_{1}, Y_{1}\right) \stackrel{d}{=}(X, Y)$ and set

$$
\widehat{\lambda}_{n}:=\frac{\sum_{j=1}^{n} X_{j}\left(X_{j}-Y_{j}\right)}{\sum_{j=1}^{n}\left(X_{j}-Y_{j}\right)^{2}}
$$

for all $n \geq 1$ with $\widehat{\lambda}_{0}:=0$ and $\widetilde{\lambda}_{n}:=(-n) \vee\left(\widehat{\lambda}_{n} \wedge n\right)$ for all $n \geq 0$. We consider the adaptive Monte Carlo estimator

$$
\widehat{\vartheta}_{n}:=\frac{1}{n} \sum_{j=1}^{n}\left(X_{j}-\widetilde{\lambda}_{j-1}\left(X_{j}-Y_{j}\right)\right), \quad n \geq 1
$$

of $\vartheta$.
This setting is a special case of (a) with $d=1, Z=(X, Y), \mathcal{Z}=\mathbb{R}^{2}, F(\lambda, z)=$ $z_{1}-\lambda\left(z_{1}-z_{2}\right)$ and $\lambda_{n}=\widetilde{\lambda}_{n}$. The strong law of large numbers of Kolmogorov implies that $\widehat{\lambda}_{n} \rightarrow \lambda_{\text {min }}$ almost surely and hence $\widetilde{\lambda}_{n} \rightarrow \lambda_{\text {min }}$ almost surely as well. Furthermore, $f_{2}(\lambda)=\operatorname{Var} F(\lambda, Z)+\vartheta^{2}=g(\lambda)+\vartheta^{2}<\infty$ so that $f_{2}$ is continuous and thus $\sup _{n \geq 0} f_{2}\left(\widetilde{\lambda}_{n}\right)<\infty$ almost surely. Since $\left|\widetilde{\lambda}_{n}\right| \leq n$, we have $E f_{2}\left(\widetilde{\lambda}_{n}\right)<\infty$ for every $n \geq 0$. In particular, by (a), $\widehat{\vartheta}_{n} \rightarrow \vartheta$ almost surely. Clearly, $F(\lambda, z)$ is continuous in $\lambda$ for all $z \in \mathbb{R}^{2}$. Thus (i)-(iv) are satisfied, and it follows from (a) that

$$
\sqrt{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow N\left(0, \sigma_{\min }^{2}\right) \quad \text { mixing as } n \rightarrow \infty
$$

and therefore, the estimator $\widehat{\vartheta}_{n}$ provides the optimal variance reduction.
Example 6.30 (The Pólya urn) Assume that an urn contains initially (at time 0) $r$ red balls and $s$ black balls, $r, s \in \mathbb{N}$. At every time $n$ one draws at random a ball from the urn and then puts it back into the urn with another $m$ balls of the same colour, $m \in \mathbb{N}$. Then, at time $n$, the urn contains (once the new balls have been put into the urn) $r+s+m n$ balls. Let $Y_{n}$ and $X_{n}=Y_{n} /(r+s+m n)$ denote the number and the proportion of red balls inside the urn at time $n$, respectively. One models the drawings using an independent and identically distributed sequence $\left(U_{n}\right)_{n \geq 1}$ of $U(0,1)$-distributed random variables as follows: If $U_{n+1} \leq X_{n}$, the ball drawn at time $n+1$ is red, otherwise it is black. Then the dynamics of $Y=\left(Y_{n}\right)_{n \geq 0}$ and $X=\left(X_{n}\right)_{n \geq 0}$ are given by

$$
Y_{0}=r, \quad Y_{n+1}=Y_{n}+m 1_{\left\{U_{n+1} \leq X_{n}\right\}}
$$

and

$$
X_{0}=\frac{r}{r+s}, \quad X_{n+1}=X_{n}+\frac{m}{r+s+m(n+1)}\left(1_{\left\{U_{n+1} \leq X_{n}\right\}}-X_{n}\right) .
$$

The process $X$ is a $[0,1]$-valued martingale with respect to the filtration $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}$, $\mathcal{F}_{n}:=\sigma\left(U_{1}, \ldots, U_{n}\right)$ with $\mathcal{F}_{0}=\{\emptyset, \Omega\}$, so that $X_{n} \rightarrow X_{\infty}$ almost surely as $n \rightarrow$ $\infty$ by the martingale convergence theorem, where the limit $X_{\infty}$ is $\mathcal{T}_{X}$-measurable. Furthermore, for fixed $p \in \mathbb{N}$, the process $Z=\left(Z_{n}\right)_{n \geq 0}$ defined by

$$
Z_{n}:=\prod_{i=0}^{p-1} \frac{Y_{n}+m i}{r+s+m(n+i)}
$$

satisfies $Z_{n} \rightarrow X_{\infty}^{p}$ almost surely and one checks that $Z$ is also an $\mathbb{F}$-martingale. This implies

$$
E X_{\infty}^{p}=E Z_{0}=Z_{0}=\prod_{i=0}^{p-1} \frac{r+m i}{r+s+m i}
$$

Hence, the distribution of $X_{\infty}$ has the moments of a beta distribution with parameters $r / m$ and $s / m$. Both distributions have compact support, hence, they are equal.

Now, for $n \geq 1$ introduce $V_{n}:=1_{\left\{U_{n} \leq X_{n-1}\right\}}$. It is well known that $\left(V_{n}\right)_{n \geq 1}$ is exchangeable and

$$
\frac{1}{n} \sum_{i=1}^{n} V_{i} \rightarrow W:=E\left(V_{1} \mid \mathcal{T}_{V}\right) \quad \text { a.s. }
$$

(see e.g. [64], Beispiel 10.15 and Satz 10.9). Since $\operatorname{Var}\left(V_{1} \mid \mathcal{T}_{V}\right)=W-W^{2}=$ $W(1-W)$, Corollary 6.27 yields

$$
\sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{n} V_{i}-W\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(V_{i}-W\right) \rightarrow N(0, W(1-W)) \quad \text { stably }
$$

We obtain

$$
X_{n}=\frac{r}{r+s+m n}+\frac{m \sum_{i=1}^{n} V_{i}}{r+s+m n} \rightarrow W \text { a.s. }
$$

implying $X_{\infty}=W$ and

$$
\sqrt{n}\left(X_{n}-X_{\infty}\right) \rightarrow N\left(0, X_{\infty}\left(1-X_{\infty}\right)\right) \quad \text { stably }
$$

using Theorem 3.7 (a) because

$$
\sqrt{n}\left(X_{n}-\frac{1}{n} \sum_{i=1}^{n} V_{i}\right)=\frac{r \sqrt{n}}{r+s+m n}-\frac{r+s}{(r+s+m n) \sqrt{n}} \sum_{i=1}^{n} V_{i} \rightarrow 0 \quad \text { a.s. }
$$

Distributional convergence of the randomly centered $X_{n}$ has been investigated in [41], pp. 80-81 and stable convergence is contained in [20], Example 6. (See also [19], Corollary 4.2 and [39], Example 4.2 for an even stronger convergence result.)

Exercise 6.5 Let $\left(Y_{n}\right)_{n \geq 1}$ be an independent and identically distributed sequence with $Y_{1} \in \mathcal{L}^{2}(P), E Y_{1}=0$ and let $X_{0}$ be a $\{-1,0+1\}$-valued random variable independent of $\left(Y_{n}\right)_{n \geq 1}$. Set $X_{n}:=Y_{n} 1_{\left\{X_{0} \neq 0\right\}}, M_{n}:=\sum_{j=0}^{n} X_{j}, \mathcal{F}_{n}:=$ $\sigma\left(X_{0}, Y_{1}, \ldots, Y_{n}\right)$ and $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}$. Prove that $M$ is an $\mathbb{F}$-martingale,

$$
n^{-1 / 2} M_{n} \rightarrow N\left(0, \sigma^{2} X_{0}^{2}\right) \quad \text { stably }
$$

and

$$
n^{-1 / 2} M_{n} \xrightarrow{d} P\left(X_{0}=0\right) \delta_{0}+P\left(X_{0} \neq 0\right) N\left(0, \sigma^{2}\right)
$$

where $\sigma^{2}:=\operatorname{Var} Y_{1}$.
Exercise 6.6 Let $\left(Z_{n}\right)_{n \geq 1}$ be an independent and identically distributed sequence with $Z_{1} \in \mathcal{L}^{p}(P)$ for some $p>2$ and $E Z_{1}=0$. Set $M_{n}:=\sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i} / i\right) Z_{j}$ with $M_{0}=M_{1}=0, \sigma^{2}:=\operatorname{Var} Z_{1}$ and $V:=\sum_{i=1}^{\infty} Z_{i} / i$. Show that

$$
n^{-1 / 2} M_{n} \rightarrow N\left(0, \sigma^{2} V^{2}\right) \quad \text { stably }
$$

Exercise 6.7 (Martingale tail sums) Let $M=\left(M_{n}\right)_{n \geq 0}$ be an $\mathcal{L}^{2}$-bounded martingale with respect to the filtration $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}, M_{n}=\bar{X}_{0}+\sum_{k=1}^{n} X_{k}$ and let $a_{n}>0$. Assume

$$
\begin{aligned}
& a_{n}^{2} \sum_{j>n} E\left(X_{j}^{2} \mid \mathcal{F}_{j-1}\right) \rightarrow \eta^{2} \quad \text { in probability as } n \rightarrow \infty \\
& \quad \text { for some random variable } \eta \geq 0
\end{aligned}
$$

and

$$
\begin{aligned}
& a_{n}^{2} \sum_{j>n} E\left(X_{j}^{2} 1_{\left\{\left|X_{j}\right| \geq \varepsilon / a_{n}\right\}} \mid \mathcal{F}_{j-1}\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty \\
& \quad \text { for all } \varepsilon>0
\end{aligned}
$$

Show that

$$
a_{n} \sum_{j=n+1}^{\infty} X_{j} \rightarrow N\left(0, \eta^{2}\right) \quad \text { stably as } n \rightarrow \infty
$$

Exercise 6.8 (Stabilizing time change) Let $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}$ be a filtration in $\mathcal{F}$ and let $M=\left(M_{n}\right)_{n \geq 0}$ be an $\mathbb{F}$-martingale satisfying $\left|\Delta M_{n}\right| \leq c<\infty$ almost surely for every $n \geq 1$ and $\langle M\rangle_{\infty}=\infty$ almost surely. Consider the $\mathbb{F}$-stopping times $\tau_{n}:=\inf \left\{k \geq 1:\langle M\rangle_{k} \geq n\right\}, n \in \mathbb{N}$. Show that

$$
n^{-1 / 2} M_{\tau_{n}} \rightarrow N(0,1) \quad \text { mixing as } n \rightarrow \infty
$$

Exercise 6.9 Show that the numbers $Y_{n}$ of red balls in the Pólya urn scheme of Example 6.30 satisfy

$$
n^{-1 / 2}\left(Y_{n}-(r+s+m n) X_{\infty}\right) \rightarrow N\left(0, m^{2} X_{\infty}\left(1-X_{\infty}\right)\right) \quad \text { stably }
$$

Exercise 6.10 Let $X=\left(X_{n}\right)_{n \geq 1}$ be an exchangeable $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued process, where $\mathcal{X}$ is polish. Show that $X_{n} \rightarrow P^{X_{1} \mid \mathcal{T}_{X}}$ stably.

### 6.5 A Continuous Time Version

We finally present a continuous-time version of Theorem 6.23 and Corollary 6.24 for path-continuous (local) martingales. Its proof is obtained by using the associated Dambis-Dubins-Schwarz Brownian motion.

Theorem 6.31 Let $M=\left(M_{t}\right)_{t \geq 0}$ be a path-continuous local $\mathbb{F}$-martingale, where $\mathbb{F}=\left(\mathcal{F}_{t}\right)_{t \geq 0}$ denotes a right-continuous filtration in $\mathcal{F}$, and let a $:(0, \infty) \rightarrow(0, \infty)$ be a nondecreasing function with $a(t) \rightarrow \infty$ as $t \rightarrow \infty$. Assume for the (continuous) quadratic characteristic

$$
\frac{\langle M\rangle_{t}}{a(t)^{2}} \rightarrow \eta^{2} \text { in probability as } t \rightarrow \infty
$$

for some $\mathbb{R}_{+}$-valued random variable $\eta$. Then

$$
\frac{M_{t}}{a(t)} \rightarrow N\left(0, \eta^{2}\right) \quad \text { stably as } t \rightarrow \infty
$$

and if $P\left(\eta^{2}>0\right)>0$,

$$
\frac{M_{t}}{\langle M\rangle_{t}^{1 / 2}} \rightarrow N(0,1) \quad \text { mixing under } P_{\left\{\eta^{2}>0\right\}} \text { as } t \rightarrow \infty
$$

$$
\left(M_{t} / 0:=0 .\right)
$$

Proof Since $\left\langle M-M_{0}\right\rangle=\langle M\rangle$, we may assume $M_{0}=0$. Let $\left(s_{n}\right)_{n \geq 1}$ be an arbitrary sequence in $(0, \infty)$ with $s_{n} \uparrow \infty$. The assertions reduce to

$$
\frac{M_{s_{n}}}{a\left(s_{n}\right)} \rightarrow N\left(0, \eta^{2}\right) \quad \text { stably as } n \rightarrow \infty
$$

and

$$
\frac{M_{s_{n}}}{\langle M\rangle_{s_{n}}^{1 / 2}} \rightarrow N(0,1) \quad \text { mixing under } P_{\left\{\eta^{2}>0\right\}} \text { as } n \rightarrow \infty
$$

By the Dambis-Dubins-Schwarz time-change theorem there exists (possibly after a suitable extension of the underlying probability space) a (continuous) Brownian motion $W$ such that $M=W_{\langle M\rangle}$ ([51], Theorem 18.4). For $n \in \mathbb{N}$, define

$$
W_{t}^{n}:=\frac{1}{a\left(s_{n}\right)} W_{a\left(s_{n}\right)^{2} t}, \quad t \geq 0
$$

and $\mathbb{G}^{n}:=\left(\mathcal{G}_{a\left(s_{n}\right)^{2} t}\right)_{t \geq 0}$, where $\mathcal{G}_{t}=\sigma\left(W_{s}, s \leq t\right)$. Then, by the scaling invariance of Brownian motion, $\bar{W}^{n}$ is a $\mathbb{G}^{n}$-Brownian motion and the filtrations $\mathbb{G}^{n}$ satisfy the nesting condition from Corollary 5.9 with $t_{n}:=1 / a\left(s_{n}\right)$ : We have $t_{n} \rightarrow 0$, $\left(\mathcal{G}_{a\left(s_{n}\right)^{2} t_{n}}\right)_{n \geq 1}$ is a filtration and $\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{G}_{a\left(s_{n}\right)^{2} t_{n}}\right)=\mathcal{G}_{\infty}$. Consequently, it follows from Corollary 5.9 that $W^{n} \rightarrow \nu$ mixing, where $\nu=P^{W} \in \mathcal{M}^{1}\left(C\left(\mathbb{R}_{+}\right)\right)$. Therefore, by Theorem 3.7 (b),

$$
\left(W^{n}, \frac{\langle M\rangle_{s_{n}}}{a\left(s_{n}\right)^{2}}\right) \rightarrow \nu \otimes \delta_{\eta^{2}} \quad \text { stably }
$$

and using the continuity of $\varphi: C\left(\mathbb{R}_{+}\right) \times \mathbb{R}_{+} \rightarrow \mathbb{R}, \varphi(x, t)=x(t)$, Theorem 3.7 (c) yields

$$
\begin{aligned}
\frac{M_{s_{n}}}{a\left(s_{n}\right)} & =\frac{1}{a\left(s_{n}\right)} W_{\langle M\rangle_{s_{n}}}=W_{\langle M\rangle_{s_{n}} / a\left(s_{n}\right)^{2}}^{n}=\varphi\left(W^{n}, \frac{\langle M\rangle_{s_{n}}}{a\left(s_{n}\right)^{2}}\right) \\
& \rightarrow\left(\nu \otimes \delta_{\eta^{2}}\right)^{\varphi}=N\left(0, \eta^{2}\right) \quad \text { stably }
\end{aligned}
$$

as $n \rightarrow \infty$.
As for the second assertion, observe that by Theorem 3.7 (b)

$$
\left(\frac{M_{s_{n}}}{a\left(s_{n}\right)}, \frac{\langle M\rangle_{s_{n}}}{a\left(s_{n}\right)^{2}}\right) \rightarrow K_{\eta^{2}}:=N\left(0, \eta^{2}\right) \otimes \delta_{\eta^{2}} \quad \text { stably },
$$

in particular we have stable convergence under $P_{\left\{\eta^{2}>0\right\}}$, the function $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$, $g(x, y):=x / \sqrt{y}$ if $y>0$ and $g(x, y):=0$ if $y \leq 0$ is Borel-measurable and $P_{\left\{\eta^{2}>0\right\}} K_{\eta^{2}}$-almost surely continuous because

$$
\begin{aligned}
P_{\left\{\eta^{2}>0\right\}} K_{\eta^{2}}(\mathbb{R} \times\{0\}) & =\int N\left(0, \eta^{2}\right)(\mathbb{R}) \delta_{\eta^{2}}(\{0\}) d P_{\left\{\eta^{2}>0\right\}} \\
& =P_{\left\{\eta^{2}>0\right\}}\left(\eta^{2}=0\right)=0
\end{aligned}
$$

and moreover, $K_{\eta^{2}}(\omega, \cdot)^{g}=N(0,1)$ for $\omega \in\left\{\eta^{2}>0\right\}$. Thus, it follows from Theorem 3.7 (c) that

$$
\frac{M_{S_{n}}}{\langle M\rangle_{s_{n}}^{1 / 2}}=g\left(\frac{M_{S_{n}}}{a\left(s_{n}\right)}, \frac{\langle M\rangle_{s_{n}}}{a\left(s_{n}\right)^{2}}\right) \rightarrow N(0,1) \quad \text { mixing under } P_{\left\{\eta^{2}>0\right\}}
$$

## Chapter 7 <br> Stable Functional Martingale Central Limit Theorems

This chapter is devoted to stable functional central limit theorems for partial sum processes based on martingale differences which correspond to the results for partial sums presented in Sects. 6.1, 6.3 and 6.4. As in Chap. 6 it is convenient to consider arrays of martingale differences, but to keep technicalities as simple as possible, we consider a fixed filtration $\mathbb{F}=\left(\mathcal{F}_{k}\right)_{k \geq 0}$ on the basic probability space $(\Omega, \mathcal{F}, P)$. As usual, $\mathcal{F}_{\infty}=\sigma\left(\bigcup_{k=0}^{\infty} \mathcal{F}_{k}\right)$. For every $n \in \mathbb{N}$, let $\left(X_{n k}\right)_{k \geq 1}$ be a martingale difference sequence w.r.t. $\mathbb{F}$, and for every $n \in \mathbb{N}$ and $t \in[0, \infty)$ set

$$
S_{(n)}(t):=\sum_{k=1}^{[n t]} X_{n k}+(n t-[n t]) X_{n,[n t]+1} .
$$

Then $\left(S_{(n)}(t)\right)_{t \in[0, \infty)}$ is a random process with sample paths in $C\left(\mathbb{R}_{+}\right)$. Note that the array $\left(\mathcal{F}_{n, k}\right)_{k \geq 0, n \in \mathbb{N}}$ with $\mathcal{F}_{n, k}:=\mathcal{F}_{k}$ is obviously nested.

For a nonnegative stochastic process $(\eta(t))_{t \in[0, \infty)}$ with paths in $C\left(\mathbb{R}_{+}\right)$and square integrable $X_{n k}$ we introduce the conditions
$\left(\mathrm{N}_{t}\right) \quad \sum_{k=1}^{[n t]} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right) \rightarrow \eta^{2}(t)$ in probability as $n \rightarrow \infty$ for all $t \in[0, \infty)$
and
$\left(\mathrm{CLB}_{t}\right) \quad \sum_{k=1}^{[n t]} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{k-1}\right) \rightarrow 0 \quad$ in probability as $n \rightarrow \infty$

$$
\text { for all } \varepsilon>0 \text { and all } t \in[0, \infty)
$$

Note that any process $\eta^{2}$ appearing in $\left(\mathrm{N}_{t}\right)$ is nonnegative with almost surely nondecreasing paths and $\eta^{2}(0)=0$. The conditions $\left(\mathrm{N}_{t}\right)$ and $\left(\mathrm{CLB}_{t}\right)$ are our basic
conditions which ensure stable convergence of $S_{(n)}$ to a Brownian motion with time change $\eta^{2}$.

Theorem 7.1 Let $\left(X_{n k}\right)_{k \in \mathbb{N}}$ be a square integrable martingale difference sequence w.r.t. $\left(\mathcal{F}_{n, k}\right)_{k \geq 0}$ for every $n \in \mathbb{N}$. Under $\left(\mathrm{N}_{t}\right)$ and $\left(\mathrm{CLB}_{t}\right)$,

$$
S_{(n)} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, \infty)} \mathcal{F}_{\infty \text {-stably as } n \rightarrow \infty \text { in } C\left(\mathbb{R}_{+}\right), ~ . ~ . ~}^{\text {- }}
$$

where $W=(W(t))_{t \geq 0}$ is a Brownian motion which is independent of $\mathcal{F}_{\infty}$.
According to Proposition 3.20 we have to show that the finite dimensional distributions of $S_{(n)}$ converge $\mathcal{F}_{\infty}$-stably to the finite dimensional distributions of $\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, \infty)}$ and that the sequence $\left(S_{(n)}\right)_{n \in \mathbb{N}}$ is tight in $C\left(\mathbb{R}_{+}\right)$.

Proof of stable convergence of the finite dimensional distributions. For all $0<t_{1}<$ $t_{2}<\cdots<t_{r}<\infty$ we have to show
$\left(S_{(n)}\left(t_{1}\right), \ldots, S_{(n)}\left(t_{r}\right)\right) \rightarrow\left(W\left(\eta^{2}\left(t_{1}\right)\right), \ldots, W\left(\eta^{2}\left(t_{r}\right)\right)\right) \quad \mathcal{F}_{\infty}$-stably as $n \rightarrow \infty$.
Clearly, this is equivalent to

$$
\begin{aligned}
& \left(S_{(n)}\left(t_{1}\right), S_{(n)}\left(t_{2}\right)-S_{(n)}\left(t_{1}\right), \ldots, S_{(n)}\left(t_{r}\right)-S_{(n)}\left(t_{r-1}\right)\right) \rightarrow \\
& \quad\left(W\left(\eta^{2}\left(t_{1}\right)\right), W\left(\eta^{2}\left(t_{2}\right)\right)-W\left(\eta^{2}\left(t_{1}\right)\right), \ldots, W\left(\eta^{2}\left(t_{r}\right)\right)-W\left(\eta^{2}\left(t_{r-1}\right)\right)\right)
\end{aligned}
$$

$\mathcal{F}_{\infty}$-stably as $n \rightarrow \infty$. Putting $t_{0}=0$ and observing that $S_{(n)}\left(t_{0}\right)=W\left(\eta^{2}\left(t_{0}\right)\right)=0$, by the Cramér-Wold technique, Corollary 3.19 , (i) $\Leftrightarrow$ (iii), the last convergence is equivalent to

$$
\sum_{q=1}^{r} \lambda_{q}\left(S_{(n)}\left(t_{q}\right)-S_{(n)}\left(t_{q-1}\right)\right) \rightarrow \sum_{q=1}^{r} \lambda_{q}\left(W\left(\eta^{2}\left(t_{q}\right)\right)-W\left(\eta^{2}\left(t_{q-1}\right)\right)\right)
$$

$\mathcal{F}_{\infty}$-stably as $n \rightarrow \infty$ for all $\lambda_{1}, \ldots, \lambda_{r} \in \mathbb{R}$.
First, note that for all $t \in[0, \infty)$

$$
\left|S_{(n)}(t)-\sum_{k=1}^{[n t]} X_{n k}\right| \leq\left|X_{n,[n t]+1}\right| \leq \max _{1 \leq k \leq[n(t+1)]}\left|X_{n k}\right| \rightarrow 0
$$

in probability as $n \rightarrow \infty$, where the convergence to zero follows from $\left(\mathrm{CLB}_{t}\right)$ and Proposition 6.6 (note that $[n t]+1 \leq[n(t+1)]$ ). Therefore, by Theorem 3.18 (a) it is sufficient to show that

$$
\sum_{q=1}^{r} \lambda_{q}\left(\sum_{k=1}^{\left[n t_{q}\right]} X_{n k}-\sum_{k=1}^{\left[n t_{q-1}\right]} X_{n k}\right) \rightarrow \sum_{q=1}^{r} \lambda_{q}\left(W\left(\eta^{2}\left(t_{q}\right)\right)-W\left(\eta^{2}\left(t_{q-1}\right)\right)\right)
$$

$\mathcal{F}_{\infty}$-stably as $n \rightarrow \infty$. Setting $I\left(\left[n t_{q-1}\right]+1 \leq k \leq\left[n t_{q}\right]\right)=1$ if $\left[n t_{q-1}\right]+1 \leq$ $k \leq\left[n t_{q}\right]$ is true and $=0$ otherwise, we have, for all $n \in \mathbb{N}$ and $1 \leq k \leq\left[n t_{r}\right]$,

$$
\begin{aligned}
& \sum_{q=1}^{r} \lambda_{q}\left(\sum_{k=1}^{\left[n t_{q}\right]} X_{n k}-\sum_{k=1}^{\left[n t_{q-1}\right]} X_{n k}\right) \\
& \quad=\sum_{q=1}^{r} \sum_{k=1}^{\left[n t_{r}\right]} \lambda_{q} I\left(\left[n t_{q-1}\right]+1 \leq k \leq\left[n t_{q}\right]\right) X_{n k}=\sum_{k=1}^{\left[n t_{r}\right]} a_{n k} X_{n k},
\end{aligned}
$$

with

$$
a_{n k}:=\sum_{q=1}^{r} \lambda_{q} I\left(\left[n t_{q-1}\right]+1 \leq k \leq\left[n t_{q}\right]\right) .
$$

We see that $\left(a_{n k} X_{n k}\right)_{1 \leq k \leq\left[n t_{r}\right], n \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. the nested array $\left(\mathcal{F}_{n, k}\right)_{0 \leq k \leq\left[n t_{r}\right], n \in \mathbb{N}}\left(\right.$ where $\left.\mathcal{F}_{n, k}=\mathcal{F}_{k}\right)$ and

$$
\begin{aligned}
& \sum_{k=1}^{\left[n t_{r}\right]} E\left(a_{n k}^{2} X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=\sum_{q=1}^{r} \sum_{k=\left[n t_{q-1}\right]+1}^{\left[n t_{q}\right]} a_{n k}^{2} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right) \\
& \quad=\sum_{q=1}^{r} \sum_{k=\left[n t_{q-1}\right]+1}^{\left[n t_{q}\right]} \lambda_{q}^{2} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right) \\
& \quad=\sum_{q=1}^{r} \lambda_{q}^{2}\left(\sum_{k=1}^{\left[n t_{q}\right]} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right)-\sum_{k=1}^{\left[n t_{q-1}\right]} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right)\right) \\
& \quad \rightarrow \sum_{q=1}^{r} \lambda_{q}^{2}\left(\eta^{2}\left(t_{q}\right)-\eta^{2}\left(t_{q-1}\right)\right)
\end{aligned}
$$

in probability as $n \rightarrow \infty$ by $\left(\mathrm{N}_{t}\right)$. Moreover, for all $\varepsilon>0$,

$$
\begin{aligned}
& \sum_{k=1}^{\left[n t_{r}\right]} E\left(a_{n k}^{2} X_{n k}^{2} 1_{\left\{\left|a_{n k}\right|\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}\right) \\
& \quad \leq\left(\sum_{q=1}^{r}\left|\lambda_{q}\right|\right)^{2} \sum_{k=1}^{\left[n t_{r}\right]} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon / \sum_{q=1}^{r}\left|\lambda_{q}\right|\right\}} \mid \mathcal{F}_{k-1}\right) \rightarrow 0
\end{aligned}
$$

in probability as $n \rightarrow \infty$ by $\left(\mathrm{CLB}_{t}\right)$. Here, we assume w.l.o.g. that not all $\lambda_{q}$ are equal to zero. Therefore, Theorem 6.1 and Remark 6.2 imply

$$
\sum_{k=1}^{\left[n t_{r}\right]} a_{n k} X_{n k} \rightarrow\left(\sum_{q=1}^{r} \lambda_{q}^{2}\left(\eta^{2}\left(t_{q}\right)-\eta^{2}\left(t_{q-1}\right)\right)\right)^{1 / 2} \quad N \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty
$$

where $N$ is independent of $\mathcal{F}_{\infty}$ with $P^{N}=N(0,1)$. But, by independence of the increments of $W$, independence of $W$ and $\mathcal{F}_{\infty}$, and $\mathcal{F}_{\infty}$-measurability of $\eta^{2}$, using Lemmas A. 4 (c) and A. 5 (a), the conditional distributions of

$$
\left(\sum_{q=1}^{r} \lambda_{q}^{2}\left(\eta^{2}\left(t_{q}\right)-\eta^{2}\left(t_{q-1}\right)\right)\right)^{1 / 2} N \text { and } \sum_{q=1}^{r} \lambda_{q}\left(W\left(\eta^{2}\left(t_{q}\right)\right)-W\left(\eta^{2}\left(t_{q-1}\right)\right)\right)
$$

given $\mathcal{F}_{\infty}$ both coincide with

$$
N\left(0, \sum_{q=1}^{r} \lambda_{q}^{2}\left(\eta^{2}\left(t_{q}\right)-\eta^{2}\left(t_{q-1}\right)\right)\right)
$$

which gives

$$
\sum_{q=1}^{r} \lambda_{q}\left(\sum_{k=1}^{\left[n t_{q}\right]} X_{n k}-\sum_{k=1}^{\left[n t_{q-1}\right]} X_{n k}\right) \rightarrow \sum_{q=1}^{r} \lambda_{q}\left(W\left(\eta^{2}\left(t_{q}\right)\right)-W\left(\eta^{2}\left(t_{q-1}\right)\right)\right)
$$

$\mathcal{F}_{\infty}$-stably as $n \rightarrow \infty$ and completes the proof of the finite dimensional distributions.
Proof of tightness. We prove tightness of the sequence $\left(S_{(n)}(t)\right)_{t \in[0, T]}, n \in \mathbb{N}$, in $C([0, T])$ for every $T \in \mathbb{N}$, that is, for every $T \in \mathbb{N}$ and $\varepsilon>0$ we show

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq T \\|s-t| \leq \delta}}\left|S_{(n)}(s)-S_{(n)}(t)\right| \geq \varepsilon\right)=0
$$

(cf. [51], Theorem 16.5). Then the assertion follows from Proposition 3.20 and Corollary 3.23. Let $T \in \mathbb{N}$ be fixed from now on.

Step 1. For $n \in \mathbb{N}$ and $0 \leq k \leq n T,\left(X_{n k}\right)_{1 \leq k \leq n T, n \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. $\left(\mathcal{F}_{n, k}\right)_{0 \leq k \leq n T, n \in \mathbb{N}}$. We augment this array by independent random variables $X_{n k}$ for $n \in \mathbb{N}$ and $k \geq n T+1$ which are independent of $\mathcal{F}_{\infty}$ and satisfy $P\left(X_{n k}=1 / \sqrt{n}\right)=1 / 2=P\left(X_{n k}=-1 / \sqrt{n}\right)$. (These new random variables $X_{n k}$ should not be confused with the original random variables $X_{n k}$ for $k \geq n T+1$, which play no role in the current proof for fixed $T$.) If we set $\mathcal{F}_{n, k}^{T}:=\mathcal{F}_{n, k}$ for $n \in \mathbb{N}$ and $0 \leq k \leq n T$ and $\mathcal{F}_{n, k}^{T}:=\sigma\left(\mathcal{F}_{n T} \cup \sigma\left(X_{n, n T+1}, \ldots, X_{n k}\right)\right)$ for $n \in \mathbb{N}$ and $k \geq n T+1$, then $\left(X_{n k}\right)_{k, n \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. $\left(\mathcal{F}_{n, k}^{T}\right)_{k \geq 0, n \in \mathbb{N}}$ with

$$
\sum_{k=1}^{\infty} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)=\infty \text { a.s. for all } n \in \mathbb{N}
$$

For all $n \in \mathbb{N}$ and $t \in[0, \infty)$ we define the almost surely finite stopping times

$$
\tau_{n}(t):=\max \left\{j \geq 0: \sum_{k=1}^{j} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \leq t\right\}
$$

w.r.t. $\left(\mathcal{F}_{n, k}^{T}\right)_{k \geq 0}$ and

$$
T_{n}(t):=\sum_{k=1}^{\tau_{n}(t)} X_{n k}
$$

Our first aim is to show that the process $\left(T_{n}(t)\right)_{t \in[0, \infty)}$ satisfies for every $\widetilde{T} \in \mathbb{N}$ and $\varepsilon>0$,

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq \widetilde{T} \\|s-t| \leq \delta}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right)=0
$$

By monotonicity it is sufficient to show

$$
\lim _{M \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq \widetilde{T} \\|s-t| \leq 1 / M}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right)=0
$$

To prove this, we use a classical discretization technique. Clearly,

$$
\begin{aligned}
& \sup _{\substack{0 \leq s, t \leq \widetilde{T} \\
|s-t| \leq 1 / M}}\left|T_{n}(s)-T_{n}(t)\right| \\
& \quad \leq 3 \max _{0 \leq m \leq \widetilde{T} M-1} \sup _{m / M \leq t \leq(m+1) / M}\left|T_{n}(t)-T_{n}\left(\frac{m}{M}\right)\right| \\
& \quad \leq 3 \max _{0 \leq m \leq \widetilde{T} M-1} \max _{n}(m / M)+1 \leq j \leq \tau_{n}((m+1) / M)\left|\sum_{k=\tau_{n}(m / M)+1}^{j} X_{n k}\right|
\end{aligned}
$$

so that

$$
\begin{aligned}
& P\left(\sup _{\substack{0 \leq s, t \leq \widetilde{T} \\
|s-t| \leq 1 / M}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right) \\
& \quad \leq \sum_{m=0}^{\widetilde{T} M-1} P\left(\max _{\tau_{n}(m / M)+1 \leq j \leq \tau_{n}((m+1) / M)}\left|\sum_{k=\tau_{n}(m / M)+1}^{j} X_{n k}\right| \geq \frac{\varepsilon}{3}\right) .
\end{aligned}
$$

Now we use the maximal inequality of Theorem A.10. To apply this inequality note that

$$
\max _{\tau_{n}(m / M)+1 \leq j \leq \tau_{n}((m+1) / M)}\left|\sum_{k=\tau_{n}(m / M)+1}^{j} X_{n k}\right|=\max _{1 \leq j \leq \tau_{n}((m+1) / M)}\left|\sum_{k=1}^{j} X_{n k} I_{n}(k)\right|
$$

with $I_{n}(k):=1_{\left\{\tau_{n}(m / M)+1 \leq k \leq \tau_{n}((m+1) / M)\right\}}$, where $m$ and $M$ are dropped from the notation $I_{n}(k)$ for convenience. Because $\tau_{n}(t)$ is a stopping time w.r.t. $\left(\mathcal{F}_{n, k}^{T}\right)_{k \geq 0}$ for every $t \in[0, \infty)$, the random variable $I_{n}(k)$ is $\mathcal{F}_{n, k-1}^{T}$-measurable and, consequently, $\left(X_{n k} I_{n}(k)\right)_{k \geq 1}$ is a square integrable martingale difference sequence w.r.t. $\left(\mathcal{F}_{n, k}^{T}\right)_{k \geq 0}$. For the associated square integrable martingale we have, for all $j \in \mathbb{N}$,

$$
E\left(\left(\sum_{k=1}^{j} X_{n k} I_{n}(k)\right)^{2}\right)=E\left(\sum_{k=\tau_{n}(m / M)+1}^{\tau_{n}((m+1) / M)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)\right) \leq \frac{m+1}{M}
$$

by definition of $\tau_{n}((m+1) / M)$ so that this martingale is uniformly integrable. Therefore

$$
\begin{aligned}
& P\left(\max _{\tau_{n}(m / M)+1 \leq j \leq \tau_{n}((m+1) / M)}\left|\sum_{k=\tau_{n}(m / M)+1}^{j} X_{n k}\right| \geq \frac{\varepsilon}{3}\right) \\
& \quad \leq \frac{6}{\varepsilon} E\left(\left|\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k)\right| 1_{\left\{\left|\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k)\right| \geq \frac{\varepsilon}{6}\right\}}\right) \\
& \quad \leq \frac{6}{\varepsilon} E\left(\left(\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k)\right)^{2}\right)^{1 / 2} P\left(\left|\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k)\right| \geq \frac{\varepsilon}{6}\right)^{1 / 2}
\end{aligned}
$$

by Theorem A. 10 and the Cauchy-Schwarz inequality. Thus we find

$$
\begin{aligned}
& P\left(\begin{array}{l}
\left.\sup _{\substack{0 \leq s, t \leq \widetilde{T} \\
|s-t| \leq 1 / M}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right) \\
\leq \frac{6}{\varepsilon} \sum_{m=0}^{\widetilde{T} M-1} E\left(\sum_{k=\tau_{n}(m / M)+1}^{\tau_{n}((m+1) / M)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)\right)^{1 / 2} \\
\times P\left(\left|\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k)\right| \geq \frac{\varepsilon}{6}\right)^{1 / 2} \\
\leq \frac{6}{\varepsilon}\left(\sum_{m=0}^{T} E\left(\sum_{k=\tau_{n}(m / M)+1}^{\tau_{n}((m+1) / M)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)\right)\right)^{1 / 2} \\
\times\left(\sum_{m=0}^{\widetilde{T} M-1} P\left(\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k) \left\lvert\, \geq \frac{\varepsilon}{6}\right.\right)\right)^{1 / 2} \\
\leq \frac{6}{\varepsilon} \widetilde{T}^{1 / 2}\left(\sum_{m=0}^{\widetilde{T} M-1} P\left(\left|\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k)\right| \geq \frac{\varepsilon}{6}\right)\right)^{1 / 2}
\end{array} \quad .\right.
\end{aligned}
$$

because

$$
\sum_{m=0}^{\widetilde{T} M-1} E\left(\sum_{k=\tau_{n}(m / M)+1}^{\tau_{n}((m+1) / M)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)\right)=E\left(\sum_{k=1}^{\tau_{n}(\widetilde{T})} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)\right) \leq \widetilde{T}
$$

by definition of $\tau_{n}(\widetilde{T})$.
The probabilities on the right-hand side of the last chain of inequalities will be handled by the martingale central limit theorem. Note that for all $t \in[0, \infty), \varepsilon>0$ and $n \in \mathbb{N}$ with $\varepsilon \sqrt{n}>1$

$$
\sum_{k=1}^{\tau_{n}(t)} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}^{T}\right) \leq \sum_{k=1}^{n T} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{k-1}\right)
$$

because $1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}}=0$ for all $k \geq n T+1$. Therefore, $\left(\mathrm{CLB}_{t}\right)$ implies

$$
\sum_{k=1}^{\tau_{n}(t)} E\left(X_{n k}^{2} 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}^{T}\right) \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

for all $t \in[0, \infty)$ and $\varepsilon>0$. Moreover, for all $t \in[0, \infty)$ and $n \in \mathbb{N}$,

$$
\max _{1 \leq k \leq \tau_{n}(t)+1} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \leq \max _{1 \leq k \leq n T} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right) \vee \frac{1}{n}
$$

so that, by $\left(\mathrm{CLB}_{t}\right)$ and Proposition 6.7, for all $t \in[0, \infty)$,

$$
\max _{1 \leq k \leq \tau_{n}(t)+1} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

Since by definition of $\tau_{n}(t)$ we have

$$
\sum_{k=1}^{\tau_{n}(t)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \leq t<\sum_{k=1}^{\tau_{n}(t)+1} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)
$$

it follows that

$$
\sum_{k=1}^{\tau_{n}(t)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \rightarrow t \quad \text { in probability as } n \rightarrow \infty
$$

Therefore, in probability as $n \rightarrow \infty$, for all $0 \leq m \leq \widetilde{T} M-1$ and $M \in \mathbb{N}$,

$$
\sum_{k=1}^{\tau_{n}((m+1) / M)} E\left(\left(X_{n k} I_{n}(k)\right)^{2} 1_{\left\{\left|X_{n k} I_{n}(k)\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{n, k-1}^{T}\right) \rightarrow 0
$$

and

$$
\begin{aligned}
& \sum_{k=1}^{\tau_{n}((m+1) / M)} E\left(\left(X_{n k} I_{n}(k)\right)^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)=\sum_{k=\tau_{n}(m / M)+1}^{\tau_{n}((m+1) / M)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \\
& \quad=\sum_{k=1}^{\tau_{n}((m+1) / M)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)-\sum_{k=1}^{\tau_{n}(m / M)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \rightarrow \frac{1}{M}
\end{aligned}
$$

The martingale central limit theorem in the form of Corollary 6.4 gives

$$
\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k) \xrightarrow{d} N_{M} \text { as } n \rightarrow \infty
$$

where $P^{N_{M}}=N(0,1 / M)$ so that

$$
\lim _{n \rightarrow \infty} P\left(\left|\sum_{k=1}^{\tau_{n}((m+1) / M)} X_{n k} I_{n}(k)\right| \geq \frac{\varepsilon}{6}\right)=2\left(1-\Phi\left(\frac{\varepsilon}{6} M^{1 / 2}\right)\right)
$$

where $\Phi$ denotes the distribution function of the standard normal distribution. Hence
$\limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq \widetilde{T} \\|s-t| \leq 1 / M}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right) \leq \frac{12}{\varepsilon} \widetilde{T} M^{1 / 2}\left(1-\Phi\left(\frac{\varepsilon}{6} M^{1 / 2}\right)\right)^{1 / 2}$.
The bound on the right-hand side clearly converges to zero as $M \rightarrow \infty$ and completes the proof.

Step 2. In the second part of the proof we will switch from the time scales $\tau_{n}(\cdot)$ to the time scales [ $n \cdot$ ] used in the definition of $S_{(n)}$. The potentialities of such a random change of time in martingale central limit theory are elucidated in [81, 82]. Note that

$$
t<\sum_{k=1}^{\tau_{n}(t)+1} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)
$$

by definition of $\tau_{n}(t)$ so that $\tau_{n}(t) \rightarrow \infty$ almost surely as $t \rightarrow \infty$. Consequently,

$$
\tau_{n}^{-1}(j):=\inf \left\{t \in[0, \infty): \tau_{n}(t) \geq j\right\}
$$

is almost surely well-defined for all $j \geq 0$. If $j \geq 0$ is fixed, then for all $t \in[0, \infty)$, by definition of $\tau_{n}^{-1}(j)$ and $\tau_{n}(t)$,

$$
t<\tau_{n}^{-1}(j) \quad \Leftrightarrow \quad \tau_{n}(t)<j \quad \Leftrightarrow \quad \sum_{k=1}^{j} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)>t
$$

which implies

$$
\tau_{n}^{-1}(j)=\sum_{k=1}^{j} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)
$$

so that

$$
j \in\left\{\widetilde{j} \geq 0: \sum_{k=1}^{\tilde{j}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \leq \tau_{n}^{-1}(j)\right\}
$$

and hence $\tau_{n}\left(\tau_{n}^{-1}(j)\right) \geq j$. Moreover, for all $j \geq 0$,

$$
\sum_{k=1}^{\tau_{n}\left(\tau_{n}^{-1}(j)\right)} X_{n k}=\sum_{k=1}^{j} X_{n k} \quad \text { a.s. }
$$

To see this, write

$$
\sum_{k=1}^{\tau_{n}\left(\tau_{n}^{-1}(j)\right)} X_{n k}=\sum_{k=1}^{j} X_{n k}+\sum_{k=j+1}^{\tau_{n}\left(\tau_{n}^{-1}(j)\right)} X_{n k}
$$

and note that

$$
\begin{array}{rl}
\sum_{k=1}^{j} & E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)+\sum_{k=j+1}^{\tau_{n}\left(\tau_{n}^{-1}(j)\right)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \\
& =\sum_{k=1}^{\tau_{n}\left(\tau_{n}^{-1}(j)\right)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right) \leq \tau_{n}^{-1}(j)=\sum_{k=1}^{j} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)
\end{array}
$$

which gives

$$
\sum_{k=j+1}^{\tau_{n}\left(\tau_{n}^{-1}(j)\right)} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)=0 \quad \text { a.s. }
$$

whence

$$
\sum_{k=j+1}^{\tau_{n}\left(\tau_{n}^{-1}(j)\right)} X_{n k}=0 \quad \text { a.s. }
$$

because $X_{n k}^{2}=0$ almost surely on the event $\left\{E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)=0\right\}$.
By monotonicity in $t$ we get

$$
\begin{aligned}
& \sup _{0 \leq t \leq T}\left|\sum_{k=1}^{[n t]} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right)-\eta^{2}(t)\right| \\
& \leq \leq \max _{0 \leq m \leq M T}\left|\sum_{k=1}^{[n m / M]} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right)-\eta^{2}\left(\frac{m}{M}\right)\right| \\
& \quad+\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq 1 / M}}\left|\eta^{2}(s)-\eta^{2}(t)\right|
\end{aligned}
$$

for every $M \in \mathbb{N}$, so that

$$
\sup _{0 \leq t \leq T}\left|\sum_{k=1}^{[n t]} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right)-\eta^{2}(t)\right| \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

by $\left(\mathrm{N}_{t}\right)$ and continuity of the paths of the process $\eta^{2}$. For all $n \in \mathbb{N}$ and $0 \leq t \leq T$ we have $n t \leq n T$ and therefore

$$
\sum_{k=1}^{[n t]} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}^{T}\right)=\tau_{n}^{-1}([n t])=: \eta_{n}(t)
$$

so that

$$
\sup _{0 \leq t \leq T}\left|\eta_{n}(t)-\eta^{2}(t)\right| \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

Now we can show that

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq T \\|s-t| \leq \delta}}\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n t]} X_{n k}\right| \geq \varepsilon\right)=0
$$

To do this, observe again that $n t \leq n T$ for all $t \in[0, T]$ so that with probability one

$$
\sum_{k=1}^{[n t]} X_{n k}=\sum_{k=1}^{\tau_{n}\left(\tau_{n}^{-1}([n t])\right)} X_{n k}=\sum_{k=1}^{\tau_{n}\left(\eta_{n}(t)\right)} X_{n k}=T_{n}\left(\eta_{n}(t)\right)
$$

Therefore

$$
\begin{aligned}
& P\left(\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n t]} X_{n k}\right| \geq \varepsilon\right) \\
& \quad=P\left(\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|T_{n}\left(\eta_{n}(s)\right)-T_{n}\left(\eta_{n}(t)\right)\right| \geq \varepsilon\right) .
\end{aligned}
$$

For all $\widetilde{T} \in \mathbb{N}$ and $0<d \leq 4$ on the event

$$
\begin{aligned}
A:= & \left\{\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|T_{n}\left(\eta_{n}(s)\right)-T_{n}\left(\eta_{n}(t)\right)\right| \geq \varepsilon\right\} \cap\left\{\eta^{2}(T) \leq \widetilde{T}\right\} \cap \\
& \left\{\sup _{0 \leq t \leq T}\left|\eta_{n}(t)-\eta^{2}(t)\right| \leq \frac{d}{4}\right\} \cap\left\{\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|\eta^{2}(s)-\eta^{2}(t)\right| \leq \frac{d}{2}\right\}
\end{aligned}
$$

we get, for all $s, t \in[0, T]$ with $|s-t| \leq \delta$,

$$
\left|\eta_{n}(s)-\eta_{n}(t)\right| \leq 2 \sup _{0 \leq t \leq T}\left|\eta_{n}(t)-\eta^{2}(t)\right|+\sup _{\substack{0 \leq s, t \leq T \\|s-t| \leq \delta}}\left|\eta^{2}(s)-\eta^{2}(t)\right| \leq d
$$

and, recalling that the paths of $\eta^{2}$ are nondecreasing,

$$
\eta_{n}(t) \leq \eta^{2}(t)+\left|\eta_{n}(t)-\eta^{2}(t)\right| \leq \widetilde{T}+\frac{d}{4} \leq \widetilde{T}+1
$$

as well as $\eta_{n}(s) \leq \widetilde{T}+1$. Therefore

$$
A \subset\left\{\sup _{\substack{0 \leq s, t \leq \widetilde{T}+1 \\|s-t| \leq d}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right\}
$$

so that

$$
\begin{aligned}
& P\left(\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n t]} X_{n k}\right| \geq \varepsilon\right) \\
& \quad \leq P\left(\sup _{\substack{0 \leq s, t \leq \widetilde{T}+1 \\
|s-t| \leq d}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right)+P\left(\eta^{2}(T)>\widetilde{T}\right) \\
& \quad+P\left(\sup _{0 \leq t \leq T}\left|\eta_{n}(t)-\eta^{2}(t)\right|>\frac{d}{4}\right)+P\left(\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|\eta^{2}(s)-\eta^{2}(t)\right|>\frac{d}{2}\right)
\end{aligned}
$$

which yields, for all $\delta>0, \widetilde{T} \in \mathbb{N}$ and $0<d \leq 4$,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n t]} X_{n k}\right| \geq \varepsilon\right) \\
& \quad \leq \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq \widetilde{T}+1 \\
|s-t| \leq d}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right) \\
& \quad+P\left(\eta^{2}(T)>\widetilde{T}\right)+P\left(\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|\eta^{2}(s)-\eta^{2}(t)\right|>\frac{d}{2}\right)
\end{aligned}
$$

By continuity of the paths of $\eta^{2}$ it follows for all $\widetilde{T} \in \mathbb{N}$ and $0<d \leq 4$ that

$$
\begin{aligned}
& \lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq T \\
|s-t| \leq \delta}}\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n t]} X_{n k}\right| \geq \varepsilon\right) \\
& \quad \leq \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq \widetilde{T}+1 \\
|s-t| \leq d}}\left|T_{n}(s)-T_{n}(t)\right| \geq \varepsilon\right)+P\left(\eta^{2}(T)>\widetilde{T}\right) .
\end{aligned}
$$

The right-hand side of this inequality converges to zero as $d \downarrow 0$ followed by $\widetilde{T} \rightarrow \infty$, which concludes the proof of

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq T \\|s-t| \leq \delta}}\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n t]} X_{n k}\right| \geq \varepsilon\right)=0 .
$$

Because

$$
\sup _{0 \leq t \leq T}\left|S_{(n)}(t)-\sum_{k=1}^{[n t]} X_{n k}\right| \leq \max _{1 \leq k \leq n T}\left|X_{n k}\right| \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

the sequence $\left(S_{(n)}(t)\right)_{t \in[0, T]}, n \in \mathbb{N}$, satisfies

$$
\lim _{\delta \downarrow 0} \limsup _{n \rightarrow \infty} P\left(\sup _{\substack{0 \leq s, t \leq T \\|s-t| \leq \delta}}\left|S_{(n)}(s)-S_{(n)}(t)\right| \geq \varepsilon\right)=0,
$$

as claimed.

Now we show that conditions $\left(\mathrm{N}_{t}\right)$ and $\left(\mathrm{CLB}_{t}\right)$ may be replaced by other sets of sufficient conditions which are functional versions of the conditions appearing in Sect. 6.3.

For a square integrable array $\left(X_{n k}\right)_{n, k \in \mathbb{N}}$ of random variables we introduce

$$
\left(\mathrm{M}_{2, t}\right) \quad E\left(\max _{1 \leq k \leq[n t]} X_{n k}^{2}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty \text { for all } t \in[0, \infty)
$$

whereas the conditions

$$
\left(\mathrm{M}_{1, t}\right) \quad E\left(\max _{1 \leq k \leq[n t]}\left|X_{n k}\right|\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty \text { for all } t \in[0, \infty)
$$

and
$\left(\mathrm{CLB}_{1, t}\right) \quad \sum_{k=1}^{[n t]} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{k-1}\right) \rightarrow 0 \quad$ in probability as $n \rightarrow \infty$ for every $\varepsilon>0$ and all $t \in[0, \infty)$
only require integrable random variables.
The functional form of Raikov's condition
$\left(\mathrm{R}_{t}\right) \quad \sum_{k=1}^{[n t]} X_{n k}^{2} \rightarrow \eta^{2}(t) \quad$ in probability as $n \rightarrow \infty$ for all $t \in[0, \infty)$
and, for any $a>0$, the conditions
$\left(\mathrm{T}_{a, t}\right)$

$$
\begin{aligned}
& \sup _{0 \leq s \leq t}\left|\sum_{k=1}^{[n s]}\left[X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)\right]\right| \rightarrow 0 \\
& \quad \text { in probability as } n \rightarrow \infty \text { for all } t \in[0, \infty)
\end{aligned}
$$

and

$$
\begin{gathered}
\quad \sum_{k=1}^{[n t]}\left[X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)\right]^{2} \rightarrow \eta^{2}(t) \\
\text { in probability as } n \rightarrow \infty \text { for all } t \in[0, \infty)
\end{gathered}
$$

are meaningful without any integrability assumption on the $X_{n k}$.
For these conditions we have the following analogue of 6.20 . Here we assume for every $n \in \mathbb{N}$ that $\left(X_{n k}\right)_{k \in \mathbb{N}}$ is adapted to $\mathbb{F}$ and that $\left(X_{n k}\right)_{k \in \mathbb{N}}$ is a martingale difference sequence w.r.t. $\mathbb{F}$ for the implication $\stackrel{(*)}{\Rightarrow}$.
7.2 Conditions in the functional martingale central limit theorem:

$$
\begin{array}{cc}
\left(\mathrm{M}_{2, t}\right) \text { and }\left(\mathrm{N}_{t}\right) \Rightarrow\left(\mathrm{M}_{1, t}\right) \text { and }\left(\mathrm{R}_{t}\right) \\
\Downarrow & \Downarrow \\
\Downarrow \\
\left(\mathrm{CLB}_{t}\right) \text { and }\left(\mathrm{N}_{t}\right) \Rightarrow\left(\mathrm{CLB}_{1, t}\right) \text { and }\left(\mathrm{R}_{t}\right) \stackrel{(*)}{\Rightarrow}\left(\mathrm{T}_{a, t}\right) \text { and }\left(\mathrm{TR}_{a, t}\right)
\end{array}
$$

Note that the implications $\left(\mathrm{M}_{2, t}\right) \Rightarrow\left(\mathrm{CLB}_{t}\right)$ and $\left(\mathrm{M}_{2, t}\right) \Rightarrow\left(\mathrm{M}_{1, t}\right)$ follow from Proposition 6.15 for $k_{n}=[n t]$. Moreover, $\left(\mathrm{CLB}_{t}\right) \Rightarrow\left(\mathrm{CLB}_{1, t}\right)$ follows from Proposition 6.17, and $\left(\mathrm{M}_{1, t}\right) \Rightarrow\left(\mathrm{CLB}_{1, t}\right)$ follows from Proposition 6.18 for $k_{n}=[n t]$. Under $\left(\mathrm{M}_{2, t}\right)$ and $\left(\mathrm{N}_{t}\right)$ as well as $\left(\mathrm{CLB}_{t}\right)$ and $\left(\mathrm{N}_{t}\right)$ Proposition 6.16 is applicable to derive $\left(\mathrm{R}_{t}\right)$ from $\left(\mathrm{N}_{t}\right)$, again with $k_{n}=[n t]$. Thus, the four implications in 7.2 without $(*)$ are true. To establish the implication with $(*)$ note that $\left(\mathrm{T}_{a, t}\right)$ follows from $\left(\mathrm{CLB}_{1, t}\right)$ and $\left(\mathrm{R}_{t}\right)$ for every $a>0$ by Proposition 6.19. To derive $\left(\mathrm{TR}_{a, t}\right)$ for every $a>0$ from $\left(\mathrm{CLB}_{1, t}\right)$ we use, for all $n \in \mathbb{N}$ and $t \in[0, \infty)$, the martingale difference property of the $X_{n k}$ to obtain the inequality

$$
\begin{aligned}
& \sup _{0 \leq s \leq t}\left|\sum_{k=1}^{[n s]} X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)\right| \\
& =\sup _{0 \leq s \leq t}\left|\sum_{k=1}^{[n s]} X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}} \mid \mathcal{F}_{k-1}\right)\right| \\
& \quad \leq \sum_{k=1}^{[n t]}\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right|>a\right\}}+\sum_{k=1}^{[n t]} E\left(\left|X_{n k}\right| 1_{\left\{\left|X_{n k}\right|>a\right\}} \mid \mathcal{F}_{k-1}\right) .
\end{aligned}
$$

Here, the right-hand side converges to zero in probability as $n \rightarrow \infty$ by ( $\left.\mathrm{CLB}_{1, t}\right)$ and Lemma 6.5. Thus, all implications in 7.2 are proven.

The analogue of Proposition 6.21 reads as follows.
Proposition 7.3 For every $n \in \mathbb{N}$, let $\left(X_{n k}\right)_{k \in \mathbb{N}}$ be adapted to $\mathbb{F}=\left(\mathcal{F}_{k}\right)_{k \geq 0}$. Assume that there exists some $a>0$ for which the conditions $\left(\mathrm{T}_{a, t}\right)$ and $\left(\mathrm{TR}_{a, t}\right)$ are satisfied. For all $k, n \in \mathbb{N}$ set

$$
X_{n k}(a):=X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)
$$

and for all $n \in \mathbb{N}$ and $t \in[0, \infty)$

$$
S_{(n, a)}(t):=\sum_{k=1}^{[n t]} X_{n k}(a)+(n t-[n t]) X_{n,[n t]+1}(a)
$$

Then for every $n \in \mathbb{N},\left(X_{n k}(a)\right)_{k \in \mathbb{N}}$ is a bounded martingale difference sequence w.r.t. $\mathbb{F}$ which satisfies $\left(\mathrm{M}_{2, t}\right)$ and $\left(\mathrm{N}_{t}\right)$ as well as

$$
\sup _{0 \leq s \leq t}\left|S_{(n)}(s)-S_{(n, a)}(s)\right| \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty \text { for all } t \in[0, \infty)
$$

Proof Let $a>0$ be fixed such that $\left(\mathrm{T}_{a, t}\right)$ and $\left(\mathrm{TR}_{a, t}\right)$ hold. Then by $\left(\mathrm{TR}_{a, t}\right)$ for all $t \in[0, \infty)$

$$
\sum_{k=1}^{[n t]} X_{n k}^{2}(a) \rightarrow \eta^{2}(t) \quad \text { in probability as } n \rightarrow \infty
$$

from which, by monotonicity in $t$ for all $t \in[0, \infty)$,

$$
\sup _{0 \leq s \leq t}\left|\sum_{k=1}^{[n s]} X_{n k}^{2}(a)-\eta^{2}(s)\right| \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

Put $Z_{(n)}(s):=\sum_{k=1}^{[n s]} X_{n k}^{2}(a)$ and let $f(s-0)$ denote the left-hand limit of $f:$ $[0, \infty) \rightarrow \mathbb{R}$ at $s \in(0, \infty)$ provided the limit exists. By continuity of the paths of $\eta^{2}$ we obtain from the last display that

$$
\sup _{0 \leq s \leq t}\left|Z_{(n)}(s-0)-\eta^{2}(s)\right| \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

so that for all $t \in[0, \infty)$

$$
\max _{1 \leq k \leq[n t]} X_{n k}^{2}(a) \leq \sup _{0 \leq s \leq t}\left|Z_{(n)}(s)-Z_{(n)}(s-0)\right| \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty
$$

which shows that the array $\left(X_{n k}(a)\right)_{1 \leq k \leq[n t], n \in \mathbb{N}}$ satisfies condition $\left(\mathrm{TM}_{\mathrm{a}}\right)$. Therefore, Proposition 6.21 implies that conditions $\left(\mathrm{M}_{2, t}\right)$ and $\left(\mathrm{N}_{t}\right)$ are satisfied for $\left(X_{n k}(a)\right)_{k \in \mathbb{N}}, n \in \mathbb{N}$. For all $n \in \mathbb{N}$ and $0 \leq s \leq t<\infty$ we have

$$
\left|S_{(n)}(s)-S_{(n, a)}(s)\right| \leq\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n s]} X_{n k}(a)\right|+\left|X_{n,[n s]+1}-X_{n,[n s]+1}(a)\right|
$$

so that

$$
\begin{aligned}
& \sup _{0 \leq s \leq t}\left|S_{(n)}(s)-S_{(n, a)}(s)\right| \\
& \quad \leq \sup _{0 \leq s \leq t}\left|\sum_{k=1}^{[n s]} X_{n k}-\sum_{k=1}^{[n s]} X_{n k}(a)\right|+\max _{1 \leq k \leq\{n t]+1}\left|X_{n k}-X_{n k}(a)\right| \\
& =\sup _{0 \leq s \leq t}\left|\sum_{k=1}^{[n s]}\left[X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)\right]\right| \\
& \quad+\max _{1 \leq k \leq[n t]+1}\left|X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)\right|
\end{aligned}
$$

Both summands on the right-hand side converge to zero in probability as $n \rightarrow \infty$ by condition $\left(\mathrm{T}_{a, t}\right)$ (observe that $[n t]+1 \leq[n(t+1)]$ and note that

$$
X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)
$$

is the jump of the process

$$
\sum_{k=1}^{[n s]} X_{n k} 1_{\left\{\left|X_{n k}\right|>a\right\}}+E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right), s \in[0, \infty)
$$

at time $s=k / n$ and that these processes converge to zero in probability uniformly on compact intervals by $\left(\mathrm{T}_{a, t}\right)$ ). This completes the proof of the proposition.

In many applications martingale difference arrays are obtained from a single martingale difference sequence through renormalization. For this, let $\left(X_{k}\right)_{k \in \mathbb{N}}$ be a square integrable martingale difference sequence w.r.t. $\mathbb{F}$. For every $n \in \mathbb{N}$ and $t \in[0, \infty)$ we set

$$
S_{n}(t):=\sum_{k=1}^{[n t]} X_{k}+(n t-[n t]) X_{[n t]+1}
$$

so that $\left(S_{n}(t)\right)_{t \in[0, \infty)}$ is a random process with paths in $C\left(\mathbb{R}_{+}\right)$. Its convergence in distribution requires renormalization. For this, let $\left(a_{n}\right)_{n \in \mathbb{N}}$ be a sequence of positive real numbers with $a_{n} \rightarrow \infty$ as $n \rightarrow \infty$. For a nonnegative stochastic process $(\eta(t))_{t \in[0, \infty)}$ with paths in $C\left(\mathbb{R}_{+}\right)$and square integrable $X_{k}$ we introduce the conditions

$$
\begin{aligned}
& \left(\mathrm{N}_{a_{n}, t}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{[n t]} E\left(X_{k}^{2} \mid \mathcal{F}_{k-1}\right) \rightarrow \eta^{2}(t) \quad \text { in probability as } n \rightarrow \infty \\
& \quad \text { for all } t \in[0, \infty)
\end{aligned}
$$

and

$$
\begin{gathered}
\left(\mathrm{CLB}_{a_{n}, t}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{[n t]} E\left(X_{k}^{2} 1_{\left\{\left|X_{k}\right| \geq \varepsilon a_{n}\right\}} \mid \mathcal{F}_{k-1}\right) \rightarrow 0 \quad \text { in probability as } n \rightarrow \infty \\
\text { for all } \varepsilon>0 \text { and all } t \in[0, \infty)
\end{gathered}
$$

Note that any process $\eta^{2}$ appearing in ( $\mathrm{N}_{a_{n}, t}$ ) is nonnegative with almost surely nondecreasing paths. The following result is a special case of Theorem 7.1.

Theorem 7.4 Let $\left(X_{k}\right)_{k \in \mathbb{N}}$ be a square integrable martingale difference sequence w.r.t. $\mathbb{F}=\left(\mathcal{F}_{k}\right)_{k \geq 0}$. Under $\left(\mathrm{N}_{a_{n}, t}\right)$ and $\left(\mathrm{CLB}_{a_{n}, t}\right)$,

$$
\frac{1}{a_{n}} S_{n} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, \infty)} \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty
$$

where $W=(W(t))_{t \geq 0}$ is a Brownian motion which is independent of $\mathcal{F}_{\infty}$.
The conditions ( $\mathrm{N}_{a_{n}, t}$ ) and $\left(\mathrm{CLB}_{a_{n}, t}\right)$ may be replaced by
$\left(\mathrm{R}_{a_{n}, t}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{[n t]} X_{k}^{2} \rightarrow \eta^{2}(t) \quad$ in probability as $n \rightarrow \infty$ for all $t \in[0, \infty)$
and
$\left(\mathrm{M}_{1, a_{n}, t}\right) \quad \frac{1}{a_{n}} E\left(\max _{1 \leq k \leq[n t]}\left|X_{k}\right|\right) \rightarrow 0 \quad$ as $n \rightarrow \infty$ for all $t \in[0, \infty)$,
which are meaningful for all martingale difference sequences, i.e. without the assumption of square integrability.

Theorem 7.5 Let $\left(X_{k}\right)_{k \in \mathbb{N}}$ be a martingale difference sequence w.r.t. $\mathbb{F}=\left(\mathcal{F}_{k}\right)_{k \geq 0}$. Under $\left(\mathrm{R}_{a_{n}, t}\right)$ and $\left(\mathrm{M}_{1, a_{n}, t}\right)$,

$$
\frac{1}{a_{n}} S_{n} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, \infty)} \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty
$$

where $W=(W(t))_{t \geq 0}$ is a Brownian motion which is independent of $\mathcal{F}_{\infty}$.
Proof For all $n, k \in \mathbb{N}$ set $X_{n k}:=X_{k} / a_{n}$. Because $\left(\mathrm{M}_{1, a_{n}, t}\right)$ and $\left(\mathrm{R}_{a_{n}, t}\right)$ are identical to $\left(\mathrm{M}_{1, t}\right)$ and $\left(\mathrm{R}_{t}\right)$ for the array $\left(X_{n k}\right)_{k, n \in \mathbb{N}}$, it follows from 7.2 that for every $a>0$ the conditions $\left(\mathrm{T}_{a, t}\right)$ and $\left(\mathrm{TR}_{a, t}\right)$ are satisfied for the array $\left(X_{n k}\right)_{k, n \in \mathbb{N}}$. Now Proposition 7.3 and Theorem 7.1 imply for

$$
X_{n k}(a):=X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}}-E\left(X_{n k} 1_{\left\{\left|X_{n k}\right| \leq a\right\}} \mid \mathcal{F}_{k-1}\right)
$$

and

$$
S_{(n, a)}(t):=\sum_{k=1}^{[n t]} X_{n k}(a)+(n t-[n t]) X_{n,[n t]+1}(a)
$$

that

$$
S_{(n, a)} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, \infty)} \quad \mathcal{F}_{\infty} \text {-stably in } C\left(\mathbb{R}_{+}\right) \text {as } n \rightarrow \infty
$$

Consequently, for all $0<T<\infty$, by Theorem 3.18 (c) and continuity of the restriction map,

$$
\left(S_{(n, a)}(t)\right)_{t \in[0, T]} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, T]} \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty \text { in } C([0, T])
$$

For the process

$$
\begin{aligned}
\frac{1}{a_{n}} S_{n}(t) & =\frac{1}{a_{n}}\left(\sum_{k=1}^{[n t]} X_{k}+(n t-[n t]) X_{[n t]+1}\right) \\
& =\sum_{k=1}^{[n t]} X_{n k}+(n t-[n t]) X_{n,[n t]+1}=S_{(n)}(t)
\end{aligned}
$$

we have, also by Proposition 7.3,

$$
\sup _{0 \leq t \leq T}\left|\frac{1}{a_{n}} S_{n}(t)-S_{(n, a)}(t)\right| \rightarrow 0 \text { in probability as } n \rightarrow \infty .
$$

Theorem 3.18 (a) now implies

$$
\left(\frac{1}{a_{n}} S_{n}(t)\right)_{t \in[0, T]} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, T]} \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty \text { in } C([0, T])
$$

and

$$
\frac{1}{a_{n}} S_{n} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in \mathbb{R}_{+}} \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty \text { in } C\left(\mathbb{R}_{+}\right)
$$

follows from Corollary 3.23.
Remark 7.6 Let the sequence $\left(a_{n}\right)_{n \geq 1}$ be regularly varying, that is

$$
\frac{a_{[n \lambda]}}{a_{n}} \rightarrow \Psi(\lambda) \quad \text { as } n \rightarrow \infty \text { for all } \lambda \in(0, \infty)
$$

and some positive function $\Psi$ which is necessarily of the form $\Psi(\lambda)=\lambda^{\rho}$ for some $\rho \in \mathbb{R}_{+}$; see [10], Theorem 1.9.5. Assume $\rho>0$.
(a) Condition
$\left(\mathrm{N}_{a_{n}}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{n} E\left(X_{k}^{2} \mid \mathcal{F}_{k-1}\right) \rightarrow \eta^{2} \quad$ in probability as $n \rightarrow \infty$
for some real random variable $\eta \geq 0$
from Sect. 6.4 implies condition $\left(\mathrm{N}_{a_{n}, t}\right)$ with $\eta^{2}(t)=\Psi^{2}(t) \eta^{2}$ for all $t \in[0, \infty)$ (with $\Psi(0):=0$ ) because

$$
\frac{1}{a_{n}^{2}} \sum_{k=1}^{[n t]} E\left(X_{k}^{2} \mid \mathcal{F}_{k-1}\right)=\left(\frac{a_{[n t]}}{a_{n}}\right)^{2} \frac{1}{a_{[n t]}^{2}} \sum_{k=1}^{[n t]} E\left(X_{k}^{2} \mid \mathcal{F}_{k-1}\right) \rightarrow \Psi^{2}(t) \eta^{2}
$$

in probability as $n \rightarrow \infty$ for all $t \in(0, \infty)$.
(b) Condition
$\left(\mathrm{CLB}_{a_{n}}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{n} E\left(X_{k}^{2} 1_{\left\{\left|X_{k}\right| \geq \varepsilon a_{n}\right\}} \mid \mathcal{F}_{k-1}\right) \rightarrow 0 \quad$ in probability as $n \rightarrow \infty$
for all $\varepsilon>0$

$$
\text { for all } \varepsilon>0
$$

implies ( $\mathrm{CLB}_{a_{n}, t}$ ) because

$$
\begin{aligned}
& \frac{1}{a_{n}^{2}} \sum_{k=1}^{[n t]} E\left(X_{k}^{2} 1_{\left\{\left|X_{k}\right| \geq \varepsilon a_{n}\right\}} \mid \mathcal{F}_{k-1}\right) \\
& \quad=\left(\frac{a_{[n t]}}{a_{n}}\right)^{2} \frac{1}{a_{[n t]}^{2}} \sum_{k=1}^{[n t]} E\left(X_{k}^{2} 1_{\left\{\left|X_{k}\right| \geq\left(\varepsilon a_{n} / a_{[n t]}\right) a_{[n t]}\right\}} \mid \mathcal{F}_{k-1}\right) \rightarrow 0
\end{aligned}
$$

in probability as $n \rightarrow \infty$ for all $t \in(0, \infty)$, taking into account that $\left(a_{[n t]} / a_{n}\right)^{2}$ is bounded in $n$ and $\varepsilon a_{n} / a_{[n t]} \rightarrow \varepsilon / \Psi(t)>0$ as $n \rightarrow \infty$.
(c) Condition
$\left(\mathrm{R}_{a_{n}}\right) \quad \frac{1}{a_{n}^{2}} \sum_{k=1}^{n} X_{k}^{2} \rightarrow \eta^{2} \quad$ in probability as $n \rightarrow \infty$
for some real random variable $\eta \geq 0$
implies condition $\left(\mathrm{R}_{a_{n}, t}\right)$ with $\eta^{2}(t)=\Psi^{2}(t) \eta^{2}$ for all $t \in[0, \infty)($ with $\Psi(0):=0)$ by the same argument as in (a).
(d) Condition
$\left(\mathrm{M}_{1, a_{n}}\right) \quad \frac{1}{a_{n}} E\left(\max _{1 \leq k \leq n}\left|X_{k}\right|\right) \rightarrow 0 \quad$ as $n \rightarrow \infty$
implies $\left(\mathrm{M}_{1, a_{n}, t}\right)$ because

$$
\frac{1}{a_{n}} E\left(\max _{1 \leq k \leq[n t]}\left|X_{k}\right|\right)=\frac{a_{[n t]}}{a_{n}} \frac{1}{a_{[n t]}} E\left(\max _{1 \leq k \leq[n t]}\left|X_{k}\right|\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

for all $t \in(0, \infty)$ in view of the boundedness of $\left(a_{[n t]} / a_{n}\right)$.

Corollary 7.7 (Classical stable functional central limit theorem) Let $\left(X_{k}\right)_{k \geq 1}$ be an independent sequence such that $\left(\left|X_{k}\right|\right)_{k \geq 1}$ is an identically distributed sequence, $X_{1} \in \mathcal{L}^{2}(P)$ and $E X_{k}=0$ for every $k \in \mathbb{N}$. Then

$$
\frac{1}{\sqrt{n}} S_{n} \rightarrow \sigma W \quad \mathcal{F}_{\infty} \text {-mixing as } n \rightarrow \infty \text { in } C\left(\mathbb{R}_{+}\right)
$$

where $\sigma^{2}=\operatorname{Var} \mathrm{X}_{1}, \mathcal{F}_{\infty}=\sigma\left(X_{k}, k \geq 1\right)$ and $W$ is a Brownian motion which is independent of $\mathcal{F}_{\infty}$.

Proof Take $a_{n}=\sqrt{n}, \mathcal{F}_{k}=\sigma\left(X_{1}, \ldots, X_{k}\right), \eta^{2}(t)=\sigma^{2} t$ in Theorem 7.4, and use the scaling property of $W$.

Corollary 7.8 (Stationary martingale differences) Let $\left(X_{k}\right)_{k \geq 1}$ be a stationary martingale difference sequence w.r.t. $\mathbb{F}$ with $X_{1} \in \mathcal{L}^{2}(P)$. Then

$$
\frac{1}{\sqrt{n}} S_{n} \rightarrow E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)^{1 / 2} W \quad \mathcal{F}_{\infty^{-}} \text {-stably as } n \rightarrow \infty \text { in } C\left(\mathbb{R}_{+}\right)
$$

where $\mathcal{I}_{X}$ is the invariant $\sigma$-field of the stationary process $\left(X_{k}\right)_{k \geq 1}$ and $W$ is a Brownian motion which is independent of $\mathcal{F}_{\infty}$.

Proof The proof of Corollary 6.26 shows that $\left(X_{k}\right)_{k \geq 1}$ satisfies $\left(\mathrm{R}_{a_{n}}\right)$ and $\left(\mathrm{M}_{1, a_{n}}\right)$ for $a_{n}=\sqrt{n}$ and $\eta^{2}=E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)$. Therefore, according to Remark 7.6 (c) and (d), $\left(\mathrm{R}_{a_{n}, t}\right)$ and $\left(\mathrm{M}_{1, a_{n}, t}\right)$ are also satisfied. Theorem 7.5 implies

$$
\frac{1}{\sqrt{n}} S_{n} \rightarrow\left(W\left(\eta^{2}(t)\right)\right)_{t \in[0, \infty)} \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty \text { in } C\left(\mathbb{R}_{+}\right)
$$

with $\eta^{2}(t)=E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right) t$ for all $t \in[0, \infty)$. But, by independence of $\sigma(W)$ and $\mathcal{F}_{\infty}$ and $\mathcal{F}_{\infty}$-measurability of $E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right),\left(W\left(E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right) t\right)\right)_{t \in[0, \infty)}$ and $E\left(X_{1}^{2} \mid \mathcal{I}_{X}\right)^{1 / 2} W$ have the same conditional distribution w.r.t $\mathcal{F}_{\infty}$, which yields the assertion.

Corollary 7.9 (Exchangeable processes) Let $\left(Z_{k}\right)_{k \geq 1}$ be an exchangeable sequence of real random variables with $Z_{1} \in \mathcal{L}^{2}(P)$ and let $X_{k}:=Z_{k}-E\left(Z_{1} \mid \mathcal{T}_{Z}\right)$. Then

$$
\frac{1}{\sqrt{n}} S_{n} \rightarrow \operatorname{Var}\left(\mathrm{Z}_{1} \mid \mathcal{T}_{\mathrm{Z}}\right)^{1 / 2} \mathrm{~W} \quad \mathcal{F}_{\infty^{-}} \text {-stably as } \mathrm{n} \rightarrow \infty \text { in } \mathrm{C}\left(\mathbb{R}_{+}\right)
$$

where $\mathcal{T}_{Z}$ is the tail- $\sigma$-field of the sequence $\left(Z_{k}\right)_{k \geq 1}$ and $W$ is a Brownian motion which is independent of $\mathcal{F}_{\infty}=\sigma\left(Z_{k} ; k \geq 1\right)$.

Proof Corollary 7.8; see also the proof of Corollary 6.27.

For arbitrary stationary sequences $\left(X_{k}\right)_{k \in \mathbb{N}}$, Corollary 7.8 combined with martingale approximations of the partial sums $\left(\sum_{k=1}^{n} X_{k}\right)_{n \in \mathbb{N}}$ yield, under suitable conditions, a stable functional central limit theorem (cf. e.g. [38, 66]). Recall that by Example 5.7, a distributional functional central limit theorem in the ergodic case is automatically mixing.

## Chapter 8

## A Stable Limit Theorem with Exponential Rate

In this chapter we establish a stable limit theorem for "explosive" processes with exponential rates. The increments of these processes are not asymptotically negligible and thus do not satisfy the conditional Lindeberg condition. A simple example is given by an independent sequence $\left(Z_{n}\right)_{n \geq 1}$ with $P^{Z_{n}}=N\left(0,2^{n-1}\right), X_{0}:=0$, $X_{n}:=\sum_{i=1}^{n} Z_{i}$ and rate $a_{n}:=2^{n / 2}$. The subsequent limit theorem is suitable for such situations. In order to formulate this limit theorem we need the following observation.
Lemma 8.1 Let $\left(Z_{n}\right)_{n \geq 0}$ be an independent and identically distributed sequence of real random variables and $t \in \mathbb{R}$ with $|t|>1$. Then
(i) $t^{-n} Z_{n} \rightarrow 0$ a.s.,
(ii) $\sum_{n=0}^{\infty} t^{-n} Z_{n}$ converges a.s. in $\mathbb{R}$,
(iii) $\sum_{n=0}^{\infty}|t|^{-n}\left|Z_{n}\right|<\infty$ a.s.,
(iv) $E \log ^{+}\left|Z_{0}\right|<\infty$
are equivalent assertions.
Proof (iii) $\Rightarrow$ (ii) $\Rightarrow$ (i) are obvious.
(i) $\Rightarrow$ (iv). We have $P\left(\lim \sup _{n \rightarrow \infty}\left\{\left|t^{-n} Z_{n}\right|>1\right\}\right)=0$, implying by the Borel-Cantelli lemma
$\infty>\sum_{n=0}^{\infty} P\left(|t|^{-n}\left|Z_{n}\right|>1\right)=\sum_{n=0}^{\infty} P\left(\left|Z_{0}\right|>|t|^{n}\right)=\sum_{n=0}^{\infty} P\left(\log ^{+}\left|Z_{0}\right|>n \log |t|\right)$,
hence (iv).
(iv) $\Rightarrow$ (iii). Choose $1<s<|t|$. Then

$$
\sum_{n=0}^{\infty} P\left(\left|Z_{n}\right|>s^{n}\right)=\sum_{n=0}^{\infty} P\left(\log ^{+}\left|Z_{0}\right|>n \log s\right)<\infty
$$

 gives (iii).

In the sequel $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}$ denotes a filtration in $\mathcal{F}$ and $\mathcal{F}_{\infty}:=\sigma\left(\bigcup_{n \in \mathbb{N}_{0}} \mathcal{F}_{n}\right)$. For a real process $X=\left(X_{n}\right)_{n \geq 0}$ the increments $\Delta X_{n}$ are defined by $\Delta X_{0}=0$ and $\Delta X_{n}=X_{n}-X_{n-1}$ for $n \geq 1$.

Theorem 8.2 Let $X=\left(X_{n}\right)_{n \geq 0}$ and $A=\left(A_{n}\right)_{n \geq 0}$ be $\mathbb{F}$-adapted real processes, where $A$ is nonnegative with $A_{n}>0$ for every $n \geq n_{0}$ and some $n_{0} \in \mathbb{N}$, let $\left(a_{n}\right)_{n \geq 1}$ be a sequence in $(0, \infty)$ with $a_{n} \rightarrow \infty$, and let $G \in \mathcal{F}_{\infty}$ with $P(G)>0$. Assume that the following conditions are satisfied:
(i) There exists a nonnegative real random variable $\eta$ with $P\left(G \cap\left\{\eta^{2}>0\right\}\right)>0$ and

$$
\frac{A_{n}}{a_{n}^{2}} \rightarrow \eta^{2} \quad \text { in } P_{G} \text {-probability as } n \rightarrow \infty
$$

(ii) $\left(X_{n} / a_{n}\right)_{n \geq 1}$ is bounded in $P_{G \cap\left\{\eta^{2}>0\right\}}$-probability,
(iii) there exists a $p \in(1, \infty)$ such that

$$
\lim _{n \rightarrow \infty} \frac{a_{n-r}^{2}}{a_{n}^{2}}=\frac{1}{p^{r}} \text { for every } r \in \mathbb{N}
$$

(iv) there exists a probability distribution $\mu$ on $\mathcal{B}(\mathbb{R})$ with $\int \log ^{+}|x| d \mu(x)<\infty$ such that

$$
\begin{aligned}
& E_{P}\left(\left.\exp \left(\text { it } \frac{\Delta X_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \rightarrow \int \exp (\text { itx }) d \mu(x) \text { in } P_{G \cap\left\{\eta^{2}>0\right\}-\text { probability }} \\
& \text { as } n \rightarrow \infty \text { for every } t \in \mathbb{R} .
\end{aligned}
$$

Then

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow \sum_{j=0}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow \eta \sum_{j=0}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

as $n \rightarrow \infty$, where $\left(Z_{j}\right)_{j \geq 0}$ denotes an independent and identically distributed sequence of real random variables independent of $\mathcal{F}_{\infty}$ with $P^{Z_{0}}=\mu$.

Note that the almost sure convergence of the above series follows from Lemma 8.1. Condition (ii) means

$$
\lim _{c \rightarrow \infty} \sup _{n \in \mathbb{N}} P_{G \cap\left\{\eta^{2}>0\right\}}\left(\frac{\left|X_{n}\right|}{a_{n}}>c\right)=0
$$

and is equivalent to the tightness of the sequence $\left(P_{G \cap\left\{\eta^{2}>0\right\}}^{X_{n} / a_{n}}\right)_{n \geq 1}$. Typical rates are $a_{n}=c p^{n / 2}$ with $p \in(1, \infty)$ and $c \in(0, \infty)$.

If $v \in \mathcal{M}^{1}(\mathbb{R})$ denotes the distribution of $\sum_{j=0}^{\infty} p^{-j / 2} Z_{j}$ under $P, \varphi: \Omega \times \mathbb{R} \rightarrow$ $\mathbb{R}, \varphi(\omega, x):=\eta(\omega) x$ and $K(\omega, \cdot):=v^{\varphi(\omega, \cdot)}$, then the assertions of Theorem 8.2 may be read as

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow v \text { mixing under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow K \quad \text { stably under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

Of course, in this formulation one does not need the $P$-independence of $\left(Z_{j}\right)_{j \geq 0}$ and $\mathcal{F}_{\infty}$.

For measures $\mu$ which are not symmetric around zero the following variant of Theorem 8.2 turns out to be useful, for example, for the investigation of autoregressive processes in Chap. 9. If $\mu$ is symmetric around zero, both theorems coincide.

Theorem 8.3 Replace condition (iv) in Theorem 8.2 by
(v) there exists a probability distribution $\mu$ on $\mathcal{B}(\mathbb{R})$ with $\int \log ^{+}|x| d \mu(x)<\infty$ such that

$$
E_{P}\left(\left.\exp \left(i t \frac{(-1)^{n} \Delta X_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \rightarrow \int \exp (\text { itx }) d \mu(x)
$$

in $P_{G \cap\left\{\eta^{2}>0\right\}}$-probability as $n \rightarrow \infty$ for every $t \in \mathbb{R}$.
Then

$$
\frac{(-1)^{n} X_{n}}{A_{n}^{1 / 2}} \rightarrow \sum_{j=0}^{\infty}(-1)^{j} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{(-1)^{n} X_{n}}{a_{n}} \rightarrow \eta \sum_{j=0}^{\infty}(-1)^{j} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

For the proofs, we need the following elementary result.

Lemma 8.4 For complex numbers $b_{0}, \ldots, b_{r}, c_{0}, \ldots, c_{r}$ we have

$$
\prod_{j=0}^{r} c_{j}-\prod_{j=0}^{r} b_{j}=\sum_{j=0}^{r} d_{j}\left(c_{j}-b_{j}\right)
$$

where

$$
d_{j}:=\prod_{k=0}^{j-1} c_{k} \prod_{k=j+1}^{r} b_{k}
$$

Proof For $-1 \leq j \leq r$ let $e_{j}:=\prod_{k=0}^{j} c_{k} \prod_{k=j+1}^{r} b_{k}$. Then $d_{j} c_{j}=e_{j}$ and $d_{j} b_{j}=$ $e_{j-1}$ for $0 \leq j \leq r$ and therefore

$$
\sum_{j=0}^{r} d_{j}\left(c_{j}-b_{j}\right)=\sum_{j=0}^{r}\left(e_{j}-e_{j-1}\right)=e_{r}-e_{-1}=\prod_{k=0}^{r} c_{k}-\prod_{k=0}^{r} b_{k}
$$

Proof of Theorem 8.2 and Theorem 8.3. Let $Q:=P_{G \cap\left\{\eta^{2}>0\right\}}$ and for $n \geq 0$ let

$$
L_{n}:=\frac{P\left(G \cap\left\{\eta^{2}>0\right\} \mid \mathcal{F}_{n}\right)}{P\left(G \cap\left\{\eta^{2}>0\right\}\right)}
$$

Note that $\left(L_{n}\right)_{n \geq 0}$ is the density process of $Q$ with respect to $P$, that is, $L_{n}=$ $d Q\left|\mathcal{F}_{n} / d P\right| \mathcal{F}_{n}$ for every $n \geq 0$.

We may assume without loss of generality that $\eta^{2}$ is $\mathcal{F}_{\infty}$-measurable. Then the martingale convergence theorem yields

$$
L_{n} \rightarrow \frac{1_{G \cap\left\{\eta^{2}>0\right\}}}{P\left(G \cap\left\{\eta^{2}>0\right\}\right)}=\frac{d Q}{d P} \text { in } \mathcal{L}^{1}(P) \text { as } n \rightarrow \infty
$$

Also, $\left(Z_{j}\right)_{j \geq 1}$ and $\mathcal{F}_{\infty}$ are independent under $Q$. Furthermore, let

$$
\psi(t):=\int \exp (i t x) d \mu(x)=E_{P} \exp \left(i t Z_{0}\right)=E_{Q} \exp \left(i t Z_{0}\right)
$$

where the last equation is a consequence of the independence of $\mathcal{F}_{\infty}$ and $Z_{0}$, and

$$
\beta:=\left\{\begin{array}{cc}
p^{1 / 2}, & \text { Theorem 8.2 } \\
-p^{1 / 2}, & \text { Theorem 8.3 }
\end{array}\right.
$$

Then by (iii), for every $r \in \mathbb{N}$, we have $a_{n-r} / a_{n} \rightarrow|\beta|^{-r}$ and for every $n \in \mathbb{N}$

$$
b_{n}:=(\operatorname{sign}(\beta))^{n}=\left\{\begin{array}{cc}
1, & \text { Theorem 8.2 } \\
(-1)^{n}, & \text { Theorem 8.3 }
\end{array}\right.
$$

Step 1. For every $r \in \mathbb{N}_{0}$ we have

$$
\sum_{j=0}^{r} \frac{b_{n-j} \Delta X_{n-j}}{\beta^{j} A_{n-j}^{1 / 2}} \rightarrow \sum_{j=0}^{r} \beta^{-j} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } Q \text { as } n \rightarrow \infty
$$

By Corollary 3.19 with $\mathcal{G}=\mathcal{F}_{\infty}$ and $\mathcal{E}=\bigcup_{n \in \mathbb{N}_{0}} \mathcal{F}_{n}$ it is enough to show that

$$
\int_{F} \exp \left(i t \sum_{j=0}^{r} \frac{b_{n-j} \Delta X_{n-j}}{\beta^{j} A_{n-j}^{1 / 2}}\right) d Q \rightarrow Q(F) \prod_{j=0}^{r} \psi\left(\frac{t}{\beta^{j}}\right) \quad \text { as } n \rightarrow \infty
$$

for every $t \in \mathbb{R}, F \in \mathcal{E}$ and $r \in \mathbb{N}_{0}$. Fixing $t \in \mathbb{R}$ and using the notation $B_{n, j}:=$ $\exp \left(i t b_{n-j} \Delta X_{n-j} / \beta^{j} A_{n-j}^{1 / 2}\right), C_{j}:=\psi\left(t / \beta^{j}\right)$ and $g_{n}:=\prod_{j=0}^{r} C_{j}-\prod_{j=0}^{r} B_{n, j}$ this means $\int_{F} g_{n} d Q \rightarrow 0$. Assume $F \in \mathcal{F}_{n_{1}}$ for some $n_{1} \in \mathbb{N}_{0}$. For $0 \leq j \leq r$, let

$$
D_{n, j}:=\prod_{k=0}^{j-1} C_{k} \prod_{k=j+1}^{r} B_{n, k}
$$

Then $\left|D_{n, j}\right| \leq 1, D_{n, j}$ is $\mathcal{F}_{n-j-1}$-measurable and for $n \geq\left(n_{0}+r\right) \vee\left(n_{1}+r+1\right)$ and $0 \leq j \leq r$ the random variable $1_{F} L_{n-r-1}$ is $\mathcal{F}_{n-r-1}$-measurable and hence $\mathcal{F}_{n-j-1}$-measurable. In view of Lemma 8.4 and since $L_{n} \leq 1 / P\left(G \cap\left\{\eta^{2}>0\right\}\right)$ and $\left|C_{j}-E_{P}\left(B_{n, j} \mid \mathcal{F}_{n-j-1}\right)\right| \leq 2$, we obtain for $n \geq\left(n_{0}+r\right) \vee\left(n_{1}+r+1\right)$

$$
\begin{aligned}
\left|\int_{F} L_{n-r-1} g_{n} d P\right|= & \left|\sum_{j=0}^{r} \int_{F} L_{n-r-1} D_{n, j}\left(C_{j}-E_{P}\left(B_{n, j} \mid \mathcal{F}_{n-j-1}\right)\right) d P\right| \\
\leq & \sum_{j=0}^{r} \int L_{n-r-1}\left|C_{j}-E_{P}\left(B_{n, j} \mid \mathcal{F}_{n-j-1}\right)\right| d P \\
\leq & \sum_{j=0}^{r} \int\left|C_{j}-E_{P}\left(B_{n, j} \mid \mathcal{F}_{n-j-1}\right)\right| d Q \\
& +2 \sum_{j=0}^{r} \int_{\left(G \cap\left\{\eta^{2}>0\right\}\right)^{c}} L_{n-r-1} d P
\end{aligned}
$$

It follows from (iv) and (v), respectively, that

$$
\int\left|C_{j}-E_{P}\left(B_{n, j} \mid \mathcal{F}_{n-j-1}\right)\right| d Q \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Moreover,

$$
\int_{\left(G \cap\left\{\eta^{2}>0\right\}\right)^{c}} L_{n-r-1} d P \rightarrow Q\left(\left(G \cap\left\{\eta^{2}>0\right\}\right)^{c}\right)=0
$$

so that $\int_{F} L_{n-r-1} g_{n} d P \rightarrow 0$ as $n \rightarrow \infty$. Since $\left|g_{n}\right| \leq 2$, we get

$$
\left|\int_{F} g_{n} d Q-\int_{F} L_{n-r-1} g_{n} d P\right| \leq 2 \int\left|\frac{d Q}{d P}-L_{n-r-1}\right| d P \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

which gives the assertion.
Step 2. For any $r \in \mathbb{N}_{0}$, we have

$$
\frac{X_{n}-X_{n-r-1}}{b_{n} A_{n}^{1 / 2}} \rightarrow \sum_{j=0}^{r} \beta^{-j} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } Q \text { as } n \rightarrow \infty
$$

In fact, for $0 \leq j \leq r$ we obtain
$\frac{b_{n-j} \Delta X_{n-j}}{\beta^{j} A_{n-j}^{1 / 2}}-\frac{a_{n-r-1} \Delta X_{n-j}}{a_{n} b_{n} A_{n-r-1}^{1 / 2}}=\frac{b_{n-j} \Delta X_{n-j}}{\beta^{j} A_{n-j}^{1 / 2}}\left(1-\frac{a_{n-j} \beta^{j}}{a_{n} b_{n-j} b_{n}} \frac{A_{n-j}^{1 / 2} / a_{n-j}}{A_{n-r-1}^{1 / 2} / a_{n-r-1}}\right) \rightarrow 0$
in $Q$-probability as $n \rightarrow \infty$, since by (i) and (iii) the second factor converges to zero in $Q$-probability and the first factor converges by Step 1 with $r=0$ in distribution under $Q$. Consequently,
$\sum_{j=0}^{r} \frac{b_{n-j} \Delta X_{n-j}}{\beta^{j} A_{n-j}^{1 / 2}}-\frac{a_{n-r-1}}{a_{n} b_{n} A_{n-r-1}^{1 / 2}} \sum_{j=0}^{r} \Delta X_{n-j} \rightarrow 0 \quad$ in $Q$-probability as $n \rightarrow \infty$.
Since $\sum_{j=0}^{r} \Delta X_{n-j}=X_{n}-X_{n-r-1}$, Step 1 and Theorem 3.18 (a) imply

$$
\frac{a_{n-r-1}}{a_{n}} \frac{X_{n}-X_{n-r-1}}{b_{n} A_{n-r-1}^{1 / 2}} \rightarrow \sum_{j=0}^{r} \beta^{-j} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } Q
$$

Using (i) again we have

$$
\frac{A_{n-r-1}^{1 / 2} / a_{n-r-1}}{A_{n}^{1 / 2} / a_{n}} \rightarrow 1 \text { in } Q \text {-probability }
$$

so that the assertion follows from Theorem 3.18 (b) and (c).

Step 3. For every $\varepsilon>0$ we have

$$
\lim _{r \rightarrow \infty} \limsup _{n \rightarrow \infty} Q\left(\left|\frac{X_{n}}{b_{n} A_{n}^{1 / 2}}-\frac{X_{n}-X_{n-r-1}}{b_{n} A_{n}^{1 / 2}}\right|>\varepsilon\right)=0 .
$$

Indeed, for $r \in \mathbb{N}_{0}, n \geq n_{0} \vee(r+2)$ and $\delta, \varepsilon>0$ we obtain the estimate

$$
\begin{aligned}
& Q\left(\frac{\left|X_{n-r-1}\right|}{\left.A_{n}^{1 / 2}>\varepsilon\right)}\right. \\
& \quad=Q\left(\frac{\left|X_{n-r-1}\right|}{A_{n}^{1 / 2}}>\varepsilon, \frac{A_{n}}{a_{n}^{2}}>\delta\right)+Q\left(\frac{\left|X_{n-r-1}\right|}{A_{n}^{1 / 2}}>\varepsilon, \frac{A_{n}}{a_{n}^{2}} \leq \delta\right) \\
& \quad \leq Q\left(\left|X_{n-r-1}\right|>\varepsilon \sqrt{\delta} a_{n}\right)+Q\left(\frac{A_{n}}{a_{n}^{2}} \leq \delta, \eta^{2}>2 \delta\right)+Q\left(\eta^{2} \leq 2 \delta\right) \\
& \quad \leq \sup _{j \in \mathbb{N}} Q\left(\frac{\left|X_{j}\right|}{a_{j}}>\frac{\varepsilon \sqrt{\delta} a_{n}}{a_{n-r-1}}\right)+Q\left(\left|\frac{A_{n}}{a_{n}^{2}}-\eta^{2}\right|>\delta\right)+Q\left(\eta^{2} \leq 2 \delta\right) .
\end{aligned}
$$

Condition (iii) yields $a_{n} / a_{n-r-1} \geq p^{(r+1) / 2} / 2$ for $n \geq n_{2}(r)$, say. This implies in view of (i), (ii) and the subadditivity of limsup

$$
\begin{aligned}
& \limsup _{r \rightarrow \infty} \limsup _{n \rightarrow \infty} Q\left(\frac{\left|X_{n-r-1}\right|}{A_{n}^{1 / 2}}>\varepsilon\right) \\
& \quad \leq \limsup _{r \rightarrow \infty}\left(\sup _{j \in \mathbb{N}} Q\left(\frac{\left|X_{j}\right|}{a_{j}}>\frac{1}{2} \varepsilon \sqrt{\delta} p^{(r+1) / 2}\right)+Q\left(\eta^{2} \leq 2 \delta\right)\right) \\
& \quad=Q\left(\eta^{2} \leq 2 \delta\right) .
\end{aligned}
$$

We have $Q\left(\eta^{2} \leq 2 \delta\right) \rightarrow Q\left(\eta^{2}=0\right)=0$ as $\delta \rightarrow 0$, hence the assertion.
Step 4. Since

$$
\sum_{j=0}^{r} \beta^{-j} Z_{j} \rightarrow \sum_{j=0}^{\infty} \beta^{-j} Z_{j} \quad P \text {-a.s. }
$$

and hence $\mathcal{F}_{\infty}$-mixing under $Q$ as $r \rightarrow \infty$, we obtain

$$
\frac{X_{n}}{b_{n} A_{n}^{1 / 2}} \rightarrow \sum_{j=0}^{\infty} \beta^{-j} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } Q
$$

from Steps 2 and 3 and Theorem 3.21. By (i), $A_{n}^{1 / 2} / a_{n} \rightarrow \eta$ in $Q$-probability so that by Theorem 3.18

$$
\frac{X_{n}}{b_{n} a_{n}}=\frac{X_{n}}{b_{n} A_{n}^{1 / 2}} \frac{A_{n}^{1 / 2}}{a_{n}} \rightarrow \eta \sum_{j=0}^{\infty} \beta^{-j} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } Q
$$

In the situation of Theorem 8.2 or 8.3 with $\mu \neq \delta_{0}$ the conditional Lindeberg condition under $P$ or only under $P_{G \cap\left\{\eta^{2}>0\right\}}$ (with rate $a_{n}$ ) cannot be satisfied for $\mathcal{L}^{2}(P)$-processes $X$. Otherwise, we have $\Delta X_{n} / a_{n} \rightarrow 0$ in $P_{G \cap\left\{\eta^{2}>0\right\}}$-probability (cf. Proposition 6.6) and hence $\Delta X_{n} / A_{n}^{1 / 2} \rightarrow 0$ in $P_{G \cap\left\{\eta^{2}>0\right\}}$-probability by condition (i), in contradiction to the mixing convergence $b_{n} \Delta X_{n} / A_{n}^{1 / 2} \rightarrow \mu$ under $P_{G \cap\left\{\eta^{2}>0\right\}}$, which has been shown in Step 1 of the above proof.

Corollary 8.5 (Stable central limit theorem) Assume $\mu=N\left(0, \sigma^{2}\right)$ for some $\sigma^{2} \in$ $[0, \infty)$ in Theorem 8.2 (iv). Then

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow Z \quad \mathcal{F}_{\infty-m i x i n g ~ u n d e r} P_{G \cap\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow \eta Z \quad \mathcal{F}_{\infty} \text {-stably under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

where $Z$ is $P$-independent of $\mathcal{F}_{\infty}$ and $P^{Z}=N\left(0, \sigma^{2} p /(p-1)\right)$.
Proof Since $\sum_{j=0}^{\infty} p^{-j}=p /(p-1)$, the assertion follows directly from Theorem 8.2.

The assertions of Corollary 8.5 may also be read as

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow N\left(0, \frac{\sigma^{2} p}{p-1}\right) \quad \text { mixing under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow N\left(0, \frac{\sigma^{2} p}{p-1} \eta^{2}\right) \quad \text { stably under } P_{G \cap\left\{\eta^{2}>0\right\}}
$$

For $\mathcal{L}^{2}$-martingales $X$ and $A=\langle X\rangle$ the above central limit theorem for $G=\Omega$ is a consequence of a limit theorem of Scott [88] (up to a non-trivial improvement concerning the rate $a_{n}$ ), where the quadratic characteristic $\langle X\rangle$ of $X$ is given by $\langle X\rangle_{0}=0$ and $\langle X\rangle_{n}=\sum_{j=0}^{n} E\left(\left(\Delta X_{j}\right)^{2} \mid \mathcal{F}_{j-1}\right)$ for $n \geq 1$.

Remark 8.6 If in Theorem 8.2 or 8.3 the process $X$ is an $\mathcal{L}^{2}$-martingale and $A=\langle X\rangle$, then condition (i) with $G=\Omega$ implies that $\left(X_{n} / a_{n}\right)_{n \geq 1}$ is bounded in $P$-probability and, in particular, condition (ii) holds. In fact, since $\left(X_{0}^{2}+\langle X\rangle_{n}\right) / a_{n}^{2} \rightarrow \eta^{2}$ in
$P$-probability, the sequence $\left(\left(X_{0}^{2}+\langle X\rangle_{n}\right) / a_{n}\right)_{n \geq 1}$ is bounded in $P$-probability. By the Lenglart inequality (see Theorem A. 8 (a)) we have for every $n \geq 1$ and $b, c>0$

$$
P\left(\frac{\left|X_{n}\right|}{a_{n}} \geq b\right)=P\left(X_{n}^{2} \geq b^{2} a_{n}^{2}\right) \leq \frac{c}{b^{2}}+P\left(X_{0}^{2}+\langle X\rangle_{n}>c a_{n}^{2}\right)
$$

so that

$$
\sup _{n \in \mathbb{N}} P\left(\frac{\left|X_{n}\right|}{a_{n}} \geq b\right) \leq \frac{c}{b^{2}}+\sup _{n \in \mathbb{N}} P\left(\frac{X_{0}^{2}+\langle X\rangle_{n}}{a_{n}^{2}}>c\right) .
$$

This yields the assertion (cf. Proposition 6.9).
Exercise 8.1 Assume that $\mu=C(0, b)$ for some $b \in(0, \infty)$ in Theorem 8.2 (iv), where $C(0, b)$ denotes the Cauchy-distribution with scale parameter $b$ (given by the $\lambda$-density $\left.x \mapsto \frac{1}{\pi b\left(1+x^{2} / b^{2}\right)}, x \in \mathbb{R}\right)$. Show that

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow Z \quad \mathcal{F}_{\infty} \text {-mixing under } P_{G \cap\left\{\eta^{2}>0\right\}} \text { as } n \rightarrow \infty
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow \eta Z \quad \mathcal{F}_{\infty} \text {-stably under } P_{G \cap\left\{\eta^{2}>0\right\}} \text { as } n \rightarrow \infty
$$

where $Z$ is $P$-independent of $\mathcal{F}_{\infty}$ and $P^{Z}=C(0, b \sqrt{p} /(\sqrt{p}-1))$.
An $\mathcal{L}^{2}$-martingale $X=\left(X_{n}\right)_{n \geq 0}$ is said to have $\mathbb{F}$-conditional Gaussian increments if $P^{\Delta X_{n} \mid \mathcal{F}_{n-1}}=N\left(0, \Delta\langle X\rangle_{n}\right)$ for every $n \in \mathbb{N}$.

Corollary 8.7 Let $X=\left(X_{n}\right)_{n \geq 0}$ be an $\mathcal{L}^{2}$-martingale with $\mathbb{F}$-conditional Gaussian increments and $\langle X\rangle_{n}>0$ for every $n \geq n_{0}$ and some $n_{0} \in \mathbb{N}$. Assume that conditions (i) and (iii) in Theorem 8.2 are satisfied with $G=\Omega$ and $A=\langle X\rangle$. Then

$$
\frac{X_{n}}{\langle X\rangle_{n}^{1 / 2}} \rightarrow N \quad \mathcal{F}_{\infty \text {-mixing under } P_{\left\{\eta^{2}>0\right\}} \text { as } n \rightarrow \infty}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow \eta N \quad \mathcal{F}_{\infty} \text {-stably under } P_{\left\{\eta^{2}>0\right\}} \text { as } n \rightarrow \infty
$$

where $N$ is $P$-independent of $\mathcal{F}_{\infty}$ and $P^{N}=N(0,1)$.

Proof Conditions (i) and (iii) of Theorem 8.2 are fulfilled by assumption and imply, as $n \rightarrow \infty$,

$$
\frac{\langle X\rangle_{n}}{p a_{n-1}^{2}}=\frac{a_{n}^{2}}{p a_{n-1}^{2}} \frac{\langle X\rangle_{n}}{a_{n}^{2}} \rightarrow \eta^{2} \quad \text { in } P \text {-probability }
$$

which yields

$$
\frac{\Delta\langle X\rangle_{n}}{a_{n-1}^{2}} \rightarrow p \eta^{2}-\eta^{2}=(p-1) \eta^{2} \quad \text { in } P \text {-probability }
$$

This implies

$$
\frac{\Delta\langle X\rangle_{n}}{a_{n}^{2}}=\frac{a_{n-1}^{2}}{a_{n}^{2}} \frac{\Delta\langle X\rangle_{n}}{a_{n-1}^{2}} \rightarrow \frac{p-1}{p} \eta^{2} \quad \text { in } P \text {-probability }
$$

and therefore

$$
\frac{\Delta\langle X\rangle_{n}}{\langle X\rangle_{n}} \rightarrow \frac{p-1}{p} \text { in } P_{\left\{\eta^{2}>0\right\}} \text {-probability }
$$

Furthermore, since $\langle X\rangle_{n}$ is $\mathcal{F}_{n-1}$-measurable,

$$
P^{\left(\Delta X_{n},\langle X\rangle_{n}\right) \mid \mathcal{F}_{n-1}}=P^{\Delta X_{n} \mid \mathcal{F}_{n-1}} \otimes \delta_{\langle X\rangle_{n}}=N\left(0, \Delta\langle X\rangle_{n}\right) \otimes \delta_{\langle X\rangle_{n}}
$$

(see Lemma A. 5 (a)) so that

$$
\begin{aligned}
& E_{P}\left(\left.\exp \left(i t \frac{\Delta X_{n}}{\langle X\rangle_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right)=\int \exp \left(i t \frac{x}{\langle X\rangle_{n}^{1 / 2}}\right) N\left(0, \Delta\langle X\rangle_{n}\right)(d x) \\
& =\exp \left(-\frac{t^{2} \Delta\langle X\rangle_{n}}{2\langle X\rangle_{n}}\right) \rightarrow \exp \left(-\frac{t^{2}(p-1)}{2 p}\right) \quad \text { in } P_{\left\{\eta^{2}>0\right\}} \text {-probability }
\end{aligned}
$$

as $n \rightarrow \infty$ for every $t \in \mathbb{R}$. The assertion follows from Corollary 8.5 with $G=\Omega$ and Remark 8.6.

Corollary 8.8 In the situation of Theorem 8.2 with $G=\Omega$ replace condition (iv) by
(vi) there exist a probability distribution $\mu$ on $\mathcal{B}(\mathbb{R})$ with $\int \log ^{+}|x| d \mu(x)<\infty$ and a real $\mathcal{F}_{\infty}$-measurable discrete random variable $S$ such that
$E_{P}\left(\left.\exp \left(i t \frac{\Delta X_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \rightarrow \int \exp ($ it $S x) d \mu(x) \quad$ in $P_{\left\{\eta^{2}>0\right\}}$-probability as $n \rightarrow \infty$ for every $t \in \mathbb{R}$.

Then

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow S \sum_{j=0}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } P_{\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow S \eta \sum_{j=0}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty-\text { stably under } P_{\left\{\eta^{2}>0\right\}}}
$$

as $n \rightarrow \infty$.
Proof Let $\operatorname{supp}\left(P^{S}\right)=\left\{s_{k}: k \geq 1\right\}, G_{k}:=\left\{S=s_{k}\right\}$ and

$$
I:=\left\{k \geq 1: P\left(G_{k} \cap\left\{\eta^{2}>0\right\}\right)>0\right\} .
$$

Then
$E_{P}\left(\left.\exp \left(i t \frac{\Delta X_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \rightarrow \int \exp ($ its $x) d \mu(x)$ in $P_{G_{k} \cap\left\{\eta^{2}>0\right\}}$-probability as $n \rightarrow \infty$ for every $k \in I$. Therefore, by Theorem 8.2

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow s_{k} \sum_{j=0}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } P_{G_{k} \cap\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow s_{k} \eta \sum_{j=1}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } P_{G_{k} \cap\left\{\eta^{2}>0\right\}}
$$

which can be read as

$$
\frac{X_{n}}{A_{n}^{1 / 2}} \rightarrow S \sum_{j=0}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-mixing under } P_{G_{k} \cap\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{X_{n}}{a_{n}} \rightarrow S \eta \sum_{j=1}^{\infty} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } P_{G_{k} \cap\left\{\eta^{2}>0\right\}}
$$

for every $k \in I$, as $n \rightarrow \infty$. Using $\sum_{k \in I} P_{\left\{\eta^{2}>0\right\}}\left(G_{k}\right) P_{G_{k} \cap\left\{\eta^{2}>0\right\}}=P_{\left\{\eta^{2}>0\right\}}$, the assertion follows from Proposition 3.24.

In just the same way, one deduces from Theorem 8.3 the
Corollary 8.9 In the situation of Theorem 8.3 with $G=\Omega$ replace condition (v) $b y$
(vii) there exist a probability distribution $\mu$ on $\mathcal{B}(\mathbb{R})$ with $\int \log ^{+}|x| d \mu(x)<\infty$ and a real $\mathcal{F}_{\infty}$-measurable discrete random variable $S$ such that

$$
E_{P}\left(\left.\exp \left(i t \frac{(-1)^{n} \Delta X_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \rightarrow \int \exp (i t S x) d \mu(x)
$$

in $P_{\left\{\eta^{2}>0\right\}}$-probability as $n \rightarrow \infty$ for every $t \in \mathbb{R}$.
Then

$$
\frac{(-1)^{n} X_{n}}{A_{n}^{1 / 2}} \rightarrow S \sum_{j=0}^{\infty}(-1)^{j} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } P_{\left\{\eta^{2}>0\right\}}
$$

and

$$
\frac{(-1)^{n} X_{n}}{a_{n}} \rightarrow S \eta \sum_{j=0}^{\infty}(-1)^{j} p^{-j / 2} Z_{j} \quad \mathcal{F}_{\infty} \text {-stably under } P_{\left\{\eta^{2}>0\right\}}
$$

as $n \rightarrow \infty$.
The Corollaries 8.8 and 8.9 may possibly be extended to more general random variables $S$. But for our purposes the results are good enough.

The subsequent example provides an illustration of Corollary 8.7.
Example 8.10 (Explosive Gaussian autoregression of order one) Let $\left(Z_{n}\right)_{n \geq 1}$ be an independent and identically distributed sequence of $N\left(0, \sigma^{2}\right)$-distributed random variables with $\sigma^{2} \in(0, \infty)$ and let $X_{0} \in \mathcal{L}^{2}(P)$ be independent of $\left(Z_{n}\right)_{n \geq 1}$. Consider the autoregression defined by

$$
X_{n}=\vartheta X_{n-1}+Z_{n}, \quad n \geq 1,
$$

where $\vartheta \in \mathbb{R}$. The least squares estimator of $\vartheta$ on the basis of the observations $X_{0}, X_{1}, \ldots, X_{n}$ is given by

$$
\widehat{\vartheta}_{n}=\frac{\sum_{j=1}^{n} X_{j} X_{j-1}}{\sum_{j=1}^{n} X_{j-1}^{2}}, \quad n \geq 2 .
$$

Note that $X_{n}^{2}>0$ for all $n \in \mathbb{N}$ because, by the independence of $X_{n-1}$ and $Z_{n}$, the distribution of $X_{n}$ is continuous. We assume $|\vartheta|>1$ and derive a stable central limit theorem for $\widehat{\vartheta}_{n}$. Let $\mathcal{F}_{n}:=\sigma\left(X_{0}, X_{1}, \ldots, X_{n}\right)=\sigma\left(X_{0}, Z_{1}, \ldots, Z_{n}\right), \mathbb{F}:=$
$\left(\mathcal{F}_{n}\right)_{n \geq 0}$ and $M_{n}:=\sum_{j=1}^{n} X_{j-1} Z_{j} / \sigma^{2}$ with $M_{0}=0$. Then $M$ is an $\mathcal{L}^{2}$-martingale w.r.t. the filtration $\mathbb{F}$ with quadratic characteristic $\langle M\rangle_{n}=\sum_{j=1}^{n} X_{j-1}^{2} / \sigma^{2}$. Since

$$
\sum_{j=1}^{n} X_{j} X_{j-1}=\sum_{j=1}^{n}\left(\vartheta X_{j-1}+Z_{j}\right) X_{j-1}=\vartheta \sum_{j=1}^{n} X_{j-1}^{2}+\sigma^{2} M_{n}
$$

we obtain $\widehat{\vartheta}_{n}-\vartheta=M_{n} /\langle M\rangle_{n}$ for all $n \geq 2$. By induction, $X_{n}=\vartheta^{n} X_{0}+$ $\sum_{j=1}^{n} \vartheta^{n-j} Z_{j}$ for all $n \geq 0$ so that by Lemma 8.1 (or the martingale convergence theorem)

$$
\vartheta^{-n} X_{n} \rightarrow Y:=X_{0}+\sum_{j=1}^{\infty} \vartheta^{-j} Z_{j} \quad \text { a.s. as } n \rightarrow \infty
$$

and clearly $P^{Y-X_{0}}=N\left(0, \sigma^{2} /\left(\vartheta^{2}-1\right)\right)$. In particular, $P^{Y}$ is continuous. Let $a_{n}:=|\vartheta|^{n} /\left(\vartheta^{2}-1\right)$ for all $n \in \mathbb{N}$. The discrete rule of de l'Hospital in Lemma 6.28 (b) yields

$$
\frac{\sum_{j=1}^{n} X_{j-1}^{2}}{\sum_{j=1}^{n} \vartheta^{2(j-1)}} \rightarrow Y^{2} \quad \text { a.s. as } n \rightarrow \infty
$$

Since $\sum_{j=1}^{n} \vartheta^{2(j-1)}=\left(\vartheta^{2 n}-1\right) /\left(\vartheta^{2}-1\right) \sim a_{n}^{2}\left(\vartheta^{2}-1\right)$, we get

$$
\frac{\langle M\rangle_{n}}{a_{n}^{2}} \rightarrow \frac{\left(\vartheta^{2}-1\right) Y^{2}}{\sigma^{2}}=: \eta^{2} \quad \text { a.s. as } n \rightarrow \infty
$$

and $P\left(\eta^{2}>0\right)=1$. Furthermore, $M$ obviously has $\mathbb{F}$-conditional Gaussian increments. Consequently, by Corollary 8.7

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right)=\frac{\sigma M_{n}}{\langle M\rangle_{n}^{1 / 2}} \rightarrow \sigma N \quad \mathcal{F}_{\infty} \text {-mixing }
$$

where $N$ is independent of $\mathcal{F}_{\infty}$ (and thus of $Y$ ) and $P^{N}=N(0,1)$, and using Theorem 3.18

$$
a_{n}\left(\widehat{\vartheta}_{n}-\vartheta\right)=\frac{a_{n}^{2}}{\langle M\rangle_{n}} \frac{M_{n}}{a_{n}} \rightarrow \frac{N}{\eta}=\frac{\sigma N}{\left(\vartheta^{2}-1\right)^{1 / 2}|Y|} \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty .
$$

By the symmetry around zero of $P^{U}$, we obtain, as $n \rightarrow \infty$,

$$
\frac{\vartheta^{n}}{\vartheta^{2}-1}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \frac{\sigma N}{\left(\vartheta^{2}-1\right)^{1 / 2}|Y|} \quad \mathcal{F}_{\infty} \text {-stably }
$$

or, what is that same in view of Lemma A. 4 (c),

$$
\frac{\vartheta^{n}}{\vartheta^{2}-1}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \frac{\sigma N}{\left(\vartheta^{2}-1\right)^{1 / 2} Y} \quad \mathcal{F}_{\infty} \text {-stably }
$$

If $P^{X_{0}}=N\left(0, \tau^{2}\right)$ with $\tau \in[0, \infty)$, then using the independence of $Y$ and $N$ we get $P^{\sigma N /\left(\vartheta^{2}-1\right)^{1 / 2} Y}=C(0, b)$ with $b=\left(\tau^{2}\left(\vartheta^{2}-1\right) / \sigma^{2}+1\right)^{-1 / 2}$ so that

$$
\frac{\vartheta^{n}}{\vartheta^{2}-1}\left(\widehat{\vartheta}_{n}-\vartheta\right) \xrightarrow{d} C(0, b)
$$

In case $\tau^{2}=0$, that is, $X_{0}=0$, we obtain $b=1$. This distributional convergence of the estimator is a classical result due to White [97]. The distributional convergence under random norming is contained in [5], Theorem 2.8 and [98]. General (nonnormal) innovations $Z_{n}$ are treated in the next chapter.

Further applications can be found in Chaps. 9 and 10.

## Chapter 9 <br> Autoregression of Order One

In this and the subsequent chapter we present concrete applications of previous stable limit theorems. Here we consider an autoregressive process of order one $X=$ $\left(X_{n}\right)_{n \geq 0}$ generated recursively by

$$
X_{n}=\vartheta X_{n-1}+Z_{n}, n \geq 1
$$

where $\vartheta \in \mathbb{R},\left(Z_{n}\right)_{n \geq 1}$ is an independent and identically distributed sequence of real random variables and $X_{0}$ is a real random variable independent of $\left(Z_{n}\right)_{n \geq 1}$. We assume that $P^{Z_{1}}$ is continuous. Then $X_{n}^{2}>0$ almost surely for all $n \geq 1$ since by independence of $X_{n-1}$ and $Z_{n}, P^{X_{n}}$ is continuous for $n \geq 1$. The usual least squares estimator for the parameter $\vartheta$ on the basis of the observations $X_{0}, \ldots, X_{n}$ is given by

$$
\widehat{\vartheta}_{n}:=\frac{\sum_{j=1}^{n} X_{j} X_{j-1}}{\sum_{j=1}^{n} X_{j-1}^{2}}, n \geq 2
$$

provided $Z_{1} \in \mathcal{L}^{1}(P)$ and $E Z_{1}=0$. In the explosive case $|\vartheta|>1$, the effect of the mean of $Z_{1}$ disappears asymptotically so that $\widehat{\vartheta}_{n}$ is also reasonable in that case if $E Z_{1} \neq 0$. We prove stable limit theorems for $\widehat{\vartheta}_{n}$ under deterministic and random norming.

Let $\mathcal{F}_{n}:=\sigma\left(X_{0}, X_{1}, \ldots, X_{n}\right)=\sigma\left(X_{0}, Z_{1}, \ldots, Z_{n}\right)$ for all $n \geq 0$ and $\mathbb{F}:=$ $\left(\mathcal{F}_{n}\right)_{n \geq 0}$. Define $\mathbb{F}$-adapted processes by

$$
A_{n}:=\sum_{j=1}^{n} X_{j-1}^{2} \quad \text { with } \quad A_{0}=0
$$

and

$$
B_{n}:=\sum_{j=1}^{n} X_{j-1} Z_{j} \quad \text { with } \quad B_{0}=0
$$

Since $\sum_{j=1}^{n} X_{j} X_{j-1}=\sum_{j=1}^{n}\left(\vartheta X_{j-1}+Z_{j}\right) X_{j-1}=\vartheta A_{n}+B_{n}$, we obtain

$$
\widehat{\vartheta}_{n}-\vartheta=B_{n} / A_{n} \text { for all } n \geq 2
$$

Furthermore, by induction, we have $X_{n}=\vartheta^{n} X_{0}+\sum_{j=1}^{n} \vartheta^{n-j} Z_{j}$ for all $n \geq 0$.
If $X_{0}, Z_{1} \in \mathcal{L}^{2}$ and $E Z_{1}=0$ then $B=\left(B_{n}\right)_{n \geq 0}$ is an $\mathcal{L}^{2}$-martingale w.r.t. $\mathbb{F}$ with $\langle B\rangle=\sigma^{2} A$. Therefore, in this setting, the strong law of large numbers for martingales of Theorem A. 9 yields $\widehat{\vartheta}_{n} \rightarrow \vartheta$ almost surely, which says that $\widehat{\vartheta}_{n}$ is a strongly consistent estimator of $\vartheta$ (using $\sum_{j=1}^{\infty} Z_{j}^{2} \leq 2\left(1+\vartheta^{2}\right) \sum_{j=1}^{\infty} X_{j-1}^{2}$, so that $\langle B\rangle_{\infty}=\infty$ almost surely by Kolmogorov's strong law of large numbers).

The ergodic case
In the ergodic case $|\vartheta|<1$ stable asymptotic normality of $\widehat{\vartheta}_{n}$ holds.
Theorem 9.1 Assume $|\vartheta|<1, X_{0}, Z_{1} \in \mathcal{L}^{2}$ and $E Z_{1}=0$. Then

$$
\sqrt{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow N\left(0,1-\vartheta^{2}\right) \quad \text { mixing }
$$

and

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow N\left(0, \sigma^{2}\right) \quad \text { mixing }
$$

as $n \rightarrow \infty$, where $\sigma^{2}:=\operatorname{Var} Z_{1}$.
Note that $\sigma^{2}>0$ by the continuity of $P^{Z_{1}}$. The above statements may also be read as

$$
\sqrt{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow\left(1-\vartheta^{2}\right)^{1 / 2} N \quad \mathcal{F}_{\infty} \text {-mixing }
$$

and

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \sigma N \quad \mathcal{F}_{\infty} \text {-mixing }
$$

where $N$ is a real random variable independent of $\mathcal{F}_{\infty}$ with $P^{N}=N(0,1)$. Distributional convergence under deterministic norming was first investigated in [5], Theorem 4.3.

The main idea of the following proof is taken from [74], p. 174 and p. 186.

Proof of Theorem 9.1. The process $B=\left(B_{n}\right)_{n \geq 0}$ is a square integrable $\mathbb{F}$-martingale with quadratic characteristic $\langle B\rangle=\sigma^{2} A$, where $A=\left(A_{n}\right)_{n \geq n}$. We apply the stable central limit theorem of Theorem 6.23.

Step 1. We rely on the fact that $X^{2}=\left(X_{n}^{2}\right)_{n \geq 0}$ is uniformly integrable. To prove this, break $Z_{n}$ into a sum $Z_{n}=V_{n}+W_{n}$, where

$$
V_{n}=V_{n}(c):=Z_{n} 1_{\left\{\left|Z_{n}\right| \leq c\right\}}-E Z_{n} 1_{\left\{\left|Z_{n}\right| \leq c\right\}} \text { and } W_{n}=W_{n}(c):=Z_{n}-V_{n}
$$

for some large truncation level $c \in(0, \infty)$. Define

$$
G_{n}=G_{n}(c):=\sum_{j=1}^{n} \vartheta^{n-j} V_{j} \quad \text { and } \quad H_{n}:=H_{n}(c):=\sum_{j=1}^{n} \vartheta^{n-j} W_{j}
$$

Then $X_{n}=\vartheta^{n} X_{0}+G_{n}+H_{n}$ for $n \geq 0$. Observe that

$$
\left|G_{n}\right| \leq \sum_{j=1}^{n}|\vartheta|^{n-j}\left|V_{j}\right| \leq 2 c \sum_{j=1}^{n}|\vartheta|^{n-j}=2 c \sum_{i=0}^{n-1}|\vartheta|^{i}=2 c \frac{1-|\vartheta|^{n}}{1-|\vartheta|} \leq \frac{2 c}{1-|\vartheta|}
$$

for every $n \geq 0$ so that $G=\left(G_{n}\right)_{n \geq 0}$ is uniformly bounded. Since the sequence $\left(W_{n}\right)_{n \geq 1}$ is independent and identically distributed with $E W_{1}=E Z_{1}=0$, the process $H=\left(H_{n}\right)_{n \geq 0}$ satisfies

$$
E H_{n}^{2}=\sum_{j=1}^{n} \vartheta^{2(n-j)} E W_{1}^{2}=E W_{1}^{2} \frac{1-\vartheta^{2 n}}{1-\vartheta^{2}} \leq \frac{E W_{1}^{2}}{1-\vartheta^{2}}
$$

for every $n \geq 0$. Using $W_{1}=Z_{1} 1_{\left\{\left|Z_{1}\right|>c\right\}}+E Z_{1} 1_{\left\{\left|Z_{1}\right| \leq c\right\}}$ and $Z_{1} \in \mathcal{L}^{2}(P)$, dominated convergence yields $E W_{1}(c)^{2} \rightarrow\left(E Z_{1}\right)^{2}=0$ as $c \rightarrow \infty$. Let $\varepsilon>0$. Choose $c \in(0, \infty)$ such that $\sup _{n \geq 0} E H_{n}(c)^{2} \leq E W_{1}(c)^{2} /\left(1-\vartheta^{2}\right) \leq \varepsilon / 2$ and then $a \geq 8 c^{2} /(1-|\vartheta|)^{2}$. Since

$$
\left\{G_{n}^{2}+H_{n}^{2}>a\right\} \subset\left\{G_{n}^{2} \leq H_{n}^{2}, H_{n}^{2}>a / 2\right\} \cup\left\{G_{n}^{2} \geq H_{n}^{2}, G_{n}^{2}>a / 2\right\}
$$

we obtain

$$
\left(G_{n}^{2}+H_{n}^{2}\right) 1_{\left\{G_{n}^{2}+H_{n}^{2}>a\right\}} \leq 2 H_{n}^{2} 1_{\left\{H_{n}^{2}>a / 2\right\}}+2 G_{n}^{2} 1_{\left\{G_{n}^{2}>a / 2\right\}} \leq 2 H_{n}^{2}
$$

for every $n \geq 0$ and hence

$$
\sup _{n \geq 0} E\left(G_{n}^{2}+H_{n}^{2}\right) 1_{\left\{G_{n}^{2}+H_{n}^{2}>a\right\}} \leq 2 \sup _{n \geq 0} E H_{n}^{2} \leq \varepsilon .
$$

This gives uniform integrability of $G^{2}+H^{2}$, which implies uniform integrability of $X^{2}$ because $X_{n}^{2} \leq 4\left(X_{0}^{2}+G_{n}^{2}+H_{n}^{2}\right)$. In particular, $X^{2}$ is $\mathcal{L}^{1}$-bounded.

Step 2. Now let us verify the assumptions of Theorem 6.23. We have for $n \geq 1$

$$
\sum_{j=1}^{n} X_{j}^{2}=\sum_{j=1}^{n}\left(\vartheta X_{j-1}+Z_{j}\right)^{2}=\vartheta^{2} A_{n}+2 \vartheta B_{n}+\sum_{j=1}^{n} Z_{j}^{2}
$$

and thus by rearranging and dividing by $n$,

$$
\frac{1-\vartheta^{2}}{\sigma^{2} n}\langle B\rangle_{n}=\frac{1}{n}\left(X_{0}^{2}-X_{n}^{2}\right)+\frac{2 \vartheta}{n} B_{n}+\frac{1}{n} \sum_{j=1}^{n} Z_{j}^{2}
$$

On the right-hand side, the first term converges in $\mathcal{L}^{1}$ to zero, because $X^{2}$ is $\mathcal{L}^{1}$ bounded. The middle term converges in $\mathcal{L}^{2}$ to zero, because

$$
\frac{1}{n^{2}} E B_{n}^{2}=\frac{1}{n^{2}} E\langle B\rangle_{n}=\frac{\sigma^{2}}{n^{2}} \sum_{j=1}^{n} E X_{j-1}^{2} \leq \frac{\sigma^{2} n}{n^{2}} \sup _{n \geq 0} E X_{n}^{2} \rightarrow 0
$$

The third term converges almost surely to $\sigma^{2}$ by the Kolmogorov strong law of large numbers. Consequently,

$$
\frac{\langle B\rangle_{n}}{n} \rightarrow \frac{\sigma^{4}}{1-\vartheta^{2}} \text { in probability as } n \rightarrow \infty
$$

This is condition $\left(\mathrm{N}_{a_{n}}\right)$ with $a_{n}=\sqrt{n}$.
As concerns the conditional Lindeberg condition $\left(\mathrm{CLB}_{a_{n}}\right)$, we have for $\varepsilon>0$ and $n \geq 1$

$$
\begin{aligned}
L_{n}(\varepsilon) & :=\frac{1}{n} \sum_{j=1}^{n} E\left(X_{j-1}^{2} Z_{j}^{2} 1_{\left\{\left|X_{j-1} Z_{j}\right| \geq \varepsilon \sqrt{n}\right\}} \mid \mathcal{F}_{j-1}\right) \\
& =\frac{1}{n} \sum_{j=1}^{n} X_{j-1}^{2} E\left(Z_{j}^{2} 1_{\left\{\left|X_{j-1} Z_{j}\right| \geq \varepsilon \sqrt{n}\right\}} \mid \mathcal{F}_{j-1}\right) \\
& \leq \frac{1}{n} \sum_{j=1}^{n} X_{j-1}^{2} E\left(Z_{j}^{2} 1_{\left\{X_{j-1}^{2} \geq \varepsilon \sqrt{n}\right\}}+Z_{j}^{2} 1_{\left\{Z_{j}^{2} \geq \varepsilon \sqrt{n}\right\}} \mid \mathcal{F}_{j-1}\right) \\
& =\frac{\sigma^{2}}{n} \sum_{j=1}^{n} X_{j-1}^{2} 1_{\left\{X_{j-1}^{2} \geq \varepsilon \sqrt{n}\right\}}+\frac{1}{n \sigma^{2}}\langle B\rangle_{n} E Z_{1}^{2} 1_{\left\{Z_{1}^{2} \geq \varepsilon \sqrt{n}\right\}} .
\end{aligned}
$$

The first term converges in $\mathcal{L}^{1}$ to zero because $X^{2}$ is uniformly integrable by Step 1 and hence

$$
\frac{1}{n} \sum_{j=1}^{n} E X_{j-1}^{2} 1_{\left\{X_{j-1}^{2} \geq \varepsilon \sqrt{n}\right\}} \leq \sup _{j \geq 0} E X_{j}^{2} 1_{\left\{X_{j}^{2} \geq \varepsilon \sqrt{n}\right\}} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

The second term converges to zero in probability because $Z_{1} \in \mathcal{L}^{2}$ and $\left(\mathrm{N}_{a_{n}}\right)$ holds. Consequently, $L_{n}(\varepsilon) \rightarrow 0$ in probability as $n \rightarrow \infty$.

Now Theorem 6.23 yields

$$
\frac{B_{n}}{\sqrt{n}} \rightarrow N\left(0, \frac{\sigma^{4}}{1-\vartheta^{2}}\right) \quad \text { mixing }
$$

Using Theorem 3.7 (b), (c), this implies

$$
\sqrt{n}\left(\widehat{\vartheta}_{n}-\vartheta\right)=\frac{\sqrt{n} B_{n}}{A_{n}}=\frac{B_{n} / \sqrt{n}}{\langle B\rangle_{n} / n \sigma^{2}} \rightarrow N\left(0,1-\vartheta^{2}\right) \quad \text { mixing }
$$

and

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right)=\frac{B_{n}}{A_{n}^{1 / 2}}=\frac{\sigma B_{n}}{\langle B\rangle_{n}^{1 / 2}}=\frac{\sigma B_{n} / \sqrt{n}}{\left(\langle B\rangle_{n} / n\right)^{1 / 2}} \rightarrow N\left(0, \sigma^{2}\right) \quad \text { mixing }
$$

as $n \rightarrow \infty$.
The explosive case
In the explosive case $|\vartheta|>1$ the asymptotic behavior of $\widehat{\vartheta}_{n}$ depends on the distribution of the innovations $Z_{n}$. Let sign $:=1_{(0, \infty)}-1_{(-\infty, 0)}$.
Theorem 9.2 Assume $|\vartheta|>1$ and $E \log ^{+}\left|Z_{1}\right|<\infty$. Let $Y:=X_{0}+\sum_{j=1}^{\infty} \vartheta^{-j} Z_{j}$ (see Lemma 8.1) and let $U$ be a real random variable independent of $\mathcal{F}_{\infty}$ with $P^{U}=P^{Y-X_{0}}$. Then

$$
\begin{gathered}
\vartheta^{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) \\
\rightarrow \frac{\left(\vartheta^{2}-1\right) U}{Y} \mathcal{F}_{\infty} \text {-stably, } \\
(\operatorname{sign}(\vartheta))^{n}\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \operatorname{sign}(Y)\left(\vartheta^{2}-1\right)^{1 / 2} U \quad \mathcal{F}_{\infty} \text {-stably }
\end{gathered}
$$

and, if $P^{Z_{1}}$ is symmetric around zero,

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow\left(\vartheta^{2}-1\right)^{1 / 2} U \quad \mathcal{F}_{\infty} \text {-mixing }
$$

as $n \rightarrow \infty$.

Under the stronger assumptions $X_{0}, Z_{1} \in \mathcal{L}^{2}$ and $E Z_{1}=0$ distributional convergence was first investigated in [5], and stable convergence has been touched in [95]. Under the assumptions above, distributional convergence under deterministic norming has been stated in [54], Lemma 3.1 in case $X_{0}=0$ without proof.

In the special case of normal innovations, that is $P^{Z_{1}}=N\left(0, \sigma^{2}\right)$ with $\sigma^{2} \in$ $(0, \infty)$, Theorem 9.2 provides again the results of Example 8.10 (without assuming $\left.X_{0} \in \mathcal{L}^{2}\right)$.

Proof We apply the stable limit Theorems 8.2 and 8.3 , or more precisely, the Corollaries 8.8 and 8.9. We have $\vartheta^{-n} X_{n} \rightarrow Y$ almost surely as $n \rightarrow \infty$ by Lemma 8.1 so that the discrete rule of de l'Hospital, Lemma 6.28 (b), yields $A_{n} / \sum_{j=1}^{n} \vartheta^{2(j-1)} \rightarrow Y^{2}$ almost surely. We may assume that $Y$ is $\mathcal{F}_{\infty}$-measurable. Let $a_{n}:=|\vartheta|^{n}, n \geq 1$. Since $\sum_{j=1}^{n} \vartheta^{2(j-1)}=\left(\vartheta^{2 n}-1\right) /\left(\vartheta^{2}-1\right) \sim a_{n}^{2} /\left(\vartheta^{2}-1\right)$ as $n \rightarrow \infty$, we get

$$
\frac{A_{n}}{a_{n}^{2}} \rightarrow \frac{Y^{2}}{\vartheta^{2}-1}=: \eta^{2} \quad \text { a.s. }
$$

The distribution $P^{Y}$ is continuous, hence $P\left(\eta^{2}>0\right)=1$. This is condition (i) in Theorem 8.2 with $G=\Omega$. Condition (iii) of Theorem 8.2 holds with $p=\vartheta^{2}$. As for condition (ii) of Theorem 8.2 with respect to the process $B$, note first that

$$
\frac{1}{a_{n}}\left|B_{n}\right| \leq \frac{1}{a_{n}} \sum_{j=1}^{n}\left|X_{j-1}\right|\left|Z_{j}\right|=\frac{\sum_{j=1}^{n}\left|X_{j-1}\right|\left|Z_{j}\right|}{\sum_{j=1}^{n}|\vartheta|^{j-1}\left|Z_{j}\right|} \frac{\sum_{j=1}^{n}|\vartheta|^{j-1}\left|Z_{j}\right|}{|\vartheta|^{n}}
$$

and $\left|X_{n-1}\right|\left|Z_{n}\right| /|\vartheta|^{n-1}\left|Z_{n}\right| \rightarrow|Y|$ almost surely as $n \rightarrow \infty$. Since

$$
\sum_{n=1}^{\infty} P\left(|\vartheta|^{n-1}\left|Z_{n}\right|>1\right)=\sum_{n=1}^{\infty} P\left(\left|Z_{1}\right|>|\vartheta|^{-n+1}\right)=\infty
$$

the Borel-Cantelli lemma yields $P\left(\lim _{\sup _{n \rightarrow \infty}}\left\{|\vartheta|^{n-1}\left|Z_{n}\right|>1\right\}\right)=1$ and therefore, $\sum_{n=1}^{\infty}|\vartheta|^{n-1}\left|Z_{n}\right|=\infty$ almost surely. Consequently, Lemma 6.28 (b) applies and gives

$$
\frac{\sum_{j=1}^{n}\left|X_{j-1}\right|\left|Z_{j}\right|}{\sum_{j=1}^{n}|\vartheta|^{j-1}\left|Z_{j}\right|} \rightarrow|Y| \quad \text { a.s. }
$$

Moreover, using Lemma 8.1,

$$
\frac{1}{|\vartheta|^{n}} \sum_{j=1}^{n}|\vartheta|^{j-1}\left|Z_{j}\right|=\sum_{j=1}^{n} \frac{\left|Z_{j}\right|}{|\vartheta|^{n-j+1}} \stackrel{d}{=} \sum_{k=1}^{n} \frac{\left|Z_{k}\right|}{|\vartheta|^{k}} \rightarrow \sum_{k=1}^{\infty} \frac{\left|Z_{k}\right|}{|\vartheta|^{k}}<\infty \quad \text { a.s. }
$$

This implies that $\left(\sum_{j=1}^{n}\left|X_{j-1} Z_{j}\right| / a_{n}\right)_{n \geq 1}$, as a product of an almost surely convergent sequence and a distributionally convergent sequence of real random variables, is bounded in probability and thus $\left(B_{n} / a_{n}\right)_{n \geq 1}$ is bounded in probability.

Let $\varphi$ denote the Fourier transform of $P^{Z_{1}}$. Since $A_{n}$ is $\mathcal{F}_{n-1}$-measurable, we obtain for all $t \in \mathbb{R}$ and $n \geq 2$

$$
\begin{aligned}
E\left(\left.\exp \left(i t \frac{\Delta B_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) & =E\left(\left.\exp \left(i t \frac{X_{n-1} Z_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \\
& =\int \exp \left(i t \frac{X_{n-1} z}{A_{n}^{1 / 2}}\right) d P^{Z_{1}}(z)=\varphi\left(\frac{t X_{n-1}}{A_{n}^{1 / 2}}\right)
\end{aligned}
$$

If $\vartheta>1$, then

$$
\begin{aligned}
\frac{X_{n-1}}{A_{n}^{1 / 2}} & =\frac{X_{n-1} / \vartheta^{n-1}}{A_{n}^{1 / 2} / \vartheta^{n-1}} \\
& \rightarrow \frac{Y}{\vartheta \eta}=\frac{Y\left(\vartheta^{2}-1\right)^{1 / 2}}{|Y| \vartheta}=\operatorname{sign}(Y) \frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \text { a.s. }
\end{aligned}
$$

and if $\vartheta<-1$,

$$
\begin{aligned}
\frac{(-1)^{n} X_{n-1}}{A_{n}^{1 / 2}} & =\frac{(-1)^{n} X_{n-1} / \vartheta^{n-1}}{A_{n}^{1 / 2} / \vartheta^{n-1}}=\frac{a_{n}}{A_{n}^{1 / 2}} \frac{\vartheta^{n-1}}{(-1)^{n} a_{n}} \frac{X_{n-1}}{\vartheta^{n-1}} \\
& \rightarrow \frac{Y}{\vartheta \eta}=\operatorname{sign}(Y) \frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \text { a.s. }
\end{aligned}
$$

Let $\left(W_{n}\right)_{n \geq 0}$ denote an independent and identically distributed sequence of real random variables independent of $\mathcal{F}_{\infty}$ with $P^{W_{0}}=P^{Z_{1}}$. In case $\vartheta>1$, we obtain

$$
E\left(\left.\exp \left(i t \frac{\Delta B_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right)=\varphi\left(\frac{t X_{n-1}}{A_{n}^{1 / 2}}\right) \rightarrow \varphi\left(t \operatorname{sign}(Y) \frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta}\right) P \text {-a.s. }
$$

as $n \rightarrow \infty$ for every $t \in \mathbb{R}$. This is condition (vi) in Corollary 8.8 with $\mu=$ $P^{\left(\vartheta^{2}-1\right)^{1 / 2} Z_{1} / \vartheta}$ and $S=\operatorname{sign}(Y)$. From Corollary 8.8 follows

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right)=\frac{B_{n}}{A_{n}^{1 / 2}} \rightarrow \operatorname{sign}(Y) \frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \sum_{j=0}^{\infty}\left(\vartheta^{2}\right)^{-j / 2} W_{j}
$$

$\mathcal{F}_{\infty}$-stably. Since

$$
\begin{aligned}
\frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \sum_{j=0}^{\infty}\left(\vartheta^{2}\right)^{-j / 2} W_{j} & =\frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \sum_{j=0}^{\infty} \vartheta^{-j} W_{j} \\
& \stackrel{d}{=}\left(\vartheta^{2}-1\right)^{1 / 2} \sum_{k=1}^{\infty} \vartheta^{-k} W_{k} \stackrel{d}{=}\left(\vartheta^{2}-1\right)^{1 / 2} U
\end{aligned}
$$

(where distributional equality is always meant under $P$ ), this can be read as

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \operatorname{sign}(Y)\left(\vartheta^{2}-1\right)^{1 / 2} U \quad \mathcal{F}_{\infty} \text {-stably }
$$

(see Lemma A. 5 (b)). In case $\vartheta<-1$, we obtain

$$
\begin{aligned}
& E\left(\left.\exp \left(i t \frac{(-1)^{n} \Delta B_{n}}{A_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \\
& \quad=\varphi\left(\frac{t(-1)^{n} X_{n-1}}{A_{n}^{1 / 2}}\right) \rightarrow \varphi\left(t \operatorname{sign}(Y) \frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta}\right)
\end{aligned}
$$

$P$-almost surely as $n \rightarrow \infty$ for every $t \in \mathbb{R}$ so that condition (vii) in Corollary 8.9 is satisfied with $\mu=P^{\left(\vartheta^{2}-1\right)^{1 / 2} Z_{1} / \vartheta}$ and $S=\operatorname{sign}(Y)$. Thus Corollary 8.9 yields

$$
\begin{aligned}
& (-1)^{n}\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \\
& \quad=\frac{(-1)^{n} B_{n}}{A_{n}^{1 / 2}} \rightarrow \operatorname{sign}(Y) \frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \sum_{j=0}^{\infty}(-1)^{j}\left(\vartheta^{2}\right)^{-j / 2} W_{j}
\end{aligned}
$$

$\mathcal{F}_{\infty}$-stably. Since

$$
\frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \sum_{j=0}^{\infty}(-1)^{j}\left(\vartheta^{2}\right)^{-j / 2} W_{j}=\frac{\left(\vartheta^{2}-1\right)^{1 / 2}}{\vartheta} \sum_{j=0}^{\infty} \vartheta^{-j} W_{j} \stackrel{d}{=}\left(\vartheta^{2}-1\right)^{1 / 2} U
$$

this reads as

$$
(-1)^{n}\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \operatorname{sign}(Y)\left(\vartheta^{2}-1\right)^{1 / 2} U \quad \mathcal{F}_{\infty} \text {-stably }
$$

In both cases we thus obtain
$(\operatorname{sign}(\vartheta))^{n}\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \operatorname{sign}(Y)\left(\vartheta^{2}-1\right)^{1 / 2} U \quad \mathcal{F}_{\infty}$-stably.
As for the deterministic norming, we can conclude using Theorem 3.18

$$
\begin{aligned}
\vartheta^{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) & =\frac{\vartheta^{n} B_{n}}{A_{n}}=\frac{(\operatorname{sign}(\vartheta))^{n} a_{n} B_{n}}{A_{n}}=\frac{a_{n}}{A_{n}^{1 / 2}} \frac{(\operatorname{sign}(\vartheta))^{n} B_{n}}{A_{n}^{1 / 2}} \\
& =\frac{a_{n}}{A_{n}^{1 / 2}}(\operatorname{sign}(\vartheta))^{n}\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \\
& \rightarrow \frac{\operatorname{sign}(Y)\left(\vartheta^{2}-1\right) U}{|Y|}=\frac{\left(\vartheta^{2}-1\right) U}{Y} \mathcal{F}_{\infty} \text {-stably }
\end{aligned}
$$

Now assume that $P^{Z_{1}}$ is symmetric around zero. Then $P^{U}$ is also symmetric around zero. Hence, by Lemma A. 5 (c), $P^{\operatorname{sign}(Y)\left(\vartheta^{2}-1\right)^{1 / 2} U \mid \mathcal{F}_{\infty}}=P^{\left(\vartheta^{2}-1\right)^{1 / 2} U}$ so that

$$
(\operatorname{sign}(\vartheta))^{n}\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow\left(\vartheta^{2}-1\right)^{1 / 2} U \quad \mathcal{F}_{\infty-\text {-mixing }}
$$

Thus, again by the symmetry of $P^{U}$,

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow\left(\vartheta^{2}-1\right)^{1 / 2} U \quad \mathcal{F}_{\infty} \text {-mixing }
$$

Exercise 9.1 Assume $|\vartheta|>1$ and $P^{Z_{1}}=C(0, b)$ with scale parameter $b \in(0, \infty)$. Show that

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow C\left(0, \frac{b\left(\vartheta^{2}-1\right)^{1 / 2}}{|\vartheta|-1}\right) \quad \text { mixing }
$$

as $n \rightarrow \infty$. More generally, if $P^{Z_{1}}=S_{\alpha}(b)$, the symmetric $\alpha$-stable distribution with Fourier transform $\int \exp (i t x) d S_{\alpha}(b)(x)=e^{-b|t|^{\alpha}}, \alpha \in(0,2), b \in(0, \infty)$, then

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow S_{\alpha}\left(\frac{b\left(\vartheta^{2}-1\right)^{\alpha / 2}}{|\vartheta|^{\alpha}-1}\right) \text { mixing . }
$$

(Note that $C(0, b)=S_{1}(b)$. )
Exercise 9.2 Assume that $|\vartheta|>1$ and $P^{Z_{1}}$ is symmetric around zero. Show that

$$
|\vartheta|^{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \frac{\left(\vartheta^{2}-1\right) U}{Y} \quad \mathcal{F}_{\infty} \text {-stably }
$$

with $U$ and $Y$ from Theorem 9.2.

## The critical case

Theorem 9.3 Assume $|\vartheta|=1, Z_{1} \in \mathcal{L}^{2}$ and $E Z_{1}=0$. Then

$$
n\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \vartheta \frac{W_{1}^{2}-1}{2 \int_{0}^{1} W_{t}^{2} d t} \mathcal{F}_{\infty \text {-mixing }}
$$

and

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow \vartheta \sigma \frac{W_{1}^{2}-1}{2\left(\int_{0}^{1} W_{t}^{2} d t\right)^{1 / 2}} \mathcal{F}_{\infty} \text {-mixing }
$$

as $n \rightarrow \infty$, where $\left(W_{t}\right)_{t \in[0,1]}$ denotes a Brownian motion independent of $\mathcal{F}_{\infty}$.
Distributional convergence under deterministic norming for $\vartheta=1$ has already been observed by [24, 73, 97]. One checks that the numerator and the denominator of the first limiting random variable are positively correlated so that they are not independent in both limiting random variables.
Proof of Theorem 9.3. Let $\vartheta=1$. Then $X_{n}=X_{0}+\sum_{i=1}^{n} Z_{i}$ and hence, for $n \geq 1$,

$$
\begin{aligned}
A_{n} & =\sum_{j=1}^{n}\left(X_{0}+\sum_{i=1}^{j-1} Z_{i}\right)^{2}=n X_{0}^{2}+2 X_{0} \sum_{j=1}^{n} \sum_{i=1}^{j-1} Z_{i}+\sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i}\right)^{2} \\
& =n X_{0}^{2}+2 X_{0} \sum_{i=1}^{n-1}(n-i) Z_{i}+\sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i}\right)^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
B_{n} & =\sum_{j=1}^{n}\left(X_{0}+\sum_{i=1}^{j-1} Z_{i}\right) Z_{j}=X_{0} \sum_{j=1}^{n} Z_{j}+\sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i}\right) Z_{j} \\
& =X_{0} \sum_{j=1}^{n} Z_{j}+\frac{1}{2}\left(\sum_{j=1}^{n} Z_{j}\right)^{2}-\frac{1}{2} \sum_{j=1}^{n} Z_{j}^{2}
\end{aligned}
$$

For $n \in \mathbb{N}$, let $X^{n}=\left(X_{t}^{n}\right)_{t \in[0,1]}$ denote the normalized (path-continuous) partial sum process based on $\left(Z_{n}\right)$ from Example 3.14 and let $Y_{t}^{n}:=\left(\sum_{j=1}^{[n t]} Z_{j}\right) / \sigma \sqrt{n}, t \in$ $[0,1]$. The map $C([0,1]) \rightarrow \mathbb{R}^{2}, x \mapsto\left(\frac{1}{2} x(1)^{2},\left(\int_{0}^{1} x(t)^{2} d t\right)^{1 / 2}\right)$ is continuous so that by Example 3.14 (or Corollary 7.7) and Theorem 3.18 (c)

$$
\left(\frac{1}{2}\left(X_{1}^{n}\right)^{2},\left(\int_{0}^{1}\left(X_{t}^{n}\right)^{2} d t\right)^{1 / 2}\right) \rightarrow\left(\frac{1}{2} W_{1}^{2},\left(\int_{0}^{1} W_{t}^{2} d t\right)^{1 / 2}\right) \mathcal{F}_{\infty} \text {-mixing }
$$

We have

$$
\begin{aligned}
& \left|\left(\int_{0}^{1}\left(X_{t}^{n}\right)^{2} d t\right)^{1 / 2}-\left(\int_{0}^{1}\left(Y_{t}^{n}\right)^{2} d t\right)^{1 / 2}\right| \leq\left(\int_{0}^{1}\left|X_{t}^{n}-Y_{t}^{n}\right|^{2} d t\right)^{1 / 2} \\
& \quad \leq\left\|X^{n}-Y^{n}\right\|_{\text {sup }} \leq \frac{1}{\sigma \sqrt{n}} \max _{1 \leq j \leq n}\left|Z_{j}\right| \rightarrow 0 \text { in probability }
\end{aligned}
$$

and moreover,

$$
\int_{0}^{1}\left(Y_{t}^{n}\right)^{2} d t=\frac{1}{\sigma^{2} n} \sum_{j=1}^{n} \int_{(j-1) / n}^{j / n}\left(\sum_{i=1}^{j-1} Z_{i}\right)^{2} d t=\frac{1}{\sigma^{2} n^{2}} \sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i}\right)^{2}
$$

Using Theorem 3.18 (a), (c) this implies

$$
\left(\frac{1}{2 \sigma^{2} n}\left(\sum_{j=1}^{n} Z_{j}\right)^{2}, \frac{1}{\sigma^{2} n^{2}} \sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i}\right)^{2}\right) \rightarrow\left(\frac{1}{2} W_{1}^{2}, \int_{0}^{1} W_{t}^{2} d t\right) \quad \mathcal{F}_{\infty} \text {-mixing }
$$

Since $\left(\sum_{j=1}^{n} Z_{j}\right) / n \rightarrow 0$ almost surely, $\left(\sum_{j=1}^{n} Z_{j}^{2}\right) / 2 \sigma^{2} n \rightarrow 1 / 2$ almost surely by the Kolmogorov strong law of large numbers and $\left(\sum_{i=1}^{n} i Z_{i}\right) / n^{2} \rightarrow 0$ almost surely by the Kolmogorov criterion (or Theorem A. 9 with $B_{n}=n^{2}, p=2$ ), we obtain in view of Theorem 3.18 (b), (c)

$$
\left(\frac{B_{n}}{\sigma^{2} n}, \frac{A_{n}}{\sigma^{2} n^{2}}\right) \rightarrow\left(\frac{1}{2} W_{1}^{2}-\frac{1}{2}, \int_{0}^{1} W_{t}^{2} d t\right) \quad \mathcal{F}_{\infty} \text {-mixing }
$$

Consequently, by Theorem 3.18 (c), using $P\left(\int_{0}^{1} W_{t}^{2} d t>0\right)=1$,

$$
n\left(\widehat{\vartheta}_{n}-\vartheta\right)=\frac{n B_{n}}{A_{n}}=\frac{B_{n} / \sigma^{2} n}{A_{n} / \sigma^{2} n^{2}} \rightarrow \frac{W_{1}^{2}-1}{2 \int_{0}^{1} W_{t}^{2} d t} \quad \mathcal{F}_{\infty} \text {-mixing }
$$

and

$$
\left(\sum_{j=1}^{n} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{n}-\vartheta\right)=\frac{B_{n}}{A_{n}^{1 / 2}}=\sigma \frac{B_{n} / \sigma^{2} n}{\sqrt{A_{n} / \sigma^{2} n^{2}}} \rightarrow \sigma \frac{W_{1}^{2}-1}{2\left(\int_{0}^{1} W_{t}^{2} d t\right)^{1 / 2}}
$$

$\mathcal{F}_{\infty}$-mixing as $n \rightarrow \infty$.
In case $\vartheta=-1$, let $\widetilde{Z}_{n}:=(-1)^{n} Z_{n}$. Then $X_{n}=(-1)^{n}\left(X_{0}+\sum_{j=1}^{n} \widetilde{Z}_{j}\right)$ and hence, for all $n \geq 1$,

$$
\begin{aligned}
A_{n} & =\sum_{j=1}^{n}\left((-1)^{j-1}\left(X_{0}+\sum_{i=1}^{j-1} \widetilde{Z}_{i}\right)\right)^{2} \\
& =n X_{0}^{2}+2 X_{0} \sum_{i=1}^{n-1}(n-i) \widetilde{Z}_{i}+\sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} \widetilde{Z}_{i}\right)^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
B_{n} & =\sum_{j=1}^{n}\left((-1)^{j-1}\left(X_{0}+\sum_{i=1}^{j-1} \widetilde{Z}_{i}\right)\right) Z_{j}=-\sum_{j=1}^{n}\left(X_{0}+\sum_{i=1}^{j-1} \widetilde{Z}_{i}\right) \widetilde{Z}_{j} \\
& =-X_{0} \sum_{j=1}^{n} \widetilde{Z}_{j}-\frac{1}{2}\left(\sum_{j=1}^{n} \widetilde{Z}_{j}\right)^{2}+\frac{1}{2} \sum_{j=1}^{n} \widetilde{Z}_{j}^{2}
\end{aligned}
$$

One may apply Corollary 7.7 to the normalized partial sum process based on $\left(\widetilde{Z}_{n}\right)_{n \geq 1}$. One simply has to observe that now $\left(\sum_{j=1}^{n} \widetilde{Z}_{j}\right) / n \rightarrow 0$ almost surely by the Kolmogorov criterion (or Theorem A.9).

We see that in the case $|\vartheta| \leq 1$ the limiting distributions of $\widehat{\vartheta}_{n}$ under deterministic and random norming do not depend on the distribution $P^{Z_{1}}$ (and $X_{0}$ ) while in the explosive case $|\vartheta|>1$ they do.

Notice that in case $|\vartheta|=1$ there occurs a singularity in the sense that $A_{n} / a_{n}^{2}$ does not converge in probability (with $a_{n}=n$ ) in contrast to the case $|\vartheta| \neq 1$. This coincides with the fact that the observation process $X$ is a martingale if $\vartheta=1$ and $\left((-1)^{n} X_{n}\right)_{n \geq 0}$ is a martingale if $\vartheta=-1$ (see [63], [89], Chap. 5).

Remark 9.4 The preceding result provides a counterexample to Theorem 6.23 of the type of Example 6.12 for arrays: In condition $\left(\mathrm{N}_{a_{n}}\right)$ convergence in probability cannot be replaced by mixing convergence. Assume the setting of Theorem 9.3 with $X_{0}=0, Z_{1} \in \mathcal{L}^{p}$ for some $p>2$ and $\vartheta=1$. Then $B=\left(B_{n}\right)_{n \geq 0}$, where

$$
B_{n}=\sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i}\right) Z_{j} \quad \text { with } \quad B_{0}=B_{1}=0
$$

is a square integrable martingale with quadratic characteristic

$$
\langle B\rangle_{n}=\sigma^{2} A_{n}=\sigma^{2} \sum_{j=1}^{n}\left(\sum_{i=1}^{j-1} Z_{i}\right)^{2}
$$

The proof of Theorem 9.3 shows that

$$
\frac{1}{n^{2}}\langle B\rangle_{n}=\frac{\sigma^{4} A_{n}}{\sigma^{2} n^{2}} \rightarrow \sigma^{4} \int_{0}^{1} W_{t}^{2} d t \quad \mathcal{F}_{\infty} \text {-mixing }
$$

Hence, condition ( $\mathrm{N}_{a_{n}}$ ) with $a_{n}=n$ holds with mixing convergence instead of convergence in probability. Moreover, the conditional Lyapunov condition $\left(\mathrm{CLY}_{a_{n}, p}\right)$ is satisfied for $B$ which implies $\left(\mathrm{CLB}_{a_{n}}\right)$ by Remark 6.25 . In fact, we have

$$
\frac{1}{n^{p}} \sum_{j=1}^{n} E\left(\left|\left(\sum_{i=1}^{j-1} Z_{i}\right) Z_{j}\right|^{p} \mid \mathcal{F}_{j-1}\right)=\frac{1}{n^{p}} \sum_{j=1}^{n}\left|\sum_{i=1}^{j-1} Z_{i}\right|^{p} E\left|Z_{1}\right|^{p}
$$

Let $b:=(p-1) / p$. Then $b>1 / 2$ and hence, for example, the strong law of large numbers of Theorem A. 9 (or Example 4.2) for the martingale $\left(\sum_{i=1}^{n} Z_{i}\right)_{n \geq 0}$ yields

$$
\frac{\left|\sum_{i=1}^{n-1} Z_{i}\right|^{p}}{n^{p b}} \rightarrow 0 \quad \text { a.s. }
$$

so that by the discrete rule of de l'Hospital in Lemma 6.28 (b)

$$
\frac{\sum_{j=1}^{n}\left|\sum_{i=1}^{j-1} z_{i}\right|^{p}}{\sum_{j=1}^{n} j^{p b}} \rightarrow 0 \quad \text { a.s. }
$$

Since $\sum_{j=1}^{n} j^{p b} \sim n^{p b+1} /(p b+1)=n^{p} / p$, we obtain

$$
\frac{1}{n^{p}} \sum_{j=1}^{n} E\left(\left|\left(\sum_{i=1}^{j-1} Z_{i}\right) Z_{j}\right|^{p} \mid \mathcal{F}_{j-1}\right) \rightarrow 0 \quad \text { a.s. }
$$

On the other hand, again, for example, by the proof of Theorem 9.3,

$$
\frac{B_{n}}{n} \rightarrow \frac{\sigma^{2}}{2}\left(W_{1}^{2}-1\right) \quad \mathcal{F}_{\infty} \text {-mixing }
$$

The distribution of the limiting random variable is not symmetric around zero and hence is not a variance mixture of centered Gaussian distributions.

Exercise 9.3 Assume $\vartheta=1, Z_{1} \in \mathcal{L}^{2}$ and $E Z_{1}=0$. Show that

$$
n^{-3 / 2} \sum_{j=1}^{n} X_{j} \rightarrow \sigma \int_{0}^{1} W_{t} d t \quad \mathcal{F}_{\infty} \text {-mixing as } n \rightarrow \infty
$$

where $\left(W_{t}\right)_{t \in[0,1]}$ denotes a Brownian motion independent of $\mathcal{F}_{\infty}$.
Exercise 9.4 (cf. [55]) Assume $|\vartheta| \leq 1, X_{0}, Z_{1} \in \mathcal{L}^{2}$ and $E Z_{1}=0$, and let $\gamma>0$ be fixed. For every $c \in \mathbb{N}$, set

$$
\tau_{c}:=\min \left\{n \in \mathbb{N}: \sum_{j=1}^{n} X_{j-1}^{2} \geq c \gamma\right\}
$$

Show that $\tau_{c}$ is almost surely finite for every $c \in \mathbb{N}$ and

$$
\left(\sum_{j=1}^{\tau_{c}} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{\tau_{c}}-\vartheta\right) \rightarrow \sigma \sqrt{\gamma} N \quad \mathcal{F}_{\infty} \text {-mixing as } c \rightarrow \infty
$$

as well as

$$
c^{1 / 2}\left(\widehat{\vartheta}_{\tau_{c}}-\vartheta\right) \rightarrow \frac{\sigma}{\sqrt{\gamma}} N \quad \mathcal{F}_{\infty} \text {-mixing as } c \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{F}_{\infty}$.
Hint: Apply Corollary 6.4. The proof of $X_{n}^{2} / \sum_{j=1}^{n} X_{j-1}^{2} \rightarrow 0$ almost surely as $n \rightarrow \infty$ is a crucial step.

Exercise 9.4 shows that sequential sampling with random sample size $\tau_{c}$ leads to the same normal limit for $\widehat{\vartheta}_{\tau_{c}}$ as $c \rightarrow \infty$ for the whole range $-1 \leq \vartheta \leq 1$ of the autoregression parameter, in contrast to the result of Theorem 9.3.

## Chapter 10 <br> Galton-Watson Branching Processes

Let $\left(Y_{n j}\right)_{n, j \in \mathbb{N}}$ be independent and identically distributed random variables with values in $\mathbb{N}_{0}$, and let $X_{0}$ be some random variable with values in $\mathbb{N}$ which is independent of $\left(Y_{n j}\right)_{n, j \in \mathbb{N}}$, where all these random variables are defined on the same probability space $(\Omega, \mathcal{F}, P)$. For every $n \in \mathbb{N}$ we set

$$
X_{n}:=\sum_{j=1}^{X_{n-1}} Y_{n j}
$$

The process $X=\left(X_{n}\right)_{n \geq 0}$ is the Galton-Watson branching process.
The process $X$ can be interpreted as follows: In a population of particles (which may represent people, cells, neutrons, etc., depending on the field of application) each particle $j$ of the $(n-1)$-th generation produces a random number $Y_{n j}$ (which may be 0 ) of identical particles in the $n$-th generation, called the offspring of $j$, and it does so independently of all other particles from the ( $n-1$ )-th and all earlier generations. The offspring distribution, i.e. the distribution of $Y_{n j}$, is the same for all particles in all generations. Then $X_{n}$ is the total number of particles in the $n$-th generation, with $X_{0}$ being the (random) number of particles in the 0 -th generation. Note that excluding the value 0 of $X_{0}$ is not an essential restriction because by definition of $X_{n}$ we would have $X_{n}=0$ for all $n \in \mathbb{N}$ on the event $\left\{X_{0}=0\right\}$ so that $\left(X_{n}\right)_{n \geq 0}$ would be trivial on $\left\{X_{0}=0\right\}$.

For every $k \in \mathbb{N}_{0}$ set $p_{k}:=P\left(Y_{11}=k\right)$. To exclude trivial cases, we always assume $p_{0}<1$ (if $p_{0}=1$, then $X_{n}=0$ almost surely for all $n \in \mathbb{N}$ ) and $p_{1}<1$ (if $p_{1}=1$, then $X_{n}=X_{0}$ almost surely for all $n \in \mathbb{N}$ ). Clearly, if $X_{n}=0$ for some $n \in \mathbb{N}$, then $X_{m}=0$ for all $m \geq n$, and the population is said to be extinct at time $n$.

One of the main features of the process $X$ is the fact that with probability one either $X_{n}=0$ for all large $n$ or $\lim _{n \rightarrow \infty} X_{n}=\infty$, that is, $P\left(\left\{\lim _{n \rightarrow \infty} X_{n}=0\right\} \cup\right.$ $\left.\left\{\lim _{n \rightarrow \infty} X_{n}=\infty\right\}\right)=1$; see e.g. [64], Satz 9.1. Whether the probability of extinction $\rho:=P\left(\lim _{n \rightarrow \infty} X_{n}=0\right)$ equals 1 or is strictly less than 1 is completely
determined by the offspring mean $\alpha:=E\left(Y_{11}\right)$. If $\alpha \leq 1$, then $\rho=1$, and if $\alpha>1$, then $\rho<1$; see e.g. [64], Korollar 9.5. Observe that $\alpha>0$ because $p_{0}<1$.

We are interested here in stable limit theorems motivated by asymptotic statistical inference about $\alpha>1$ for $n \rightarrow \infty$. This is only meaningful on the event

$$
M_{+}:=\left\{\lim _{n \rightarrow \infty} X_{n}=\infty\right\}
$$

because on the complementary event of extinction $\left\{\lim _{n \rightarrow \infty} X_{n}=0\right\}$ the number of available data about the process $X$ stays finite as $n$ gets large. Therefore, we will restrict ourselves to the case $\alpha>1$ in which $P\left(M_{+}\right)>0$ under suitable moment conditions and in which the process $X$ is called supercritical. In the sequel we will discuss several different estimators of $\alpha$ in the supercritical case and derive stable limit theorems for these estimators under deterministic and random norming. For this, we have to collect a few more basic facts about the process $X$. We always assume $Y_{11} \in \mathcal{L}^{2}(P)$ with $\sigma^{2}:=\operatorname{Var}\left(Y_{11}\right)>0$ and $X_{0} \in \mathcal{L}^{2}(P)$ as well as $\alpha>1$.

Let $\mathcal{F}_{0}=\sigma\left(X_{0}\right)$ and $\mathcal{F}_{n}=\sigma\left(X_{0}, Y_{i j} ; 1 \leq i \leq n, j \in \mathbb{N}\right)$ for all $n \in \mathbb{N}$. Clearly, $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}$ is a filtration and $X$ is $\mathbb{F}$-adapted. As usual, $\mathcal{F}_{\infty}=\sigma\left(\bigcup_{n=0}^{\infty} \mathcal{F}_{n}\right)$. There exists a nonnegative $M_{\infty} \in \mathcal{L}^{2}\left(\mathcal{F}_{\infty}, P\right)$ with

$$
M_{n}:=\alpha^{-n} X_{n} \rightarrow M_{\infty} \text { a.s. and in } \mathcal{L}^{2} \text { as } n \rightarrow \infty
$$

This is a consequence of the fact that $\left(M_{n}\right)_{n \geq 0}$ is an $\mathcal{L}^{2}$-bounded martingale w.r.t. $\mathbb{F}$ and the martingale convergence theorem; see e.g. [64], Lemma 9.3 and Satz 9.4. Moreover, $\left\{\lim _{n \rightarrow \infty} X_{n}=0\right\}=\left\{M_{\infty}=0\right\}$ almost surely so that

$$
M_{+}=\left\{M_{\infty}>0\right\} \quad \text { a.s. }
$$

and $P\left(M_{+}\right)>0$; see e.g. [64], Satz 9.4 and the remark following it in combination with Satz 9.6 and our assumption $Y_{11} \in \mathcal{L}^{2}(P)$.

## A moment estimator

The first estimator which we will consider here is a simple moment estimator. It appears in [44]. For all $n \in \mathbb{N}$ we have

$$
E\left(X_{n} \mid \mathcal{F}_{n-1}\right)=\sum_{j=1}^{X_{n-1}} E\left(Y_{n j} \mid \mathcal{F}_{n-1}\right)=\alpha X_{n-1}
$$

because $E\left(Y_{n j} \mid \mathcal{F}_{n-1}\right)=E\left(Y_{n j}\right)=\alpha$ by independence of $Y_{n j}$ and $\mathcal{F}_{n-1}$. Consequently, $E\left(X_{n}\right)=\alpha E\left(X_{n-1}\right)$ for all $n \in \mathbb{N}$, whence $E\left(X_{n}\right)=\alpha^{n} E\left(X_{0}\right)$ and

$$
\alpha=\frac{E\left(X_{n}\right)^{1 / n}}{E\left(X_{0}\right)^{1 / n}}
$$

Ignoring the denominator because $E\left(X_{0}\right)^{1 / n} \rightarrow 1$ as $n \rightarrow \infty$, the principle of moments yields the (unconditional) moment estimator

$$
\widehat{\alpha}_{n}^{(M)}:=X_{n}^{1 / n}
$$

On $M_{+}$we have $M_{\infty}>0$ so that $\alpha^{-n} X_{n} \rightarrow M_{\infty}$ almost surely implies

$$
\log X_{n}-n \log \alpha \rightarrow \log M_{\infty} \quad \text { a.s. as } n \rightarrow \infty
$$

This yields $\frac{1}{n} \log X_{n}-\log \alpha \rightarrow 0$ almost surely so that $\widehat{\alpha}_{n}^{(M)} \rightarrow \alpha$ almost surely on $M_{+}$. Thus, $\widehat{\alpha}_{n}^{(M)}$ is a strongly consistent estimator for $\alpha$ on $M_{+}$. On the other hand, on $M_{+}$we get

$$
n\left(\log \widehat{\alpha}_{n}^{(M)}-\log \alpha\right)=\log X_{n}-n \log \alpha \rightarrow \log M_{\infty} \quad \text { a.s. as } n \rightarrow \infty
$$

and, by the mean value theorem,

$$
n\left(\log \widehat{\alpha}_{n}^{(M)}-\log \alpha\right)=\frac{n}{\xi_{n}}\left(\widehat{\alpha}_{n}^{(M)}-\alpha\right)
$$

for some $\xi_{n}$ between $\widehat{\alpha}_{n}^{(M)}$ and $\alpha$. Therefore, $\xi_{n} \rightarrow \alpha$ almost surely as $n \rightarrow \infty$ and hence

$$
n\left(\widehat{\alpha}_{n}^{(M)}-\alpha\right) \rightarrow \alpha \log M_{\infty} \quad \text { a.s. on } M_{+}
$$

This exhibits a rather unusual asymptotic behavior of the estimator $\widehat{\alpha}_{n}^{(M)}$.

## A conditional moment estimator

To motivate the second estimator we apply the principle of moments conditionally to

$$
\alpha=\frac{E\left(X_{n} \mid \mathcal{F}_{n-1}\right)}{X_{n-1}}
$$

provided that $X_{n-1} \geq 1$. Replacing the conditional moment $E\left(X_{n} \mid \mathcal{F}_{n-1}\right)$ by $X_{n}$, we arrive at the estimator

$$
\widehat{\alpha}_{n}^{(L N)}:=\frac{X_{n}}{X_{n-1}}
$$

Note that $X_{n}=0$ for some $n \in \mathbb{N}$ implies $X_{m}=0$ for all $m \geq n$ so that we have $X_{n} \geq 1$ for all $\in \mathbb{N}_{0}$ on $M_{+}$and hence

$$
\widehat{\alpha}_{n}^{(L N)}=\alpha \frac{M_{n}}{M_{n-1}} \rightarrow \alpha \frac{M_{\infty}}{M_{\infty}}=\alpha \quad \text { a.s. on } M_{+} \text {as } n \rightarrow \infty
$$

which says that $\widehat{\alpha}_{n}^{(L N)}$ is a strongly consistent estimator for $\alpha$ on $M_{+}$. This is the Lotka-Nagaev estimator considered in [67]. A stable limit theorem for $\widehat{\alpha}_{n}^{(L N)}$ will be derived here from the following stability result.

Theorem 10.1 Under the above assumptions,

$$
\frac{1}{\alpha^{(n-1) / 2}} \sum_{j=1}^{X_{n-1}}\left(Y_{n j}-\alpha\right) \rightarrow \sigma M_{\infty}^{1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably as } n \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is $P$-independent of $\mathcal{F}_{\infty}$.
Proof For all $n \in \mathbb{N}$ and $j \geq 0$ set

$$
\widetilde{\mathcal{F}}_{n j}:=\sigma\left(X_{0}, Y_{m k}, 1 \leq m \leq n-1, k \in \mathbb{N} ; Y_{n 1}, \ldots, Y_{n j}\right)
$$

so that $\widetilde{\mathcal{F}}_{10}=\sigma\left(X_{0}\right)$ and $\widetilde{\mathcal{F}}_{n 0}=\sigma\left(X_{0}, Y_{m k}, 1 \leq m \leq n-1, k \in \mathbb{N}\right)=\mathcal{F}_{n-1}$ for all $n \geq 2$. The array $\left(\widetilde{\mathcal{F}}_{n j}\right)_{j \geq 0, n \in \mathbb{N}}$ is clearly nondecreasing in $j$ and $n$ so that it satisfies the nesting condition. For every $n \in \mathbb{N}$ the $\mathbb{N}_{0}$-valued random variable $X_{n-1}$ is measurable w.r.t. $\widetilde{\mathcal{F}}_{n 0}$ and therefore a stopping time w.r.t. $\left(\widetilde{\mathcal{F}}_{n j}\right)_{j \geq 0}$. Moreover, for every $n \in \mathbb{N}$, by independence of $Y_{n j}$ and $\widetilde{\mathcal{F}}_{n, j-1}$ and $E\left(Y_{n j}\right)=\alpha$, the sequence $\left(Y_{n j}-\alpha\right)_{j \in \mathbb{N}}$ is a martingale difference sequence w.r.t. $\left(\widetilde{\mathcal{F}}_{n j}\right)_{j \geq 0}$. Therefore, $\left(\alpha^{-(n-1) / 2}\left(Y_{n j}-\alpha\right)\right)_{j \in \mathbb{N}}$ is a martingale difference sequence w.r.t. $\left(\widetilde{\mathcal{F}}_{n j}\right)_{j \geq 0}$ as well. By independence of $Y_{n j}$ and $\widetilde{\mathcal{F}}_{n, j-1}$ again we have

$$
\begin{aligned}
& \sum_{j=1}^{X_{n-1}} E\left(\left.\left(\frac{Y_{n j}-\alpha}{\alpha^{(n-1) / 2}}\right)^{2} \right\rvert\, \widetilde{\mathcal{F}}_{n, j-1}\right)=\frac{1}{\alpha^{n-1}} \sum_{j=1}^{X_{n-1}} E\left(\left(Y_{n j}-\alpha\right)^{2}\right) \\
& \quad=\sigma^{2} \frac{X_{n-1}}{\alpha^{n-1}} \rightarrow \sigma^{2} M_{\infty} \quad \text { a.s. as } n \rightarrow \infty
\end{aligned}
$$

so that condition $\left(\mathrm{N}_{\tau_{n}}\right)$ is satisfied with the finite stopping time $\tau_{n}=X_{n-1}$ and $\eta^{2}=\sigma^{2} M_{\infty}$. Moreover, again by independence of $Y_{n j}$ and $\widetilde{\mathcal{F}}_{n, j-1}$,

$$
\begin{aligned}
& \sum_{j=1}^{X_{n-1}} E\left(\left.\left(\frac{Y_{n j}-\alpha}{\alpha^{(n-1) / 2}}\right)^{2} 1_{\left\{\left|Y_{n j}-\alpha\right| \geq \varepsilon \alpha^{(n-1) / 2}\right\}} \right\rvert\, \widetilde{\mathcal{F}}_{n, j-1}\right) \\
& \quad=\frac{1}{\alpha^{n-1}} \sum_{j=1}^{X_{n-1}} E\left(\left(Y_{n j}-\alpha\right)^{2} 1_{\left\{\left|Y_{n j}-\alpha\right| \geq \varepsilon \alpha^{(n-1) / 2}\right\}}\right) \\
& \quad=\frac{X_{n-1}}{\alpha^{n-1}} E\left(\left(Y_{11}-\alpha\right)^{2} 1_{\left\{\left|Y_{11}-\alpha\right| \geq \varepsilon \alpha^{(n-1) / 2}\right\}}\right) \rightarrow 0 \quad \text { a.s. as } n \rightarrow \infty
\end{aligned}
$$

so that condition $\left(\mathrm{CLB}_{\tau_{n}}\right)$ is satisfied with the finite stopping time $\tau_{n}=X_{n-1}$. Observe that $\mathcal{F}_{\infty}=\sigma\left(\bigcup_{n \in \mathbb{N}} \bigcup_{j \geq 0} \widetilde{\mathcal{F}}_{n j}\right)$. Therefore, the assertion follows from Corollary 6.4 and Remark 6.2 (d).

Corollary 10.2 Under the above assumptions,

$$
X_{n-1}^{1 / 2}\left(\widehat{\alpha}_{n}^{(L N)}-\alpha\right) \rightarrow \sigma N \quad \mathcal{F}_{\infty \text {-mixing }} \text { under } P_{M_{+}} \text {as } n \rightarrow \infty
$$

and

$$
\alpha^{(n-1) / 2}\left(\widehat{\alpha}_{n}^{(L N)}-\alpha\right) \rightarrow \sigma M_{\infty}^{-1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably under } P_{M_{+}} \text {as } n \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is $P$-independent of $\mathcal{F}_{\infty}$.
Proof On $M_{+}$we have almost surely

$$
\sum_{j=1}^{X_{n-1}}\left(Y_{n j}-\alpha\right)=X_{n}-\alpha X_{n-1}=X_{n-1}\left(\widehat{\alpha}_{n}^{(L N)}-\alpha\right)
$$

so that

$$
X_{n-1}^{1 / 2}\left(\widehat{\alpha}_{n}^{(L N)}-\alpha\right)=\frac{\alpha^{(n-1) / 2}}{X_{n-1}^{1 / 2}} \frac{1}{\alpha^{(n-1) / 2}} \sum_{j=1}^{X_{n-1}}\left(Y_{n j}-\alpha\right)
$$

Consequently, the first assertion follows from Theorem 10.1 and $\alpha^{(n-1) / 2} / X_{n-1}^{1 / 2} \rightarrow$ $M_{\infty}^{-1 / 2} P_{M_{+}}$-almost surely as $n \rightarrow \infty$ via Theorem 3.18 (b) and (c) (use $g(x, y)=$ $x y$ ).

On $M_{+}$we also get almost surely

$$
\alpha^{(n-1) / 2}\left(\widehat{\alpha}_{n}^{(L N)}-\alpha\right)=\frac{\alpha^{(n-1) / 2}}{X_{n-1}^{1 / 2}} X_{n-1}^{1 / 2}\left(\widehat{\alpha}_{n}^{(L N)}-\alpha\right)
$$

so that the second assertion follows from the first one and $\alpha^{(n-1) / 2} / X_{n-1}^{1 / 2} \rightarrow M_{\infty}^{-1 / 2}$ $P_{M_{+}}$-almost surely as $n \rightarrow \infty$, again via Theorem 3.18 (b) and (c).

## A conditional least squares estimator

The third estimator is a conditional least squares estimator which is defined as the minimizer of the sum of squares

$$
\sum_{i=1}^{n}\left(X_{i}-E\left(X_{i} \mid \mathcal{F}_{i-1}\right)\right)^{2}=\sum_{i=1}^{n}\left(X_{i}-\alpha X_{i-1}\right)^{2}
$$

and is given by

$$
\widehat{\alpha}_{n}^{(L S)}:=\frac{\sum_{i=1}^{n} X_{i} X_{i-1}}{\sum_{i=1}^{n} X_{i-1}^{2}}
$$

Since $\sum_{i=1}^{n} X_{i-1}^{2} \geq X_{0}^{2} \geq 1, \widehat{\alpha}_{n}^{(L S)}$ is well-defined. On $M_{+}$we have

$$
\frac{X_{i-1} X_{i}}{X_{i-1}^{2}}=\widehat{\alpha}_{i}^{(L N)} \rightarrow \alpha \quad \text { a.s. as } i \rightarrow \infty
$$

and the Toeplitz Lemma 6.28 (b) implies $\widehat{\alpha}_{n}^{(L S)} \rightarrow \alpha$ almost surely on $M_{+}$as $n \rightarrow \infty$ so that $\widehat{\alpha}_{n}^{(L S)}$ is strongly consistent on $M_{+}$. To obtain stable limit theorems for $\widehat{\alpha}_{n}^{(L S)}$, we introduce the process $U^{(L S)}=\left(U_{n}^{(L S)}\right)_{n \geq 0}$ with $U_{0}^{(L S)}:=0$ and

$$
U_{n}^{(L S)}:=\sum_{i=1}^{n}\left(X_{i-1} X_{i}-\alpha X_{i-1}^{2}\right) \quad \text { for } n \geq 1
$$

which is an $\mathbb{F}$-martingale because $E\left(X_{i} \mid \mathcal{F}_{i-1}\right)=\alpha X_{i-1}$. If $E\left(X_{0}^{4}\right)<\infty$ and $E\left(Y_{11}^{4}\right)<\infty$, then $U^{(L S)}$ is square integrable with quadratic characteristic

$$
\begin{aligned}
\left\langle U^{(L S)}\right\rangle_{n} & =\sum_{i=1}^{n} E\left(\left(\Delta U_{i}^{(L S)}\right)^{2} \mid \mathcal{F}_{i-1}\right) \\
& =\sum_{i=1}^{n} E\left(\left[X_{i-1} X_{i}-\alpha X_{i-1}^{2}\right]^{2} \mid \mathcal{F}_{i-1}\right) \\
& =\sum_{i=1}^{n} X_{i-1}^{2} E\left(\left[X_{i}-\alpha X_{i-1}\right]^{2} \mid \mathcal{F}_{i-1}\right) \\
& =\sum_{i=1}^{n} X_{i-1}^{2}\left[E\left(X_{i}^{2} \mid \mathcal{F}_{i-1}\right)-2 \alpha X_{i-1} E\left(X_{i} \mid \mathcal{F}_{i-1}\right)+\alpha^{2} X_{i-1}^{2}\right] \\
& =\sigma^{2} \sum_{i=1}^{n} X_{i-1}^{3}
\end{aligned}
$$

because $E\left(X_{i}^{2} \mid \mathcal{F}_{i-1}\right)=\sigma^{2} X_{i-1}+\alpha^{2} X_{i-1}^{2}$ and $E\left(X_{i} \mid \mathcal{F}_{i-1}\right)=\alpha X_{i-1}$. The following application of Theorem 8.2 and Corollary 8.5 is crucial.

Theorem 10.3 If $E\left(X_{0}^{4}\right)<\infty$ and $E\left(Y_{11}^{4}\right)<\infty$, then
where $N$ is $P$-independent of $\mathcal{F}_{\infty}$ with $P^{N}=N(0,1)$.
Proof Here, we are in the setting of Remark 8.6 so that condition (ii) in Theorem 8.2 follows from conditions (i), (iii) and (iv). Consequently, we only have to verify these conditions.

We verify condition (i) with $G=\Omega, a_{n}=\alpha^{3 n / 2}$ and $\eta=\sigma M_{\infty}^{3 / 2} /\left(\alpha^{3}-1\right)^{1 / 2}$. For this, note that $\alpha^{-3(i-1)} X_{i-1}^{3} \rightarrow M_{\infty}^{3}$ almost surely as $i \rightarrow \infty$, so that the Toeplitz Lemma 6.28 (b) implies

$$
\frac{\sum_{i=1}^{n} X_{i-1}^{3}}{\sum_{i=1}^{n} \alpha^{3(i-1)}} \rightarrow M_{\infty}^{3} \quad \text { a.s. as } n \rightarrow \infty
$$

Because

$$
\sum_{i=1}^{n} \alpha^{3(i-1)}=\frac{\alpha^{3 n}-1}{\alpha^{3}-1} \sim \frac{1}{\alpha^{3}-1} \alpha^{3 n}
$$

we get

$$
\frac{\left\langle U^{(L S)}\right\rangle_{n}}{a_{n}^{2}}=\frac{\left\langle U^{(L S)}\right\rangle_{n}}{\alpha^{3 n}}=\sigma^{2} \frac{\sum_{i=1}^{n} X_{i-1}^{3}}{\alpha^{3 n}} \rightarrow \frac{\sigma^{2}}{\alpha^{3}-1} M_{\infty}^{3} \quad \text { a.s. as } n \rightarrow \infty
$$

which implies (i).
For all $n, r \in \mathbb{N}$ we have $a_{n-r}^{2} / a_{n}^{2}=1 / \alpha^{3 r}$ which is (ii) with $p=\alpha^{3}$.
Finally, we will verify (iv) for $\mu=N(0, b)$ with $b=\left(\alpha^{3}-1\right) / \alpha^{3}$, which means that Corollary 8.5 applies and yields $P^{Z}=N(0,1)$ because $b p /(p-1)=1$ in the present case. For the proof of (iv) we write for every $t \in \mathbb{R}$ and $n \in \mathbb{N}$, using measurability of $X_{n-1}$ and $\left\langle U^{(L S)}\right\rangle_{n}$ w.r.t. $\mathcal{F}_{n-1}$,

$$
\begin{aligned}
& E_{P}\left(\left.\exp \left(i t \frac{\Delta U_{n}^{(L S)}}{\left\langle\left. U^{(L S)}\right|_{n} ^{1 / 2}\right.}\right) \right\rvert\, \mathcal{F}_{n-1}\right)=E_{P}\left(\left.\exp \left(i t \frac{X_{n-1} X_{n}-\alpha X_{n-1}^{2}}{\left\langle\left. U^{(L S)}\right|_{n} ^{1 / 2}\right.}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \\
& \quad=\exp \left(i t \frac{(-\alpha) X_{n-1}^{2}}{\left\langle\left. U^{(L S)}\right|_{n} ^{1 / 2}\right.}\right) E_{P}\left(\left.\exp \left(i t \frac{X_{n-1}}{\left\langle U^{(L S)}\right\rangle_{n}^{1 / 2}} \sum_{j=1}^{X_{n-1}} Y_{n j}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \\
& \quad=\exp \left(i \frac{(-\alpha) t X_{n-1}}{\left\langle U^{(L S)}\right\rangle_{n}^{1 / 2}}\right)^{X_{n-1}} \zeta\left(\frac{t X_{n-1}}{\left\langle\left. U^{(L S)}\right|_{n} ^{1 / 2}\right.}\right)^{X_{n-1}}
\end{aligned}
$$

where $\zeta$ denotes the characteristic function of $Y_{11}$ and we used independence of $\sigma\left(Y_{n j}: j \in \mathbb{N}\right)$ and $\mathcal{F}_{n-1}$. Employing the characteristic function

$$
\phi(u)=\exp \left(i\left(\frac{-\alpha}{\sigma}\right) u\right) \zeta\left(\frac{u}{\sigma}\right), \quad u \in \mathbb{R}
$$

of the normalized random variable $\left(Y_{11}-\alpha\right) / \sigma$, we get

$$
E_{P}\left(\left.\exp \left(i t \frac{\Delta U_{n}^{(L S)}}{\left\langle U^{(L S)}\right\rangle_{n}^{1 / 2}}\right) \right\rvert\, \mathcal{F}_{n-1}\right)=\phi\left(\frac{\sigma t X_{n-1}}{\left\langle\left. U^{(L S)}\right|_{n} ^{1 / 2}\right.}\right)^{X_{n-1}}
$$

Note that on $M_{+}$we have

$$
\frac{\sigma t X_{n-1}}{\left\langle U^{(L S)}\right\rangle_{n}^{1 / 2}}=\frac{\sigma t X_{n-1}^{3 / 2}}{\left\langle\left. U^{(L S)}\right|_{n} ^{1 / 2}\right.} \frac{1}{X_{n-1}^{1 / 2}}
$$

with

$$
\frac{\sigma t X_{n-1}^{3 / 2}}{\left\langle U^{(L S)}\right\rangle_{n}^{1 / 2}}=\sigma t\left(\frac{a_{n}^{2}}{\left\langle U^{(L S)}\right\rangle_{n}}\right)^{1 / 2}\left(\alpha^{-(n-1)} X_{n-1}\right)^{3 / 2} \alpha^{-3 / 2} \rightarrow t\left(\frac{\alpha^{3}-1}{\alpha^{3}}\right)^{1 / 2}
$$

almost surely as $n \rightarrow \infty$. The classical central limit theorem for sums of independent and identically distributed random variables yields

$$
\phi\left(\frac{x}{\sqrt{n}}\right)^{n} \rightarrow \exp \left(-\frac{1}{2} x^{2}\right) \quad \text { as } n \rightarrow \infty
$$

uniformly in $x \in \mathbb{R}$ on compact intervals. Setting $x=\sigma t X_{n-1}^{3 / 2} /\left\langle U^{(L S)}\right\rangle_{n}^{1 / 2}$ and $n=X_{n-1}$ and combining the last two facts, we obtain

$$
\phi\left(\frac{\sigma t X_{n-1}}{\left\langle U^{(L S)}\right\rangle_{n}^{1 / 2}}\right)^{X_{n-1}} \rightarrow \exp \left(-\frac{1}{2} t^{2} \frac{\alpha^{3}-1}{\alpha^{3}}\right) \quad \text { a.s. on } M_{+} \text {as } n \rightarrow \infty
$$

which implies condition (iv) with $b=\left(\alpha^{3}-1\right) / \alpha^{3}$ and concludes the proof.

Corollary 10.4 Under the assumptions of Theorem 10.3,

$$
\frac{\sum_{i=1}^{n} X_{i-1}^{2}}{\left(\sum_{i=1}^{n} X_{i-1}^{3}\right)^{1 / 2}}\left(\widehat{\alpha}_{n}^{(L S)}-\alpha\right) \rightarrow \sigma N \quad \mathcal{F}_{\infty-m i x i n g ~ u n d e r ~} P_{M_{+}} \text {as } n \rightarrow \infty
$$

and
$\frac{\left(\alpha^{3}-1\right)^{1 / 2}}{\alpha^{2}-1} \alpha^{n / 2}\left(\widehat{\alpha}_{n}^{(L S)}-\alpha\right) \rightarrow \sigma M_{\infty}^{-1 / 2} N \quad \mathcal{F}_{\infty^{-} \text {-stably } u n d e r ~} P_{M_{+}}$as $n \rightarrow \infty$,
where $P^{N}=N(0,1)$ and $N$ is $P$-independent of $\mathcal{F}_{\infty}$.

Proof For all $n \in \mathbb{N}$, we have

$$
\widehat{\alpha}_{n}^{(L S)}=\frac{\sum_{i=1}^{n}\left(X_{i-1} X_{i}-\alpha X_{i-1}^{2}\right)}{\sum_{i=1}^{n} X_{i-1}^{2}}+\alpha=\frac{U_{n}^{(L S)}}{\sum_{i=1}^{n} X_{i-1}^{2}}+\alpha
$$

so that

$$
\frac{\sum_{i=1}^{n} X_{i-1}^{2}}{\left(\sum_{i=1}^{n} X_{i-1}^{3}\right)^{1 / 2}}\left(\widehat{\alpha}_{n}^{(L S)}-\alpha\right)=\sigma \frac{U_{n}^{(L S)}}{\left\langle\left. U^{(L S)}\right|_{n} ^{1 / 2}\right.}
$$

Thus the first statement is immediate from Theorem 10.3. The second statement follows from the first and

$$
\frac{\left(\alpha^{3}-1\right)^{1 / 2}}{\alpha^{2}-1} \alpha^{n / 2} \frac{\left(\sum_{i=1}^{n} X_{i-1}^{3}\right)^{1 / 2}}{\sum_{i=1}^{n} X_{i-1}^{2}} \rightarrow M_{\infty}^{-1 / 2} \text { a.s. on } M_{+} \text {as } n \rightarrow \infty
$$

For this, use the asymptotic almost sure behavior of $\sum_{i=1}^{n} X_{i-1}^{3}$ as $n \rightarrow \infty$ established before and

$$
\alpha^{-2 n} \sum_{i=1}^{n} X_{i-1}^{2} \rightarrow \frac{1}{\alpha^{2}-1} M_{\infty}^{2} \quad \text { a.s. on } M_{+} \text {as } n \rightarrow \infty
$$

which follows from $\alpha^{-(i-1)} X_{i-1} \rightarrow M_{\infty}$ almost surely as $i \rightarrow \infty$ and the Toeplitz Lemma 6.28 (b).

## A weighted conditional least squares estimator

To obtain a fourth estimator for $\alpha$ we observe that the conditional variance

$$
\begin{aligned}
\operatorname{Var}\left(X_{i} \mid \mathcal{F}_{i-1}\right) & =E\left[\left(X_{i}-E\left(X_{i} \mid \mathcal{F}_{i-1}\right)\right)^{2} \mid \mathcal{F}_{i-1}\right] \\
& =E\left(X_{i}^{2} \mid \mathcal{F}_{i-1}\right)-E\left(X_{i} \mid \mathcal{F}_{i-1}\right)^{2}=\sigma^{2} X_{i-1}
\end{aligned}
$$

of $X_{i}$ given $\mathcal{F}_{i-1}$ strongly depends on $i$. It is therefore reasonable to stabilize this conditional variance of the summand $X_{i}-E\left(X_{i} \mid \mathcal{F}_{i-1}\right)=X_{i}-\alpha X_{i-1}$ in the conditional least squares approach, that is, to consider the minimizer of the weighted sum of squares

$$
\sum_{i=1}^{n} \frac{\left(X_{i}-E\left(X_{i} \mid \mathcal{F}_{i-1}\right)\right)^{2}}{\operatorname{Var}\left(X_{i} \mid \mathcal{F}_{i-1}\right)}=\sum_{i=1}^{n} \frac{\left(X_{i}-\alpha X_{i-1}\right)^{2}}{\sigma X_{i-1}}
$$

which is given by

$$
\widehat{\alpha}_{n}^{(H)}:=\frac{\sum_{i=1}^{n} X_{i}}{\sum_{i=1}^{n} X_{i-1}} .
$$

Since $\sum_{i=1}^{n} X_{i-1} \geq X_{0} \geq 1, \widehat{\alpha}_{n}^{(H)}$ is well-defined. On $M_{+}$we have

$$
\frac{X_{i}}{X_{i-1}}=\widehat{\alpha}_{i}^{(L N)} \rightarrow \alpha \quad \text { a.s. as } i \rightarrow \infty
$$

and the Toeplitz Lemma 6.28 (b) implies $\widehat{\alpha}_{n}^{(H)} \rightarrow \alpha$ almost surely on $M_{+}$so that $\widehat{\alpha}_{n}^{(H)}$ is strongly consistent on $M_{+}$. This is the Harris estimator introduced in [42]; see also [43].

To derive stable limit theorems for $\widehat{\alpha}_{n}^{(H)}$ we introduce the process $U^{(H)}=$ $\left(U^{(H)}\right)_{n \geq 0}$ with $U_{0}^{(H)}:=0$ and

$$
U_{n}^{(H)}:=\sum_{i=1}^{n}\left(X_{i}-\alpha X_{i-1}\right) \quad \text { for } n \geq 1
$$

Under our original moment assumptions $X_{0}, Y_{11} \in \mathcal{L}^{2}(P)$ the process $U^{(H)}$ is an $\mathcal{L}^{2}$-martingale w.r.t. $\mathbb{F}$ with quadratic characteristic

$$
\left\langle U^{(H)}\right\rangle_{n}=\sum_{i=1}^{n} E\left(\left(\Delta U_{i}^{(H)}\right)^{2} \mid \mathcal{F}_{i-1}\right)=\sigma^{2} \sum_{i=1}^{n} X_{i-1}=\sum_{i=1}^{n} \operatorname{Var}\left(X_{i} \mid \mathcal{F}_{i-1}\right)
$$

Again, an application of Theorem 8.2 and Corollary 8.5 is crucial.
Theorem 10.5 If $X_{0}, Y_{11} \in \mathcal{L}^{2}(P)$, then

$$
\frac{U_{n}^{(H)}}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.} \rightarrow N \quad \mathcal{F}_{\infty-m i x i n g ~ u n d e r ~} P_{M_{+}} \text {as } n \rightarrow \infty
$$

where $N$ is $P$-independent of $\mathcal{F}_{\infty}$ with $P^{N}=N(0,1)$.
Proof We are again in the setting of Remark 8.6 so that we have to verify conditions (i), (iii) and (iv) of Theorem 8.2.

First, we will show that condition (i) holds with $G=\Omega, a_{n}=\alpha^{n / 2}$ and $\eta=$ $\sigma M_{\infty} /\left(\alpha^{2}-1\right)^{1 / 2}$. As in the proof of Theorem 10.3, $\alpha^{-(i-1)} X_{i-1} \rightarrow M_{\infty}$ almost surely as $i \rightarrow \infty$ and the Toeplitz Lemma 6.28 (b) imply

$$
\frac{\sum_{i=1}^{n} X_{i-1}}{\sum_{i=1}^{n} \alpha^{i-1}} \rightarrow M_{\infty} \quad \text { a.s. as } n \rightarrow \infty
$$

## Because

$$
\sum_{i=1}^{n} \alpha^{i-1}=\frac{\alpha^{n}-1}{\alpha-1} \sim \frac{1}{\alpha-1} \alpha^{n}
$$

we obtain

$$
\frac{\left\langle U^{(H)}\right\rangle_{n}}{a_{n}^{2}}=\frac{\left\langle U^{(H)}\right\rangle_{n}}{\alpha^{n}}=\sigma^{2} \frac{\sum_{i=1}^{n} X_{i-1}}{\alpha^{n}} \rightarrow \frac{\sigma^{2}}{\alpha-1} M_{\infty} \quad \text { a.s. as } n \rightarrow \infty,
$$

which gives (i).
For all $n, r \in \mathbb{N}$ we have $a_{n-r}^{2} / a_{n}^{2}=1 / \alpha^{r}$ which is (ii) with $p=\alpha$.
Finally, we verify (iv) for $\mu=N(0, b)$ with $b=(\alpha-1) / \alpha$, which means that Corollary 8.5 applies and yields $P^{Z}=N(0,1)$ because $b p /(p-1)=1$. For the proof of (iv), as in the proof of Theorem 10.3 let $\zeta$ denote the characteristic function of the random variable $Y_{11}$ and $\phi$ that of the normalized random variable $\left(Y_{11}-\alpha\right) / \sigma$. Then for every $t \in \mathbb{R}$ and $n \in \mathbb{N}$, by the same reasoning as in the proof of Theorem 10.3,

$$
\begin{aligned}
& E_{P}\left(\left.\exp \left(i t \frac{\Delta U_{n}^{(H)}}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.}\right) \right\rvert\, \mathcal{F}_{n-1}\right)=E_{P}\left(\left.\exp \left(i t \frac{X_{n}-\alpha X_{n-1}}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \\
& \quad=\exp \left(i t \frac{(-\alpha) X_{n-1}}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.}\right) E_{P}\left(\left.\exp \left(i \frac{t}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.} \sum_{j=1}^{X_{n-1}} Y_{n j}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \\
& \quad=\exp \left(i t \frac{(-\alpha)}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.}\right)^{X_{n-1}} \zeta\left(\frac{t}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.}\right)^{X_{n-1}}=\phi\left(\frac{\sigma t}{\left\langle U^{(H)}\right\rangle_{n}^{1 / 2}}\right)^{X_{n-1}} .
\end{aligned}
$$

On $M_{+}$we have

$$
\frac{\sigma t}{\left\langle U^{(H)}\right\rangle_{n}^{1 / 2}}=\frac{\sigma t X_{n-1}^{1 / 2}}{\left\langle U^{(H)}\right\rangle_{n}^{1 / 2}} \frac{1}{X_{n-1}^{1 / 2}}
$$

with

$$
\frac{\sigma t X_{n-1}^{1 / 2}}{\left\langle U^{(H)}\right\rangle_{n}^{1 / 2}}=\sigma t\left(\frac{a_{n}^{2}}{\left\langle U^{(H)}\right\rangle_{n}}\right)^{1 / 2}\left(\alpha^{-(n-1)} X_{n-1}\right)^{1 / 2} \alpha^{-1 / 2} \rightarrow t\left(\frac{\alpha-1}{\alpha}\right)^{1 / 2}
$$

almost surely as $n \rightarrow \infty$. Using again, as in the proof of Theorem 10.3,

$$
\phi\left(\frac{x}{\sqrt{n}}\right)^{n} \rightarrow \exp \left(-\frac{1}{2} x^{2}\right) \quad \text { as } n \rightarrow \infty
$$

uniformly in $x \in \mathbb{R}$ on compact intervals, now with $x=\sigma t X_{n-1}^{1 / 2} /\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.$ and $n=X_{n-1}$, we arrive at

$$
\phi\left(\frac{\sigma t}{\left\langle U^{(H)}\right\rangle_{n}^{1 / 2}}\right)^{X_{n-1}} \rightarrow \exp \left(-\frac{1}{2} t^{2} \frac{\alpha-1}{\alpha}\right) \quad \text { a.s. on } M_{+} \text {as } n \rightarrow \infty
$$

which implies condition (iv) with $b=(\alpha-1) / \alpha$ and concludes the proof.
Corollary 10.6 Under the assumptions of Theorem 10.5,

$$
\left(\sum_{i=1}^{n} X_{i-1}\right)^{1 / 2}\left(\widehat{\alpha}_{n}^{(H)}-\alpha\right) \rightarrow \sigma N \quad \mathcal{F}_{\infty} \text {-mixing under } P_{M_{+}} \text {as } n \rightarrow \infty
$$

and

$$
\frac{\alpha^{n / 2}}{(\alpha-1)^{1 / 2}}\left(\widehat{\alpha}_{n}^{(H)}-\alpha\right) \rightarrow \sigma M_{\infty}^{-1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably under } P_{M_{+}} \text {as } n \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is $P$-independent of $\mathcal{F}_{\infty}$.
Proof For all $n \in \mathbb{N}$,

$$
\widehat{\alpha}_{n}^{(H)}=\frac{\sum_{i=1}^{n}\left(X_{i}-\alpha X_{i-1}\right)}{\sum_{i=1}^{n} X_{i-1}}+\alpha=\frac{U_{n}^{(H)}}{\sum_{i=1}^{n} X_{i-1}}+\alpha
$$

so that

$$
\left(\sum_{i=1}^{n} X_{i-1}\right)^{1 / 2}\left(\widehat{\alpha}_{n}^{(H)}-\alpha\right)=\sigma \frac{U_{n}^{(H)}}{\left\langle\left. U^{(H)}\right|_{n} ^{1 / 2}\right.}
$$

Thus the first statement follows immediately from Theorem 10.5. The second statement follows from the first and

$$
\frac{\alpha^{n / 2}}{(\alpha-1)^{1 / 2}}\left(\sum_{i=1}^{n} X_{i-1}\right)^{-1 / 2}=\frac{1}{(\alpha-1)^{1 / 2}} \sigma\left(\frac{a_{n}^{2}}{\left\langle U^{(H)}\right\rangle_{n}}\right)^{1 / 2} \rightarrow M_{\infty}^{-1 / 2}
$$

almost surely on $M_{+}$as $n \rightarrow \infty$.
The above stable central limit theorem for the Harris estimator and the stable central limit theorem of Corollary 10.2 for the Lotka-Nagaev estimator are due to Dion [25].

The moment estimator $\widehat{\alpha}_{n}^{(M)}$ converges to $\alpha$ at a linear rate and is therefore clearly inferior asymptotically to the other three estimators, all of which converge
exponentially fast. As Corollaries 10.2, 10.4 and 10.6 show, the order of the rate of convergence is the same for all three of these estimators, namely $\alpha^{n / 2}$. As the limits of all three estimators are the same, we compare these estimators as in [44] in a somewhat informal way by comparing the squares of the normalizing factors since an estimator with a bigger normalizing factor is obviously preferable to a competitor with a smaller one because, for example, it leads to shorter asymptotic confidence intervals. As mentioned in [44], this is a concept of asymptotic efficiency in an obvious, though not albeit standard sense.

Denoting the random normalizers of the three estimators $\widehat{\alpha}_{n}^{(L N)}, \widehat{\alpha}_{n}^{(L S)}$ and $\widehat{\alpha}_{n}^{(H)}$ by $N_{n, L N}, N_{n, L S}$ and $N_{n, H}$, respectively, and employing the asymptotic behavior of $X_{n}$ as well as of $\sum_{i=1}^{n} X_{i-1}^{k}$ for $k=1,2,3$, which was established in the previous proofs, we get almost surely as $n \rightarrow \infty$ for all $\alpha \in(1, \infty)$

$$
\begin{gathered}
\frac{N_{n, L N}^{2}}{N_{n, L S}^{2}}=\frac{X_{n-1} \sum_{i=1}^{n} X_{i-1}^{3}}{\left(\sum_{i=1}^{n} X_{i-1}^{2}\right)^{2}} \rightarrow \frac{\left(\alpha^{2}-1\right)^{2}}{\alpha\left(\alpha^{3}-1\right)}=\frac{\alpha^{3}+\alpha^{2}-\alpha-1}{\alpha^{3}+\alpha^{2}+\alpha}<1, \\
\frac{N_{n, L N}^{2}}{N_{n, H}^{2}}=\frac{X_{n-1}}{\sum_{i=1}^{n} X_{i-1}} \rightarrow \frac{\alpha-1}{\alpha}<1
\end{gathered}
$$

and
$\frac{N_{n, L S}^{2}}{N_{n, H}^{2}}=\frac{\left(\sum_{i=1}^{n} X_{i-1}^{2}\right)^{2}}{\left(\sum_{i=1}^{n} X_{i-1}^{3}\right)\left(\sum_{i=1}^{n} X_{i-1}\right)} \rightarrow \frac{\left(\alpha^{3}-1\right)(\alpha-1)}{\left(\alpha^{2}-1\right)^{2}}=\frac{\alpha^{2}+\alpha+1}{\alpha^{2}+2 \alpha+1}<1$.
These results show that the Harris estimator is asymptotically the best one, which is not really surprising because this estimator can be viewed as a nonparametric maximum likelihood estimator; see [40], Sect. 2.4. Of course, the results are the same if the deterministic normalizers from Corollaries 10.2, 10.4 and 10.6 are considered.

Exercise 10.1 Let $X$ be a supercritical Galton-Watson branching process with $X_{0}, Y_{11} \in \mathcal{L}^{2}(P)$ and $\operatorname{Var}\left(Y_{11}\right)>0$, and assume $p_{k}<1$ for all $k \in \mathbb{N}_{0}$. If the complete family tree $\left(Y_{i j}\right)_{1 \leq i \leq n, 1 \leq j \leq X_{i-1}}$ up to generation $n \in \mathbb{N}$ of $X$ is observable, then

$$
\widehat{p}_{k, n}:=\frac{1}{Z_{n}} \sum_{i=1}^{n} \sum_{j=1}^{X_{i-1}} 1_{\left\{Y_{i j}=k\right\}}
$$

with $Z_{n}:=\sum_{i=1}^{n} X_{i-1}$ is the nonparametric maximum likelihood estimator of $p_{k}$ for every $k \in \mathbb{N}_{0}$; see [40, 42]. For every $k \in \mathbb{N}_{0}$, show that

$$
\widehat{p}_{k, n} \rightarrow p_{k} \quad \text { a.s. as } n \rightarrow \infty \text { on } M_{+}
$$

and

$$
\frac{\alpha^{n / 2}}{(\alpha-1)^{1 / 2}}\left(\widehat{p}_{k, n}-p_{k}\right) \rightarrow\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2} M_{\infty}^{-1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably under } P_{M_{+}},
$$

where $P^{N}=N(0,1)$ and $N$ and $\mathcal{F}_{\infty}$ are $P$-independent.
Exercise 10.2 In the situation of Exercise 10.1, assume that after the ( $n-1$ )-th generation of $X$ only the complete next generation $\left(Y_{n j}\right)_{1 \leq j \leq X_{n-1}}$ is observable. For the estimator

$$
\widetilde{p}_{k, n}:=\frac{1}{X_{n-1}} \sum_{j=1}^{X_{n-1}} 1_{\left\{Y_{n j}=k\right\}}
$$

of $p_{k}$ show that for all $k \in \mathbb{N}_{0}$

$$
\widetilde{p}_{k, n} \rightarrow p_{k} \quad \text { a.s. as } n \rightarrow \infty \text { on } M_{+}
$$

and

$$
X_{n-1}^{1 / 2}\left(\widetilde{p}_{k, n}-p_{k}\right) \rightarrow\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2} N \quad \mathcal{F}_{\infty} \text {-mixing under } P_{M_{+}} \text {as } n \rightarrow \infty,
$$

where $P^{N}=N(0,1)$ and $N$ and $\mathcal{F}_{\infty}$ are $P$-independent.
Hint: The strong consistency of $\widetilde{p}_{k, n}$ on $M_{+}$can be derived from the strong consistency of $\widehat{p}_{k, n}$ on $M_{+}$appearing in Exercise 10.1.

## Appendix A

Here we collect some basic facts about the weak topology on $\mathcal{M}^{1}(\mathcal{X})$, conditional distributions and martingales.

## A. 1 Weak Topology and Conditional Distributions

Let $\mathcal{X}$ be a separable metrizable topological space equipped with its Borel- $\sigma$-field $\mathcal{B}(\mathcal{X})$ and $\mathcal{M}^{1}(\mathcal{X})$ the set of all probability measures on $\mathcal{B}(\mathcal{X})$ equipped with the weak topology. Let $d$ be a metric on $\mathcal{X}$ that induces the topology and let $U_{b}(\mathcal{X}, d)$ denote the subspace of $C_{b}(\mathcal{X})$ consisting of all $d$-uniformly continuous, bounded real functions.

Theorem A. 1 (Portmanteau theorem) Let $\left(\nu_{\alpha}\right)_{\alpha}$ be a net in $\mathcal{M}^{1}(\mathcal{X})$ and $\nu \in$ $\mathcal{M}^{1}(\mathcal{X})$. Let $\beta$ be the system of all finite intersections of open balls in $\mathcal{X}$. The following statements are equivalent:
(i) $\nu_{\alpha} \rightarrow \nu$ weakly,
(ii) $\lim _{\alpha} \int h d \nu_{\alpha}=\int h d \nu$ for every $h \in U_{b}(\mathcal{X}, d)$,
(iii) $\liminf _{\alpha} \nu_{\alpha}(O) \geq \nu(O)$ for every open subset $O \subset \mathcal{X}$,
(iv) $\lim \sup \nu_{\alpha}(C) \leq \nu(C)$ for every closed subset $C \subset \mathcal{X}$,

$$
\alpha
$$

(v) $\lim _{\alpha} \nu_{\alpha}(B)=\nu(B)$ for every $B \in \mathcal{B}(\mathcal{X})$ satisfying $\nu(\partial B)=0$,
(vi) $\lim _{\alpha} \nu_{\alpha}(B)=\nu(B)$ for every $B \in \beta$ satisfying $\nu(\partial B)=0$.

Proof For the equivalences (i)-(v) see [69], Theorem II.6.1.
(v) $\Rightarrow$ (vi) is obvious.
(vi) $\Rightarrow$ (iii). Let $\beta_{1}:=\{B \in \beta: \nu(\partial B)=0\}$ and let $\beta_{2}$ denote the system of all finite unions of sets from $\beta_{1}$. Using that $\beta_{1}$ is closed under finite intersections since
$\partial\left(\bigcap_{i=1}^{k} B_{i}\right) \subset \bigcup_{i=1}^{k} \partial B_{i}$, the inclusion-exclusion formula yields $\lim _{\alpha} \nu_{\alpha}(G)=$ $\nu(G)$ for every $G \in \beta_{2}$. Moreover, we observe that $\beta_{1}$ is a base for the topology on $\mathcal{X}$. In fact, if $O \subset \mathcal{X}$ is any open subset and $x \in O$, then there exists an $r>0$ such that $B(x, r):=\{d(x, \cdot)<r\} \subset O$. Since $\partial B(x, s) \subset\{d(x, \cdot)=s\}, s>0$, these boundaries are pairwise disjoint and thus $R:=\{s>0: \nu(\partial B(x, s))>0\}$ is countable. Hence, $(0, r] \cap R^{c} \neq \emptyset$, and for $s \in(0, r] \cap R^{c}$ we obtain $x \in B(x, s) \subset O$ and $B(x, s) \in \beta_{1}$. So $\beta_{1}$ is a base. The space $\mathcal{X}$ having a countable base is strongly Lindelöf, that is, every open cover of any open subset of $\mathcal{X}$ has a countable subcover. Consequently, for every open set $O \subset \mathcal{X}$, there exists a sequence $\left(G_{n}\right)$ in $\beta_{2}$ such that $G_{n} \uparrow O$. One obtains

$$
\liminf _{\alpha} \nu_{\alpha}(O) \geq \lim _{\alpha} \nu_{\alpha}\left(G_{n}\right)=\nu\left(G_{n}\right) \quad \text { for every } n \in \mathbb{N}
$$

and $\lim _{n \rightarrow \infty} \nu\left(G_{n}\right)=\nu(O)$ which yields $\liminf _{\alpha} \nu_{\alpha}(O) \geq \nu(O)$.
Lemma A. 2 We have

$$
\mathcal{B}\left(\mathcal{M}^{1}(\mathcal{X})\right)=\sigma\left(\nu \mapsto \int h d \nu, h \in C_{b}(\mathcal{X})\right)=\sigma(\nu \mapsto \nu(B), B \in \mathcal{B}(\mathcal{X}))
$$

Proof Let $g_{B}(\nu)=\nu(B)$ and $g_{h}(\nu)=\int h d \nu$. A base $\beta$ of the weak topology on $\mathcal{M}^{1}(\mathcal{X})$ belonging to $\sigma\left(g_{h}, h \in C_{b}(\mathcal{X})\right)$ is given by the collection of finite intersections of sets of the form $\left\{\left\{g_{h} \in U\right\}: h \in C_{b}(\mathcal{X}), U \subset \mathbb{R}\right.$ open $\}$. The space $\mathcal{M}^{1}(\mathcal{X})$ being separable and metrizable and thus having a countable base is strongly Lindelöf. Consequently, every open subset of $\mathcal{M}^{1}(\mathcal{X})$ is a countable union of sets from $\beta$. This implies $\mathcal{B}\left(\mathcal{M}^{1}(\mathcal{X})\right) \subset \sigma\left(g_{h}, h \in C_{b}(\mathcal{X})\right)$.

The inclusion $\sigma\left(g_{h}, h \in C_{b}(\mathcal{X})\right) \subset \sigma\left(g_{B}, B \in \mathcal{B}(\mathcal{X})\right)$ follows from the usual approximation of $h$ by $\mathcal{B}(\mathcal{X})$-simple functions.

The system $\mathcal{D}:=\left\{B \in \mathcal{B}(\mathcal{X}): g_{B}\right.$ is $\mathcal{B}\left(\mathcal{M}^{1}(\mathcal{X})\right)$-measurable $\}$ is a Dynkinsystem which contains every open subset of $\mathcal{X}$ by the Portmanteau theorem. Thus $\mathcal{D}=\mathcal{B}(\mathcal{X})$ and we deduce $\sigma\left(g_{B}, B \in \mathcal{B}(\mathcal{X})\right) \subset \mathcal{B}\left(\mathcal{M}^{1}(\mathcal{X})\right)$.

Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\mathcal{G} \subset \mathcal{F}$ a sub- $\sigma$-field and $X:(\Omega, \mathcal{F}) \rightarrow$ $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ a random variable. The distribution of $X$ is denoted by $P^{X}$. The conditional distribution $P^{X \mid \mathcal{G}}$ of $X$ given $\mathcal{G}$ is the $P$-almost surely unique Markov kernel in $\mathcal{K}^{1}(\mathcal{G}, \mathcal{X})$ such that

$$
P^{X \mid \mathcal{G}}(\cdot, B)=P(X \in B \mid \mathcal{G}) P \text {-a.s. for every } B \in \mathcal{B}(\mathcal{X})
$$

It is characterized by the Radon-Nikodym equations

$$
\int_{G} P^{X \mid \mathcal{G}}(\omega, B) d P(\omega)=P\left(X^{-1}(B) \cap G\right) \text { for every } G \in \mathcal{G}, B \in \mathcal{B}(\mathcal{X})
$$

or, what is the same, by measure uniqueness, $P \otimes P^{X \mid \mathcal{G}}=P \otimes \delta_{X}$ on $\mathcal{G} \otimes \mathcal{B}(\mathcal{X})$.

For Borel-measurable functions $f: \mathcal{X} \rightarrow \mathbb{R}$ such that $f(X) \in \mathcal{L}^{1}(P)$ we have

$$
E(f(X) \mid \mathcal{G})=\int f(x) P^{X \mid \mathcal{G}}(d x)
$$

provided $P^{X \mid \mathcal{G}}$ exists ([26], Theorem 10.2.5).
Theorem A. 3 Assume that $\mathcal{X}$ is polish. Then the conditional distribution $P^{X \mid \mathcal{G}}$ exists.
Proof [26], Theorem 10.2.2.
In the sequel we assume that the conditional distribution $P^{X \mid \mathcal{G}}$ exists.
Lemma $\mathbf{A . 4}$ (a) If $X$ is $\mathcal{G}$-measurable, then $P^{X \mid \mathcal{G}}=\delta_{X}$.
(b) $P^{X \mid \mathcal{G}}=P^{X}$ if and only if $\sigma(X)$ and $\mathcal{G}$ are independent.
(c) Let $\mathcal{Y}$ be a further separable metrizable topological space and $g: \mathcal{X} \rightarrow \mathcal{Y}$ be Borel-measurable. Then $P^{g(X) \mid \mathcal{G}}=\left(P^{X \mid \mathcal{G}}\right)^{g}$.
(d) Let $Q$ be a probability distribution on $\mathcal{F}$ with $Q \ll P$ and $Q Q / d P$ be $\mathcal{G}$-measurable. Then $Q^{X \mid \mathcal{G}}=P^{X \mid \mathcal{G}} Q$-almost surely.
In particular, $Q \otimes P^{X \mid \mathcal{G}}=Q \otimes \delta_{X}$ on $\mathcal{G} \otimes \mathcal{B}(\mathcal{X})$ and $Q P^{X \mid \mathcal{G}}=Q \delta_{X}=Q^{X}$.
Proof (a) We have $\delta_{X} \in \mathcal{K}^{1}(\mathcal{G}, \mathcal{X})$ and $\delta_{X}$ clearly satisfies the Radon-Nikodym equations for $P^{X \mid \mathcal{G}}$.
(b) We have $P^{X \mid \mathcal{G}}=P^{X}$ if and only if $P^{X}(B) P(G)=P\left(X^{-1}(B) \cap G\right)$ for every $G \in \mathcal{G}, B \in \mathcal{B}(\mathcal{X})$, that is, the independence of $\sigma(X)$ and $\mathcal{G}$.
(c) For every $G \in \mathcal{G}, C \in \mathcal{B}(\mathcal{Y})$ we have

$$
\begin{gathered}
\int_{G}\left(P^{X \mid \mathcal{G}}\right)^{g}(\omega, C) d P(\omega)=\int_{G} P^{X \mid \mathcal{G}}\left(\omega, g^{-1}(C)\right) d P(\omega) \\
=P(\{g(X) \in C\} \cap G)=\int_{G} P^{g(X) \mid \mathcal{G}}(\omega, C) d P(\omega) .
\end{gathered}
$$

(d) Let $f:=d Q / d P$. For every $G \in \mathcal{G}$ and $B \in \mathcal{B}(\mathcal{X})$ we obtain

$$
\begin{aligned}
\int_{G} & P^{X \mid \mathcal{G}}(\omega, B) d Q(\omega)=\int_{G} P^{X \mid \mathcal{G}}(\omega, B) f(\omega) d P(\omega) \\
& =\int_{G} E_{P}\left(1_{B}(X) f \mid \mathcal{G}\right) d P=\int_{G} 1_{B}(X) f d P=Q\left(X^{-1}(B) \cap G\right) .
\end{aligned}
$$

Now let $\mathcal{Y}$ be a further separable metrizable topological space and $Y:(\Omega, \mathcal{F}) \rightarrow$ $(\mathcal{Y}, \mathcal{B}(\mathcal{Y}))$ a random variable. Note that $\mathcal{B}(\mathcal{X} \times \mathcal{Y})=\mathcal{B}(\mathcal{X}) \otimes \mathcal{B}(\mathcal{Y})$ ([26], Proposition 4.1.7). For $K_{1} \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{X})$ and $K_{2} \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{Y})$ define the product kernel $\mathcal{K}_{1} \otimes K_{2} \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{X} \times \mathcal{Y})$ by $K_{1} \otimes K_{2}(\omega, \cdot):=K_{1}(\omega, \cdot) \otimes K_{2}(\omega, \cdot)$.

Lemma A. 5 Let $Y$ be $\mathcal{G}$-measurable.
(a) $P^{(X, Y) \mid \mathcal{G}}=P^{X \mid \mathcal{G}} \otimes \delta_{Y}$.
(b) Let $\widetilde{X}:(\Omega, \mathcal{F}) \rightarrow(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ be a random variable with $P^{\widetilde{X}}=P^{X}$. If $\sigma(X), \mathcal{G}$ are independent and $\sigma(\widetilde{X}), \mathcal{G}$ are independent, then $P^{(X, Y) \mid \mathcal{G}}=P^{(\widetilde{X}, Y) \mid \mathcal{G}}$.
(c) Let $\mathcal{X}=\mathcal{Y}=\mathbb{R}$. If $\sigma(X)$ and $\mathcal{G}$ are independent and $P^{X}$ is symmetric around zero, then $P^{X|Y| \mid \mathcal{G}}=P^{X Y \mid \mathcal{G}}$.
In particular, if $|Y|=1 P$-almost surely, then $P^{X Y \mid \mathcal{G}}=P^{X \mid \mathcal{G}}=P^{X}$.
Proof (a) Let $K:=P^{X \mid \mathcal{G}} \otimes \delta_{Y}$. Then $K \in \mathcal{K}^{1}(\mathcal{G}, \mathcal{X} \times \mathcal{Y})$ and for every $G \in \mathcal{G}$, $B \in \mathcal{B}(\mathcal{X}), C \in \mathcal{B}(\mathcal{Y})$

$$
\begin{array}{rl}
\int_{G} & K(\omega, B \times C) d P(\omega)=\int_{G} P^{X \mid \mathcal{G}}(\omega, B) \delta_{Y(\omega)}(C) d P(\omega) \\
& =\int_{G \cap Y^{-1}(C)} P^{X \mid \mathcal{G}}(\omega, B) d P(\omega)=P\left(X^{-1}(B) \cap Y^{-1}(C) \cap G\right) \\
& =P\left((X, Y)^{-1}(B \times C) \cap G\right)
\end{array}
$$

Measure uniqueness yields the assertion.
(b) By (a) and Lemma A. 4 (b), $P^{(X, Y) \mid \mathcal{G}}=P^{X} \otimes \delta_{Y}=P^{\widetilde{X}} \otimes \delta_{Y}=P^{(\widetilde{X}, Y) \mid \mathcal{G}}$.
(c) Let $g, h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be defined by $g(x, y):=x y$ and $h(x, y):=x|y|$. Then by (a) and Lemma A. 4 (b) and (c) for every $B \in \mathcal{B}(\mathbb{R})$

$$
\begin{aligned}
P^{X|Y| \mid \mathcal{G}}(\cdot, B)= & P^{(X, Y) \mid \mathcal{G}}\left(\cdot, h^{-1}(B)\right)=P^{X} \otimes \delta_{Y}\left(h^{-1}(B)\right) \\
= & \int P^{X}(\{x \in \mathbb{R}: x|y| \in B\}) d \delta_{Y}(y) \\
= & \int_{(0, \infty)} P^{X}(\{x \in \mathbb{R}: x y \in B\}) d \delta_{Y}(y) \\
& +\int_{\{0\}} P^{X}(\{x \in \mathbb{R}: 0 \in B\}) d \delta_{Y}(y) \\
& +\int_{(-\infty, 0)} P^{X}(\{x \in \mathbb{R}:-x y \in B\}) d \delta_{Y}(y) \\
= & P^{X} \otimes \delta_{Y}\left(g^{-1}(B)\right)=P^{X Y \mid \mathcal{G}}(\cdot, B)
\end{aligned}
$$

The assertion follows from Lemma 2.1 (b).

Let $\mu$ be a probability distribution on $\mathcal{F} \otimes \mathcal{B}(\mathcal{X})$ with $\mu^{\pi_{1}}=P, \pi_{1}: \Omega \times \mathcal{X} \rightarrow \Omega$ being the projection. Then a Markov kernel $K \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{X})$ is called a disintegration of $\mu$ w.r.t. $\pi_{1}$ if $P \otimes K=\mu$. The kernel $K$ is then $P$-almost surely unique.

Theorem A. 6 Assume that $\mathcal{X}$ is polish. Then a disintegration w.r.t. $\pi_{1}$ exists for every probability distribution $\mu$ on $\mathcal{F} \otimes \mathcal{B}(\mathcal{X})$ with $\mu^{\pi_{1}}=P$.

Proof By Theorem A.3, the conditional distribution $\widetilde{K}:=\mu^{\pi_{2} \mid \mathcal{F} \otimes\{\emptyset, \mathcal{X}\}} \in$ $\mathcal{K}^{1}(\mathcal{F} \otimes\{\emptyset, \mathcal{X}\}, \mathcal{X})$ exists, $\pi_{2}: \Omega \times \mathcal{X} \rightarrow \mathcal{X}$ being the projection. Since $\mathcal{F} \otimes\{\emptyset, \mathcal{X}\}=\sigma\left(\pi_{1}\right)$, there exists a $K \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{X})$ such that $K\left(\pi_{1}(\omega, x), B\right)=$ $\widetilde{K}((\omega, x), B)$ for every $\omega \in \Omega, x \in \mathcal{X}, B \in \mathcal{B}(\mathcal{X})$. We obtain for $F \in \mathcal{F}$ and $B \in \mathcal{B}(\mathcal{X})$

$$
\begin{aligned}
P \otimes K(F \times B) & =\int_{F} K(\omega, B) d P(\omega)=\int_{F \times \mathcal{X}} K\left(\pi_{1}(\omega, x), B\right) d \mu(\omega, x) \\
& =\int_{F \times \mathcal{X}} \widetilde{K}((\omega, x), B) d \mu(\omega, x)=\mu\left(\pi_{2}^{-1}(B) \cap(F \times \mathcal{X})\right) \\
& =\mu(F \times B)
\end{aligned}
$$

Measure uniqueness yields $P \otimes K=\mu$.
In view of the Radon-Nikodym equations for $P^{X \mid \mathcal{G}}$ we see that $P^{X \mid \mathcal{G}}$ is the disintegration of $P \otimes \delta_{X} \mid \mathcal{G} \otimes \mathcal{B}(\mathcal{X})$ so that $P^{X \mid \mathcal{G}}=E\left(\delta_{X} \mid \mathcal{G}\right)$ in the sense of Definition 2.4.

Lemma A. 7 Assume that $\mathcal{X}$ is polish. Let $K \in \mathcal{K}^{1}(\mathcal{F}, \mathcal{X})$ and let $\mathcal{G}_{1} \subset \mathcal{G}_{2} \subset \mathcal{F}$ be sub- $\sigma$-fields.
(a) $E\left(E\left(K \mid \mathcal{G}_{2}\right) \mid \mathcal{G}_{1}\right)=E\left(K \mid \mathcal{G}_{1}\right)$.
(b) $E\left(P^{X \mid \mathcal{G}_{2}} \mid \mathcal{G}_{1}\right)=P^{X \mid \mathcal{G}_{1}}$.
(c) $E(K \mid \mathcal{G})=\int_{\mathcal{M}^{1}(\mathcal{X})} \nu P^{K \mid \mathcal{G}}(d \nu)$, where on the right-hand side $K$ is regarded as an $\left(\mathcal{M}^{1}(\mathcal{X}), \mathcal{B}\left(\mathcal{M}^{1}(\mathcal{X})\right)\right)$-valued random variable (see Lemma A.2). In particular, $E(K(\cdot, B) \mid \mathcal{G})=E(K \mid \mathcal{G})(\cdot, B)$ for every $B \in \mathcal{B}(\mathcal{X})$.

The conditional distribution $P^{K \mid \mathcal{G}}$ in part (c) exists by Theorem A. 3 because $\mathcal{M}^{1}(\mathcal{X})$ is polish.

Proof (a) Let $H:=E\left(K \mid \mathcal{G}_{2}\right)$ and $J:=E\left(K \mid \mathcal{G}_{1}\right)$. Since $P \otimes H=P \otimes K$ on $\mathcal{G}_{2} \otimes \mathcal{B}(\mathcal{X})$ and $P \otimes J=P \otimes K$ on $\mathcal{G}_{1} \otimes \mathcal{B}(\mathcal{X})$, we get $P \otimes J=P \otimes H$ on $\mathcal{G}_{1} \otimes \mathcal{B}(\mathcal{X})$ so that $J=E\left(H \mid \mathcal{G}_{1}\right)$.
(b) Using (a), we obtain

$$
E\left(P^{X \mid \mathcal{G}_{2}} \mid \mathcal{G}_{1}\right)=E\left(E\left(\delta_{X} \mid \mathcal{G}_{2}\right) \mid \mathcal{G}_{1}\right)=E\left(\delta_{X} \mid \mathcal{G}_{1}\right)=P^{X \mid \mathcal{G}_{1}}
$$

(c) The right-hand side, denoted by $H$, satisfies

$$
H(\omega, B)=\int \nu(B) P^{K \mid \mathcal{G}}(\omega, d \nu)
$$

so that $H \in \mathcal{K}^{1}(\mathcal{G}, \mathcal{X})$. We obtain for every $G \in \mathcal{G}, B \in \mathcal{B}(\mathcal{X})$

$$
\begin{aligned}
P \otimes H(G \times B) & =\int_{G} \int \nu(B) P^{K \mid \mathcal{G}}(\omega, d \nu) d P(\omega) \\
& =\int 1_{G}(\omega) \nu(B) d P \otimes P^{K \mid \mathcal{G}}(\omega, \nu) \\
& =\int 1_{G}(\omega) \nu(B) d P \otimes \delta_{K}(\omega, \nu) \\
& =\int_{G} K(\omega, B) d P(\omega) \\
& =P \otimes K(G \times B)
\end{aligned}
$$

and measure uniqueness yields $P \otimes H=P \otimes K$ on $\mathcal{G} \otimes \mathcal{B}(\mathcal{X})$. This implies $H=$ $E(K \mid \mathcal{G})$. Furthermore, for $B \in \mathcal{B}(\mathcal{X})$ let $g_{B}: \mathcal{M}^{1}(\mathcal{X}) \rightarrow \mathbb{R}, g_{B}(\nu):=\nu(B)$. Then

$$
E(K(\cdot, B) \mid \mathcal{G})=E\left(g_{B}(K) \mid \mathcal{G}\right)=\int g_{B}(\nu) P^{K \mid \mathcal{G}}(d \nu)=H(\cdot, B)
$$

## A. 2 Martingales

Let $I=[\alpha, \beta] \cap \mathbb{Z}$ be an integer interval, where $\alpha \in \mathbb{Z}, \beta \in \mathbb{Z} \cup\{\infty\}$ and $\alpha<\beta$ (like $\{0, \ldots, k\}, \mathbb{N}$ or $\mathbb{N}_{0}$ ), let $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \in I}$ be a filtration in $\mathcal{F}$, that is, a nondecreasing family of sub- $\sigma$-fields of $\mathcal{F}$, and let $X=\left(X_{n}\right)_{n \in I}$ be a real process defined on $(\Omega, \mathcal{F}, P)$. The increments (or differences) of $X$ are given by $\Delta X_{n}=X_{n}-X_{n-1}$ for $n \in I, n \geq \alpha+1$ so that $X_{n}=X_{\alpha}+\sum_{j=1}^{n} \Delta X_{j}, n \in I$. The process [ $X$ ] defined by $[X]_{n}:=\sum_{j=\alpha+1}^{n}\left(\Delta X_{j}\right)^{2}$ for $n \in I, n \geq \alpha+1$ with $[X]_{\alpha}=0$ is called the quadratic variation of $X$. The process $X$ is called $\mathbb{F}$-adapted if $X_{n}$ is $\mathcal{F}_{n}$-measurable for every $n \in I$. If $X$ is an $\mathbb{F}$-martingale, i.e. $X$ is integrable, $\mathbb{F}$-adapted and $E\left(X_{n} \mid \mathcal{F}_{n-1}\right)=X_{n-1}$ for every $n \in I, n \geq \alpha+1$, then $E\left(\Delta X_{n} \mid \mathcal{F}_{n-1}\right)=0, n \in I$, $n \geq \alpha+1$. Conversely, if $Z=\left(Z_{n}\right)_{n \in I, n \geq \alpha+1}$ is an $\mathbb{F}$-martingale increment (or martingale difference) sequence, that is, $Z$ is integrable, $\mathbb{F}$-adapted and $E\left(Z_{n} \mid \mathcal{F}_{n-1}\right)=0$, $n \in I, n \geq \alpha+1$, then for any random variable $Z_{\alpha} \in \mathcal{L}^{1}\left(\mathcal{F}_{\alpha}, P\right)$ the process $X$ defined by $X_{n}:=Z_{\alpha}+\sum_{j=\alpha+1}^{n} Z_{j}$ is an $\mathbb{F}$-martingale.

If $X$ is integrable and $\mathbb{F}$-adapted, then its $\mathbb{F}$-compensator $A$ is defined by

$$
A_{n}:=\sum_{j=\alpha+1}^{n} E\left(\Delta X_{j} \mid \mathcal{F}_{j-1}\right) \quad \text { with } \quad A_{\alpha}=0
$$

The compensated process $X-A$ is an $\mathbb{F}$-martingale. Furthermore, $X$ is an $\mathbb{F}$-submartingale, that is $E\left(X_{n} \mid \mathcal{F}_{n-1}\right) \geq X_{n-1}$ for every $n \in I, n \geq \alpha+1$, if and only if its $\mathbb{F}$-compensator is (almost surely) nondecreasing.

For square integrable martingales $X$, the process $\langle X\rangle$ defined by

$$
\langle X\rangle_{n}:=\sum_{j=\alpha+1}^{n} E\left(\left(\Delta X_{j}\right)^{2} \mid \mathcal{F}_{j-1}\right) \quad \text { with } \quad\langle X\rangle_{\alpha}=0
$$

is called the quadratic $\mathbb{F}$-characteristic of $X$ and is the $\mathbb{F}$-compensator of the nonnegative $\mathbb{F}$-submartingale $X^{2}=\left(X_{n}^{2}\right)_{n \in I}$ and of $[X]$.

Theorem A. 8 (Lenglart's inequalities) Let $X$ be a nonnegative $\mathbb{F}$-submartingale with $\mathbb{F}$-compensator $A$.
(a) For every $a, b>0$,

$$
P\left(\sup _{n \in I} X_{n} \geq a\right) \leq \frac{b}{a}+P\left(X_{\alpha}+A_{\beta}>b\right)
$$

where $A_{\beta}:=\lim _{n \rightarrow \infty} A_{n}$ if $\beta=\infty$.
(b) If $X$ is nondecreasing, then for every $a, b>0$,

$$
P\left(X_{\alpha}+A_{\beta} \geq a\right) \leq \frac{1}{a}\left(b+E \sup _{\substack{n \in I \\ n \geq \alpha+1}} \Delta X_{n}\right)+P\left(X_{\beta}>b\right)
$$

where $X_{\beta}:=\lim _{n \rightarrow \infty} X_{n}$ if $\beta=\infty$.
Proof [64], Satz 3.9.
A process $\left(B_{n}\right)_{n \in I}$ is said to be $\mathbb{F}$-predictable if $B_{\alpha}$ is $\mathcal{F}_{\alpha}$-measurable and $B_{n}$ is $\mathcal{F}_{n-1}$-measurable for every $n \in I, n \geq \alpha+1$. In this sense $\mathbb{F}$-compensators are $\mathbb{F}$-predictable.

Theorem A. 9 (Strong law of large numbers; Chow) Assume $\beta=\infty$. Let $X$ be an $\mathbb{F}$-martingale, $p \in(0,2]$ and let $B$ be an $\mathbb{F}$-predictable, nonnegative, nondecreasing process. If

$$
\sum_{j=\alpha+1}^{\infty} \frac{E\left(\left|\Delta X_{j}\right|^{p} \mid \mathcal{F}_{j-1}\right)}{\left(1+B_{j}\right)^{p}}<\infty \quad \text { a.s. }
$$

then $X_{n} / B_{n} \rightarrow 0$ almost surely on $\left\{B_{\infty}=\infty\right\}$ as $n \rightarrow \infty$. In particular, if $X$ is square integrable and $a>1 / 2$, then $X_{n} /\langle X\rangle_{n}^{a} \rightarrow 0$ almost surely on $\left\{\langle X\rangle_{\infty}=\infty\right\}$.

Proof [64], Satz 5.4 (a) and Korollar 5.5.

Theorem A. 10 (Brown's inequality) Assume $\beta=\infty$. Let $X=\left(X_{k}\right)_{k \in I}$ be a uniformly integrable $\mathbb{F}$-martingale. Then for all almost surely finite $\mathbb{F}$-stopping times $\tau: \Omega \rightarrow I \cup\{\infty\}$ (that is, $\tau(\Omega) \subset$ I almost surely) and all $\varepsilon>0$,

$$
P\left(\max _{\alpha \leq k \leq \tau}\left|X_{k}\right| \geq \varepsilon\right) \leq \frac{2}{\varepsilon} E\left(\left|X_{\tau}\right| 1_{\left\{\left|X_{\tau}\right| \geq \varepsilon / 2\right\}}\right)
$$

Proof Setting $M_{m}:=\max _{\alpha \leq k \leq m}\left|X_{k \wedge \tau}\right|$ and observing that $\left(\left|X_{\tau \wedge k}\right|\right)_{k \in I}$ is a nonnegative submartingale, by Doob's maximal inequality we obtain for all $m \in I$ and $\varepsilon>0$

$$
\begin{aligned}
& 2 \varepsilon P\left(M_{m} \geq 2 \varepsilon\right) \leq E\left(\left|X_{m \wedge \tau}\right| 1_{\left\{M_{m} \geq 2 \varepsilon\right\}}\right) \\
& \quad=E\left(\left|X_{m \wedge \tau}\right| 1_{\left\{M_{m} \geq 2 \varepsilon,\left|X_{m \wedge \tau}\right| \geq \varepsilon\right\}}\right)+E\left(\left|X_{m \wedge \tau}\right| 1_{\left\{M_{m} \geq 2 \varepsilon,\left|X_{m \wedge \tau}\right|<\varepsilon\right\}}\right) \\
& \quad \leq E\left(\left|X_{m \wedge \tau}\right| 1_{\left\{\left|X_{m \wedge \tau}\right| \geq \varepsilon\right\}}\right)+\varepsilon P\left(M_{m} \geq 2 \varepsilon\right)
\end{aligned}
$$

so that

$$
P\left(M_{m} \geq 2 \varepsilon\right) \leq \frac{1}{\varepsilon} E\left(\left|X_{m \wedge \tau}\right| 1_{\left\{\left|X_{m \wedge \tau}\right| \geq \varepsilon\right\}}\right)
$$

Using uniform integrability of the sequence $\left(X_{m \wedge \tau}\right)_{m \in I}$ and letting $m$ tend to infinity implies the assertion.

In [12] a sharper result is derived from Doob's upcrossing inequality, but Theorem A. 10 is all that is needed in tightness proofs like that of Theorem 7.1. The $2 \varepsilon$-trick to obtain Theorem A. 10 from Doob's maximal inequality may be found for example in [23], p. 18, or [96], Lemma 2.

## Appendix B

## Solutions of Exercises

2.1. The system $\mathcal{D}:=\{B \in \mathcal{B}(\mathcal{X}): K(\cdot, B)$ is $\mathcal{F}$-measurable $\}$ is a Dynkin-system. A standard argument yields the assertion.
2.2. If $K_{\alpha} \rightarrow K$ weakly, then by Theorem 2.3, $Q K_{\alpha} \rightarrow Q K$ weakly (in $\mathcal{M}^{1}(\mathcal{X})$ ) for every probability distribution $Q$ on $\mathcal{F}$ such that $Q \equiv P$. Conversely, if $Q$ is a probability distribution on $\mathcal{F}$ with $Q \ll P$ and $\bar{Q}:=(Q+P) / 2$, then $\bar{Q} \equiv P$ so that

$$
\begin{aligned}
& \frac{1}{2} \int h d Q K_{\alpha}+\frac{1}{2} \int h d P K_{\alpha}=\int h d \bar{Q} K_{\alpha} \\
& \quad \rightarrow \int h d \bar{Q} K=\frac{1}{2} \int h d Q K+\frac{1}{2} \int h d P K
\end{aligned}
$$

and

$$
\int h d P K_{\alpha} \rightarrow \int h d P K
$$

for every $h \in C_{b}(\mathcal{X})$. Consequently, $\int h d Q K_{\alpha} \rightarrow \int h d Q K$ and hence, $Q K_{\alpha} \rightarrow Q K$ weakly. It follows from Theorem 2.3 that $K_{\alpha} \rightarrow K$ weakly.
2.3. Assume $Q \ll P$ and let $g:=d Q / d P$. Then $g f \in \mathcal{L}^{1}(P)$ for every $f \in \mathcal{L}^{1}(Q)$. The topology $\tau(Q)$ which is generated by the functions

$$
K \mapsto \int f \otimes h d Q \otimes K=\int g f \otimes h d P \otimes K, \quad f \in \mathcal{L}^{1}(Q), h \in C_{b}(\mathcal{X})
$$

is thus coarser than $\tau(P)$.

### 2.5. Check the proof of Theorem 2.7.

2.6. If $\left\{P^{K}: K \in \Gamma\right\}$ is tight in $\mathcal{M}^{1}\left(\mathcal{M}^{1}(\mathcal{X})\right)$, then for every $n \in \mathbb{N}$, there exists a weakly compact set $M_{n} \subset \mathcal{M}^{1}(\mathcal{X})$ such that $\sup _{K \in \Gamma} P^{K}\left(M_{n}^{c}\right)=\sup _{K \in \Gamma}$ $P\left(K \notin M_{n}\right) \leq 2^{-n-1}$. Since $M_{n}$ is tight for every $n \in \mathbb{N}$, there exist compact sets $A_{n} \subset \mathcal{X}$ such that $\sup _{\nu \in M_{n}} \nu\left(A_{n}^{c}\right) \leq 2^{-n-1}$. This implies for every $K \in \Gamma, n \in \mathbb{N}$,

$$
\begin{aligned}
P K\left(A_{n}^{c}\right) & =\int K\left(\cdot, A_{n}^{c}\right) d P=\int_{\left\{K \notin M_{n}\right\}} K\left(\cdot, A_{n}^{c}\right) d P+\int_{\left\{K \in M_{n}\right\}} K\left(\cdot, A_{n}^{c}\right) d P \\
& \leq 2^{-n-1}+2^{-n-1}=2^{-n}
\end{aligned}
$$

and hence, $P \Gamma$ is tight.
Conversely, assume that $P \Gamma$ is tight in $\mathcal{M}^{1}(\mathcal{X})$. Then for every $n \in \mathbb{N}$, there exists a compact set $A_{n} \subset \mathcal{X}$ such that $\sup _{K \in \Gamma} P K\left(A_{n}^{c}\right) \leq 2^{-2 n}$. Now for $m \in \mathbb{N}$ introduce the set

$$
M_{m}:=\left\{\nu \in \mathcal{M}^{1}(\mathcal{X}): \nu\left(A_{n}^{c}\right) \leq 2^{-n} \text { for every } n>m\right\} .
$$

Clearly $M_{m}$ is tight and, by the Portmanteau theorem, $M_{m}$ is weakly closed so that $M_{m}$ is a weakly compact subset of $\mathcal{M}^{1}(\mathcal{X})$. Using the Markov inequality, we obtain for every $K \in \Gamma, m \in \mathbb{N}$,

$$
\begin{aligned}
P^{K}\left(M_{m}^{c}\right) & =P\left(K \notin M_{m}\right)=P\left(\bigcup_{n>m}\left\{K\left(\cdot, A_{n}^{c}\right)>2^{-n}\right\}\right) \\
& \leq \sum_{n>m} P\left(K\left(\cdot, A_{n}^{c}\right)>2^{-n}\right) \leq \sum_{n>m} 2^{n} P K\left(A_{n}^{c}\right) \leq \sum_{n>m} 2^{-n} \rightarrow 0
\end{aligned}
$$

as $m \rightarrow \infty$, which shows that $P \Gamma$ is tight in $\mathcal{M}^{1}\left(\mathcal{M}^{1}(\mathcal{X})\right)$.
2.7. Recall that $\mathcal{B}(\mathcal{X} \times \mathcal{Y})=\mathcal{B}(\mathcal{X}) \otimes \mathcal{B}(\mathcal{Y})$. Let $w_{0}(\mathcal{X} \times \mathcal{Y})$ denote the topology on $\mathcal{M}^{1}(\mathcal{X} \times \mathcal{Y})$ generated by the maps $\mu \mapsto \int h \otimes k d \mu, h \in C_{b}(\mathcal{X}), k \in C_{b}(\mathcal{Y})$. In order to show that $w_{0}(\mathcal{X} \times \mathcal{Y})$ coincides with the weak topology on $\mathcal{M}^{1}(\mathcal{X} \times \mathcal{Y})$ we have to show that the map $\mu \mapsto \int g d \mu$ is $w_{0}(\mathcal{X} \times \mathcal{Y})$-continuous for every $g \in C_{b}(\mathcal{X} \times \mathcal{Y})$. Let $\left(\mu_{\alpha}\right)_{\alpha}$ be a net in $\mathcal{M}^{1}(\mathcal{X} \times \mathcal{Y})$ and $\mu \in \mathcal{M}^{1}(\mathcal{X} \times \mathcal{Y})$ such that $\mu_{\alpha} \rightarrow \mu$ with respect to $w_{0}(\mathcal{X} \times \mathcal{Y})$. Let $d_{\mathcal{X}}$ and $d \mathcal{Y}$ be metrics inducing the topologies on $\mathcal{X}$ and $\mathcal{Y}$, respectively. Let $O \subset \mathcal{X}, U \subset \mathcal{Y}$ be open subsets and for $n \in \mathbb{N}$, let $h_{O, n}(x):=1 \wedge n \inf _{z \in O^{c}} d_{\mathcal{X}}(x, z)$ and $k_{U, n}(y):=1 \wedge n \inf _{z \in U^{c}} d \mathcal{Y}(y, z)$. Then $h_{O, n} \in C_{b}(\mathcal{X}), k_{U, n} \in C_{b}(\mathcal{Y}), h_{O, n} \uparrow 1_{O}$ and $k_{U, n} \uparrow 1_{U}$ so that $h_{O, n} \otimes k_{U, n} \uparrow$ $1_{O} \otimes 1_{U}=1_{O \times U}$. We obtain
$\liminf _{\alpha} \mu_{\alpha}(O \times U) \geq \lim _{\alpha} \int h_{O, n} \otimes k_{U, n} d \mu_{\alpha}=\int h_{O, n} \otimes k_{U, n} d \mu$ for every $n \in \mathbb{N}$
and by monotone convergence, $\lim _{n \rightarrow \infty} \int h_{O, n} \otimes k_{U, n} d \mu=\mu(O \times U)$ which yields $\lim \inf _{\alpha} \mu_{\alpha}(O \times U) \geq \mu(O \times U)$.

Analogously, if $V \subset \mathcal{X}$ and $W \subset \mathcal{Y}$ are closed subsets and $\tilde{h}_{n}:=1-h_{V^{c}, n}$, $\tilde{k}_{n}:=1-k_{W^{c}, n}$, then $\tilde{h}_{n} \downarrow 1_{V}$ and $\tilde{k}_{n} \downarrow 1_{W}$ so that

$$
\underset{\alpha}{\lim \sup } \mu_{\alpha}(V \times W) \leq \lim _{\alpha} \int \tilde{h}_{n} \otimes \tilde{k}_{n} d \mu_{\alpha}=\int \tilde{h}_{n} \otimes \tilde{K}_{n} d \mu \text { for every } n \in \mathbb{N}
$$

and thus $\lim \sup _{\alpha} \mu_{\alpha}(V \times W) \leq \mu(V \times W)$.
Let $\beta:=\{O \times U: O \subset \mathcal{X}$ open, $U \subset \mathcal{Y}$ open $\}$ and $\beta_{1}:=\{G \in \beta: \mu(\partial G)=$ $0\}$. Then for $G=O \times U \in \beta_{1}$, using $\bar{G}=\bar{O} \times \bar{U}$ and $\partial G=\bar{G} \backslash G$,

$$
\mu(G) \leq \underset{\alpha}{\liminf } \mu_{\alpha}(G) \leq \limsup _{\alpha} \mu_{\alpha}(G) \leq \limsup _{\alpha}(\bar{G}) \leq \mu(\bar{G})=\mu(G)
$$

so that $\lim _{\alpha} \mu_{\alpha}(G)=\mu(G)$.
The metric $d\left((x, y),\left(x_{1}, y_{1}\right)\right):=d_{\mathcal{X}}\left(x, x_{1}\right) \vee d_{\mathcal{Y}}\left(y, y_{1}\right)$ induces the product topology and the corresponding open balls satisfy

$$
B((x, y), r):=\{d((x, y), \cdot)<r\}=\{d \mathcal{X}(x, \cdot)<r\} \times\{d \mathcal{Y}(y, \cdot)<r\}
$$

Hence $B((x, y), r) \in \beta$. Furthermore, $\beta$ is closed under finite intersections since $\bigcap_{i=1}^{k} G_{i}=\bigcap_{i=1}^{k}\left(O_{i} \times U_{i}\right)=\left(\bigcap_{i=1}^{k} O_{i}\right) \times\left(\bigcap_{i=1}^{k} U_{i}\right)$. Now the Portmanteau theorem yields $\mu_{\alpha} \rightarrow \mu$ weakly, that is, $\lim _{\alpha} \int g d \mu_{\alpha}=\int g d \mu$ for every $g \in$ $C_{b}(\mathcal{X} \times \mathcal{Y})$. This completes the proof of the first assertion.

The second assertion is an immediate consequence of the first one and Theorem 2.3.
2.8. For every $F \in \mathcal{F}, h \in C_{b}(\mathcal{X}), k \in C_{b}(\mathcal{Y})$, setting $f:=1_{F} \int k(y) K(\cdot, d y)$, we have

$$
\begin{aligned}
& \left|\int 1_{F} \otimes h \otimes k d P \otimes\left(H_{\alpha} \otimes K_{\alpha}\right)-\int 1_{F} \otimes h \otimes k d P \otimes(H \otimes K)\right| \\
& \quad \leq\left|\int 1_{F} \otimes h \otimes k d P \otimes\left(H_{\alpha} \otimes K_{\alpha}\right)-\int 1_{F} \otimes h \otimes k d P \otimes\left(H_{\alpha} \otimes K\right)\right| \\
& \quad+\left|\int 1_{F} \otimes h \otimes k d P \otimes\left(H_{\alpha} \otimes K\right)-\int 1_{F} \otimes h \otimes k d P \otimes(H \otimes K)\right| \\
& \quad \leq\left|1_{F} \int h(x) H_{\alpha}(\cdot, d x)\right|\left|\int k(y) K_{\alpha}(\cdot, d y)-\int k(y) K(\cdot, d y)\right| d P \\
& \quad+\left|\int f \otimes h d P \otimes H_{\alpha}-\int f \otimes h d P \otimes H\right| \\
& \leq\|h\|_{\text {sup }} \int\left|\int k(y) K_{\alpha}(\cdot, d y)-\int k(y) K(\cdot, d y)\right| d P \\
& \quad+\left|\int f \otimes h d P \otimes H_{\alpha}-\int f \otimes h d P \otimes H\right|
\end{aligned}
$$

which yields

$$
\lim _{\alpha}\left|\int 1_{F} \otimes h \otimes k d P \otimes\left(H_{\alpha} \otimes K_{\alpha}\right)-\int 1_{F} \otimes h \otimes k d P \otimes(H \otimes K)\right|=0
$$

The assertion follows from Exercise 2.7.
3.1. Let $\left(F_{n}\right)_{n \geq 1}$ be nonincreasing. Then for every $h \in C_{b}(\mathcal{X})$,

$$
\begin{aligned}
\int h d P_{F_{n}}^{X_{n}} & =\int_{F} h\left(X_{n}\right) d P \frac{1}{P\left(F_{n}\right)}+\int_{F_{n} \cap F^{c}} h\left(X_{n}\right) d P \frac{1}{P\left(F_{n}\right)} \\
& =\int h d P_{F}^{X_{n}} \frac{P(F)}{P\left(F_{n}\right)}+\int_{F_{n} \cap F^{c}} h\left(X_{n}\right) d P \frac{1}{P\left(F_{n}\right)}
\end{aligned}
$$

Since $P(F) / P\left(F_{n}\right) \rightarrow 1$ and

$$
\left|\int_{F_{n} \cap F^{c}} h\left(X_{n}\right) d P\right| \leq\|h\|_{\sup } P\left(F_{n} \cap F^{c}\right) \rightarrow 0
$$

we obtain

$$
\lim _{n \rightarrow \infty} \int h d P_{F_{n}}^{X_{n}}=\lim _{n \rightarrow \infty} \int h d P_{F_{n}}^{X_{n}}=\int h d \nu
$$

so that $P_{F_{n}}^{X_{n}} \rightarrow \nu$ weakly.
Now let $\left(F_{n}\right)_{n \geq 1}$ be nondecreasing. Then for $h \in C_{b}(\mathcal{X})$ and $n$ sufficiently large

$$
\begin{aligned}
\int h d P_{F_{n}}^{X_{n}} & =\int_{F} h\left(X_{n}\right) d P \frac{1}{P\left(F_{n}\right)}-\int_{F \cap F_{n}^{c}} h\left(X_{n}\right) d P \frac{1}{P\left(F_{n}\right)} \\
& =\int h d P_{F}^{X_{n}} \frac{P(F)}{P\left(F_{n}\right)}-\int_{F \cap F_{n}^{c}} h\left(X_{n}\right) d P \frac{1}{P\left(F_{n}\right)} .
\end{aligned}
$$

Since $P\left(F \cap F_{n}^{c}\right) \rightarrow 0$, we obtain as above $\lim _{n \rightarrow \infty} \int h d P_{F_{n}}^{X_{n}}=\int h d \nu$.
3.2. If $1_{F_{n}} \rightarrow K \mathcal{G}$-stably, $G \in \mathcal{G}$ and $h \in C_{b}(\mathbb{R})$ satisfies $h(0)=0$ and $h(1)=1$, then by Theorem 3.2,

$$
P\left(F_{n} \cap G\right)=E 1_{G} h\left(1_{F_{n}}\right) \rightarrow \int 1_{G} \otimes h d P \otimes K=\int_{G} \alpha d P
$$

Conversely, assume $\lim _{n \rightarrow \infty} P\left(F_{n} \cap G\right)=\int_{G} \alpha d P$ for every $G \in \mathcal{G}$. Then for $G \in \mathcal{G}$ with $P(G)>0$, using $P_{G} K=\left(\int \alpha d P_{G}\right) \delta_{1}+\left(\int(1-\alpha) d P_{G}\right) \delta_{0}$, we get

$$
P_{G}^{1_{F_{n}}}(\{1\})=P_{G}\left(F_{n}\right) \rightarrow \int \alpha d P_{G}=P_{G} K(\{1\})
$$

and

$$
P_{G}^{1_{F_{n}}}(\{0\})=1-P_{G}\left(F_{n}\right) \rightarrow \int(1-\alpha) d P_{G}=P_{G} K(\{0\}) .
$$

This yields weak convergence $P_{G}^{1_{F_{n}}} \rightarrow P_{G} K$ in $\mathcal{M}^{1}(\mathbb{R})$. The assertion $1_{F_{n}} \rightarrow K$ $\mathcal{G}$-stably follows from Theorem 3.2.
3.3. Clearly, the $X_{n}$ are identically distributed with $P^{X_{n}}=\left(\delta_{0}+\delta_{1}\right) / 2$. Let $Q:=$ $2 t d t$. Then $d Q / d P$ is $\mathcal{G}$-measurable and $Q^{X_{n}}=\left(\frac{3}{4}-a_{n}\right) \delta_{0}+\left(a_{n}+\frac{1}{4}\right) \delta_{1}$. Choosing $h \in C_{b}(\mathbb{R})$ such that $h(0)=0$ and $h(1)=1$ (e.g. $\left.h(t)=(t \wedge 1) \vee 0\right)$ we get $\int h d Q^{X_{n}}=a_{n}+\frac{1}{4}$. Thus, if $\left(a_{n}\right)$ is not convergent, $\left(Q^{X_{n}}\right)$ is not weakly convergent. Consequently, by Theorem 3.2, ( $X_{n}$ ) does not converge $\mathcal{G}$-stably. Alternatively, one can argue that the assertion follows immediately from Example 1.2 and Theorem 3.7.
3.4. (i) $\Rightarrow$ (ii) Assume $X_{n} \rightarrow K \mathcal{G}$-stably for some $K \in \mathcal{K}^{1}(\mathcal{G})$. Then for $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathcal{X})$, by Theorem 3.2 and independence of $\sigma\left(X_{n}\right)$ and $\mathcal{G}$,

$$
\int f d P E h\left(X_{n}\right)=E f h\left(X_{n}\right) \rightarrow \int f \otimes h d P \otimes K
$$

In particular, $E h\left(X_{n}\right) \rightarrow \int h d P K$ and thus $E f h\left(X_{n}\right) \rightarrow \int f d P \int h d P K$. Corollary 3.3 yields $X_{n} \rightarrow P K \mathcal{G}$-mixing.
(ii) $\Rightarrow$ (iii) is clear.
(iii) $\Rightarrow$ (ii). Assume $P^{X_{n}} \rightarrow \nu$ weakly. Then for $f \in \mathcal{L}^{1}(\mathcal{G}, P)$ and $h \in C_{b}(\mathcal{X})$,

$$
E f h\left(X_{n}\right)=\int f d P E h\left(X_{n}\right) \rightarrow \int f d P \int h d \nu
$$

Corollary 3.3 yields $X_{n} \rightarrow \nu \mathcal{G}$-mixing.
(ii) $\Rightarrow$ (i) is clear.
3.5. The implications (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) are obvious consequences of Corollary 3.3 and the Portmanteau theorem.
(iii) $\Rightarrow$ (i). Using the Portmanteau theorem again, we have

$$
\lim _{n \rightarrow \infty} P\left(X_{n} \in B\right)=\nu(B)
$$

and

$$
\lim _{n \rightarrow \infty} P\left(\left\{X_{n} \in B\right\} \cap\left\{X_{k} \in B\right\}\right)=\nu(B) P\left(X_{k} \in B\right)
$$

for every $k \in \mathbb{N}$ and $B \in \mathcal{B}(\mathcal{X})$ with $\nu(\partial B)=0$. It remains to show that this implies

$$
\lim _{n \rightarrow \infty} P\left(\left\{X_{n} \in B\right\} \cap F\right)=\nu(B) P(F)
$$

for every $F \in \mathcal{F}$ and $B \in \mathcal{B}(\mathcal{X})$ with $\nu(\partial B)=0$. The assertion (i) then follows from the Portmanteau theorem and Corollary 3.3.

In order to prove the above limiting relation, fix $B \in \mathcal{B}(\mathcal{X})$ with $\nu(\partial B)=0$ and let $F_{n}:=\left\{X_{n} \in B\right\}$. One checks that

$$
\mathcal{L}:=\left\{f \in \mathcal{L}^{2}(P): \lim _{n \rightarrow \infty} \int 1_{F_{n}} f d P=\nu(B) \int f d P\right\}
$$

is a closed vector subspace of $\mathcal{L}^{2}(P)$ containing $1_{\Omega}$ and $1_{F_{k}}$ for every $k \in \mathbb{N}$. Consequently, the closed linear span of $\left\{1_{F_{k}}: k \in \mathbb{N}\right\} \cup\left\{1_{\Omega}\right\}$ in $\mathcal{L}^{2}(P)$, denoted by $\mathcal{L}_{1}$, satisfies $\mathcal{L}_{1} \subset \mathcal{L}$. Now let $F \in \mathcal{F}$ and let $1_{F}=f_{1}+f_{2}$ with $f_{1} \in \mathcal{L}_{1}$ and $f_{2}=1_{F}-f_{1}$ belonging to the orthogonal complement of $\mathcal{L}_{1}\left(f_{1}\right.$ is the $P$-almost surely unique best approximation to $1_{F}$ from $\mathcal{L}_{1}$ ). Then we obtain

$$
P\left(F_{n} \cap F\right)=\int 1_{F_{n}} f_{1} d P \rightarrow \nu(B) \int f_{1} d P=\nu(B) P(F) .
$$

(i) $\Rightarrow$ (iv) follows from Corollary 3.3.
(iv) $\Rightarrow$ (ii). In view of Proposition 3.4 (c) and $P\left(\nu \otimes \delta_{X_{k}}\right)=\nu \otimes P^{X_{k}}$, we have $X_{n} \rightarrow \nu \sigma\left(X_{k}\right)$-mixing for every $k \in \mathbb{N}$. The assertion now follows from Corollary 3.3.
3.6. Assume $X_{n} \rightarrow X$ in probability for some $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$-valued random variable $X$. Then by Corollary 3.6, $X_{n} \rightarrow \delta_{X}$ stably. This implies $\nu=\delta_{X}$ almost surely, hence, $\nu$ is a Dirac measure.
3.7. (a) ([50], Lemma IX.6.5) Let $k \in \mathbb{N}$. There exists a compact set $A \subset \mathcal{X}$ such that $P(X \notin A) \leq 1 / k$. Here we use that $\mathcal{X}$ is polish. Choose $x_{1}, \ldots, x_{p} \in A$ such that $A \subset \bigcup_{i=1}^{p}\left\{d\left(\cdot, x_{i}\right)<1 / k\right\}$. ( $d$ is a metric on $\mathcal{X}$ inducing the topology.) Since

$$
\left\{d\left(X_{n}, X\right) \geq \frac{3}{k}\right\} \cap\{X \in A\} \subset \bigcup_{i=1}^{p}\left\{d\left(x_{i}, X\right)<\frac{1}{k}, d\left(x_{i}, X_{n}\right)>\frac{2}{k}\right\}
$$

and setting $h_{i}(x):=k\left[\left(d\left(x_{i}, x\right)-1 / k\right)^{+} \wedge 1\right]$ we obtain

$$
\begin{aligned}
P\left(d\left(X_{n}, X\right) \geq \frac{3}{k}\right) & \leq P(X \notin A)+P\left(d\left(X_{n}, X\right) \geq \frac{3}{k}, X \in A\right) \\
& \leq \frac{1}{k}+\sum_{i=1}^{p} E 1_{\left\{d\left(x_{i}, X\right)<1 / k\right\}} 1_{\left\{d\left(x_{i}, X_{n}\right)>2 / k\right\}} \\
& \leq \frac{1}{k}+\sum_{i=1}^{p} E 1_{\left\{d\left(x_{i}, X\right)<1 / k\right\}} h_{i}\left(X_{n}\right)
\end{aligned}
$$

Using $h_{i} \in C_{b}(\mathcal{X})$ and $\left\{d\left(x_{i}, X\right)<1 / k\right\} \in \mathcal{G}$, the last sum above converges to $\sum_{i=1}^{p} E 1_{\left\{d\left(x_{i}, X\right)<1 / k\right\}} h_{i}(X)=0$, hence, $\lim \sup _{n \rightarrow \infty} P\left(d\left(X_{n}, X\right) \geq 3 / k\right) \leq 1 / k$. This yields $X_{n} \rightarrow X$ in probability as $n \rightarrow \infty$.
(b) By assumption and Theorem 3.2 we have $\left(X_{n}, X\right) \rightarrow \delta_{X} \otimes \delta_{X} \mathcal{G}$-stably so that $\left(X_{n}, X\right) \xrightarrow{d} P\left(\delta_{X} \otimes \delta_{X}\right)=P^{(X, X)}$. Let $d$ be a metric on $\mathcal{X}$ inducing the topology. Using the continuity of $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{+}$, this yields $E d\left(X_{n}, X\right) \wedge 1 \rightarrow E d(X, X) \wedge$ $1=0$.
3.8. For $\varepsilon>0$, we have

$$
\begin{aligned}
E\left(d\left(X_{n, r}, Y_{n}\right) \wedge 1\right)= & \int_{\left\{d\left(X_{n, r}, Y_{n}\right) \leq \varepsilon\right\}} d\left(X_{n, r}, Y_{n}\right) \wedge 1 d P \\
& +\int_{\left\{d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right\}} d\left(X_{n, r}, Y_{n}\right) \wedge 1 d P \\
\leq & \varepsilon+P\left(d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right)
\end{aligned}
$$

and for $\varepsilon \in(0,1)$,

$$
P\left(d\left(X_{n, r}, Y_{n}\right)>\varepsilon\right)=P\left(d\left(X_{n, r}, Y_{n}\right) \wedge 1>\varepsilon\right) \leq \varepsilon^{-1} E\left(d\left(X_{n, r}, Y_{n}\right) \wedge 1\right)
$$

This yields the assertion.
Based on this formulation of condition (iii) one can also prove Theorem 3.10 as follows.

For every bounded Lipschitz function $h: \mathcal{X} \rightarrow \mathbb{R}$ with Lipschitz constant $L \in \mathbb{R}_{+}$ and $F \in \mathcal{G}$ with $P(F)>0$, we have

$$
\begin{aligned}
\left|\int h\left(Y_{n}\right) d P_{F}-\int h d P_{F} K\right| \leq & \int\left|h\left(Y_{n}\right)-h\left(X_{n, r}\right)\right| d P_{F} \\
& +\left|\int h\left(X_{n, r}\right) d P_{F}-\int h d P_{F} K_{r}\right| \\
& +\left|\int h d P_{F} K_{r}-\int h d P_{F} K\right|
\end{aligned}
$$

and moreover,

$$
\begin{aligned}
\int\left|h\left(Y_{n}\right)-h\left(X_{n, r}\right)\right| d P_{F} & \leq \int L d\left(X_{n, r}, Y_{n}\right) \wedge 2\|h\|_{\text {sup }} d P_{F} \\
& \leq \frac{L \vee 2\|h\|_{\text {sup }}}{P(F)} \int d\left(X_{n, r}, Y_{n}\right) \wedge 1 d P
\end{aligned}
$$

We obtain

$$
\lim _{n \rightarrow \infty}\left|\int h\left(Y_{n}\right) d P_{F}-\int h d P_{F} K\right|=0
$$

and hence, $P_{F}^{Y_{n}} \rightarrow P_{F} K$ weakly (cf. [26], Theorem 11.3.3).
3.9. (i) $\Rightarrow$ (iii) follows from Theorem 3.2 or Proposition 3.12.
(iii) $\Rightarrow$ (ii). Let $F \in \mathcal{E}$ with $P(F)>0$ so that $F \in \sigma\left(X_{k}\right)$ for some $k \in \mathbb{N}$. Assume $\left(X_{n}, X_{k}\right) \xrightarrow{d} \mu$ as $n \rightarrow \infty$ for some $\mu \in \mathcal{M}^{1}(\mathcal{X} \times \mathcal{X})$. By Proposition 3.4 (a), (b), there exists a subsequence $\left(X_{m}\right)$ of $\left(X_{n}\right)$ and $K \in \mathcal{K}^{1}\left(\sigma\left(X_{k}\right), P\right)$ such that $X_{m} \rightarrow K \sigma\left(X_{k}\right)$-stably. Theorem 3.2 yields $\left(X_{m}, X_{k}\right) \xrightarrow{d} P\left(K \otimes \delta_{X_{k}}\right)$ as $m \rightarrow \infty$ so that $\mu=P\left(K \otimes \delta_{X_{k}}\right)$. Now it follows from Proposition 3.4 (c) that $X_{n} \rightarrow K$ $\sigma\left(X_{k}\right)$-stably. Consequently, by Theorem 3.2, $P_{F}^{X_{n}} \rightarrow P_{F} K$ weakly.
(ii) $\Rightarrow$ (i). Assume $P_{F}^{X_{n}} \rightarrow \nu_{F}$ weakly for some $\nu_{F} \in \mathcal{M}^{1}(\mathcal{X})$ and every $F \in$ $\mathcal{E}:=\bigcup_{n=1}^{\infty} \sigma\left(X_{n}\right)$ with $P(F)>0$. In view of Proposition 3.4 (a), there exists a subsequence $\left(X_{m}\right)$ of ( $X_{n}$ ) and $K \in \mathcal{K}^{1}$ such that $X_{m} \rightarrow K$ stably. This implies $P_{F}^{X_{m}} \rightarrow P_{F} K$ weakly for every $F \in \mathcal{F}$ with $P(F)>0$ so that $\nu_{F}=P_{F} K$ for every $F \in \mathcal{E}$ with $P(F)>0$. One checks that

$$
\mathcal{L}:=\left\{f \in \mathcal{L}^{2}(P): \lim _{n \rightarrow \infty} E f h\left(X_{n}\right)=\int f \otimes h d P \otimes K \text { for every } h \in C_{b}(\mathcal{X})\right\}
$$

is a closed vector subspace of $\mathcal{L}^{2}(P)$ containing $1_{F}, F \in \mathcal{E}$. Consequently, the closed linear span of $\left\{1_{F}: F \in \mathcal{E}\right\}$ in $\mathcal{L}^{2}(P)$, denoted by $\mathcal{L}_{1}$, satisfies $\mathcal{L}_{1} \subset \mathcal{L}$. Now let $F \in \mathcal{F}$ with $P(F)>0$ and let $1_{F}=f_{1}+f_{2}$ with $f_{1} \in \mathcal{L}_{1}$ and $f_{2}=1_{F}-f_{1}$ belonging to the orthogonal complement of $\mathcal{L}_{1}$. Since step functions are dense in $\mathcal{L}^{p}$-spaces, we have $\mathcal{L}^{2}\left(\sigma\left(X_{k}\right), P\right) \subset \mathcal{L}_{1} \subset \mathcal{L}$ for every $k \in \mathbb{N}$. Hence, for every $h \in C_{b}(\mathcal{X})$,

$$
\int 1_{F} h\left(X_{n}\right) d P=\int f_{1} h\left(X_{n}\right) d P \rightarrow \int f_{1} \otimes h d P \otimes K
$$

The assertion follows from Proposition 3.12.
3.10. Let

$$
X_{t}^{n}:=\frac{1}{\sigma \sqrt{n}}\left(\sum_{j=1}^{[n t]} Z_{j}+(n t-[n t]) Z_{[n t]+1}\right), t \geq 0
$$

By Example 3.14, $X^{n} \rightarrow \nu=P^{W}$ mixing in $C\left(\mathbb{R}_{+}\right)$, where $W=\left(W_{t}\right)_{t \geq 0}$ denotes a Brownian motion. Using the continuity of the restriction map $C\left(\mathbb{R}_{+}\right) \rightarrow C([0,1])$, $x \mapsto x \mid[0,1]$, we get

$$
\left(X_{t}^{n}\right)_{t \in[0,1]} \rightarrow P^{\left(W_{t}\right)_{t \in[0,1]}} \quad \text { mixing in } C([0,1]) .
$$

Define $g: C([0,1]) \rightarrow \mathbb{R}$ by $g(x):=\max _{t \in[0,1]} x(t)$. Then $g$ is continuous and hence by Theorem 3.7 (c),

$$
\max _{t \in[0,1]} X_{t}^{n} \rightarrow P^{\max _{t \in[0,1]} W_{t}} \quad \text { mixing }
$$

Finally observe that $P^{\max _{t \in[0,1]} W_{t}}=\mu([51]$, Proposition 13.13) and

$$
\max _{t \in[0,1]} X_{t}^{n}=\frac{1}{\sigma \sqrt{n}} \max _{0 \leq j \leq n} \sum_{i=1}^{j} Z_{j}
$$

3.11. The "if" part. By Lemma A.5, we have $P^{(X, Y)}=P\left(P^{(X, Y) \mid \mathcal{G}}\right)=P\left(P^{X \mid \mathcal{G}} \otimes \delta_{Y}\right)$. Consequently, Proposition 3.4 (c) yields $X_{n} \rightarrow X \mathcal{G}$-stably.

The "only if" part follows from Theorem 3.17.
3.12. An application of Theorem 3.17 with $\mathcal{E}=\bigcup_{k=1}^{\infty} \sigma\left(X_{1}, \ldots, X_{k}\right)$ shows that $X_{n} \rightarrow X \mathcal{G}$-stably if and only if $X_{n} \rightarrow X \sigma\left(X_{1}, \ldots, X_{k}\right)$-stably for every $k \in \mathbb{N}$. The assertion follows from Exercise 3.11.
4.1. Check the proof of Proposition 4.5.
4.2. Let $d$ be a metric on $\mathcal{X}$ inducing the topology. For $\varepsilon>0$ and $k \in \mathbb{N}$, we have

$$
\begin{aligned}
P\left(d\left(X_{\tau_{n}}, X\right)>\varepsilon\right) & \leq P\left(\tau_{n}<k\right)+P\left(d\left(X_{\tau_{n}}, X\right)>\varepsilon, \tau_{n} \geq k\right) \\
& =P\left(\tau_{n}<k\right)+\sum_{j=k}^{\infty} P\left(d\left(X_{j}, X\right)>\varepsilon, \tau_{n}=j\right) \\
& \leq P\left(\tau_{n}<k\right)+\sum_{j=k}^{\infty} P\left(\sup _{m \geq k} d\left(X_{m}, X\right)>\varepsilon, \tau_{n}=j\right) \\
& \leq P\left(\tau_{n}<k\right)+P\left(\sup _{m \geq k} d\left(X_{m}, X\right)>\varepsilon\right)
\end{aligned}
$$

Since $\lim _{n \rightarrow \infty} P\left(\tau_{n}<k\right)=0$ and $\lim _{k \rightarrow \infty} P\left(\sup _{m \geq k} d\left(X_{m}, X\right)>\varepsilon\right)=0$, we obtain $\lim _{n \rightarrow \infty} P\left(d\left(X_{\tau_{n}}, X\right)>\varepsilon\right)=0$.
4.3. Recall that $P \mid \mathcal{H}$ is purely atomic for a sub- $\sigma$-field $\mathcal{H}$ of $\mathcal{F}$ if there exists a (possibly finite) sequence $\left(F_{j}\right)_{j \geq 1}$ of $P \mid \mathcal{H}$-atoms such that $P\left(\bigcup_{j \geq 1} F_{j}\right)=1$, where $F \in \mathcal{H}$ is called a $P \mid \mathcal{H}$-atom if $P(F)>0$ and every $H \in \mathcal{H}$ with $H \subset F$ satisfies $P(H)=0$ or $P(H)=P(F)$. If $F, G \in \mathcal{H}$ are $P \mid \mathcal{H}$-atoms, then $P(F \cap G)=0$ or $P(F \Delta G)=0$.

The "only if" part. Assume $X_{n} \rightarrow K$ stably for some $K \in \mathcal{K}^{1}$. Assume that $\tau_{n} \rightarrow$ $\infty$ in probability and $P \mid \mathcal{H}$ is purely atomic, where $\mathcal{H}:=\sigma\left(\tau_{n}, n \geq 1\right)$. Let $\left(F_{j}\right)_{j \geq 1}$ be a sequence of $P \mid \mathcal{H}$-atoms satisfying $P\left(\bigcup_{j \geq 1} F_{j}\right)=1$ and $P\left(F_{j} \cap F_{k}\right)=0$ for $j \neq k$. Since $P\left(F_{j}\right)=\sum_{k=1}^{\infty} P\left(F_{j} \cap\left\{\tau_{n}=k\right\}\right)$, there exist $k_{n, j} \in \mathbb{N}$ such that $P\left(F_{j}\right)=$ $P\left(F_{j} \cap\left\{\tau_{n}=k_{n, j}\right\}\right)$, that is, $F_{j} \subset\left\{\tau_{n}=k_{n, j}\right\} P$-almost surely. Then $k_{n, j} \rightarrow \infty$ as $n \rightarrow \infty$. Consequently, for every $F \in \mathcal{F}, h \in C_{b}(\mathcal{X})$ and every $j$,

$$
\int_{F} h\left(X_{\tau_{n}}\right) d P_{F_{j}}=\int_{F} h\left(X_{k_{n, j}}\right) d P_{F_{j}} \rightarrow \int 1_{F} \otimes h d P_{F_{j}} \otimes K \quad \text { as } n \rightarrow \infty
$$

so that by Theorem 3.2, $X_{\tau_{n}} \rightarrow K$ stably under $P_{F_{j}}$. Using $P=\sum_{j \geq 1} P\left(F_{j}\right) P_{F_{j}}$, Proposition 3.11 yields $X_{\tau_{n}} \rightarrow K$ stably (under $P$ ) and hence, $X_{\tau_{n}} \xrightarrow{d} \nu:=P K$.

The "if"-part follows as in Remark 4.7 (b) because $P \mid \mathcal{H}$ is purely atomic for every finite sub- $\sigma$-field $\mathcal{H} \subset \mathcal{F}$.
4.4. By the subsequent Corollary 5.9 (see also Example 4.3) we have $X^{n} \rightarrow P^{W}$ mixing in $C\left(\mathbb{R}_{+}\right)$. The assertion follows from Theorem 4.6 and Remark 4.7 (a).
4.5. The classical central limit theorem yields

$$
P\left(\sum_{j=1}^{n} Z_{j}>0\right)=\left(X_{1}^{n}>0\right) \rightarrow 1-\Phi(0)=\frac{1}{2}
$$

and

$$
P\left(\sum_{j=1}^{n} Z_{j} \leq 0\right)=\left(X_{1}^{n} \leq 0\right) \rightarrow \Phi(0)=\frac{1}{2}
$$

where $X_{1}^{n}=\sigma^{-1} n^{-1 / 2} \sum_{j=1}^{n} Z_{j}$ and $\Phi$ denotes the distribution function of $N(0,1)$, so that $\tau_{n} / n \xrightarrow{d} \frac{1}{2}\left(\delta_{1}+\delta_{2}\right)$ (and $\left.\frac{1}{2}\left(\delta_{1}+\delta_{2}\right)(0, \infty)=1\right)$. On the other hand,

$$
\begin{aligned}
P\left(X_{1}^{\tau_{n}} \leq 0\right) & =P\left(X_{1}^{2 n} \leq 0, \sum_{j=1}^{n} Z_{j} \leq 0\right) \\
& =P\left(\frac{1}{\sigma \sqrt{n}} \sum_{j=1}^{2 n} Z_{j} \leq 0, \frac{1}{\sigma \sqrt{n}} \sum_{j=1}^{n} Z_{j} \leq 0\right) \\
& =P^{\left(\sigma^{-1} n^{-1 / 2} \sum_{j=1}^{n} Z_{j}, \sigma^{-1} n^{-1 / 2} \sum_{j=n+1}^{2 n} Z_{j}\right)}(C),
\end{aligned}
$$

where $C=\left\{(x, y) \in \mathbb{R}^{2}: x \leq 0, x+y \leq 0\right\}$, and hence, by the central limit theorem and Fubini's theorem, as $n \rightarrow \infty$

$$
\begin{aligned}
P\left(X_{1}^{\tau_{n}} \leq 0\right) & =P^{\sigma^{-1} n^{-1 / 2} \sum_{j=1}^{n} z_{j}} \otimes P^{\sigma^{-1} n^{-1 / 2}} \sum_{j=1}^{n} Z_{j}(C) \\
& \rightarrow N(0,1) \otimes N(0,1)(C)=\int N(0,1)\left(C_{y}\right) d N(0,1)(y) \\
& =\frac{1}{4}+\int_{0}^{\infty} \Phi(-y) d N(0,1)(y)=\frac{1}{4}+\int_{-\infty}^{0} \Phi(y) d N(0,1)(y) \\
& =\frac{3}{8} \neq \Phi(0),
\end{aligned}
$$

where the last equation follows from integration by parts.
4.6. Let $w_{0}(\mathcal{X})$ denote the topology on $\mathcal{M}^{1}(\mathcal{X})$ generated by the maps $\nu \mapsto$ $\int h_{B, n} d \nu, B \in \mathcal{B}, n \in \mathbb{N}$. In order to show that $w_{0}(\mathcal{X})$ coincides with the weak topology on $\mathcal{M}^{1}(\mathcal{X})$, we have to show that the map $\nu \mapsto \int h d \nu$ is $w_{0}(\mathcal{X})$-continuous for every $h \in C_{b}(\mathcal{X})$. Let $\left(\nu_{\alpha}\right)_{\alpha}$ be a net in $\mathcal{M}^{1}(\mathcal{X})$ and $\nu \in \mathcal{M}^{1}(\mathcal{X})$ such that $\nu_{\alpha} \rightarrow \nu$ with respect to $w_{0}(\mathcal{X})$. Let $O \subset \mathcal{X}$ be open. Choose $B_{k} \in \mathcal{B}$ such that $B_{k} \uparrow O$ as $k \rightarrow \infty$. Then $h_{B_{k}, m} \uparrow 1_{B_{k}}$ as $m \rightarrow \infty$ for every $k \in \mathbb{N}$. Therefore, using the monotone convergence theorem,

$$
\begin{gathered}
\liminf _{\alpha} \nu_{\alpha}(O) \geq \liminf _{\alpha} \int h_{B_{k}, m} d \nu_{\alpha}=\int h_{B_{k} m} d \nu \text { for every } k, m \in \mathbb{N}, \\
\lim _{m \rightarrow \infty} \int h_{B_{k}, m} d \nu=\nu\left(B_{k}\right) \text { and } \lim _{k \rightarrow \infty} \nu\left(B_{k}\right)=\nu(O),
\end{gathered}
$$

which yields $\lim \inf _{\alpha} \nu_{\alpha}(O) \geq \nu(O)$. Consequently, by the Portmanteau theorem, $\nu_{\alpha} \rightarrow \nu$ weakly, that is, $\int h d \nu_{\alpha} \rightarrow \int h d \nu$ for every $h \in C_{b}(\mathcal{X})$.
4.7. Since $\left(P^{X_{n}}\right)_{n \geq 1}$ is tight, $\left(X_{n}\right)_{n \geq 1}$ has a stably convergent subsequence by Proposition 3.4 (a). Let $\left(X_{k}\right)$ be any subsequence of $\left(X_{n}\right)$ with $X_{k} \rightarrow H$ stably for some $H \in \mathcal{K}^{1}$. By Theorem 4.9, there exists a subsequence $\left(X_{m}\right)$ of $\left(X_{k}\right)$ such that almost surely,

$$
\frac{1}{r} \sum_{m=1}^{r} \delta_{X_{m}(\omega)} \rightarrow H(\omega, \cdot) \quad \text { weakly as } r \rightarrow \infty
$$

Hence, $H=K$ almost surely. Thus all subsequences of $\left(X_{n}\right)$ which converge stably, converge stably to $K$. So the original sequence must converge stably to $K$.
5.1. Check the proof of Proposition 5.1.
5.2. Check the proof of Proposition 5.3.
5.3. Apply Proposition 5.3 with $f_{n}: \mathcal{Z}^{n} \rightarrow \mathbb{R}, f_{n}\left(z_{1}, \ldots, z_{n}\right):=\sum_{j=1}^{n} g\left(z_{j}\right)$.
6.1. For $n \in \mathbb{N}$ and $0 \leq k \leq k_{n}$, define $Y_{n k}:=\sum_{j=1}^{k} X_{n j}$ with $Y_{n 0}=0$. Then $\left(Y_{n k}\right)_{0 \leq k \leq k_{n}}$ is a nonnegative submartingale (with respect to the filtration
$\left.\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq k_{n}}\right)$ with compensator $A_{n k}=\sum_{j=1}^{k} E\left(X_{n j} \mid \mathcal{F}_{n, j-1}\right)$. For $\varepsilon, \delta>0$ the Lenglart inequality of Theorem A. 8 (a) yields

$$
P\left(Y_{n k_{n}} \geq \varepsilon\right) \leq \frac{\delta}{\varepsilon}+P\left(A_{n k_{n}}>\delta\right)
$$

Letting $n$ tend to infinity and then letting $\delta$ tend to zero gives the assertion.
6.2. One checks that for every $n \in \mathbb{N}$ there exists an $r_{n} \in \mathbb{N}, r_{n} \geq n$ such that

$$
\sum_{j>r_{n}} X_{n j} \rightarrow 0 \text { in probability as } n \rightarrow \infty
$$

and

$$
\sum_{j=1}^{r_{n}} E\left(X_{n j}^{2} \mid \mathcal{F}_{n, j-1}\right) \rightarrow \eta^{2} \quad \text { in probability as } n \rightarrow \infty
$$

The $\sigma$-field $\mathcal{G}$ from Theorem 6.1 which takes the form $\mathcal{G}=\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{G}_{n \infty}\right)$, where $\mathcal{G}_{n \infty}=\sigma\left(\bigcup_{j=0}^{\infty} \mathcal{G}_{n j}\right)$, coincides with the $\sigma$-field $\sigma\left(\bigcup_{n=1}^{\infty} \mathcal{G}_{n r_{n}}\right)$. Now apply Theorem 6.1 to the array $\left(X_{n k}\right)_{1 \leq k \leq r_{n}, n \in \mathbb{N}}$ and $\left(\mathcal{F}_{n k}\right)_{0 \leq k \leq r_{n}, n \in \mathbb{N}}$ and Theorem 3.7 (a) to get the assertion.
6.3. By Theorem 6.1, Remark 6.2 and Proposition 3.5 we have

$$
\sum_{j=1}^{k_{n}} X_{n j} \rightarrow N\left(0, \eta^{2}\right) \quad \text { stably as } n \rightarrow \infty
$$

The assertion follows from Theorem 4.1.
6.4. Let $A_{n}=\bigcap_{k=1}^{n}\left\{X_{n k}=\frac{1}{n}\right\}$. Then $P\left(A_{n}\right)=1-\frac{1}{n}$ and

$$
A_{n} \subset\left\{\max _{1 \leq k \leq n}\left|X_{n k}\right|=\frac{1}{n}\right\} \cap\left\{\sum_{k=1}^{n} X_{n k}^{2}=\frac{1}{n}\right\} \cap\left\{\sum_{k=1}^{n} X_{n k}=1\right\}
$$

so that $\max _{1 \leq k \leq n}\left|X_{n k}\right| \rightarrow 0$ and $\sum_{k=1}^{n} X_{n k}^{2} \rightarrow 0$ in probability (that is (R) with $\eta^{2}=0$ ), but $\sum_{k=1}^{n} X_{n k} \rightarrow 1$ in probability.
6.5. We have $E\left(X_{n} \mid \mathcal{F}_{n-1}\right)=1_{\left\{X_{0} \neq 0\right\}} E\left(Y_{n} \mid \mathcal{F}_{n-1}\right)=0$ for $n \geq 1$ so that $M$ is a martingale. Moreover,

$$
\langle M\rangle_{n}=\sum_{j=1}^{n} E\left(X_{j}^{2} \mid \mathcal{F}_{j-1}\right)=\sum_{j=1}^{n} \sigma^{2} 1_{\left\{X_{0} \neq 0\right\}}=n \sigma^{2} 1_{\left\{X_{0} \neq 0\right\}}=n \sigma^{2} X_{0}^{2}
$$

which implies $\langle M\rangle_{n} / n=\sigma^{2} X_{0}^{2}$ and thus condition $\left(\mathrm{N}_{a_{n}}\right)$ is satisfied with $a_{n}=\sqrt{n}$. The conditional Lindeberg condition $\left(\mathrm{CLB}_{a_{n}}\right)$ is satisfied because

$$
\begin{aligned}
& \frac{1}{n} \sum_{j=1}^{n} E\left(X_{j}^{2} 1_{\left\{\left|X_{j}\right| \geq \varepsilon \sqrt{n}\right\}} \mid \mathcal{F}_{j-1}\right)=\frac{1}{n} \sum_{j=1}^{n} 1_{\left\{X_{0} \neq 0\right\}} E Y_{1}^{2} 1_{\left\{\left|Y_{1}\right| \geq \varepsilon \sqrt{n}\right\}} \\
& \quad=1_{\left\{X_{0} \neq 0\right\}} E Y_{1}^{2} 1_{\left\{\left|Y_{1}\right| \geq \varepsilon \sqrt{n}\right\}} \rightarrow 0
\end{aligned}
$$

on $\Omega$ as $n \rightarrow \infty$. Hence, Theorem 6.23 yields $M_{n} / \sqrt{n} \rightarrow N\left(0, \sigma^{2} X_{0}^{2}\right)$ stably. In particular, $M_{n} / \sqrt{n} \xrightarrow{d} P N\left(0, \sigma^{2} X_{0}^{2}\right)=P\left(X_{0}=0\right) \delta_{0}+P\left(X_{0} \neq 0\right) N\left(0, \sigma^{2}\right)$.
6.6. Let $Z_{0}:=0, \mathcal{F}_{n}:=\sigma\left(Z_{0}, Z_{1}, \ldots, Z_{n}\right), \mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}, U_{n}:=\sum_{j=1}^{n} Z_{j} / j$ with $U_{0}=0$ and $M_{n}:=\sum_{j=1}^{n} U_{j-1} Z_{j}$ with $M_{0}=M_{1}=0$. Then $U$ and $M$ are square integrable $\mathbb{F}$-martingales and $U$ is $\mathcal{L}^{2}$-bounded because $E U_{n}^{2}=$ $\sum_{j=1}^{n} \sigma^{2} / j^{2} \leq \sum_{j=1}^{\infty} \sigma^{2} / j^{2}<\infty$. The martingale convergence theorem yields $U_{n} \rightarrow V=\sum_{j=1}^{\infty} Z_{j} / j$ almost surely. We have $\langle M\rangle_{n}=\sum_{j=1}^{n} E\left(U_{j-1}^{2} Z_{j}^{2} \mid \mathcal{F}_{j-1}\right)=$ $\sigma^{2} \sum_{j=1}^{n} U_{j-1}^{2}$ and hence, by the Toeplitz Lemma 6.28 (b), $\frac{1}{n}\langle M\rangle_{n} \rightarrow \sigma^{2} V^{2}$ almost surely. Moreover, the conditional Lyapunov condition $\left(\mathrm{CLY}_{a_{n}, p}\right)$ with $a_{n}=\sqrt{n}$ and $p>2$ is satisfied because

$$
\begin{aligned}
& \frac{1}{n^{p / 2}} \sum_{j=1}^{n} E\left(\left|U_{j-1} Z_{j}\right|^{p} \mid \mathcal{F}_{j-1}\right)=\frac{1}{n^{p / 2}} \sum_{j=1}^{n}\left|U_{j-1}\right|^{p} E\left|Z_{j}\right|^{p} \\
& \quad=\frac{E\left|Z_{1}\right|^{p}}{n^{p / 2-1}} \frac{1}{n} \sum_{j=1}^{n}\left|U_{j-1}\right|^{p} \rightarrow 0 \quad \text { a.s. }
\end{aligned}
$$

using $\sum_{j=1}^{n}\left|U_{j-1}\right|^{p} / n \rightarrow|V|^{p}$ almost surely which follows again from the Toeplitz lemma. The assertion now follows from Theorem 6.23 and Remark 6.25.
6.7. For $n, k \in \mathbb{N}$, define $X_{n k}:=a_{n} X_{n+k}$ and for $n \in \mathbb{N}, k \in \mathbb{N}_{0}, \mathcal{F}_{n k}:=\mathcal{F}_{n+k}$. Then the nesting condition is obviously satisfied. Apply Exercise 6.2.
6.8. The stopping time $\tau_{n}$ is almost surely finite because $\langle M\rangle_{\infty}=\infty$ almost surely. Consider the arrays $X_{n k}=\Delta M_{k} / \sqrt{n}, k, n \in \mathbb{N}$, and $\mathcal{F}_{n k}=\mathcal{F}_{k}, k \in \mathbb{N}_{0}, n \in \mathbb{N}$. Then $\left(X_{n k}\right)$ is a square integrable martingale difference array adapted to the nested array $\left(\mathcal{F}_{n k}\right)$. We have for every $n \in \mathbb{N}$,

$$
\sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{n, k-1}\right)=\frac{1}{n} \sum_{k=1}^{\tau_{n}} E\left(\left(\Delta M_{k}\right)^{2} \mid \mathcal{F}_{k-1}\right)=\frac{1}{n}\langle M\rangle_{\tau_{n}}
$$

and

$$
1 \leq \frac{1}{n}\langle M\rangle_{\tau_{n}} \leq \frac{1}{n}\left(n+c^{2}\right)=1+\frac{c^{2}}{n}
$$

Hence

$$
\sum_{k=1}^{\tau_{n}} E\left(X_{n k}^{2} \mid \mathcal{F}_{k-1}\right) \rightarrow 1 \quad \text { a.s. as } n \rightarrow \infty
$$

and $\left(\mathrm{CLB}_{\tau_{n}}\right)$ is satisfied because $\left|X_{n k}\right| \leq c / \sqrt{n}$. Consequently, by Corollary 6.4,

$$
\frac{1}{\sqrt{n}} M_{\tau_{n}}=\frac{M_{0}}{\sqrt{n}}+\sum_{k=1}^{\tau_{n}} X_{n k} \rightarrow N(0,1) \quad \text { mixing as } n \rightarrow \infty
$$

6.9. Since $\left(Y_{n}-(r+s+m n) X_{\infty}\right) / \sqrt{n}=(r+s+m n)\left(X_{n}-X_{\infty}\right) / \sqrt{n}$ and $(r+s+m n) / \sqrt{n} \sim m \sqrt{n}$ as $n \rightarrow \infty$, the assertion follows from Example 6.30.
6.10. Let $\mathcal{G}:=\sigma\left(X_{n}, n \geq 1\right)$ and $\mathcal{E}:=\bigcup_{k=1}^{\infty} \sigma\left(X_{1}, \ldots, X_{k}\right)$. Then $\mathcal{E}$ is a field with $\sigma(\mathcal{E})=\mathcal{G}$. If $h \in C_{b}(\mathcal{X})$ and $F \in \sigma\left(X_{1}, \ldots, X_{k}\right)$ for some $k \in \mathbb{N}$ with $P(F)>0$, then for $n>k$

$$
\begin{aligned}
E 1_{F} h\left(X_{n}\right) & =E E\left(1_{F} h\left(X_{n}\right) \mid X_{1}, \ldots, X_{k}, \mathcal{T}_{X}\right) \\
& =E\left(1_{F} E\left(h\left(X_{n}\right) \mid X_{1}, \ldots, X_{k}, \mathcal{T}_{X}\right)\right) .
\end{aligned}
$$

Since $\sigma\left(X_{n}\right)$ and $\sigma\left(X_{1}, \ldots, X_{k}\right)$ are conditionally independent given $\mathcal{T}_{X}$, we have

$$
E\left(h\left(X_{n}\right) \mid X_{1}, \ldots, X_{k}, \mathcal{T}_{X}\right)=E\left(h\left(X_{n}\right) \mid \mathcal{T}_{X}\right)=E\left(h\left(X_{1}\right) \mathcal{T}_{X}\right)
$$

([17], Theorem 7.3.1) so that $E 1_{F} h\left(X_{n}\right) \rightarrow E\left(1_{F} E\left(h\left(X_{1}\right) \mid \mathcal{T}_{X}\right)\right)$. The assertion follows from Theorem 3.2 and Proposition 3.5.
8.1. The Cauchy-distribution $\mu=C(0, b)$ satisfies $\int \log ^{+}|x| d \mu(x)<\infty$. Moreover, since $\sum_{j=0}^{\infty} p^{-j / 2}=\sqrt{p} /(\sqrt{p}-1)$, the distribution of $\sum_{j=0}^{\infty} p^{-j / 2} Z_{j}$ for an independent and identically distributed sequence $\left(Z_{j}\right)_{j \geq 0}$ of $C(0, b)$-distributed random variables is $C(0, b \sqrt{p} /(\sqrt{p}-1))$. Thus the assertion follows from Theorem 8.2.
9.1. We have $E \log ^{+}\left|Z_{1}\right|<\infty$ and $P^{Z_{1}}=C(0, b)$ is symmetric around zero. Since $\sum_{j=1}^{\infty}|\vartheta|^{-j}=1 /(|\vartheta|-1)$, the distribution of $\left(\vartheta^{2}-1\right)^{1 / 2} \sum_{j=1}^{\infty} \vartheta^{-j} Z_{j}$ for an independent and identically distributed sequence $\left(Z_{j}\right)_{j \geq 1}$ of $C(0, b)$-distributed random variables is $C\left(0, b\left(\vartheta^{2}-1\right)^{1 / 2} /(|\vartheta|-1)\right)$. The assertion follows from Theorem 9.2. In the more general case $P^{Z_{1}}=S_{\alpha}(b)$, the distribution of $\left(\vartheta^{2}-1\right)^{1 / 2}$ $\sum_{j=1}^{\infty} \vartheta^{-j} Z_{j}$ is $S_{\alpha}\left(b\left(\vartheta^{2}-1\right)^{\alpha / 2} /\left(|\vartheta|^{\alpha}-1\right)\right)$.
9.2. Since $P^{Z_{1}}$ is symmetric around zero, the distribution $P^{U}$ is also symmetric around zero. Hence, by Lemma A. 5 (c), $P^{(U / Y) \mid \mathcal{F}_{\infty}}=P^{-(U / Y) \mid \mathcal{F}_{\infty}}$ so that Theorem 9.2 yields $\vartheta^{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow\left(\vartheta^{2}-1\right) U / Y \mathcal{F}_{\infty^{-}}$-stably and $-\vartheta^{n}\left(\widehat{\vartheta}_{n}-\vartheta\right) \rightarrow$ $\left(\vartheta^{2}-1\right) U / Y \mathcal{F}_{\infty}$-stably. This implies the assertion.
9.3. We have

$$
\sum_{j=0}^{n} X_{j}=\sum_{j=0}^{n}\left(X_{0}+\sum_{i=1}^{j} Z_{i}\right)=(n+1) X_{0}+\sum_{j=1}^{n-1}\left(\sum_{i=1}^{j} Z_{i}\right)+\sum_{i=1}^{n} Z_{i}
$$

As in the proof of Theorem 9.3 one shows that

$$
n^{-3 / 2} \sum_{j=1}^{n-1}\left(\sum_{i=1}^{j} Z_{i}\right) \rightarrow \sigma \int_{0}^{1} W_{t} d t \quad \mathcal{F}_{\infty} \text {-mixing }
$$

Using $n^{-3 / 2}(n+1) X_{0} \rightarrow 0$ almost surely, $n^{-3 / 2} \sum_{i=1}^{n} Z_{i} \rightarrow 0$ almost surely and Theorem 3.18 (a), the assertion follows.
9.4. From $Z_{j}=X_{j}-\vartheta X_{j-1}$ we obtain $Z_{j}^{2} \leq 2 X_{j}^{2}+2 \vartheta^{2} X_{j-1}$ for every $j \in \mathbb{N}$ so that $\sum_{j=1}^{n} Z_{j}^{2} \leq 2\left(1+\vartheta^{2}\right) \sum_{j=0}^{n} X_{j}^{2}$ for every $n \in \mathbb{N}$ which, in view of $Z_{1} \in \mathcal{L}^{2}$ with $E\left(Z_{1}^{2}\right)>0$, implies $A_{n}=\sum_{j=1}^{n} X_{j-1}^{2} \rightarrow \infty$ almost surely as $n \rightarrow \infty$ by Kolmogorov's strong law of large numbers. This yields $\tau_{c}<\infty$ almost surely for every $\gamma>0$ and $c \in \mathbb{N}$.

For the proof of

$$
\frac{X_{n}^{2}}{A_{n}} \rightarrow 0 \quad \text { a.s. as } n \rightarrow \infty
$$

for all $|\vartheta| \leq 1$ we set, for $n \geq 2$,

$$
R_{n}:=-\frac{2 \vartheta B_{n}+X_{0}^{2}}{A_{n}}+1-\vartheta^{2}=-\frac{2 \vartheta \sum_{j=1}^{n} X_{j-1} Z_{j}+X_{0}^{2}}{\sum_{j=1}^{n} X_{j-1}^{2}}+1-\vartheta^{2}
$$

Moreover, we set, for $n \in \mathbb{N}$ and $\lambda>0$

$$
T_{n}:=\frac{1}{\sqrt{n}} \max _{1 \leq j \leq n}\left|Z_{j}\right| \quad \text { and } \quad S_{n}(\lambda):=\frac{1}{\lambda n} \sum_{j=1}^{n} Z_{j}^{2}-1
$$

For every $\lambda \in\left(0, \sigma^{2}\right)$ and $m \in \mathbb{N}$ and all sufficiently large $n \in \mathbb{N}$ we will show that

$$
\frac{X_{n}^{2}}{A_{n}} \leq \frac{R_{n}}{S_{n}(\lambda)}+\frac{1}{m\left(1-m T_{n} / \sqrt{\lambda}\right)^{2}}
$$

where $S_{n}(\lambda)>0$ and $m T_{n} / \sqrt{\lambda}<1$ is true almost surely for all sufficiently large $n$ because $S_{n}(\lambda) \rightarrow \sigma^{2} / \lambda-1>0$ and $T_{n} \rightarrow 0$ almost surely as $n \rightarrow \infty$ by Kolmogorov's strong law of large numbers. For the proof of this inequality, note that $X_{j}^{2}=\vartheta^{2} X_{j-1}^{2}+2 \vartheta X_{j-1} Z_{j}+Z_{j}^{2}$ for all $j \in \mathbb{N}$ so that

$$
X_{n}^{2}+A_{n}-X_{0}^{2}=\sum_{j=1}^{n} X_{j}^{2}=\vartheta^{2} A_{n}+2 \vartheta B_{n}+\sum_{j=1}^{n} Z_{j}^{2}
$$

for all $n \in \mathbb{N}$, which, by rearranging terms, yields for $n \geq 2$

$$
R_{n} A_{n}=\sum_{j=1}^{n} Z_{j}^{2}-X_{n}^{2}
$$

If $X_{n}^{2} \leq \lambda n$, then

$$
R_{n} A_{n} \geq \sum_{j=1}^{n} Z_{j}^{2}-\lambda n=\lambda n S_{n}(\lambda) \geq X_{n}^{2} S_{n}(\lambda)
$$

so that

$$
\frac{X_{n}^{2}}{A_{n}} \leq \frac{R_{n}}{S_{n}(\lambda)}
$$

Therefore, it remains to consider the case $X_{n}^{2} \geq \lambda n$. For every $n \in \mathbb{N}$ we have, because $|\vartheta| \leq 1$,

$$
\left|X_{n-1}\right| \geq|\vartheta|\left|X_{n-1}\right|=\left|X_{n}-Z_{n}\right| \geq\left|X_{n}\right|-\left|Z_{n}\right|
$$

which gives, inductively, for all $1 \leq j \leq n$,

$$
\left|X_{n-j}\right| \geq\left|X_{n}\right|-\sum_{k=0}^{j-1}\left|Z_{n-k}\right|
$$

so that, for all $m, n \in \mathbb{N}$ with $n \geq m$

$$
\min _{1 \leq j \leq m}\left|X_{n-j}\right| \geq\left|X_{n}\right|-\sum_{k=0}^{m-1}\left|Z_{n-k}\right|=\left|X_{n}\right|\left(1-\frac{1}{\left|X_{n}\right|} \sum_{k=0}^{m-1}\left|Z_{n-k}\right|\right) .
$$

Moreover, $X_{n}^{2} \geq \lambda n$ implies

$$
\frac{1}{\left|X_{n}\right|} \sum_{k=0}^{m-1}\left|Z_{n-k}\right| \leq \frac{m}{\sqrt{\lambda n}} \max _{0 \leq k \leq m-1}\left|Z_{n-k}\right| \leq \frac{m}{\sqrt{\lambda}} T_{n}
$$

so that

$$
1-\frac{1}{\left|X_{n}\right|} \sum_{k=0}^{m-1}\left|Z_{n-k}\right| \geq 1-\frac{m}{\sqrt{\lambda}} T_{n}>0
$$

for all sufficiently large $n$ and therefore

$$
\min _{1 \leq j \leq m} X_{n-j}^{2} \geq X_{n}^{2}\left(1-\frac{m}{\sqrt{\lambda}} T_{n}\right)^{2}
$$

This implies

$$
A_{n} \geq m \min _{1 \leq j \leq m} X_{j-1}^{2} \geq m X_{n}^{2}\left(1-\frac{m}{\sqrt{\lambda}} T_{n}\right)^{2}
$$

so that

$$
\frac{X_{n}^{2}}{A_{n}} \leq \frac{1}{m\left(1-m T_{n} / \sqrt{\lambda}\right)^{2}}
$$

This completes the proof of the inequality

$$
\frac{X_{n}^{2}}{A_{n}} \leq \frac{R_{n}}{S_{n}(\lambda)}+\frac{1}{m\left(1-m T_{n} / \sqrt{\lambda}\right)^{2}}
$$

for all sufficiently large $n$.
Note that $B$ is a square integrable martingale w.r.t. $\mathbb{F}$ and

$$
\langle B\rangle_{n}=\sigma^{2} A_{n} \rightarrow \infty \quad \text { a.s. as } n \rightarrow \infty .
$$

Therefore, $R_{n} \rightarrow 1-\vartheta^{2}$ almost surely as $n \rightarrow \infty$ by the strong law of large numbers A. 9 for martingales. As noted above, $S_{n}(\lambda) \rightarrow \sigma^{2} / \lambda-1$ and $T_{n} \rightarrow 0$ almost surely. Consequently, the right-hand side of the last inequality converges almost surely to $\left(1-\vartheta^{2}\right) /\left(\sigma^{2} / \lambda-1\right)+1 / m$, where $\lambda \in\left(0, \sigma^{2}\right)$ and $m \in \mathbb{N}$ are arbitrary. This implies

$$
\frac{X_{n}^{2}}{A_{n}} \rightarrow 0 \quad \text { a.s. as } n \rightarrow \infty .
$$

Let $\gamma>0$ be fixed. Clearly, $\tau_{c} \rightarrow \infty$ almost surely as $c \rightarrow \infty$, and by definition of $\tau_{c}$,

$$
c \gamma \leq A_{\tau_{c}}=\sum_{j=1}^{\tau_{c}-1} X_{j-1}^{2}+X_{\tau_{c}-1}^{2}<c \gamma+X_{\tau_{c}-1}^{2}
$$

which in view of $X_{\tau_{c}-1}^{2} / A_{\tau_{c}} \rightarrow 0$ almost surely as $c \rightarrow \infty$ implies

$$
\frac{1}{c} A_{\tau_{c}} \rightarrow \gamma \text { a.s. as } c \rightarrow \infty
$$

In the next step we will show that

$$
\frac{1}{\sqrt{c}} B_{\tau_{c}} \rightarrow \sigma \sqrt{\gamma} Z \quad \mathcal{F}_{\infty} \text {-mixing as } c \rightarrow \infty
$$

by an application of Corollary 6.4. For all $c, j \in \mathbb{N}$ we set $X_{c, j}:=X_{j-1} Z_{j} / \sqrt{c}$, and for all $c \in \mathbb{N}$ and $j \in \mathbb{N}_{0}$ we set $\mathcal{F}_{c, j}:=\mathcal{F}_{j}$. Then $\left(X_{c, j}\right)_{c, j \in \mathbb{N}}$ is a square integrable martingale difference array w.r.t. the nested array $\left(\mathcal{F}_{c, j}\right)_{c \in \mathbb{N}, j \in \mathbb{N}_{0}}$ of $\sigma$-fields, and for every $c \in \mathbb{N}$ the random variable $\tau_{c}$ is by construction an almost surely finite stopping time w.r.t. $\left(\mathcal{F}_{c, j}\right)_{j \in \mathbb{N}_{0}}$. We have

$$
\sum_{j=1}^{\tau_{c}} E\left(X_{c, j}^{2} \mid \mathcal{F}_{c, j-1}\right)=\frac{1}{c} \sum_{j=1}^{\tau_{c}} X_{j-1}^{2} E\left(Z_{j}^{2} \mid \mathcal{F}_{j-1}\right)=\frac{\sigma^{2}}{c} A_{\tau_{c}} \rightarrow \sigma^{2} \gamma
$$

almost surely as $c \rightarrow \infty$ so that condition $\left(\mathrm{N}_{\tau_{n}}\right)$ in Corollary 6.4 is satisfied with $\tau_{n}=\tau_{c}$ and the constant random variable $\eta^{2}=\sigma^{2} \gamma$. To verify the Lindeberg condition $\left(\mathrm{CLB}_{\tau_{n}}\right)$ with $\tau_{n}=\tau_{c}$ we write, for all $c \in \mathbb{N}$ and $\varepsilon, M>0$,

$$
\begin{aligned}
& \sum_{j=1}^{\tau_{c}} E\left(X_{c, j}^{2} 1_{\left\{\left|X_{c, j}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{c, j-1}\right) \\
= & \frac{1}{c} \sum_{j=1}^{\tau_{c}} X_{j-1}^{2} E\left(Z_{j}^{2} 1_{\left\{\left|X_{j-1} Z_{j}\right| \geq \varepsilon \sqrt{c}\right\} \cap\left\{\left|Z_{j}\right| \leq M\right\}} \mid \mathcal{F}_{j-1}\right) \\
& +\frac{1}{c} \sum_{j=1}^{\tau_{c}} X_{j-1}^{2} E\left(Z_{j}^{2} 1_{\left\{\left|X_{j-1} Z_{j}\right| \geq \varepsilon \sqrt{c}\right\} \cap\left\{\left|Z_{j}\right|>M\right\}} \mid \mathcal{F}_{j-1}\right) \\
\leq & \frac{M^{2}}{c} \sum_{j=1}^{\tau_{c}} X_{j-1}^{2} 1_{\left\{\left|X_{j-1}\right| \geq \varepsilon \sqrt{c} / M\right\}}+\left(\frac{1}{c} \sum_{j=1}^{\tau_{c}} X_{j-1}^{2}\right) E\left(Z_{1}^{2} 1_{\left\{\left|Z_{1}\right|>M\right\}}\right) \\
= & I_{c}(M)+I_{c}(M),
\end{aligned}
$$

say. To verify that $I_{c}(M)$ converges to zero in probability as $c \rightarrow \infty$ for every $M>0$, we first show that

$$
\frac{1}{c} \max _{1 \leq j \leq \tau_{c}} X_{j-1}^{2} \rightarrow 0 \quad \text { a.s. as } c \rightarrow \infty
$$

For this, let $\delta>0$. With probability one there exists an $n_{\delta} \in \mathbb{N}$ with $X_{n}^{2} / A_{n} \leq \delta$ for all $n \geq n_{\delta}$ and a $c_{\delta} \in \mathbb{N}$ with $\tau_{c}>n_{\delta}$ for all $c \geq c_{\delta}$. Therefore, with probability one for all $c \geq c_{\delta}$

$$
\frac{1}{c} \max _{1 \leq j \leq \tau_{c}} X_{j-1}^{2} \leq \frac{1}{c} \max _{1 \leq j \leq n_{\delta}} X_{j-1}^{2}+\frac{1}{c} \max _{n_{\delta}<j \leq \tau_{c}} \frac{X_{j-1}^{2}}{A_{j-1}} A_{j-1} \leq \frac{1}{c} \max _{1 \leq j \leq n_{\delta}} X_{j-1}^{2}+\frac{\delta}{c} A_{\tau_{c}}
$$

The first summand on the right-hand side of this inequality converges to zero almost surely as $c \rightarrow \infty$ and the second one to $\delta \gamma$ which, since $\delta>0$ is arbitrary, concludes the proof. Now the inequality

$$
P\left(\frac{M^{2}}{c} \sum_{j=1}^{\tau_{c}} X_{j-1}^{2} 1_{\left\{\left|X_{j-1}\right| \geq \varepsilon \sqrt{c} / M\right\}} \geq \delta\right) \leq P\left(\frac{1}{\sqrt{c}} \max _{1 \leq j \leq \tau_{c}}\left|X_{j-1}\right| \geq \varepsilon / M\right)
$$

which holds for all $\delta>0$, shows that $I_{c}(M) \rightarrow 0$ in probability as $c \rightarrow \infty$ for all $M>0$. Clearly, $I_{c}(M) \rightarrow \gamma E\left(Z_{1}^{2} 1_{\left\{\left|Z_{1}\right|>M\right\}}\right)$ almost surely as $c \rightarrow \infty$ for every $M>0$ where $E\left(Z_{1}^{2} 1_{\left\{\left|Z_{1}\right|>M\right\}}\right) \rightarrow 0$ as $M \rightarrow \infty$ because $Z_{1} \in \mathcal{L}^{2}$. This completes the proof of

$$
\sum_{j=1}^{\tau_{c}} E\left(X_{c, j}^{2} 1_{\left\{\left|X_{c, j}\right| \geq \varepsilon\right\}} \mid \mathcal{F}_{c, j-1}\right) \rightarrow 0 \quad \text { in probability as } c \rightarrow \infty
$$

for every $\varepsilon>0$. Now by Corollary 6.4

$$
\frac{1}{\sqrt{c}} B_{\tau_{c}}=\sum_{j=1}^{\tau_{c}} X_{c, j} \rightarrow \sigma \sqrt{\gamma} N \quad \mathcal{F}_{\infty} \text {-mixing as } c \rightarrow \infty
$$

where $P^{N}=N(0,1)$ and $N$ is independent of $\mathcal{F}_{\infty}$. For every $c \in \mathbb{N}$ we have

$$
\widehat{\vartheta}_{\tau_{c}}-\vartheta=\frac{B_{\tau_{c}}}{A_{\tau_{c}}}
$$

so that we have shown

$$
\frac{1}{\sqrt{c}}\left(\sum_{j=1}^{\tau_{c}} X_{j-1}^{2}\right)\left(\widehat{\vartheta}_{\tau_{c}}-\vartheta\right)=\frac{1}{\sqrt{c}} B_{\tau_{c}} \rightarrow \sigma \sqrt{\gamma} N
$$

$\mathcal{F}_{\infty}$-mixing as $c \rightarrow \infty$, which in view of $A_{\tau_{c}} / c \rightarrow \gamma$ almost surely as $c \rightarrow \infty$ implies both

$$
\left(\sum_{j=1}^{\tau_{c}} X_{j-1}^{2}\right)^{1 / 2}\left(\widehat{\vartheta}_{\tau_{c}}-\vartheta\right) \rightarrow \sigma N \quad \mathcal{F}_{\infty} \text {-mixing as } c \rightarrow \infty
$$

and

$$
c^{1 / 2}\left(\widehat{\vartheta}_{\tau_{c}}-\vartheta\right) \rightarrow \frac{\sigma}{\sqrt{\gamma}} N \quad \mathcal{F}_{\infty} \text {-mixing as } c \rightarrow \infty
$$

10.1. For every fixed $k \in \mathbb{N}_{0}$, set

$$
V_{k, n}:=\sum_{j=1}^{X_{n-1}}\left(1_{\left\{Y_{n j}=k\right\}}-p_{k}\right), \quad n \in \mathbb{N} .
$$

Then $\left(V_{k, n}\right)_{n \in \mathbb{N}}$ is a martingale difference sequence w.r.t. $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \geq 0}$ : Clearly, $V_{k, n}$ is $\mathcal{F}_{n}$-measurable for all $n \in \mathbb{N}$, and $\left|V_{k, n}\right| \leq X_{n-1}$ so that $V_{k, n} \in \mathcal{L}^{1}(P)$ and

$$
E\left(V_{k, n} \mid \mathcal{F}_{n-1}\right)=\sum_{j=1}^{X_{n-1}} E\left(1_{\left\{Y_{n j}=k\right\}}-p_{k} \mid \mathcal{F}_{n-1}\right)=0
$$

because $E\left(1_{\left\{Y_{n j}=k\right\}} \mid \mathcal{F}_{n-1}\right)=p_{k}$ by independence of $Y_{n j}$ and $\mathcal{F}_{n-1}$. Consequently,

$$
M_{n}^{(k)}:=\sum_{i=1}^{n} V_{k, i}, \quad n \in \mathbb{N}
$$

defines an $\mathbb{F}$-martingale $M^{(k)}=\left(M_{n}^{(k)}\right)_{n \geq 0}\left(\right.$ with $\left.M_{0}^{(k)}=0\right)$ for which

$$
\widehat{p}_{k, n}-p_{k}=\frac{1}{Z_{n}} \sum_{i=1}^{n} \sum_{j=1}^{X_{i-1}}\left(1_{\left\{Y_{i j}=k\right\}}-p_{k}\right)=\frac{M_{n}^{(k)}}{Z_{n}}
$$

Since we also assume $Y_{11} \in \mathcal{L}^{2}$, the martingale $M^{(k)}$ is square integrable with quadratic characteristic

$$
\left\langle M^{(k)}\right\rangle_{n}=\sum_{i=1}^{n} E\left(V_{k, i}^{2} \mid \mathcal{F}_{i-1}\right), \quad n \in \mathbb{N}
$$

where

$$
\begin{aligned}
E\left(V_{k, i}^{2} \mid \mathcal{F}_{i-1}\right) & =E\left(\left[\sum_{j=1}^{X_{i-1}}\left(1_{\left\{Y_{i j}=k\right\}}-p_{k}\right)\right]^{2} \mid \mathcal{F}_{i-1}\right) \\
& =\sum_{j, m=1}^{X_{i-1}} E\left(\left(1_{\left\{Y_{i j}=k\right\}}-p_{k}\right)\left(1_{\left\{Y_{i m}=k\right\}}-p_{k}\right) \mid \mathcal{F}_{i-1}\right) \\
& =\sum_{j=1}^{X_{i-1}} E\left(\left(1_{\left\{Y_{i j}=k\right\}}-p_{k}\right)^{2}\right)=p_{k}\left(1-p_{k}\right) X_{i-1}
\end{aligned}
$$

by independence of $Y_{i j}, Y_{i m}$ and $\mathcal{F}_{i-1}$ and independence of $Y_{i j}$ and $Y_{i m}$ for $j \neq m$. Hence

$$
\left\langle M^{(k)}\right\rangle_{n}=p_{k}\left(1-p_{k}\right) Z_{n}
$$

If $p_{k}=0$, then clearly $\widehat{p}_{k, n}=0$ for all $n \in \mathbb{N}$, and both assertions are trivial. Therefore, assume $p_{k}>0$ from now on. Then $p_{k}\left(1-p_{k}\right)>0$ and

$$
\left\langle M^{(k)}\right\rangle_{n} \rightarrow \infty \text { a.s. on }\left\{\lim _{n \rightarrow \infty} X_{n}=\infty\right\}=M_{+}
$$

The strong law of large numbers for $\mathcal{L}^{2}$-martingales of Theorem A. 9 implies

$$
\frac{M_{n}^{(k)}}{\left\langle M^{(k)}\right\rangle_{n}} \rightarrow 0 \text { a.s. as } n \rightarrow \infty \text { on } M_{+}
$$

which because

$$
\widehat{p}_{k, n}-p_{k}=p_{k}\left(1-p_{k}\right) \frac{M_{n}^{(k)}}{\left\langle M^{(k)}\right\rangle_{n}}
$$

implies $\widehat{p}_{k, n} \rightarrow p_{k}$ almost surely as $n \rightarrow \infty$ on $M_{+}$.
To prove the stable limit theorem for $\widehat{p}_{k, n}$, we will apply Theorem 8.2 in combination with Corollary 8.5 and Remark 8.6 to $X=M^{(k)}$ and $A=\left\langle M^{(k)}\right\rangle$ with $G=\Omega$ and $a_{n}=\alpha^{n / 2}$. According to Remark 8.6 we only have to verify conditions (i), (iii), and (iv) in Theorem 8.2.

As to condition (i), we have

$$
\frac{\left\langle M^{(k)}\right\rangle_{n}}{\alpha^{n}} \rightarrow \frac{p_{k}\left(1-p_{k}\right)}{\alpha-1} M_{\infty} \quad \text { a.s. as } n \rightarrow \infty
$$

and $P\left(p_{k}\left(1-p_{k}\right) M_{\infty} /(\alpha-1)>0\right)=P\left(M_{+}\right)>0$, so that the condition is satisfied with $\eta=\left(p_{k}\left(1-p_{k}\right) M_{\infty} /(\alpha-1)\right)^{1 / 2}$.

Clearly, for all $n, r \in \mathbb{N}$ with $n>r$,

$$
\frac{\alpha^{n-r}}{\alpha^{n}}=\frac{1}{\alpha^{r}}
$$

so that condition (iii) of Theorem 8.2 is satisfied with $p=\alpha \in(1, \infty)$.
It remains to prove condition (iv). For this, we set

$$
W_{n j}^{(k)}:=\frac{\left.1_{\left\{Y_{n j}\right.} k\right\}-p_{k}}{\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2}}
$$

and note that

$$
\frac{\Delta M_{n}^{(k)}}{\left\langle\left. M^{(k)}\right|_{n} ^{1 / 2}\right.}=\frac{V_{k, n}}{\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2} Z_{n}^{1 / 2}}=\frac{1}{Z_{n}^{1 / 2}} \sum_{j=1}^{X_{n-1}} W_{n j}^{(k)} .
$$

Let $\phi_{k}$ denote the characteristic function of the (normalized) random variable $W_{11}^{(k)}$. Then

$$
\begin{aligned}
E_{P}\left(\left.\exp \left(i t \frac{\Delta M_{n}^{(k)}}{\left\langle\left. M^{(k)}\right|_{n} ^{1 / 2}\right.}\right) \right\rvert\, \mathcal{F}_{n-1}\right) & =E_{P}\left(\left.\exp \left(i t \frac{1}{Z_{n}^{1 / 2}} \sum_{j=1}^{X_{n-1}} W_{n j}^{(k)}\right) \right\rvert\, \mathcal{F}_{n-1}\right) \\
& =\phi_{k}\left(\frac{t}{Z_{n}^{1 / 2}}\right)^{X_{n-1}}
\end{aligned}
$$

because $Z_{n}$ and $X_{n-1}$ are measurable w.r.t. $\mathcal{F}_{n-1}$ and the random variables $W_{n j}^{(k)}$ are independent and identically distributed with characteristic function $\phi_{k}$. The classical central limit theorem for sums of independent and identically distributed random variables yields

$$
\phi_{k}\left(\frac{x}{\sqrt{n}}\right)^{n} \rightarrow \exp \left(-\frac{1}{2} x^{2}\right) \quad \text { as } n \rightarrow \infty
$$

uniformly in $x \in \mathbb{R}$ on compact intervals. Setting $x=t X_{n-1}^{1 / 2} / Z_{n}^{1 / 2}$ and $n=X_{n-1}$ we get

$$
\phi_{k}\left(\frac{t}{Z_{n}^{1 / 2}}\right)^{X_{n-1}}=\phi_{k}\left(\frac{t X_{n-1}^{1 / 2}}{Z_{n}^{1 / 2}} \frac{1}{X_{n-1}^{1 / 2}}\right)^{X_{n-1}} \rightarrow \exp \left(-\frac{1}{2} t^{2} \frac{\alpha-1}{\alpha}\right)
$$

almost surely on $M_{+}$as $n \rightarrow \infty$ because

$$
\frac{t X_{n-1}^{1 / 2}}{Z_{n}^{1 / 2}} \rightarrow t\left(\frac{\alpha-1}{\alpha}\right)^{1 / 2} .
$$

Consequently, condition (iv) of Theorem 8.2 is satisfied for $\mu=N(0, b)$ with $b=$ $(\alpha-1) / \alpha$. Now Corollary 8.5 implies

$$
Z_{n}^{1 / 2} \frac{\widehat{p}_{k, n}-p_{k}}{\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2}}=\frac{M_{n}^{(k)}}{\left\langle M^{(k)}\right\rangle_{n}^{1 / 2}} \rightarrow N \quad \mathcal{F}_{\infty} \text {-mixing under } P_{M_{+}}
$$

and

$$
\frac{Z_{n}}{\alpha^{n / 2}}\left(\widehat{p}_{k, n}-p_{k}\right) \rightarrow\left(\frac{p_{k}\left(1-p_{k}\right)}{\alpha-1}\right)^{1 / 2} M_{\infty}^{1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably under } P_{M_{+}},
$$

where $N$ is independent of $\mathcal{F}_{\infty}$ and $P^{N}=N(0,1)$, which because $Z_{n} / \alpha^{n} \rightarrow$ $M_{\infty} /(\alpha-1)$ almost surely is equivalent to

$$
\frac{\alpha^{n / 2}}{(\alpha-1)^{1 / 2}}\left(\widehat{p}_{k, n}-p_{k}\right) \rightarrow\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2} M_{\infty}^{-1 / 2} N \quad \mathcal{F}_{\infty} \text {-stably under } P_{M_{+}}
$$

10.2. A little algebra gives, with $\widehat{p}_{n, k}$ denoting the estimator from Exercise 10.1,

$$
\widehat{p}_{n, k}-\widehat{p}_{k, n-1}=\left(\frac{Z_{n-1}}{Z_{n}}-1\right)\left(\widehat{p}_{k, n-1}-p_{k}\right)+\frac{X_{n-1}}{Z_{n}}\left(\widetilde{p}_{k, n}-p_{k}\right),
$$

which by strong consistency of $\widehat{p}_{k, n}$ and

$$
\frac{Z_{n-1}}{Z_{n}} \rightarrow \frac{1}{\alpha} \text { a.s. as } n \rightarrow \infty \text { on } M_{+}
$$

as well as

$$
\frac{X_{n-1}}{Z_{n}} \rightarrow \frac{\alpha-1}{\alpha} \text { a.s. as } n \rightarrow \infty \text { on } M_{+}
$$

yields $\widetilde{p}_{k, n} \rightarrow p_{k}$ almost surely as $n \rightarrow \infty$ on $M_{+}$.
Replacing the random variables $Y_{n j}-\alpha$ by $1_{\left\{Y_{n j}=k\right\}}-p_{k}$ in Theorem 10.1 we obtain

$$
\frac{1}{\alpha^{(n-1) / 2}} \sum_{j=1}^{X_{n-1}}\left(1_{\left\{Y_{n j}=k\right\}}-p_{k}\right) \rightarrow\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2} M_{\infty}^{1 / 2} N
$$

$\mathcal{F}_{\infty}$-stably as $n \rightarrow \infty$, where $P^{N}=N(0,1)$ and $N$ is $P$-independent of $\mathcal{F}_{\infty}$. This gives

$$
X_{n-1}^{1 / 2}\left(\widetilde{p}_{k, n}-p_{k}\right) \rightarrow\left(p_{k}\left(1-p_{k}\right)\right)^{1 / 2} N \quad \mathcal{F}_{\infty} \text {-mixing under } P_{M_{+}} \text {as } n \rightarrow \infty .
$$

## Abbreviations of Formulas

| $(\mathrm{CLB}),\left(\mathrm{CLB}_{\tau_{n}}\right),\left(\mathrm{CLB}_{a_{n}}\right),\left(\mathrm{CLB}_{t}\right),\left(\mathrm{CLB}_{a_{n}, t}\right)$ | $68,70,109,123,139$ |
| :--- | :--- |
| $\left(\mathrm{CLB}_{1}\right),\left(\mathrm{CLB}_{1, t}\right)$ | 73,136 |
| $\left(\mathrm{CLY}_{a_{n}, p}\right)$ | 111 |
| $(\mathrm{LB}),\left(\mathrm{LB}_{a_{n}}\right)$ | 85,110 |
| $\left(\mathrm{LY}_{a_{n}, p}\right)$ | 111 |
| $\left(\mathrm{M}_{1}\right),\left(\mathrm{M}_{1, a_{n}}\right),\left(\mathrm{M}_{1, t}\right),\left(\mathrm{M}_{1, a_{n}, t}\right)$ | $97,109,136,140$ |
| $\left(\mathrm{M}_{2}\right),\left(\mathrm{M}_{2, t}\right)$ | 97,136 |
| $(\mathrm{~N}),\left(\mathrm{N}_{\tau_{n}}\right),\left(\mathrm{N}_{a_{n}}\right),\left(\mathrm{N}_{t}\right),\left(\mathrm{N}_{a_{n}, t}\right)$ | $68,70,109,123,139$ |
| $(\mathrm{R}),\left(\mathrm{R}_{a_{n}}\right),\left(\mathrm{R}_{t}\right),\left(\mathrm{R}_{a_{n}, t}\right)$ | $97,109,136,140$ |
| $\left(\mathrm{~T}_{a}\right),\left(\mathrm{T}_{a, t}\right)$ | 97,136 |
| $\left(\mathrm{TM}_{a}\right)$ | 97 |
| $\left(\mathrm{TR}_{a}\right),\left(\mathrm{TR}_{a, t}\right)$ | 97,136 |

## Notation Index

| a.s. | Almost surely |
| :--- | :--- |
| $\mathcal{B}(\mathcal{X})$ | Borel $\sigma$-field |
| $C(0, b)$ | Cauchy distribution, 153 |
| $C_{b}(\mathcal{X})$ | Space of continuous, bounded functions on $\mathcal{X}, 11$ |
| $C\left(\mathbb{R}_{+}\right)$ | Space of continuous functions on $\mathbb{R}_{+}$ |
| $\delta_{X}$ | Dirac-measure |
| $\delta_{X}$ | Dirac-kernel, 21 |
| $\partial B$ | Topological boundary |
| $\Delta X_{n}$ | Increments, 146, 192 |
| $\frac{d Q}{d P}$ | $P$-density of $Q$ |
| $E X$ | Expectation |
| $E(X \mid \mathcal{G})$ | Conditional expectation |
| $E(K \mid \mathcal{G})$ | Conditional expectation, 15 |
| $\mathbb{F}=\left(\mathcal{F}_{n}\right)_{n \in I}$ | Filtration, 63, 192 |
| $\mathcal{F}_{\infty}$ | 68,108 |
| $\mathcal{F}_{\infty}^{n}$ | 64 |
| $f \otimes h$ | Tensor product, 12 |
| $\mathcal{I}_{X}$ | Invariant $\sigma$-field, 111 |
| $K_{1} \otimes K_{2}$ | 189 |
| $\mathcal{K}^{1}=\mathcal{K}^{1}(\mathcal{F})=\mathcal{K}^{1}(\mathcal{F}, \mathcal{X})$ | Markov kernels, 12 |
| $\mathcal{K}^{1}(\mathcal{G})=\mathcal{K}^{1}(\mathcal{G}, \mathcal{X})$ | $\mathcal{G}$-measurable Markov kernels, 13 |
| $K^{1}(P), K^{1}(\mathcal{G}, P)$ | $P$-equivalence classes of Markov kernels, 18 |
| $\mathcal{L}^{p}(P)$ | p-integrable functions |
| $\mathcal{L}^{p}(\mathcal{G}, P)$ | $\mathcal{G}$-measurable, $p$-integrable functions |
| $\lambda$ | Lebesgue measure |
| $\mathcal{M}^{1}(\mathcal{X})$ | Probability measures on $\mathcal{B}(\mathcal{X}), 11$ |
| $N\left(0, \sigma^{2}\right)$ | Normal distributions |
| $\mathbb{N}, \mathbb{N}_{0}$ | Natural numbers, $\mathbb{N} \cup\{0\}$ |
| $P^{X}$ | Distribution of $X$, image measure |
| $P^{X \mid \mathcal{G}}$ | Conditional distribution, 21,188 |
| $P_{F}=\frac{P(\cdot \cap F)}{P(F)}$ | 13 |
| $Q \otimes K$ | 12 |
| $Q K$ | 12 |
|  |  |


| $Q \ll P$ | Absolute continuity |
| :--- | :--- |
| $Q \equiv P$ | $Q \ll P$ and $P \ll Q$ |
| $\mathbb{R}_{+}$ | $\{x \in \mathbb{R}: x \geq 0\}=[0, \infty)$ |
| $\overline{\mathbb{R}}$ | $\mathbb{R} \cup\{-\infty, \infty\}$ |
| $S_{\alpha}(b)$ | Symmetric $\alpha$-stable distribution, 167 |
| $\sigma(\mathcal{E})$ | $\sigma$-field generated by $\mathcal{E}$ |
| $\sigma(X), \sigma\left(X_{n}, n \geq 1\right)$ | $\sigma$-field generated by random variables |
| $\Sigma\left(\mathcal{M}^{1}(\mathcal{X})\right)$ | 12 |
| $\operatorname{sign}$ | 163 |
| $\operatorname{supp}(\nu)$ | Support, 40 |
| $\mathcal{T}_{Z}$ | Tail $\sigma$-field, 55 |
| $\tau=\tau(P)=\tau(\mathcal{F}, P)$ | Weak topology, 13 |
| $\tau(\mathcal{G})=\tau(\mathcal{G}, P)$ | Weak topology, 15 |
| $U(A)$ | Uniform distribution |
| $U_{b}(\mathcal{X})=U_{b}(\mathcal{X}, d)$ | Space of $d$-uniformly continuous, bounded |
| $\operatorname{Var} X$ | functions on $\mathcal{X}, 16$ |
| $[X]$ | Variance |
| $\langle X\rangle$ | Quadratic variation, 192 |
| $X_{n} \xrightarrow{d} X, X_{n} \xrightarrow{d} \nu$ | Quadratic characteristic, 193 |
| $X \stackrel{d}{=} Y$ | Convergence in distribution |
| $1_{A}$ | Distributional equality |
| $x \vee y, x \wedge y$ | Indicator function |
| $\\|h\\|_{\text {sup }}$ | Maximum and minimum of real numbers |
| $\bar{B}$ | Sup-norm, 11 |
|  | Topological closure |
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## Index

## A

Adapted, 192
Approximation, 29, 35
Atom, 203
Autoregressive process of order one critical, 168
ergodic, 160
explosive, 156, 163

## B

Borel-Cantelli feature, 43
Brown's inequality, 194

## C

Chow's SLLN, 193

## Classical

Lindeberg condition, 85
Lyapunov condition, 86
stable CLT, 30
stable functional CLT, 31, 143
stable functional random-sum CLT, 48
Compensator, 192
Conditional
distribution, 21, 188
expectation, 15
Gaussian increments, 153
Lindeberg condition, 68, 70, 123, 139
Lyapunov condition of order $p, 85,110$
probability measure, 13
Convergence
in distribution, 1, 2
in probability, 26
mixing, 22, 33
stable, 21, 22, 33
weak, 11, 13
Convergence determining, 50

## D

$\delta$-method, 51
Differences, 192
Dirac-kernel, 21
Discrete rule of de l'Hospital, 113
Disintegration, 190
Distribution, 188

## E

Empirical measure theorem, 49
Ergodic process, 57
Estimator
adaptive, 113
conditional least squares, 177
conditional moment, 175
least squares, 159
moment, 174
Exchangeable process, 112, 143

## F

Filtration, 192

## G

Galton-Watson branching process, 173
supercritical, 174
Gauss-kernel, 22

## H

Harris estimator, 182

## I

Increments, 146, 192

## L

Lenglart's inequalities, 193
Limit point, 39
Lotka-Nagaev estimator, 176

## M

Markov kernel, 12
Martingale, 192
difference array, 67
difference sequence, 192
increment sequence, 192
tail sums, 119
Mixing with density, 43

N
Nesting condition, 65, 68

## 0

Occupation time, 41
Offspring distribution, 173
Offspring mean, 174

[^0]Product measure, 12
Purely atomic, 203

## Q

Quadratic characteristic, 193
Quadratic variation, 192
Quasi-stationary process, 57

## R

Raikov's condition, 97, 136
Random norming, 110
Random time change, 69, 120

## S

Stable with density, 44
Stationary
martingale differences, 111, 143
process, 57
Strongly Lindelöf, 188

## T

Tail $\sigma$-field, 55
Tensor product, 12
Tightness, 11, 18
Toeplitz lemma, 113
Triangular array, 67

## U

Unspecified limit, 30
U-statistics, 63

## W

Weak topology, 11, 13


[^0]:    ## P

    Pólya's urn, 117
    Portmanteau theorem, 187
    Probability of extinction, 173
    Product kernel, 189

