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Preface to the Second Edition

This is a revised and extended version of my 1995 elementary introduction
to partial differential equations. The material is essentially the same except
for three new chapters. The first (Chapter 8) is about non-linear equations
of first order and in particular Hamilton–Jacobi equations. It builds on the
continuing idea that PDEs, although a branch of mathematical analysis, are
closely related to models of physical phenomena. Such underlying physics
in turn provides ideas of solvability. The Hopf variational approach to the
Cauchy problem for Hamilton–Jacobi equations is one of the clearest and
most incisive examples of such an interplay. The method is a perfect blend
of classical mechanics, through the role and properties of the Lagrangian and
Hamiltonian, and calculus of variations. A delicate issue is that of identifying
“uniqueness classes.” An effort has been made to extract the geometrical
conditions on the graph of solutions, such as quasi-concavity, for uniqueness
to hold.

Chapter 9 is an introduction to weak formulations, Sobolev spaces, and
direct variational methods for linear and quasi-linear elliptic equations. While
terse, the material on Sobolev spaces is reasonably complete, at least for a
PDE user. It includes all the basic embedding theorems, including their proofs,
and the theory of traces. Weak formulations of the Dirichlet and Neumann
problems build on this material. Related variational and Galerkin methods,
as well as eigenvalue problems, are presented within their weak framework.
The Neumann problem is not as frequently treated in the literature as the
Dirichlet problem; an effort has been made to present the underlying theory
as completely as possible. Some attention has been paid to the local behavior
of these weak solutions, both for the Dirichlet and Neumann problems. While
efficient in terms of existence theory, weak solutions provide limited informa-
tion on their local behavior. The starting point is a sup bound for the solutions
and weak forms of the maximum principle. A further step is their local Hölder
continuity.

An introduction to these local methods is in Chapter 10 in the framework
of DeGiorgi classes. While originating from quasi-linear elliptic equations,
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these classes have a life of their own. The investigation of the local and bound-
ary behavior of functions in these classes, involves a combination of methods
from PDEs, measure theory, and harmonic analysis. We start by tracing them
back to quasi-linear elliptic equations, and then present in detail some of
these methods. In particular, we establish that functions in these classes are
locally bounded and locally Hölder continuous, and we give conditions for the
regularity to extend up to the boundary. Finally, we prove that non-negative
functions on the DeGiorgi classes satisfy the Harnack inequality. This, on the
one hand, is a surprising fact, since these classes require only some sort of
Caccioppoli-type energy bounds. On the other hand, this raises the question
of understanding their structure, which to date is still not fully understood.
While some facts about these classes are scattered in the literature, this is per-
haps the first systematic presentation of DeGiorgi classes in their own right.
Some of the material is as recent as last year. In this respect, these last two
chapters provide a background on a spectrum of techniques in local behavior
of solutions of elliptic PDEs, and build toward research topics of current active
investigation.

The presentation is more terse and streamlined than in the first edi-
tion. Some elementary background material (Weierstrass Theorem, mollifiers,
Ascoli–Arzelá Theorem, Jensen’s inequality, etc..) has been removed.

I am indebted to many colleagues and students who, over the past fourteen
years, have offered critical suggestions and pointed out misprints, imprecise
statements, and points that were not clear on a first reading. Among these
Giovanni Caruso, Xu Guoyi, Hanna Callender, David Petersen, Mike O’Leary,
Changyong Zhong, Justin Fitzpatrick, Abey Lopez and Haichao Wang. Special
thanks go to Matt Calef for reading carefully a large portion of the manu-
script and providing suggestions and some simplifying arguments. The help
of U. Gianazza has been greatly appreciated. He has read the entire manu-
script with extreme care and dedication, picking up points that needed to be
clarified. I am very much indebted to Ugo.

I would like to thank Avner Friedman, James Serrin, Constantine
Dafermos, Bob Glassey, Giorgio Talenti, Luigi Ambrosio, Juan Manfredi,
John Lewis, Vincenzo Vespri, and Gui Qiang Chen for examining the manu-
script in detail and for providing valuable comments. Special thanks to David
Kinderlehrer for his suggestion to include material on weak formulations and
direct methods. Without his input and critical reading, the last two chapters
probably would not have been written. Finally, I would like to thank Ann
Kostant and the entire team at Birkhäuser for their patience in coping with
my delays.

Vanderbilt University Emmanuele DiBenedetto
June 2009



Preface to the First Edition

These notes are meant to be a self contained, elementary introduction to
partial differential equations (PDEs). They assume only advanced differential
calculus and some basic Lp theory. Although the basic equations treated in
this book, given its scope, are linear, I have made an attempt to approach
then from a non-linear perspective.

Chapter I is focused on the Cauchy–Kowalewski theorem. We discuss the
notion of characteristic surfaces and use it to classify partial differential equa-
tions. The discussion grows from equations of second-order in two variables to
equations of second-order in N variables to PDEs of any order in N variables.

In Chapters 2 and 3 we study the Laplace equation and connected ellip-
tic theory. The existence of solutions for the Dirichlet problem is proven by
the Perron method. This method clarifies the structure of the sub(super)-
harmonic functions, and it is closely related to the modern notion of viscosity
solution. The elliptic theory is complemented by the Harnack and Liouville
theorems, the simplest version of Schauder’s estimates, and basic Lp-potential
estimates. Then, in Chapter 3 the Dirichlet and Neumann problems, as well
as eigenvalue problems for the Laplacian, are cast in terms of integral equa-
tions. This requires some basic facts concerning double-layer potentials and
the notion of compact subsets of Lp, which we present.

In Chapter 4 we present the Fredholm theory of integral equations and
derive necessary and sufficient conditions for solving the Neumann problem.
We solve eigenvalue problems for the Laplacian, generate orthonormal systems
in L2, and discuss questions of completeness of such systems in L2. This
provides a theoretical basis for the method of separation of variables.

Chapter 5 treats the heat equation and related parabolic theory. We intro-
duce the representation formulas, and discuss various comparison principles.
Some focus has been placed on the uniqueness of solutions to the Cauchy
problem and their behavior as |x| → ∞. We discuss Widder’s theorem and
the structure of the non-negative solutions. To prove the parabolic Harnack
estimate we have used an idea introduced by Krylov and Safonov in the con-
text of fully non-linear equations.
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The wave equation is treated in Chapter 6 in its basic aspects. We derive
representation formulas and discuss the role of the characteristics, propaga-
tion of signals, and questions of regularity. For general linear second-order
hyperbolic equations in two variables, we introduce the Riemann function and
prove its symmetry properties. The sections on Goursat problems represent a
concrete application of integral equations of Volterra type.

Chapter 7 is an introduction to conservation laws. The main points of the
theory are taken from the original papers of Hopf and Lax from the 1950s.
Space is given to the minimization process and the meaning of taking the
initial data in the sense of L1. The uniqueness theorem we present is due
to Kruzhkov (1970). We discuss the meaning of viscosity solution vis-à-vis
the notion of sub-solutions and maximum principle for parabolic equations.
The theory is complemented by an analysis of the asymptotic behavior, again
following Hopf and Lax.

Even though the layout is theoretical, I have indicated some of the physical
origins of PDEs. Reference is made to potential theory, similarity solutions
for the porous medium equation, generalized Riemann problems, etc.

I have also attempted to convey the notion of ill-posed problems, mainly
via some examples of Hadamard.

Most of the background material, arising along the presentation, has been
stated and proved in the complements. Examples include the Ascoli–Arzelà
theorem, Jensen’s inequality, the characterization of compactness in Lp, molli-
fiers, basic facts on convex functions, and the Weierstrass theorem. A book
of this kind is bound to leave out a number of topics, and this book is no
exception. Perhaps the most noticeable omission here is some treatment of
numerical methods.

These notes have grown out of courses in PDEs I taught over the years
at Indiana University, Northwestern University and the University of Rome
II, Italy. My thanks go to the numerous students who have pointed out mis-
prints and imprecise statements. Of these, special thanks go to M. O’Leary,
D. Diller, R. Czech, and A. Grillo. I am indebted to A. Devinatz for reading
a large portion of the manuscript and for providing valuable critical com-
ments. I have also benefited from the critical input of M. Herrero, V. Vesprii,
and J. Manfredi, who have examined parts of the manuscript. I am grate-
ful to E. Giusti for his help with some of the historical notes. The input of
L. Chierchia has been crucial. He has read a large part of the manuscript
and made critical remarks and suggestions. He has also worked out in detail
a large number of the problems and supplied some of his own. In particular,
he wrote the first draft of problems 2.7–2.13 of Chapter 5 and 6.10–6.11 of
Chapter 6. Finally I like to thank M. Cangelli and H. Howard for their help
with the graphics.
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Preliminaries

1 Green’s Theorem

Let E be an open set in R
N , and let k be a non-negative integer. Denote

by Ck(E) the collection of all real-valued, k-times continuously differentiable
functions in E. A function f is in Ck

o (E) if f ∈ Ck(E), and its support
is contained in E. A function f : Ē → R is in Ck(Ē), if f ∈ Ck(E) and
all partial derivatives ∂�f/∂x�i for all i = 1, . . . , N and � = 0, . . . , k, admit
continuous extensions up to ∂E. The boundary ∂E is of class C1 if for all
y ∈ ∂Ω, there exists ε > 0 such that within the ball Bε(y) centered at y and
radius ε, ∂E can be implicitly represented, in a local system of coordinates,
as a level set of a function Φ ∈ C1(Bε(y)) such that |∇Φ| �= 0 in Bε(y).

If ∂E is of class C1, let n(x) =
(
n1(x), . . . , nN(x)

)
denote the unit normal

exterior to E at x ∈ ∂E. Each of the components nj(·) is well defined as a
continuous function on ∂E. A real vector-valued function

Ē 	 x → f(x) =
(
f1(x), . . . , fN(x)

) ∈ R
N

is of class Ck(E), Ck(Ē), or Ck
o (E) if all components fj belong to these classes.

Theorem 1.1 Let E be a bounded domain of R
N with boundary ∂E of class

C1. Then for every f ∈ C1(Ē)
∫

E

div f dx =
∫

∂E

f · n dσ

where dx is the Lebesgue measure in E and dσ denotes the Lebesgue surface
measure on ∂E.

This is also referred to as the divergence theorem, or as the formula of inte-
gration by parts. It continues to hold if n is only dσ-a.e. defined in ∂E. For
example, ∂E could be a cube in R

N . More generally, ∂E could be the finite

E. DiBenedetto, Partial Differential Equations  Second Edition,
Cornerstones, DOI 10.1007/978-0-8176-4552-6_1,
© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010
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union of portions of surfaces of class C1. The domain E need not be bounded,
provided |f | and |∇f | decay sufficiently fast as |x| → ∞.1

1.1 Differential Operators and Adjoints

Given a symmetric matrix (aij) ∈ R
N × R

N , a vector b ∈ R
N , and c ∈ R,

consider the formal expression

L(·) = aij
∂2

∂xi∂xj
+ bi

∂

∂xi
+ c (1.1)

where we have adopted the Einstein summation convention, i.e., repeated
indices in a monomial expression mean summation over those indices. The
formal adjoint of L(·) is

L∗(·) = aij
∂2

∂xi∂xj
− bi

∂

∂xi
+ c.

Thus L = L∗ if b = 0. If u, v ∈ C2(Ē) for a bounded open set E ⊂ R
N with

boundary ∂E of class C1, the divergence theorem yields the Green’s formula
∫

E

[vL(u) − uL∗(v)]dx =
∫

∂E

[(vaijuxj ni − uaijvxinj) + uvb · n]dσ. (1.2)

If u, v ∈ C2
o (E), then

∫

E

[vL(u) − uL∗(v)]dx = 0. (1.2)o

More generally, the entries of the matrix (aij) as well as b and c might be
smooth functions of x. In such a case, for v ∈ C2(Ē), define

L∗(v) =
∂2 (aijv)
∂xi∂xj

− ∂ (biv)
∂xi

+ cv.

The Green’s formula (1.2)o continues to hold for every pair of functions u,
v ∈ C2

o (E). If u and v do not vanish near ∂E, a version of (1.2) continues to
hold, where the right-hand side contains the extra boundary integral

∫

∂E

uv
∂aij
∂xi

nj dσ.

1Identifying precise conditions on ∂E and f for which one can integrate by parts
is part of geometric measure theory ([56]).
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2 The Continuity Equation

Let t → E(t) be a set-valued function that associates to each t in some open
interval I ⊂ R a bounded open set E(t) ⊂ R

N , for some N ≥ 2. Assume
that the boundaries ∂E(t) are uniformly of class C1, and that there exists a
bounded open set E ⊂ R

N such that E(t) ⊂ E, for all t ∈ I. Our aim is to
compute the derivative

d

dt

∫

E(t)

ρ(x, t)dx for a given ρ ∈ C1(E × I).

Regard points x ∈ E(t) as moving along the trajectories t → x(t) with veloci-
ties ẋ = v(x, t). Assume that the motion, or deformation, of E(·) is smooth
in the sense that (x, t) → v(x, t) is continuous in a neighborhood of E × I.
Forming the difference quotient gives

d

dt

∫

E(t)

ρ(x, t)dx

= lim
Δt→0

1
Δt

(∫

E(t+Δt)

ρ(x, t + Δt)dx −
∫

E(t)

ρ(x, t)dx

)

= lim
Δt→0

∫

E(t)

ρ(x, t + Δt) − ρ(x, t)
Δt

dx

+ lim
Δt→0

1
Δt

(∫

E(t+Δt)−E(t)

ρ(t)dx −
∫

E(t)−E(t+Δt)

ρ(t)dx

)
.

(2.1)

The first limit is computed by carrying the limit under the integral, yielding

lim
Δt→0

∫

E(t)

ρ(x, t + Δt) − ρ(x, t)
Δt

dx =
∫

E(t)

ρt dx.

As for the second, first compute the difference of the last two volume integrals
by means of Riemann sums as follows. Fix a number 0 < Δσ � 1, and
approximate ∂E(t) by means of a polyhedron with faces of area not exceeding
Δσ and tangent to ∂E(t) at some of their interior points. Let {F1, . . . , Fn}
for some n ∈ N be a finite collection of faces making up the approximating
polyhedron, and let xi for i = 1, . . . , n, be a selection of their tangency points
with ∂E(t). Then approximate the set

[
E(t + Δt) − E(t)

]⋃ [
E(t) − E(t + Δt)

]

by the union of the cylinders of basis Fi and height v(xi, t) · nΔt, built with
their axes parallel to the outward normal to ∂E(t) at xi. Therefore, for Δt
fixed
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Fig. 2.1.

1
Δt

(∫

E(t+Δt)−E(t)

ρ(t)dx −
∫

E(t)−E(t+Δt)

ρ(t)dx

)

= lim
Δσ→0

n∑

i=1

ρ(xi, t)v(xi, t) · nΔσ + O(Δt) =
∫

∂E(t)

ρv · ndσ + O(Δt).

Letting now Δt → 0 in (2.1) yields

d

dt

∫

E(t)

ρ dx =
∫

E(t)

ρt dx +
∫

∂E(t)

ρv · n dσ. (2.2)

By Green’s theorem
∫

∂E(t)

ρv · n dσ =
∫

E(t)

div(ρv) dx.

Therefore (2.2) can be equivalently written as

d

dt

∫

E(t)

ρ dx =
∫

E(t)

[ρt + div(ρv)] dx. (2.3)

Consider now an ideal fluid filling a region E ⊂ R
3. Assume that the fluid is

compressible (say a gas) and let (x, t) → ρ(x, t) denote its density. At some
instant t, cut a region E(t) out of E and follow the motion of E(t) as if each of
its points were identified with the moving particles. Whatever the sub-region
E(t), during the motion the mass is conserved. Therefore

d

dt

∫

E(t)

ρ dx = 0.

By the previous calculations and the arbitrariness of E(t) ⊂ E

ρt + div(ρv) = 0 in E × R. (2.4)

This is referred to as the equation of continuity or conservation of mass.
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3 The Heat Equation and the Laplace Equation

Any quantity that is conserved as it moves within an open set E with velocity
v satisfies the conservation law (2.4). Let u be the temperature of a material
homogeneous body occupying the region E. If c is the heat capacity, the
thermal energy stored at x ∈ E at time t is cu(x, t). By Fourier’s law the
energy “moves” following gradients of temperature, i.e.,

cuv = −k∇u (3.1)

where k is the conductivity ([42, 17]). Putting this in (2.4) yields the heat
equation

ut − k

c
Δu = 0. (3.2)

Now let u be the pressure of a fluid moving with velocity v through a region
E of R

N occupied by a porous medium. The porosity po of the medium is the
relative infinitesimal fraction of space occupied by the pores and available to
the fluid. Let μ, k, and ρ denote respectively kinematic viscosity, permeability,
and density. By Darcy’s law ([137])

v = −kpo
μ

∇u. (3.3)

Assume that k and μ are constant. If the fluid is incompressible, then ρ =
const, and it follows from (2.4) that div v = 0. Therefore the pressure u
satisfies

div∇u = Δu = uxixi = 0 in E. (3.4)

The latter is the Laplace equation for the function u. A fluid whose velocity
is given as the gradient of a scalar function is a potential fluid ([160]).

3.1 Variable Coefficients

Consider now the same physical phenomena taking place in non-homogeneous,
anisotropic media. For heat conduction in such media, temperature gradients
might generate heat propagation in preferred directions, which themselves
might depend on x ∈ E. As an example one might consider the heat diffusion
in a solid of given conductivity, in which is embedded a bundle of curvilinear
material fibers of different conductivity. Thus in general, the conductivity
of the composite medium is a tensor dependent on the location x ∈ E and
time t, represented formally by an N × N matrix k =

(
kij(x, t)

)
. For such

a tensor, the product on the right-hand side of (3.1) is the row-by-column
product of the matrix (kij) and the column vector ∇u. Enforcing the same
conservation of energy (2.4) yields a non-homogeneous, anisotropic version of
the heat equation (3.2), in the form

ut −
(
aij(x, t)uxi

)
xj

= 0 in E, where aij =
kij
c

. (3.5)
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Similarly, the permeability of a non-homogeneous, anisotropic porous medium
is a position-independent tensor

(
kij(x)

)
. Then, analogous considerations

applied to (3.3), imply that the velocity potential u of the flow of a fluid in
a heterogeneous, anisotropic porous medium satisfies the partial differential
equation

(
aij(x)uxi

)
xj

= 0 in E, where aij =
pokij

μ
. (3.6)

The physical, tensorial nature of either heat conductivity or permeability of a
medium implies that (aij) is symmetric, bounded, and positive definite in E.
However, no further information is available on these coefficients, since they
reflect interior properties of physical domains, not accessible without altering
the physical phenomenon we are modeling. This raises the question of the
meaning of (3.5)–(3.6). Indeed, even if u ∈ C2(E), the indicated operations
are not well defined for aij ∈ L∞(E). A notion of solution will be given in
Chapter 9, along with solvability methods.

Equations (3.5)–(3.6) are said to be in divergence form. Equations in non-
divergence form are of the type

aij(x)uxixj = 0 in E (3.7)

and arise in the theory of stochastic control ([89]).

4 A Model for the Vibrating String

Consider a material string of constant linear density ρ whose end points are
fixed, say at 0 and 1. Assume that the string is vibrating in the plane (x, y),
set the interval (0, 1) on the x-axis, and let (x, t) → u(x, t) be the y-coordinate
of the string at the point x ∈ (0, 1) at the instant t ∈ R. The basic physical
assumptions are:

(i) The dimensions of the cross sections are negligible with respect to the
length, so that the string can be identified, for all t, with the graph of
x → u(x, t).

(ii) Let (x, t) → T(x, t) denote the tension, i.e., the sum of the internal forces
per unit length, generated by the displacement of the string. Assume that
T at each point (x, u(x, t)) is tangent to the string. Letting T = |T|,
assume that (x, t) → T (x, t) is t-independent.

(iii) Resistance of the material to flexure is negligible with respect to the
tension.

(iv) Vibrations are small in the sense that |u|θ and |ux|θ for θ > 1 are
negligible when compared with |u| and |ux|.
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Fig. 4.1.

The tangent line to the graph of u(·, t) at (x, u(x, t)) forms with the x-axis an
angle α ∈ (0, π/2) given by

sin α =
ux√

1 + u2
x

.

Therefore the vertical component of the tension T at (x, u(x, t)) is

T sin α = T
ux√

1 + u2
x

.

Consider next, for t fixed, a small interval (x1, x2) ⊂ (0, 1) and the correspond-
ing portion of the string of extremities

(
x1, u(x1, t)

)
and

(
x2, u(x2, t)

)
. Such

a portion is in instantaneous equilibrium if both the x and y components of
the sum of all forces acting on it are zero. The components in the y-direction
are:

1. The difference of the y-components of T at the two extremities, i.e.,
(

T
ux√

1 + u2
x

)
(x2, t) −

(
T

ux√
1 + u2

x

)
(x1, t) =

∫ x2

x1

∂

∂x

(
T

ux√
1 + u2

x

)
dx.

2. The total load acting on the portion, i.e.,

−
∫ x2

x1

p(x, t)dx, where p(·, t) = {load per unit length}.

3. The inertial forces due to the vertical acceleration utt(x, t), i.e.,
∫ x2

x1

ρ
∂2

∂t2
u(x, t)dx.

Therefore the portion of the string is instantaneously in equilibrium if
∫ x2

x1

ρ
∂2

∂t2
u(x, t)dx =

∫ x2

x1

[
∂

∂x

(
T

ux√
1 + u2

x

)
(x, t) + p(x, t)

]
dx.

Dividing by Δx = x2 − x1 and letting Δx → 0 gives

ρ
∂2

∂t2
u − ∂

∂x

(
T

ux√
1 + u2

x

)
= p in (0, 1) × R. (4.1)
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The balance of forces along the x-direction involves only the tension and gives

(T cos α)(x1, t) = (T cos α)(x2, t)

or equivalently
(

T
√

1 + u2
x

)
(x1, t) =

(
T

√
1 + u2

x

)
(x2, t).

From this
∫ x2

x1

∂

∂x

(
T

√
1 + u2

x

)
dx = 0 for all (x1, x2) ⊂ (0, 1).

Therefore

∂

∂x

(
T

√
1 + u2

x

)
= 0 and x →

(
T

√
1 + u2

x

)
(x, t) = To

for some To > 0 independent of x. In view of the physical assumptions (ii)
and (iv), may take To also independent of t. These remarks in (4.1) yield the
partial differential equation

∂2

∂t2
u − c2 ∂2u

∂x2
= f in (0, 1) × R (4.2)

where

c2 =
To
ρ

and f(x, t) =
p(x, t)

ρ
.

This is the wave equation in one space variable.

Remark 4.1 The assumption that ρ is constant is a “linear” assumption
in the sense that leads to the linear wave equation (4.2). Non-linear effects
due to variable density were already observed by D. Bernoulli ([11]), and by
S.D. Poisson ([120]).

5 Small Vibrations of a Membrane

A membrane is a rigid thin body of constant density ρ, whose thickness is
negligible with respect to its extension. Assume that, at rest, the membrane
occupies a bounded open set E ⊂ R

2, and that it begins to vibrate under the
action of a vertical load, say (x, t) → p(x, t). Identify the membrane with the
graph of a smooth function (x, t) → u(x, t) defined in E × R and denote by
∇u = (ux1 , ux2) the spatial gradient of u. The relevant physical assumptions
are:
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(i) Forces due to flexure are negligible.
(ii) Vibrations occur only in the direction u normal to the position of rest of

the membrane. Moreover, vibrations are small, in the sense that uxiuxj

and uuxi for i, j = 1, 2 are negligible when compared to u and |∇u|.
(iii) The tension T has constant modulus, say |T| = To > 0.

Cut a small ideal region Go ⊂ E with boundary ∂Go of class C1, and let G
be the corresponding portion of the membrane. Thus G is the graph of u(·, t)
restricted to Go, or equivalently, Go is the projection on the plane u = 0 of
the portion G of the membrane. Analogously, introduce the curve Γ limiting
G and its projection Γo = ∂Go. The tension T acts at points P ∈ Γ and is
tangent to G at P and normal to Γ . If τ is the unit vector of T and n is the
exterior unit normal to G at P , let e be the unit tangent to Γ at P oriented
so that the triple {τ , e, n} is positive and τ = e ∧ n. Our aim is to compute
the vertical component of T at P ∈ Γ . If {i, j, k} is the positive unit triple
along the coordinate axes, we will compute the quantity T · k = Toτ · k.

Consider a parametrization of Γo, say

s → Po(s) =
(
x1(s), x2(s)

)
for s ∈ {some interval of R}.

The unit exterior normal to ∂Go is given by

ν =
(x′

2,−x′
1)√

x′2
1 + x′2

2

.

Fig. 5.1.

Consider also the corresponding parametrization of Γ

s → P (s) =
(
Po(s), u(x1(s), x2(s), t)

)
.
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The unit tangent e to Γ is

e =
(x′

1, x′
2, x′

3)√
x′2

1 + x′2
2 + x′2

3

=
(Ṗo, Ṗo · ∇u)

√
|Ṗo|2 + |Ṗo · ∇u|2

and the exterior unit normal to G at Γ is

n =
(−∇u, 1)

√
1 + |∇u|2 .

Therefore

τ = e ∧ n = det

⎛

⎝
i j k

x′
1 x′

2 x′
3

−ux1 −ux2 1

⎞

⎠ 1
J

where
J =

√
1 + |∇u|2

√
|Ṗo|2 + |Ṗo · ∇u|2.

From this
Jτ · k = (x′

2,−x′
1) · ∇u = |Ṗo| ∇u · ν.

If β is the cosine of the angle between the vectors ∇u and Ṗo

τ · k =
∇u · ν

Jβ
, Jβ =

√
1 + |∇u|2

√
1 + β2|∇u|2.

Since
(1 + β2|∇u|2) ≤ Jβ ≤ (1 + |∇u|2)

by virtue of the physical assumption (ii)

T · k ≈ To∇u · ν.

Next, write down the equation of instantaneous equilibrium of the portion G
of the membrane. The vertical loads on G, the vertical contribution of the
tension T, and the inertial force due to acceleration utt are respectively

∫

Go

p(x, t) dx,

∫

∂Go

To∇u · ν dσ,

∫

Go

ρutt dx

where dσ is the measure along the curve ∂Go. Instantaneous equilibrium of
every portion of the membrane implies that

∫

Go

ρutt dx =
∫

∂Go

To∇u · ν dσ +
∫

Go

p(x, t) dx.

By Green’s theorem
∫

∂Go

To∇u · ν dσ =
∫

Go

To div(∇uu) dx.
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Therefore ∫

Go

[ρutt − To div∇u − p] dx = 0

for all t ∈ R and all Go ⊂ E. Thus

utt − c2Δu = f in E × R (5.1)

where
c2 =

To
ρ

, f =
p

ρ
, Δu = div(∇u).

Equation (5.1), modeling small vibrations of a stretched membrane, is the
two-dimensional wave equation.

6 Transmission of Sound Waves

An ideal compressible fluid is moving within a region E ⊂ R
3. Let ρ(x, t) and

v(x, t) denote its density and velocity at x ∈ E at the instant t. Each x can
be regarded as being in motion along the trajectory t → x(t) with velocity
x′(t). Therefore, denoting by vi(x, t) the components of v along the xi-axes,
then

ẋi(t) = vi(x(t), t), i = 1, 2, 3.

The acceleration has components

ẍi =
∂vi
∂t

+
∂vi
∂xj

ẋj =
∂vi
∂t

+ (v · ∇)vi

where ∇ denotes the gradient with respect to the space variables only. Cut any
region Go ⊂ E with boundary ∂Go of class C1. Since Go is instantaneously
in equilibrium, the balance of forces acting on Go must be zero. These are:

(i) The inertial forces due to acceleration
∫

Go

ρ
[
vt + (v · ∇)v

]
dx.

(ii) The Kelvin forces due to pressure. Let p(x, t) be the pressure at x ∈ E
at time t. The forces due to pressure on G are

∫

∂G0

pν dσ, ν = {outward unit normal to ∂Go}.

(iii) The sum of the external forces, and the internal forces due to friction

−
∫

Go

f dx.
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Therefore
∫

Go

ρ[vt + (v · ∇)v] dx = −
∫

∂Go

pν dσ +
∫

Go

f dx.

By Green’s theorem ∫

∂Go

pν dσ =
∫

Go

∇p dx.

Therefore by the arbitrariness of Go ⊂ E

ρ [vt + (v · ∇)v] = −∇p + f in E × R. (6.1)

Assume the following physical, modeling assumptions:

(a) The fluid moves with small relative velocity and small time variations
of density. Therefore second-order terms of the type vivj,xh

and ρtvi are
negligible with respect to first order terms.

(b) Heat transfer is slower than pressure drops, i.e., the process is adiabatic
and ρ = h(p) for some h ∈ C2(R).

Expanding h(·) about the equilibrium pressure po, renormalized to be zero,
gives

ρ = aop + a1p2 + · · · .

Assume further that the pressure is close to the equilibrium pressure, so that
all terms of order higher than one are negligible when compared to aop. These
assumptions in (6.1) yield

∂

∂t
(ρv) = −∇p + f in E × R.

Now take the divergence of both sides to obtain

∂

∂t
div(ρv) = −Δp + div f in E × R.

From the continuity equation

div(ρv) = −ρt = −aopt.

Combining these remarks gives the equation of the pressure in the propagation
of sound waves in a fluid, in the form

∂2p

∂t2
− c2Δp = f in E × R (6.2)

where
c2 =

1
ao

, f = −div f
ao

.

Equation (6.2) is the wave equation in three space dimensions ([119]).
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7 The Navier–Stokes System

The system (6.1) is rather general and holds for any ideal fluid. If the fluid is
incompressible, then ρ = const, and the continuity equation (2.4) gives

div v = 0. (7.1)

If in addition the fluid is viscous, the internal forces due to friction can be
represented by μρΔv, where μ > 0 is the kinematic viscosity ([160]). Therefore
(6.1) yields the system

∂

∂t
v − μΔv + (v · ∇)v +

1
ρ
∇p = fe (7.2)

where fe = f/ρ are the external forces acting on the system. The unknowns
are the three components of the velocity and the pressure p, to be determined
from the system of four equations (7.1) and (7.2).

8 The Euler Equations

Let S denote the entropy function of a gas undergoing an adiabatic process.
The pressure p and the density ρ are linked by the equation of state

p = f(S)ρ1+α, α > 0 (8.1)

for some smooth function f(·). The entropy S
(
x(t), t

)
of an infinitesimal por-

tion of the gas moving along the Lagrangian path t → x(t) is conserved.
Therefore ([160])

d

dt
S = 0

where formally
d

dt
=

∂

∂t
+ v · ∇

is the total derivative. The system of the Euler equations of the process is

ρ
[
vt + (v · ∇)v

]
= −∇p + f (8.2)

ρt + div(vρ) = 0 (8.3)
∂

∂t

p

ρ1+α
+ v · ∇ p

ρ1+α
= 0. (8.4)

The first is the pointwise balance of forces following Newton’s law along the
Lagrangian paths of the motion. The second is the conservation of mass, and
the last is the conservation of entropy.
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9 Isentropic Potential Flows

A flow is isentropic if S = const. In this case, the equation of state (8.1)
permits one to define the pressure as a function of the density alone. Let
u ∈ C2(R3×R) be the velocity potential, so that v = ∇u. Assume that f = 0,
and rewrite (8.2) as

∂

∂t
uxi + uxj uxixj = −pxi

ρ
, i = 1, 2, 3. (9.1)

From this

∂

∂xi

(
ut +

1
2
|∇u|2 +

∫ p

0

ds

ρ(s)

)
= 0, i = 1, 2, 3.

From the equation of state
∫ p

0

ds

ρ(s)
=

1 + α

α

p

ρ
.

Combining these calculations, gives the Bernoulli law for an isentropic poten-
tial flow2

ut +
1
2
|∇u|2 +

1 + α

α

p

ρ
= g (9.2)

where g(·) is a function of t only. The positive quantity

c2 =
dp

dρ
= (1 + α)

p

ρ

has the dimension of the square of a velocity, and c represents the local speed
of sound. Notice that c need not be constant. Next multiply the ith equation
in (9.1) by uxi and add for i = 1, 2, 3 to obtain

1
2

∂

∂t
|∇u|2 +

1
2
∇u · ∇|∇u|2 = −1

ρ
∇p · ∇u. (9.3)

Using the continuity equation

−1
ρ
∇p · ∇u = −∇p

ρ
∇u − p

ρ

1
ρ
∇ρ · ∇u

= −∇p

ρ
· ∇u +

p

ρ

1
ρ

ρt +
p

ρ
Δu.

2Daniel Bernoulli, 1700–1782, botanist and physiologist, made relevant discover-
ies in hydrodynamics. His father, Johann B. 1667–1748, and his uncle Jakob 1654–
1705, brother of Johann, were both mathematicians. Jakob and Johann are known
for their contributions to the calculus of variations.
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From the equation of state

d

dt
f(S) =

d

dt

p

ρ1+α
=

1
ρα

d

dt

p

ρ
+

p

ρ

d

dt

1
ρα

= 0.

From this, expanding the total derivative

∂

∂t

p

ρ
+ ∇u · ∇p

ρ
− α

p

ρ2
[ρt + ∇u · ∇ρ] = 0.

Again, by the equation of continuity

ρt + ∇u · ∇ρ = ρΔu.

Therefore
−∇p

ρ
· ∇u =

∂

∂t

p

ρ
+ α

p

ρ
Δu.

Combining these calculations in (9.3) gives

c2Δu − 1
2
∇u · ∇|∇u|2 =

1
2

∂

∂t
|∇u|2 − 1

ρ

∂

∂t
p. (9.4)

9.1 Steady Potential Isentropic Flows

For steady flows, rewrite (9.4) in the form

(c2δij − uxiuxj)uxixj = 0. (9.5)

The matrix of the coefficients of the second derivatives uxixj is
(

δij −
uxiuxj

c2

)

and its eigenvalues are

λ1 = 1 − |∇u|2
c2

and λ2 = 1.

Using the steady-state version of the Bernoulli law (9.2) gives the first eigen-
value in terms only of the pressure p and the density ρ. The ratio M = |∇u|/c
of the speed of a body to the speed of sound in the surrounding medium is
called the Mach number.3

3Ernst Mach, 1838–1916. Mach one is the speed of sound; Mach two is twice the
speed of sound;...
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10 Partial Differential Equations

The equations and systems of the previous sections are examples of PDEs.
Let u ∈ Cm(E) for some m ∈ N, and for j = 1, 2, . . . , m, let Dju denote
the vector of all the derivatives of u of order j. For example, if N = m = 2,
denoting (x, y) the coordinates in R

2

D1u = (ux, uy) and D2u = (uxx, uxy, uyy).

A partial differential equation (PDE) is a functional link among the variables

x, u, D1u, D2u, . . . , Dmu

that is
F (x, u, D1u, D2u, . . . , Dmu) = 0.

The PDE is of order m if the gradient of F with respect to Dmu is not
identically zero. It is linear if for all u, v ∈ Cm(E) and all α, β ∈ R

F
(
x, (αu + βv), D1(αu + βv), D2(αu + βv), . . . , Dm(αu + βv)

)

= αF
(
x, u, D1u, D2u, . . . , Dmu

)
+ βF

(
x, v, D1v, D2v, . . . , Dmv

)
.

It is quasi-linear if it is linear with respect to the highest order derivatives.
Typically a quasi-linear PDE takes the form

∑

m1+···+mN=m
am1,...,mN

∂m u

∂m1x1 · · · ∂mN xN
+ Fo = 0

where mj are non-negative integers and the coefficients am1,...,mN , and the
forcing term Fo, are given smooth functions of (x, u, D1u, D2u, . . . , Dm−1u).
If the PDE is quasi-linear, the sum of the terms involving the derivatives of
highest order, is the principal part of the PDE.
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Quasi-Linear Equations and the
Cauchy–Kowalewski Theorem

1 Quasi-Linear Second-Order Equations in Two
Variables

Let (x, y) denote the variables in R
2, and consider the quasi-linear equation

Auxx + 2Buxy + Cuyy = D (1.1)

where (x, y, ux, uy) → A, B, C, D(x, y, ux, uy) are given smooth functions of
their arguments. The equation is of order two if at least one of the coeffi-
cients A, B, C is not identically zero. Let Γ be a curve in R

2 of parametric
representation

Γ =
{

x = ξ(t)
y = η(t) ∈ C2(−δ, δ) for some δ > 0.

On Γ , prescribe the Cauchy data

u
∣
∣
Γ

= v, ux
∣
∣
Γ

= ϕ, uy
∣
∣
Γ

= ψ (1.2)

where t → v(t), ϕ(t), ψ(t) are given functions in C2(−δ, δ). Since

d

dt
u
(
ξ(t), η(t)

)
= uxξ′ + uyη

′ = ϕξ′ + ψη′ = v′

of the three functions v, ϕ, ψ, only two can be assigned independently. The
Cauchy problem for (1.1) and Γ , consists in finding u ∈ C2(R2) satisfying the
PDE and the Cauchy data (1.2). Let u be a solution of the Cauchy problem
(1.1)–(1.2), and compute its second derivatives on Γ . By (1.1) and the Cauchy
data

Auxx + 2Buxy + Cuyy = D

ξ′uxx + η′uxy = ϕ′

ξ′uxy + η′uyy = ψ′.

E. DiBenedetto, Partial Differential Equations  Second Edition,

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010
Cornerstones, DOI 10.1007/978-0-8176-4552-6_2,
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Here A, B, C are known, since they are computed on Γ . Precisely

A, B, C
∣
∣
Γ

= A, B, C(ξ, η, v, ϕ, ψ).

Therefore, uxx, uxy, and uyy can be computed on Γ , provided

det

⎛

⎝
A 2B C
ξ′ η′ 0
0 ξ′ η′

⎞

⎠ �= 0. (1.3)

We say that Γ is a characteristic curve if (1.3) does not hold, i.e., if

Aη′2 − 2Bξ′η′ + Cξ′2 = 0. (1.4)

In general, the property of Γ being a characteristic depends on the Cauchy
data assigned on it. If Γ admits a local representation of the type

y = y(x) in a neighborhood of some xo ∈ R, (1.5)

the characteristics are the graphs of the possible solutions of the differential
equation

y′ =
B ±√

B2 − AC

A
.

Associate with (1.1) the matrix of the coefficients

M =
(

A B
B C

)
.

Using (1.4) and the matrix M , we classify, locally, the family of quasi-linear
equations (1.1) as elliptic if det M > 0, i.e., if there exists no real charac-
teristic; parabolic if det M = 0, i.e., if there exists one family of real char-
acteristics; hyperbolic if det M < 0, i.e., if there exist two families of real
characteristics. The elliptic, parabolic, or hyperbolic nature of (1.1) may be
different in different regions of R

2. For example, the Tricomi equation ([152])

yuxx − uyy = 0

is elliptic in the region [y < 0], parabolic on the x-axis and hyperbolic in the
upper half-plane [y > 0]. The characteristics are solutions of

√
yy′ = ±1 in

the upper half-plane [y > 0].
The elliptic, parabolic, or hyperbolic nature of the PDE may also depend

upon the solution itself. As an example, consider the equation of steady com-
pressible fluid flow of a gas of density u and velocity ∇u = (ux, uy) in R

2,
introduced in (9.5) of the Preliminaries

(c2 − u2
x)uxx − 2uxuyuxy + (c2 − u2

y)uyy = 0
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where c > 0 is the speed of sound. Compute

det M = det
(

c2 − u2
x −uxuy

−uxuy c2 − u2
y

)
= c2(c2 − |∇u|2).

Therefore the equation is elliptic for sub-sonic flow (|∇u| < c), parabolic for
sonic flow (|∇u| = c), and hyperbolic for super-sonic flow (|∇u| > c). The
Laplace equation

Δu = uxx + uyy = 0

is elliptic. The heat equation

H(u) = uy − uxx = 0

is parabolic with characteristic lines y = const. The wave equation

u = uyy − c2uxx = 0 c ∈ R

is hyperbolic with characteristic lines x ± cy = const.

2 Characteristics and Singularities

If Γ is a characteristic, the Cauchy problem (1.1)–(1.2) is in general not solv-
able, since the second derivatives of u cannot be computed on Γ . We may
attempt to solve the PDE (1.1) on each side of Γ and then piece together the
functions so obtained. Assume that Γ divides R

2 into two regions E1 and E2

and let ui ∈ C2(Ēi), for i = 1, 2, be possible solutions of (1.1) in Ei satisfying
the Cauchy data (1.2). These are taken in the sense of

lim
(x,y)→(ξ(t),η(t))

(x,y)∈Ei

ui(x, y), ui,x(x, y), ui,y(x, y) = v(t), ϕ(t), ψ(t).

Setting

u =
{

u1 in E1

u2 in E2

the function u is of class C1 across Γ . If fi ∈ C(Ēi), for i = 1, 2, and

f =
{

f1 in E1

f2 in E2

let [f ] denote the jump of f across Γ , i.e.,

[f ](t) = lim
(x,y)→(ξ(t),η(t))

(x,y)∈E1

f1(x, y) − lim
(x,y)→(ξ(t),η(t))

(x,y)∈E2

f2(x, y).
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From the assumptions on u,

[u] = [ux] = [uy] = 0. (2.1)

From (1.1),
A[uxx] + 2B[uxy] + C[uyy] = 0. (2.2)

Assume that Γ has the local representation (1.5). Then using (2.1), compute

[uxx] + [uxy]y′ = 0, [uxy] + [uyy]y′ = 0.

Therefore
[uxx] = [uyy]y′2, [uxy] = −[uyy]y′. (2.3)

Let J = [uyy] denote the jump across Γ of the second y-derivative of u. From
(2.2) and (2.3)

J(Ay′2 − 2By′ + C) = 0.

If Γ is not a characteristic, then (Ay′2 − 2By′ + C) �= 0. Therefore J = 0,
and u is of class C2 across Γ . If J �= 0, then Γ must be a characteristic. Thus
if a solution of (1.1) in a region E ⊂ R

2 suffers discontinuities in the second
derivatives across a smooth curve, these must occur across a characteristic.

2.1 Coefficients Independent of ux and uy

Assume that the coefficients A, B, C and the term D are independent of ux
and uy, and that u ∈ C3(Ēi), i = 1, 2. Differentiate (1.1) with respect to y in
Ei, form differences, and take the limit as (x, y) → Γ to obtain

A[uxxy] + 2B[uxyy] + C[uyyy] = 0. (2.4)

Differentiating the jump J of uyy across Γ gives

J ′ = [uxyy] + [uyyy]y′. (2.5)

From the second jump condition in (2.3), by differentiation

−y′J ′ − y′′J = [uxxy] + [uxyy]y′. (2.6)

We eliminate [uxxy] from (2.4) and (2.6) and use (2.5) to obtain

A(y′J ′ + y′′J) = (2B − Ay′)[uxyy] + C[uyyy]

= (2B − Ay′)J ′ + (Ay′2 − 2By′ + C)[uyyy].

Therefore, if Γ is a characteristic

2(B − Ay′)J ′ = Ay′′J.

This equation describes how the jump J of uyy at some point P ∈ Γ propa-
gates along Γ . In particular, either J vanishes identically, or it is never zero
on Γ .
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3 Quasi-Linear Second-Order Equations

Let E be a region in R
N , and let u ∈ C2(E). A quasi-linear equation in E

takes the form
Aijuxixj = F (3.1)

where we have adopted the summation notation and

(x, u,∇u) → Aij , F (x, u,∇u) for i, j = 1, 2, . . . , N

are given smooth functions of their arguments. The equation is of order two if
not all the coefficients Aij are identically zero. By possibly replacing Aij with

Aij + Aji

2

we may assume that the matrix (Aij) of the coefficients is symmetric. Let Γ
be a hypersurface of class C2 in R

N , given as a level set of Φ ∈ C2(E); say for
example, Γ = [Φ = 0]. Assume that ∇Φ �= 0 and let ν = ∇Φ/|∇Φ| be the unit
normal to Γ oriented in the direction of increasing Φ. For x ∈ Γ , introduce
a local system of N − 1 mutually orthogonal unit vectors {τ 1, . . . , τN−1}
chosen so that the n-tuple {τ 1, . . . , τN−1, ν} is congruent to the orthonormal
Cartesian system {e1, . . . , eN}. Given f ∈ C1(E), compute the derivatives of
f , normal and tangential to Γ from

Dνf = ∇f · ν, Dτ j
f = ∇f · τ j , j = 1, . . . , N − 1.

If τi,j = τ i · ej , and νj = ν · ej, are the projections of τ i and ν on the
coordinate axes

Dτ j
f = (τj,1, . . . , τj,N ) · ∇f and Dνf = (ν1, . . . , νN ) · ∇f.

Introduce the unitary matrix

T =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

τ1,1 τ1,2 . . . τ1,N

τ2,1 τ2,2 . . . τ2,N

...
...

. . .
...

τN−1,1 τN−1,2 . . . τN−1,N

ν1 ν2 . . . νN

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(3.2)

and write

∇f = T−1

(
Dτ f
Dνf

)
where T−1 = T t. (3.3)

The Cauchy data of u on Γ are

u
∣
∣
Γ

= v, Dτ j
u
∣
∣
Γ

= ϕj , j = 1, . . . , N − 1, Dνu
∣
∣
Γ

= ψ (3.4)

regarded as restrictions to Γ of smooth functions defined on the whole of E.
These must satisfy the compatibility conditions
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Dτ j
v = ϕj , j = 1, . . . , N − 1. (3.5)

Therefore only v and ψ can be given independently. The Cauchy problem for
(3.1) and Γ consists in finding a function u ∈ C2(E) satisfying the PDE and
the Cauchy data (3.4). If u is a solution to the Cauchy problem (3.1)–(3.4),
compute the second derivatives of u on Γ

uxi = τk,iuτk
+ νiuν

uxixj = τk,i
∂

∂xj
uτk

+ νi
∂

∂xj
uν

= τk,iτl,juτkτl
+ τk,iνjuτkν + τk,jνiuτkν + νiνjuνν .

(3.6)

From the compatibility conditions (3.4) and (3.5)

Dτ i(Dτ j u) = Dτ iϕj , Dτ i(Dνu) = Dτ iψ.

Therefore, of the terms on the right-hand side of (3.6), all but the last are
known on Γ . Using the PDE, one computes

Aijνiνjuνν = F̃ on Γ (3.7)

where F̃ is a known function of Γ and the Cauchy data on it. We conclude
that uνν , and hence all the derivatives uxixj , can be computed on Γ provided

AijΦxiΦxj �= 0. (3.8)

Both (3.7) and (3.8) are computed at fixed points P ∈ Γ . We say that Γ is a
characteristic at P if (3.8) is violated, i.e., if

(∇Φ)t(Aij)(∇Φ) = 0 at P.

Since (Aij) is symmetric, its eigenvalues are real and there is a unitary matrix
U such that

U−1(Aij)U =

⎛

⎜
⎜
⎜
⎝

λ1 0 . . . 0
0 λ2 . . . 0
...

...
. . .

...
0 0 . . . λN

⎞

⎟
⎟
⎟
⎠

.

Let ξ = Uxt denote the coordinates obtained from x by the rotation induced
by U . Then

(∇Φ)t(Aij)(∇Φ) = [U−1(∇Φ)]tU−1(Aij)U [U−1(∇Φ)] = λiΦ
2
ξi

.

Therefore Γ is a characteristic at P if

λiΦ
2
ξi

= 0. (3.9)

Writing this for all P ∈ E gives a first-order PDE in Φ. Its solutions permit
us to find the characteristic surfaces as the level sets [Φ = const].
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3.1 Constant Coefficients

If the coefficients Aij are constant, (3.9) is a first-order PDE with constant
coefficients. The PDE in (3.1) is classified according to the number of positive
and negative eigenvalues of (Aij). Let p and n denote the number of positive
and negative eigenvalues of (Aij), and consider the pair (p, n). The equation
(3.1) is classified as elliptic if either (p, n) = (N, 0) or (p, n) = (0, N). In either
of these cases, it follows from (3.9) that

0 = |λiΦ2
ξi
| ≥ min

1≤i≤N
|λi||∇Φ|2.

Therefore there exist no characteristic surfaces.
Equation (3.1) is classified as hyperbolic if p + n = N and p, n ≥ 1.

Without loss of generality, we may assume that eigenvalues are ordered so
that λ1, . . . , λp are positive and that λp+1, . . . , λN are negative. In such a
case, (3.9) takes the form

p∑

i=1

λiΦ
2
ξi

=
N∑

j=p+1

|λj |Φ2
ξj

.

This is solved by

Φ±(ξ) =
p∑

i=1

√
λiξi ± k

N∑

j=p+1

√
|λj |ξj

where

k2 =
(

p∑

i=1

λ2
i

)/( N∑

j=p+1

λ2
j

)
.

The hyperplanes [Φ± = const] are two families of characteristic surfaces for
(3.1). In the literature these PDE are further classified according to the values
of p and n. Namely they are called hyperbolic if either p = 1 or n = 1.
Otherwise they are called ultra-hyperbolic.

Equation (3.1) is classified as parabolic if p + n < N . Then at least one
of the eigenvalues is zero. If, say, λ1 = 0, then (3.9) is solved by any function
of ξ1 only, and the hyperplane ξ1 = const is a characteristic surface.

3.2 Variable Coefficients

In analogy with the case of constant coefficients we classify the PDE in (3.1)
at each point P ∈ E as elliptic, hyperbolic, or parabolic according to the
number of positive and negative eigenvalues of (Aij) at P . The classification
is local, and for coefficients depending on the solution and its gradient, the
nature of the equation may depend on its own solutions.



24 1 Quasi-Linear Equations and the Cauchy–Kowalewski Theorem

4 Quasi-Linear Equations of Order m ≥ 1

An N -dimensional multi-index α, of size |α|, is an N -tuple of non-negative
integers whose sum is |α|, i.e.,

α = (α1, . . . , αN ), αi ∈ N ∪ {0}, i = 1, . . . , N, |α| =
N∑

i=1

αi.

If f ∈ Cm(E) for some m ∈ N, and α is a multi-index of size m, let

Dαf =
∂α1

∂xα1
1

∂α2

∂xα2
2

· · · ∂αN

∂xαN

N

f.

If |α| = 0 let Dαf = f . By Dm−1f denote the vector of all the derivatives
Dαf for 0 ≤ |α| ≤ m − 1. Consider the quasi-linear equation

∑

|α|=m
AαDαu = F (4.1)

where (x, Dm−1u) → Aα, F (x, Dm−1u) are given smooth functions of their
arguments. The equation is of order m if not all the coefficients Aα are iden-
tically zero. If v = (v1, . . . , vN ) is a vector in R

N and α is an N -dimensional
multi-index, let

vα = vα1
1 vα2

2 · · · vαN

N .

Prescribe a surface Γ as in the previous section and introduce the matrix
T as in (3.2), so that the differentiation formula (3.3) holds. Denoting by
β = (β1, . . . , βN−1) an (N − 1)-dimensional multi-index of size |β| ≤ m, set

Dβ
τ f = Dβ1

τ 1
Dβ2

τ 2
· · ·DβN−1

τ N−1
f.

Write N -dimensional multi-indices as α = (β, s), where s is a non-negative
integer, and for |α| ≤ m, set

Dα
τ ,νf = Dβ

τ Ds
νf.

The Cauchy data of u on Γ are

Dα
τ ,νu

∣
∣
Γ

= fα ∈ Cm(E) for all |α| < m. (4.2)

Among these we single out the Dirichlet data

u
∣
∣
Γ

= fo, (4.2)D

the normal derivatives

Ds
νu

∣∣
Γ

= fs, |α| = s ≤ m − 1, (4.2)ν
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and the tangential derivatives

Dβ
τ u

∣
∣
Γ

= fβ, |β| < m. (4.2)τ

Of these, only (4.2)D and (4.2)ν can be given independently. The remaining
ones must be assigned to satisfy the compatibility conditions

Ds
νfβ = Dβ

τ fs for all |β| ≥ 0, |β| + s ≤ m − 1. (4.3)

The Cauchy problem for (4.1) consists in finding a function u ∈ Cm(E) satis-
fying (4.1) in E and the Cauchy data (4.2) on Γ .

4.1 Characteristic Surfaces

If u is a solution of the Cauchy problem, compute its derivatives of order m
on Γ , by using (4.1), the Cauchy data (4.2) and the compatibility conditions
(4.3). Proceeding as in formula (3.6), for a multi-index α of size |α| = m

Dαu = να1
1 · · · ναN

N Dm
ν u + g on Γ

where g is a known function that can be computed a-priori in terms of Γ ,
the Cauchy data (4.2), and the compatibility conditions (4.3). Putting this in
(4.1) gives ∑

|α|=m
AαναDm

ν u = F̃ , να = να1
1 · · · ναN

N

where F̃ is known in terms of Γ and the data. Therefore all the derivatives,
normal and tangential, up to order m can be computed on Γ , provided

∑

|α|=m
Aανα �= 0. (4.4)

We say that Γ is a characteristic surface if (4.4) is violated, i.e.,
∑

|α|=m
Aα(DΦ)α = 0. (4.5)

In general, the property of Γ being a characteristic depends on the Cauchy
data assigned on it, unless the coefficients Aα are independent of Dm−1u.

Condition (4.5) was derived at a fixed point of Γ . Writing it at all points
of E gives a first-order non-linear PDE in Φ whose solutions permit one to
find the characteristics associated with (4.1) as the level sets of Φ. To (4.1)
associate the characteristic form

L(ξ) = Aαξα.

If L(ξ) �= 0 for all ξ ∈ R
N−{0}, then there are no characteristic hypersurfaces,

and (4.1) is said to be elliptic.
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5 Analytic Data and the Cauchy–Kowalewski Theorem

A real-valued function f defined in an open set G ⊂ R
k, for some k ∈ N,

is analytic at η ∈ G, if in a neighborhood of η, f(y) can be represented as
a convergent power series of y − η. The function f is analytic in G if it is
analytic at every η ∈ G.

Consider the Cauchy problem for (4.1) with analytic data. Precisely,
assume that Γ is non-characteristic and analytic about one of its points xo;
the Cauchy data (4.2) satisfy the compatibility conditions (4.3) and are ana-
lytic at xo. Finally, the coefficients Aα and the free term F are analytic about
the point (xo, u(xo), Dm−1u(xo)).

The Cauchy–Kowalewski Theorem asserts that under these circumstances,
the Cauchy problem (4.1)–(4.2) has a solution u, analytic at xo. Moreover,
the solution is unique within the class of analytic solutions at xo.

5.1 Reduction to Normal Form ([19])

Up to an affine transformation of the coordinates, we may assume that xo
coincides with the origin and that Γ is represented by the graph of xN =
Φ(x̄), with x̄ = (x1, . . . , xN−1), where x̄ → Φ(x̄) is analytic at the origin
of R

N−1. Flatten Γ about the origin by introducing new coordinates (x̄, t)
where t = xN − Φ(x̄). In this way Γ becomes a (N − 1)-dimensional open
neighborhood of the origin lying on the hyperplane t = 0. Continue to denote
by u, Aα, and F the transformed functions and rewrite (4.1) as

A(0,...,m)

∂m

∂tm
u =

∑

|β|+s=m
0<s<m

A(β,s)

∂s

∂ts
Dβu +

∑

|β|=m
A(β,0)D

βu + F. (5.1)

Here Dβ operates only on the variables x̄. Since [t = 0] is not a characteristic
surface, (4.4) implies

A(0,...,m)

(
x̄, 0, Dm−1u(x̄, 0)

) �= 0

and this continues to hold in a neighborhood of
(
0, 0, Dm−1u(0, 0)

)
, since the

functions Aα are analytic near such a point. Divide (5.1) by the coefficient of
Dm
t u and continue to denote by the same letters the transformed terms on the

right-hand side. Next, introduce the vector u = Dm−1u, and let uα = Dαu
for |α| ≤ m − 1, be one component of this vector. If α = (0, . . . , m − 1), then
the derivative

∂

∂t
uα =

∂m

∂tm
u

satisfies (5.1). If α = (β, s) and s ≤ (m − 2), then

∂

∂t
uα =

∂

∂xi
ũα
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for some i = 1, . . . , N − 1 and some component ũα of the vector u. Therefore,
the PDE of order m in (5.1) can be rewritten as a first-order system in the
normal form

∂

∂t
ui = Aijk

∂

∂xj
uk + Fi(x̄, t, u).

The Cauchy data on Γ reduce to u(x̄, 0) = f(x̄). Therefore setting

v(x̄, t) = u(x̄, t) − f(0)

and transforming the coefficients Aijk and the function F accordingly, reduces
the problem to one with Cauchy data vanishing at the origin.

The coefficients Aijk as well as the free term F , can be considered inde-
pendent of the variables (x̄, t). Indeed these can be introduced as auxiliary
dependent variables by setting

uj = xj , satisfying
∂

∂t
uj = 0 and uj(x̄, 0) = xj

for j = 1, . . . , N − 1, and

uN = t, satisfying
∂

∂t
uN = 1 and uN(x̄, 0) = 0.

These remarks permit one to recast the Cauchy problem (4.1)–(4.2), in the
normal form

u = (u1, u2, . . . , u�), � ∈ N

∂

∂t
u = Aj(u)

∂

∂xj
u + F(u)

u(x, 0) = uo(x), uo(0) = 0

(5.2)

where Aj = (Aik)j are �×� matrices and F = (F1, . . . , F�) are known functions
of their arguments. We have also renamed and indexed the space variables,
on the hyperplane t = 0, as x = (x1, . . . , xN ).

Theorem 5.1 (Cauchy–Kowalewski) Assume that u → Aikj(u), Fi(u)
and x → uo,i(x) for i, j, k = 1, . . . , � are analytic in a neighborhood of the
origin. Then there exists a unique analytic solution of the Cauchy problem
(5.2) in a neighborhood of the origin.

For linear systems, the theorem was first proved by Cauchy ([20]). It was gene-
ralized to non-linear systems by Sonja Kowalewskaja ([84]). A generalization
is also due to G. Darboux ([24]).

6 Proof of the Cauchy–Kowalewski Theorem

First, use the system in (5.2) to compute all the derivatives, at the origin, of
a possible solution. Then using these numbers, construct the formal Taylor’s
series of an anticipated solution, say
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u(x, t) =
∑

|β|+s≥0

DβDs
tu(0, 0)

β!s!
xβts (6.1)

where xβ = xβ1
1 · · ·xβN

N , and β! = β1! · · ·βN !. If this series converges in a neigh-
borhood of the origin, then (6.1) defines a function u, analytic near (0, 0). Such
a u is a solution to (5.2). Indeed, substituting the power series (6.1) on the
left- and right-hand sides of the system in (5.2), gives two analytic functions
whose derivatives of any order coincide at (0, 0). Thus they must coincide in a
neighborhood of the origin. Uniqueness within the class of analytic solutions
follows by the same unique continuation principle. Therefore the proof of the
theorem reduces to showing that the series in (6.1), with all the coefficients
DβDsu(0, 0) computed from (5.2), converges about the origin.

The convergence of the series could be established, indirectly, by the
method of the majorant ([77], 73–78). This was the original approach of
A. Cauchy, followed also by S. Kowalewskaja and G. Darboux. The con-
vergence of the series, can also be established by a direct estimation of all
the derivatives of u. This is the method we present here. This approach,
originally due to Lax ([97]), has been further elaborated and extended by
A. Friedman [49]. It has also been extended to an infinite dimensional setting
by M. Shimbrot and R.E. Welland ([141]).

Let α and β be N -dimensional multi-indices, denote by m a non-negative
integer and set αm = αm1 · · ·αmN , and

α + β = (α1 + β1, . . . , αN + βN ),
(

α + β
α

)
=

(α + β)!
α!β!

.

Denote by ι the multi-index ι = (1, . . . , 1), so that

β + ι = (β1 + 1, β2 + 1, . . . , βN + 1).

The convergence of the series in (6.1) is a consequence of the following

Lemma 6.1 There exist constants Co and C such that,

|DβDs
tu(0, 0)| ≤ CoC

|β|+s−1 β!s!
(β + ι)2(s + 1)2

(6.2)

for all N -dimensional multi-indices β, and all non-negative integers s.

6.1 Estimating the Derivatives of u at the Origin

We will establish first the weaker inequality

Lemma 6.2 There exist constants Co and C such that

|DβDs
tu(0, 0)| ≤ CoC

|β|+s−1 (|β| + s)!
(β + ι)2(s + 1)2

(6.3)

for all N -dimensional multi-indices β and all non-negative integers s.
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This inequality holds for s = 0, since Dβu(0, 0) = Dβuo(0), and uo is analytic.
We will show that if it does hold for s it continues to hold for s + 1.

Let γ = (γ1, . . . , γ�) be an �-dimensional multi-index. Since Aj(·) and F(·)
are analytic at the origin

Aikj(u) =
∑

|γ|≥0

Aikj
γ uγ , Fi(u) =

∑

|γ|≥0

F i
γu

γ (6.4)

where uγ = uγ11 · · ·uγ�

� , and Aikj
γ and F i

γ are constants satisfying

|F i
γ | + |Aikj

γ | ≤ MoM
|γ| (6.5)

for all i, k = 1, . . . , � and all j = 1, . . . , N , for two given positive constants Mo

and M . From (5.2) and (6.4), compute

DβDs+1
t ui =

∑

|γ|≥1

Aikj
γ DβDs

t

(
uγ

∂uk
∂xj

)
+

∑

|γ|≥1

F i
γDβDs

tu
γ . (6.6)

The induction argument requires some preliminary estimates.

7 Auxiliary Inequalities

Lemma 7.1 Let m, n, i, j be non-negative integers such that n ≥ i and m ≥ j.
Then

n∑

i=0

1
(n − i + 1)2(i + 1)2

≤ 16
(n + 1)2

(7.1)

and

and
(

n
i

)(
m
j

)
≤
(

n + m
i + j

)
. (7.2)

Proof If 1 ≤ i ≤ 1
2n, the argument of the sum is majorized by

4
(n + 1)2

1
(i + 1)2

for all integers 1 ≤ i ≤ 1
2n.

If 1
2n < i ≤ n, it is majorized by

4
(n + 1)2

1
(n − i + 1)2

for all integers 1
2n < i ≤ n.

Thus in either case
n∑

i=0

1
(n − i + 1)2(i + 1)2

≤ 8
(n + 1)2

∞∑

i=0

1
(i + 1)2

.

Inequality (7.2) is proved by induction on m, by making use of the identity
(

m + 1
j

)
=
(

m
j

)
+
(

m
j − 1

)
.
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Next, we establish a multi-index version of Lemma 7.1. If β and σ are
N -dimensional multi-indices, we say that σ ≤ β, if and only if σi ≤ βi for all
i = 1, . . . , N .

Lemma 7.2 Let α and β be N -dimensional multi-indices. Then

∑

σ≤β

1
(β − σ + ι)2(σ + ι)2

≤ 16N

(β + ι)2
. (7.3)

and (
α + β

α

)
≤
(|α + β|

|α|
)

. (7.4)

Proof (of (7.3)) For 1-dimensional multi-indices, (7.3) is precisely (7.1).
Assuming that (7.3) holds true for multi-indices of dimension k ∈ N, will
show that it continues to hold for multi-indices of dimension k +1. Let β and
σ be k-dimensional multi-indices and let

β̃ = (β1, . . . , βk, βk+1), σ̃ = (σ1, . . . , σk, σk+1)

denote multi-indices of dimension k + 1. Then by the induction hypothesis
and (7.1)

∑

σ̃≤β̃

1
(β̃ − σ̃ + ι)2(σ̃ + ι)2

=
∑

σ≤β

1
(β − σ + ι)2(σ + ι)2

×
βk+1∑

σk+1=0

1
(βk+1 − σk+1 + 1)2(σk+1 + 1)2

≤ 16k

(β + ι)2
16

(βk+1 + 1)2
=

16k+1

(β̃ + ι)2
.

Proof (of (7.4)) By (7.2), the inequality holds for 2-dimensional multi-indices.
Assuming that it holds for k-dimensional multi-indices, we show that it con-
tinues to hold for multi-indices of dimension k + 1. Let α and β be (k + 1)-
dimensional multi-indices. Then by the induction hypothesis
�

α + β
α

�
=

(α + β)!

α!β!
=

�k
j=1(αj + βj)�k

j=1 αj !βj !

(αk+1 + βk+1)!

αk+1!βk+1!

≤

�
k�

j=1

(αj + βj)

�
!

�
k�

j=1

αj

�
!

�
k�

j=0

βj

�
!

(αk+1 + βk+1)!

αk+1!βk+1!

≤

�
��	

k�
j=1

(αj + βj)

k�
j=1

αj



���
�

αk+1 + βk+1

αk+1

�
≤

�
��	

k+1�
j=1

(αj + βj)

k+1�
j=1

αj



��� =

�|α + β|
|α|

�
.
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8 Auxiliary Estimations at the Origin

Lemma 8.1 Let u = (u1, . . . , b�) satisfy (6.3). Then for every 1 ≤ p, q ≤ �
and every N -dimensional multi-index β

|DβDs
t (upuq)(0, 0)| ≤

(
cCo
C

)2

C|β|+s (|β| + s)!
(β + ι)2(s + 1)2

(8.1)

where c = 16N+1. For every �-dimensional multi-index γ

|DβDs
tu

γ(0, 0)| ≤
(

cCo
C

)|γ|
C|β|+s (|β| + s)!

(β + ι)2(s + 1)2
. (8.2)

Moreover, for all indices h = 1, . . . , N and k = 1, . . . , �

|DβDs
t (u

γDxh
uk)(0, 0)| ≤ Co

(
cCo
C

)|γ|
C|β|+s (|β| + s + 1)!

(β + ι)2(s + 1)2
. (8.3)

Proof (of (8.1)) By the generalized Leibniz rule

DβDs
tupuq =

s∑

j=0

(
s
j

)
∑

σ≤β

(
β
σ

)
(Dβ−σDs−j

t up)(DσDj
tuq)

where σ is an N -dimensional multi-index of size |σ| ≤ |β|. Compute this at
the origin and estimate the right-hand side by using (6.3), which is assumed
to hold for all the t-derivatives of order up to s. By (7.4)

(
β
σ

)(
s
j

)
≤
(|β|
|σ|

)(
s
j

)
≤
(|β| + s
|σ| + j

)
.

Therefore

|DβDs
t (upuq)(0, 0)| ≤C2

oC|β|+s−2(|β| + s)!

×
s∑

j=0

1
(s − j + 1)2(j + 1)2

∑

σ≤β

1
(β − σ + ι)2(σ + ι)2

.

To prove (8.1) estimate the two sums on the right-hand side with the aid of
(7.1) of Lemma 7.1 and (7.3) of Lemma 7.2.

Proof (of (8.2)) The proof is by induction. If γ is a �-dimensional multi-index
of either form

(. . . , 1, . . . , 1, . . . ), (. . . , 2, . . . )

then (8.2) is precisely (8.1) for such a multi-index. Therefore (8.2) holds for
multi-indices of size |γ| = 2. Assuming it does hold for multi-indices of size
|γ|, we will show that it continues to hold for all �-dimensional multi-indices

γ̃ = (γ1, . . . , γp + 1, . . . , γ�), 1 ≤ p ≤ �
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of size |γ| + 1. By the Leibniz rule

DβDs
tu

γ̃ =
s∑

j=0

(
s
j

)
∑

σ≤β

(
β
σ

)
(Dβ−σDs−j

t uγ)(DσDj
tup).

First compute this at the origin. Then estimate Dβ−σDs−j
t uγ(0, 0) by the

induction hypothesis, and the terms DσDj
tup(0, 0) by (6.3).

The estimation is concluded by proceeding as in the proof of (8.1).

Proof (of (8.3)) By the generalized Leibniz rule

DβDs
t (u

γDxh
uk) =

s∑

j=0

(
s
j

)
∑

σ≤β

(
β
σ

)
(Dβ−σDs−j

t uγ)(DσDj
tDxh

uk).

First compute this at the origin. Then majorize the terms involving uγ , by
means of (8.2), and the terms DσDxh

Dj
tuk(0, 0) by (6.3). This gives

|DβDs
t (u

γDxh
uk)(0, 0)| ≤ Co

(
cCo
C

)|γ|
C|β|+s

×
s∑

j=0

∑

σ≤β

(|β| + s
|σ| + j

)
(|β − σ| + s − j)!(|σ| + j + 1)!

(β − σ + ι)2(σ̃ + ι)2(s − j + 1)2(j + 1)2

(8.4)

where σ̃ is the N -dimensional multi-index σ̃ = (σ1, . . . , σh + 1, . . . , σN ). Esti-
mate

(|σ| + j + 1)! ≤ (|σ| + j)!(|β| + s + 1) and (σ̃ + ι)2 ≥ (σ + ι)2.

These estimates in (8.4) yield

|DβDs
t (u

γDxh
uk)(0, 0)| ≤ Co

(
cCo
C

)|γ|
C|β|+s(|β| + s)!(|β| + s + 1)

×
s∑

j=0

1
(s − j + 1)2(j + 1)2

∑

σ≤β

1
(β − σ + ι)2(σ + ι)2

≤ cCo

(
cCo
C

)|γ|
C|β|+s(|β| + s + 1)!.

9 Proof of the Cauchy–Kowalewski Theorem
(Concluded)

To prove (6.3) return to (6.6) and estimate

|DβDs+1
t u(0, 0)| ≤2(cCo + 1)MoN�2C|β|+s

× (|β| + s + 1)!
(β + ι)2(s + 2)2

∑

|γ|≥1

(
cCoM

C

)|γ|
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where M and Mo are the constants appearing in (6.5). It remains to choose
C so large that

2(Co + 1)MoN�2 ∑

|γ|≥1

(
cCoM

C

)|γ|
≤ Co. (9.1)

Remark 9.1 The choice of C gives a lower estimate of the radius of conver-
gence of the series (6.1) and (6.4).

9.1 Proof of Lemma 6.1

Given the inequality (6.3), the proof of the Cauchy–Kowalewski theorem is a
consequence of the following algebraic lemma

Lemma 9.1 Let α be a N -dimensional multi-index. Then |α|! ≤ N |α|α!.

Proof Let xi for i = 1, . . . , N be given real numbers, and let k be a positive
integer. If α denotes an N -dimensional multi-index of size k, by the Leibniz
version of Newton’s formula (9.2 of the Complements)

(
N∑

i=1

xi

)k
=

∑

|α|=k

k!
α!

N∏

i=1

xαi

i . (9.2)

From this, taking xi = 1 for all i = 1, . . . , N

N |α| =
∑

|α|=k

|α|!
α!

.

Problems and Complements

1c Quasi-Linear Second-Order Equations in Two
Variables

1.1. Assume that the functions A, B, C, D in (1.1) are of class C∞. Assume
also that Γ is of class C∞. Prove that all the derivatives

k, h, � ∈ N,
∂k u

∂xh∂y�
, h + � = k

can be computed on Γ provided (1.4) holds.
1.2. Assume that in (1.1), A, B, C are constants and D = 0. Introduce an

affine transformation of the coordinate variables that transforms (1.1) into
either the Laplace equation, the heat equation, or the wave equation.

1.3. Prove the last statement of §2.1. Discuss the case of constant coefficients.
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5c Analytic Data and the Cauchy–Kowalewski Theorem

5.1. Denote points in R
N+1 by (x, t) where x ∈ R

N and t ∈ R. Let ϕ and ψ
be analytic in R

N . Find an analytic solution, about t = 0 of

Δu = 0, u(x, 0) = ϕ(x), ut(x, 0) = ψ(x).

5.2. Let f1 and f2 be analytic and periodic of period 2π in R. Solve the
problem

Δu = 0 in 1 − ε < |x| < 1 + ε

u
∣
∣
|x|=1

= f1(θ),
∂u

∂|x|
∣
∣
|x|=1

= f2(θ)

for some ε ∈ (0, 1). Compare with the Poisson integral (3.11) of Chapter 2.

6c Proof of the Cauchy–Kowalewski Theorem

6.1. Prove that (6.2) ensures the convergence of the series (6.1) and give an
estimate of the radius of convergence.

6.2. Let β be a N -dimensional multi-index of size |β|. Prove that the number
of derivatives Dβ of order |β| does not exceed |β|N .

6.3. Let u : R
N → R

� be analytic at some point xo ∈ R
N . Prove that there

exist constants Co and C such that for all N -dimensional multi-indices β

|Dβu(xo)| ≤ CoC
|β|−1 |β|!

(β + ι)2
.

6.4. Prove (6.4)–(6.4).

8c The Generalized Leibniz Rule

8.1. Let u, v ∈ C∞(R) be real-valued. The Leibniz rule states that for every
n ∈ N

Dn(uv) =
n∑

i=0

(
n
i

)
Dn−iuDiv.

In particular if u, v ∈ C∞(RN ), then

Dn
xr

(uv) =
n∑

i=0

(
n
i

)
Dn−i
xr

uDi
xr

v.

Prove, by induction, the generalized Leibniz rule

Dβ(uv) =
∑

σ≤β

(
β
σ

)
Dβ−σuDσv.



9c Proof of the Cauchy–Kowalewski Theorem (Concluded) 35

9c Proof of the Cauchy–Kowalewski Theorem
(Concluded)

9.1. Prove that C can be chosen such that (9.1) holds.
9.2. Prove (9.2) by induction, starting from the binomial formula

(x1 + x2)k =
k∑

j=0

(
k

k − j

)
xj1xk−j2 .
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The Laplace Equation

1 Preliminaries

Let E be a domain in R
N for some N ≥ 2, with boundary ∂E of class

C1. Points in E are denoted by x = (x1, . . . , xN ). A function u ∈ C2(E)
is harmonic in E if

Δu = div∇u =
N∑

i=1

∂2

∂x2
i

u = 0 in E. (1.1)

The formal operator Δ is called the Laplacian.1 The interest in this equation
stems from its connection to physical phenomena such as

1. Steady state heat conduction in a homogeneous body with constant heat
capacity and constant conductivity.

2. Steady state potential flow of an incompressible fluid in a porous medium
with constant permeability.

3. Gravitational potential in R
N generated by a uniform distribution of

masses.

The interest is also of pure mathematical nature in view of the rich structure
exhibited by (1.1). The formal operator in (1.1) is invariant under rotations or
translations of the coordinate axes. Precisely, if A is a (unitary, orthonormal)
rotation matrix and y = A(x − ξ) for some fixed ξ ∈ R

N , then formally

Δx =
N∑

i=1

∂2

∂x2
i

=
N∑

i=1

∂2

∂y2
i

= Δy.

This property is also called spherical symmetry of the Laplacian in R
N .

1Pierre Simon, Marquis de Laplace, 1749–1827. Author of Traité de Mécanique
Céleste (1799–1825). Also known for the frequent use of the phrase il est aisé de voir
which has unfortunately become all too popular in modern mathematical writings.
The same equation had been introduced, in the context of potential fluids, by Joseph
Louis, Compte de Lagrange, 1736–1813, author of Traité de Mécanique Analytique
(1788).

E. DiBenedetto, Partial Differential Equations  Second Edition,

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010
Cornerstones, DOI 10.1007/978-0-8176-4552-6_3,
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1.1 The Dirichlet and Neumann Problems

Given ϕ ∈ C(∂E), the Dirichlet problem for the operator Δ in E consists in
finding a function u ∈ C2(E) ∩ C(Ē) satisfying

Δu = 0 in E, and u
∣
∣
∂E

= ϕ. (1.2)

Given ψ ∈ C(∂E), the Neumann problem consists in finding a function u ∈
C2(E) ∩ C1(Ē) satisfying

Δu = 0 in E, and
∂

∂n
u = ∇u · n = ψ on ∂E (1.3)

where n denotes the outward unit normal to ∂E. The Neumann datum ψ is
also called variational.

We will prove that if E is bounded, the Dirichlet problem is always
uniquely solvable. The Neumann problem, on the other hand, is not always
solvable. Indeed, integrating the first of (1.3) in E, we arrive at the necessary
condition ∫

∂E

ψ dσ = 0 (1.4)

where dσ denotes the surface measure on ∂E. Thus ψ cannot be assigned
arbitrarily.

Lemma 1.1 Let E be a bounded open set with boundary ∂E of class C1 and
assume that (1.2) and (1.3) can both be solved within the class C2(Ē). Then
the solution of (1.2) is uniquely determined by ϕ, and the solution of (1.3) is
uniquely determined by ψ up to a constant.

Proof We prove only the statement regarding the Dirichlet problem. If ui for
i = 1, 2, are two solutions of (1.2), the difference w = u1 − u2 is a solution of
the Dirichlet problem with homogeneous data

Δw = 0 in E, w
∣∣
∂E

= 0.

Multiplying the first of these by w and integrating over E gives
∫

E

|∇w|2dx = 0.

Remark 1.1 Arguments of this kind are referred to as energy methods. The
assumption w ∈ C2(Ē) is used to justify the various calculations in the
integration by parts. The lemma continues to hold for solutions in the class
C2(E) ∩ C1(Ē). Indeed, one might first carry the integration over an open,
proper subset E′ ⊂ E, with boundary ∂E′ of class C1, and then let E′ expand
to E. We will show later that uniqueness for the Dirichlet problem holds within
the class C2(E) ∩ C(Ē), required by the formulation (1.2).

Remark 1.2 A consequence of the lemma is that the problem

Δu = 0 in E and u
∣
∣
∂E

= ϕ, ∇ · n = ψ

in general is not solvable.
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1.2 The Cauchy Problem

Let Γ be an (N − 1)-dimensional surface of class C1 contained in E and
prescribe N+1 functions ψi ∈ C2(Γ ), for i = 0, 1, . . . , N . The Cauchy problem
consists in finding u ∈ C2(E) satisfying

Δu = 0 in E and u = ψo, uxi = ψi, i = 1, . . . , N on Γ. (1.5)

The Cauchy problem is not always solvable. First the data ψi, must be com-
patible, i.e., derivatives of u along Γ computed using ψo and computed using
ψi must coincide. Even so, in general, the solution, if any, can only be found
near Γ . The Cauchy–Kowalewski theorem gives some sufficient conditions to
ensure local solvabilty of (1.5).

1.3 Well-Posedness and a Counterexample of Hadamard

A boundary value problem for the Laplacian, say the Dirichlet, Neumann or
Cauchy problem, is well-posed in the sense of Hadamard if one can identify
a class of boundary data, say C, such that each datum in C yields a unique
solution, and small variations of the data within C yield small variations on
the corresponding solutions. The meaning of small variation is made precise
in terms of the topology suggested by the problem. This is referred to as the
problem of stability. A problem that does not meet any one of these criteria
is called ill-posed.

Consider the problem of finding a harmonic function in E taking either
Dirichlet data or Neumann data on a portion Σ1 of ∂E and both Dirichlet
and variational data on the remaining part Σ2 = ∂E −Σ1. Such a problem is
ill-posed. Even if a solution exists, in general it is not stable in any reasonable
topology, as shown by the following example due to Hadamard ([62]).

The boundary value problem

uxx + uyy = 0 in (−π
2 < x < π

2 ) × (y > 0)

u(±π
2 , y) = 0 for y > 0

u(x, 0) = 0 for − π
2 < x < π

2

uy(x, 0) = e−
√
n cos nx for − π

2 < x < π
2

admits the family of solutions

un(x, y) =
1
n

e−
√
n cos nx sinh ny, where n is an odd integer.

One verifies that

‖un,y(·, 0)‖∞,(−π
2 ,

π
2 ) → 0 as n → ∞

and that for all y > 0

‖un(·, y)‖∞,(−π
2 ,

π
2 ), ‖un(·, y)‖2,(−π

2 ,
π
2 ) → ∞ as n → ∞.
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1.4 Radial Solutions

The invariance of Δ under orthonormal linear transformations suggests that
we look for solutions of (1.1) in R

N depending only on ρ = |x − y|, for any
fixed y ∈ R

N . Any such solution ρ → V (ρ; y) must satisfy

V ′′ +
N − 1

ρ
V ′ = 0, y ∈ R

N fixed

where the derivatives are meant with respect to ρ. By integration this gives,
up to additive and multiplicative constants

R
N − {y} 	 x →

⎧
⎪⎨

⎪⎩

1
|x − y|N−2

if N ≥ 3

ln |x − y| if N = 2.

(1.6)

These are the potentials of the Laplacian in R
N with a pole at y. Consider a

finite distribution {(ei, yi)} for i = 1, . . . , n, of electrical charges ei, concen-
trated at the points yi. The function

R
N − {y1, . . . , yn} 	 x →

n∑

i=1

ei
|x − yi|N−2

, x �= yi, i = 1, 2, . . . , n

is harmonic, and it represents the potential generated by the charges (ei, yi)
outside them.

Let E be a bounded, Lebesgue measurable set in R
N , and let μ ∈ C(Ē).

The function

R
N − Ē 	 x →

∫

E

μ(y)
|x − y|N−2

dy, N ≥ 3

is harmonic in R
N − Ē, and it represents the Newtonian potential generated

outside Ē, by the distribution of masses (or charges) μ(y)dy in E. Let Σ be an
(N − 1)-dimensional bounded surface of class C1 in R

N , for some N ≥ 3, and
let n(y) denote the unit normal at y ∈ Σ. The orientation of n(y) is arbitrary
but fixed, so that y → n(y) is continuous on Σ. Given ϕ, ψ ∈ C(Σ) the two
functions

R
N − Σ̄ 	 x →

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∫

Σ

ϕ(y)
|x − y|N−2

dσ

∫

Σ

ψ(y)
|x − y|N (x − y) · n(y)dσ

are harmonic in R
N − Σ̄. The first is called single-layer potential, and it gives

the potential generated, outside Σ̄, by a distribution of charges (or masses) on
Σ, of density ϕ(·). The second is called double-layer potential and it represents
the electrical potential generated, outside Σ, by a distribution of dipoles on
Σ, with density ψ(·).

Analogous harmonic functions can be constructed for N = 2, by using the
second of (1.6). These would be called logarithmic potentials.
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2 The Green and Stokes Identities

Let E be a bounded open set in R
N with boundary ∂E of class C1, and let

u, v ∈ C2(Ē). By the divergence theorem we obtain the Green’s identities
∫

E

vΔu dx = −
∫

E

∇v · ∇u dx +
∫

∂E

v
∂u

∂n
dσ (2.1)

∫

E

(vΔu − uΔv) dx =
∫

∂E

(
v

∂u

∂n
− u

∂v

∂n

)
dσ. (2.2)

Remark 2.1 By approximation, (2.1)–(2.2) continue to hold for functions
u, v ∈ C2(E) ∩ C1(Ē) such that Δu and Δv are essentially bounded in E.

Remark 2.2 If u is harmonic in E, then
∫

∂E

∂u

∂n
dσ = 0 and

∫

E

|∇u|2dx =
∫

∂E

u
∂u

∂n
dσ.

2.1 The Stokes Identities

Let u ∈ C2(Ē) and let ωN denote the area of the unit sphere in R
N for N ≥ 3.

Then for all x ∈ E

u(x) =
1

ωN (N − 2)

∫

∂E

(
|x − y|2−N ∂u

∂n
− u(y)

∂|x − y|2−N
∂n

)
dσ

− 1
ωN(N − 2)

∫

E

|x − y|2−NΔu dy.

(2.3)

If N = 2

u(x) =
1
2π

∫

∂E

(
u

∂ ln |x − y|
∂n

− ln |x − y|∂u

∂n

)
dσ

+
1
2π

∫

E

ln |x − y|Δu dy.

(2.4)

Remark 2.3 These are implicit representation formulas of smooth functions
in Ē.

Proof We prove only (2.3). Fix x ∈ E and let Bε(x) be the ball of radius ε
centered at x. Assume that ε is so small that Bε(x) ⊂ E, and apply (2.2) in
E − Bε(x) for y → v(y) equal to the potential with pole at x introduced in
(1.6). Since V (·; x) is harmonic in E − Bε(x), (2.2) yields

N − 2
εN−1

∫

|x−y|=ε
u(y) dσ =

∫

∂E

(
|x − y|2−N ∂u

∂n
− u

∂|x − y|2−N
∂n

)
dσ

+ ε2−n
∫

|x−y|=ε
∇u · x − y

|x − y| dσ −
∫

E−Bε(x)

|x − y|2−NΔu dy.

(2.5)
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As ε → 0
∫

E−Bε(x)

|x − y|2−NΔu dy −→
∫

E

|x − y|2−NΔu dx

and
ε2−N

∫

|x−y|=ε
∇u · x − y

|x − y|dσ −→ 0.

As for the left-hand side of (2.5)

1
εN−1

∫

|x−y|=ε
u(y)dσ = ωNu(x) +

1
εN−1

∫

|x−y|=ε
[u(y) − u(x)]dσ.

The last integral tends to zero as ε → 0, since

1
εN−1

∫

|x−y|=ε
|u(y) − u(x)|dσ ≤ ‖∇u‖∞,E

εN−1

∫

|x−y|=ε
|x − y|dσ

≤ εωN‖∇u‖∞,E.

These remarks in (2.5) prove (2.3) after we let ε → 0.

Motivated by the Stokes identities, set

F (x; y) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
ωN (N − 2)

1
|x − y|N−2

if N ≥ 3

−1
2π

ln |x − y| if N = 2.

(2.6)

The function F (·; y) is called the fundamental solution of the Laplacian with
pole at y.

Corollary 2.1 Let E be a bounded open set in R
N with boundary ∂E of class

C1 and let u ∈ C2(Ē) be harmonic in E. Then for all x ∈ E

u(x) =
∫

∂E

(
F (x; ·) ∂u

∂n
− u

∂F (x; ·)
∂n

)
dσ. (2.7)

A consequence of this corollary, and the structure of the fundamental solution
F (·, y) is the following

Proposition 2.1 Let E be an open set in R
N and let u ∈ C2(E) be harmonic

in E. Then u ∈ C∞(E), and for every multi-index α, the function Dαu is
harmonic in E.

Proof If E is bounded, ∂E is of class C1, and u ∈ C2(Ē), the statement
follows from the representation (2.7). Otherwise, apply (2.7) to any bounded
open subset E′ ⊂ E with boundary of class C1.

Corollary 2.2 u ∈ C2
o (E) =⇒ u(x) = − ∫

E F (x; y)Δu dy for all x ∈ E.
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3 Green’s Function and the Dirichlet Problem for a Ball

Given a bounded open set E ⊂ R
N with boundary ∂E of class C1, consider

the problem of finding, for each fixed x ∈ E, a function y → Φ(x; y) ∈ C2(Ē)
satisfying

ΔyΦ(x; ·) = 0 in E, and Φ(x; ·)∣∣
∂E

= F (x; ·) (3.1)

where F (x; y) is the fundamental solution of the Laplacian introduced in
(2.6). Assume for the moment that (3.1) has a solution. Assume also that the
Dirichlet problem (1.2) has a solution u ∈ C2(Ē). Then the second Green’s
identity (2.2) written for y → u(y) and y → Φ(x; y) gives

0 =
∫

∂E

(
Φ(x; ·) ∂u

∂n
− u

∂Φ(x; ·)
∂n

)
dσ for all fixed x ∈ E.

Subtract this from the implicit representation (2.7), to obtain

u(x) = −
∫

∂E

ϕ
∂G(x; ·)

∂n
dσ (3.2)

where
(x, y) → G(x; y) = F (x; y) − Φ(x; y). (3.3)

The function G(·; ·) is the Green function for the Laplacian in E. Its relevance
is in that every solution u ∈ C2(Ē) of the Dirichlet problem (1.2) admits
the explicit representation (3.2), through the Dirichlet data ϕ and G(·; ·). Its
relevance is also in that it permits a pointwise representation of a smooth
function u defined in E and vanishing near ∂E.

Corollary 3.1 u ∈ C2
o (E) =⇒ u(x) = − ∫

E
G(x; y)Δu dy for all x ∈ E.

Lemma 3.1 The Green function is symmetric, i.e., G(x; y) = G(y; x).

Proof Fix x1, x2 ∈ E and let ε > 0 be small enough that

Bε(xi) ⊂ E for i = 1, 2, and Bε(x1) ∩ Bε(x2) = ∅.

Apply Green’s identity (2.2) to the pair of functions G(xi; ·) for i = 1, 2 in the
domain E − [Bε(x1) ∪ Bε(x2)]. Since G(xi; ·) are harmonic in such a domain,
and vanish on ∂E

−
∫

∂Bε(x1)

[
G(x1; y)

∂

∂n(y)
G(x2; y) − G(x2; y)

∂

∂n(y)
G(x1; y)

]
dσ

=
∫

∂Bε(x2)

[
G(x1; y)

∂

∂n(y)
G(x2; y) − G(x2; y)

∂

∂n(y)
G(x1; y)

]
dσ.
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Let ε → 0 and observe that

lim
ε→0

∫

∂Bε(x1)

∂

∂n(y)
G(x2; y)dσ = 0

lim
ε→0

∫

∂Bε(x2)

∂

∂n(y)
G(x1; y)dσ = 0.

Therefore

lim
ε→0

∫

∂Bε(x1)

G(x2; y)
∂G(x1; y)

∂n(y)
dσ = lim

ε→0

∫

∂Bε(x2)

G(x1; y)
∂G(x2; y)

∂n(y)
dσ.

From the definition of G(·; ·)
∂G(xi; y)

∂n(y)
=

∂F (xi; y)
∂n(y)

− ∂Φ(xi; y)
∂n(y)

,

and observe that

lim
ε→0

∫

∂Bε(x1)

G(x1; y)
∂

∂n(y)
Φ(x2; y)dσ = 0

lim
ε→0

∫

∂Bε(x2)

G(x2; y)
∂

∂n(y)
Φ(x1; y)dσ = 0

since y → Φ(xi; y) are regular. This implies that

lim
ε→0

∫

∂Bε(x1)

G(x2; y)
∂F (x1; y)

∂n(y)
dσ = lim

ε→0

∫

∂Bε(x2)

G(x1; y)
∂F (x2; y)

∂n(y)
dσ.

Computing the limits as in the the proof of the Stokes identity gives

lim
ε→0

∫

∂Bε(xj)

G(xi; y)
∂F (xj ; y)

∂n(y)
dσ = G(xi; xj) for xi �= xj .

Thus G(x1; x2) = G(x2; x1).

Corollary 3.2 The functions G(·; y) and ∂G(·; y)/∂n(y), for fixed y ∈ ∂E,
are harmonic in E.

To solve the Dirichlet problem (1.2) we may find G(·; ·), and write down (3.2).
This would be a candidate for a solution. By Corollary 3.2 it is harmonic.
It would remain to show that

lim
x→x∗

u(x) = ϕ(x∗) for all x∗ ∈ ∂E. (3.4)

We will show that this is indeed the case if (3.1) has a solution, i.e., if the
Green’s function for Δ in E can be determined. Thus solving the Dirichlet
problem (1.2) reduces to solving the family of Dirichlet problems (3.1). The
advantage in dealing with the latter is that the boundary datum F (x; ·) is
specific and given by (2.6). Nevertheless, (3.1) can be solved explicitly only
for domains E exhibiting a simple geometry.
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3.1 Green’s Function for a Ball

Let BR be the ball of radius R centered at the origin of R
N . The map2

ξ =
R2

|x|2 x, x �= 0 (3.5)

transforms BR−{0} into R
N−BR, and ∂BR into itself. Referring to Figure 3.1,

the two triangles Δ(y, 0, ξ) and Δ(x, 0, y), are similar whenever y ∈ ∂BR.
Indeed, they have in common the angle θ, and in view of (3.5), the ratios
|x|/|y| and |y|/|ξ| are equal, provided |y| = R. Therefore

Fig. 3.1.

|x − y| = |ξ − y| |x|
R

= |ξ − y| R

|ξ| , x ∈ BR and y ∈ ∂BR. (3.6)

Then for each fixed x ∈ BR − {0}, the solution of (3.1) is given by

Φ(x; y) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
ωN(N − 2)

(
R

|x|
)N−2 1

|ξ − y|N−2
if N ≥ 3

−1
2π

ln |ξ − y| |x|
R

if N = 2.

(3.7)

While constructed for x �= 0, the function Φ(x; ·) is well defined also for x = 0,
modulo taking the limit as |x| → 0. For all x ∈ BR, the function Φ(x; ·) is
harmonic in BR since its pole ξ lies outside BR. Moreover, by virtue of (3.6),
the boundary conditions in (3.1) are satisfied. Thus the Green function for
the ball BR is

G(x; y) =
1

ωN (N − 2)

[
1

|x − y|N−2
−
(

R

|x|
)N−2 1

|ξ − y|N−2

]
(3.8)N≥3

2Called also the Kelvin transform ([151]).
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for N ≥ 3, and

G(x; y) =
1
2π

[
ln |ξ − y| |x|

R
− ln |x − y|

]
for N = 2. (3.8)N=2

The derivative of G(x; ·), normal to the sphere |y| = R, is computed from

∂

∂|y|G(x; y)
∣
∣
y∈∂BR

.

From Figure 3.1, by elementary trigonometry

|x − y|2 = |y|2 + |x|2 − 2|y||x| cos θ

|ξ − y|2 = |y|2 +
R4

|x|2 − 2|y|R
2

|x| cos θ.

Therefore for θ fixed and y ∈ ∂BR

∂|x − y|
∂|y| =

|y| − |x| cos θ

|x − y| ,
∂|ξ − y|

∂|y| =
|y| − R2

|x| cos θ

|ξ − y| .

First let N ≥ 3. Computing from (3.8)N≥3 and (3.8)N=2, and using (3.6),
gives

− ∂

∂|y|G(x; y)
∣
∣
y∈∂BR

=
1

RωN

R2 − |x|2
|x − y|N .

Such a formula also holds for N = 2 with ω2 = 2π. Put this in (3.3) to derive
the following Poisson representation.

Lemma 3.2 Let u ∈ C2(Ē) be a solution of the Dirichlet problem (1.2) in
the ball BR. Then

u(x) =
1

ωNR

∫

∂BR

ϕ(y)
R2 − |x|2
|x − y|N dσ, N ≥ 2. (3.9)

Setting u ≡ 1 in (3.9) gives

1
ωNR

∫

∂BR

R2 − |x|2
|x − y|N dσ = 1 for all x ∈ BR. (3.10)

Even though the representation (3.9) has been derived for solutions of (1.2)
of class C2(B̄R), it actually gives the unique solution of the Dirichlet problem
for the sphere, as shown by the following existence theorem.

Theorem 3.1 The Dirichlet problem (1.2) for E = BR has a unique solution
given by (3.9).
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Proof (existence) By Corollary 3.2, the function u given by (3.9) is harmonic
in BR. To prove (3.4), fix x∗ ∈ ∂BR, choose an arbitrarily small positive
number ε, and let δ ∈ (0, 1) be so small that

|ϕ(y) − ϕ(x∗)| < ε for all y ∈ Σδ =
{

y ∈ ∂BR

∣∣ |y − x∗| < δ
}

. (3.11)

By (3.10)

ϕ(x∗) =
1

RωN

∫

∂BR

ϕ(x∗)
R2 − |x|2
|x − y|N dσ.

Therefore

u(x) − ϕ(x∗) =
1

RωN

∫

∂BR

[ϕ(y) − ϕ(x∗)]
R2 − |x|2
|x − y|N dσ

=
1

RωN

∫

Σδ

[ϕ(y) − ϕ(x∗)]
R2 − |x|2
|x − y|N dσ

+
1

RωN

∫

∂BR−Σδ

[ϕ(y) − ϕ(x∗)]
R2 − |x|2
|x − y|N dσ

= I
(1)
δ (x, x∗) + I

(2)
δ (x, x∗).

For δ fixed, I
(2)
δ (x, x∗) → 0 as x → x∗. Moreover, in view of (3.10) and (3.11),

|I(1)
δ (x, x∗)| < ε. Therefore limx→x∗ |u(x) − ϕ(x∗)| ≤ ε for all ε > 0.

Remark 3.1 By Lemma 1.1 and the Remark 1.1, such a solution is unique
in the class C2(BR) ∩ C1(B̄R). It will be shown in the next section that
uniqueness holds for solutions u ∈ C2(BR) ∩ C(B̄R).

4 Sub-Harmonic Functions and the Mean Value
Property

Let E be a bounded open set in R
N with boundary ∂E of class C1. Let

u ∈ C2(Ē), and assume that the solution Φ(x; ·) of (3.1) exists for all x ∈ E.
Subtracting the second Green’s identity (2.2) for u and Φ(x; ·) from the Stokes
identity (2.3) gives

u(x) = −
∫

∂E

u
∂G(x; y)

∂n
dσ −

∫

E

G(x; y)Δu(y)dy for all x ∈ E.

In particular, if E is a ball BR(xo) of radius R centered at xo, by setting
x = xo, we obtain

u(xo) = −
∫

∂BR(xo)

udσ −
∫

BR(xo)

G(0; y − xo)Δu(y)dy (4.1)
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where for a measurable set D ⊂ R
N of finite measure and f ∈ L1(D)

−
∫

D

f dy =
1
|D|

∫

D

f dy, |D| = meas (D).

Let E ⊂ R
N be open. A function u ∈ C(E) is sub-harmonic in E if

u(xo) ≤ −
∫

∂BR(xo)

u dσ for all BR(xo) ⊂ E. (4.2)

This implies that if u ∈ C(E) is sub-harmonic in E, then (4.1 of the Comple-
ments)

u(xo) ≤ −
∫

BR(xo)

u dy for all BR(xo) ⊂ E. (4.3)

A function u ∈ C(E) is super-harmonic if −u is sub-harmonic in E.
The Green function G(·; ·) for a ball, as defined in (3.8)N≥3 and (3.8)N=2,

is non-negative. A consequence is that if u ∈ C2(E) is such that Δu ≥ (≤)0
in E, then, by (4.1), u is sub(super)-harmonic in E. Conversely if u ∈ C2(E)
is sub(super)-harmonic, then Δu ≥ (≤)0 in E. Indeed, (4.1) implies

∫

BR(xo)

G(0; y − xo)Δu(y)dy ≥ 0 for all BR(xo) ⊂ E.

From this

Δu(xo)
∫

BR(xo)

G(0; y − xo)dy ≥
∫

BR(xo)

G(0; y − xo)[Δu(xo) − Δu(y)]dy

and the assertion follows upon dividing by the coefficient of Δu(xo), and
letting R → 0.

Lemma 4.1 Let E be a bounded, connected, open set in R
N . If u ∈ C(Ē) is

sub-harmonic in E, then either u is constant, or

u(x) < sup
∂E

u for all x ∈ E.

Proof Let xo ∈ Ē be a point where u(xo) = supĒ u, and assume that u is not
identically equal to u(xo). If xo ∈ E, for every ball BR(xo) ⊂ E

u(y) ≤ u(xo) for all y ∈ BR(xo)

which implies

−
∫

∂BR(xo)

[u(y) − u(xo)]dσ ≤ 0.

On the other hand, since u is sub-harmonic, this same integral must be non-
negative. Therefore
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−
∫

∂BR(xo)

[u(y) − u(xo)]dσ = 0 and u(y) ≤ u(xo).

Thus there exists a ball Br(xo) for some r > 0 such that u(y) = u(xo) for
all y ∈ Br(xo). Consider the set Eo = {y ∈ E|u(y) = u(xo)}. The previous
remarks prove that Eo is open. By the continuity of u, it is closed in the relative
topology of E. Therefore, since E is connected, Eo = E and u ≡ u(xo). The
contradiction implies that xo ∈ ∂E.

A function u ∈ C(E) satisfies the mean value property in E if

u(xo) = −
∫

∂BR(xo)

u dσ for all BR(xo) ⊂ E, (4.4)

equivalently if (4.2 of the Complements)

u(xo) = −
∫

BR(xo)

u dy for all BR(xo) ⊂ E. (4.5)

Functions satisfying such a property are both sub- and super-harmonic.
By (4.1), harmonic functions in E satisfy the mean value property.

Lemma 4.2 Let E be a bounded, connected, open set in R
N . If u ∈ C(Ē)

satisfies the mean value property in E, then either it is constant or

sup
E

|u| = sup
∂E

|u|.

Proof (Theorem 3.1, uniqueness) If u, v are two solutions of the Dirichlet
problem (1.2) for E = BR, the difference w = u − v is harmonic in BR and
vanishes on ∂BR. Thus w ≡ 0 by Lemma 4.2.

Lemma 4.3 The following are equivalent:

u ∈ C(E) satisfies the mean value property (i)

u ∈ C2(E) and Δu = 0. (ii)

Proof We have only to prove (i)=⇒(ii). Having fixed BR(xo) ⊂ E, let v ∈
C2(BR(xo)) ∩ C(B̄R(xo) be the unique solution of the Dirichlet problem

Δv = 0 in BR(xo) and v
∣
∣
∂BR(xo)

= u.

Such a solution is given by the Poisson formula (3.9) up to a change of variables
that maps xo into the origin. The difference w = u−v satisfies the mean value
property in BR(xo), and by Lemma 4.2, w ≡ 0.
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4.1 The Maximum Principle

We restate some of these properties in a commonly used form. Let E be a
bounded, connected, open set in R

N with boundary ∂E of class C1, and let
u ∈ C2(E) ∩ C(Ē) be non-constant in E. Then

Δu ≥ 0 in E =⇒ u(x) < sup∂E u ∀x ∈ E
Δu ≤ 0 in E =⇒ u(x) > inf∂E u ∀x ∈ E
Δu = 0 in E =⇒ |u(x)| < sup∂E |u| ∀x ∈ E.

Remark 4.1 The assumption that ∂E is of class C1 can be removed by
applying the maximum principle to a family of expanding connected open
sets with smooth boundary, exhausting E.

Remark 4.2 The assumption of E being bounded cannot be removed, as
shown by the following counterexample. Let E be the sector x2 > |x1| in R

2.
The function u(x) = x2

2 − x2
1 is harmonic in E, vanishes on ∂E, and takes

arbitrarily large values in E.

4.2 Structure of Sub-Harmonic Functions

Set
σ(E) = {v ∈ C(E)

∣∣ v is sub-harmonic in E}
Σ(E) = {v ∈ C(E)

∣
∣ v is super-harmonic in E}.

(4.6)

Proposition 4.1 Let v, vi ∈ σ(E) and ci ∈ R
+ for i = 1, . . . , n. Then

v ∈ σ(E′) for every open subset E′ ⊂ E (i)
n∑

i=1

civi ∈ σ(E) (ii)

max{v1, v2, . . . , vn} ∈ σ(E) (iii)
For every non-decreasing convex function f(·) in R (iv)
v ∈ σ(E) =⇒ f(v) ∈ σ(E).

Proof The statements (i)–(ii) are obvious. To prove (iii), observe that having
fixed BR(xo) ⊂ E, for some 1 ≤ i ≤ n

max{v1(xo), . . . , vn(xo)} = vi(xo) ≤ −
∫

∂BR(xo)

vi dσ

≤ −
∫

∂BR(xo)

max{v1, . . . , vn}dσ.

To prove (iv), write (4.2) for v and apply f(·) to both sides. By Jensen’s
inequality

f
(
v(xo)

) ≤ f

(
−
∫

∂BR(xo)

vdσ

)
≤ −
∫

∂BR(xo)

f(v)dσ.
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Remark 4.3 For simplicity, (iii) and (iv) have been stated separately. In fact
(iv) implies (iii).

An important subclass of σ(E) is that of the sub-harmonic functions in E
that actually are harmonic in some sphere contained in E. Given v ∈ σ(E),
fix Bρ(ξ) ⊂ E and solve the Dirichlet problem

ΔHv = 0 in Bρ(ξ) and Hv

∣
∣
∂Bρ(ξ)

= v.

The unique solution Hv is the harmonic extension of v
∣
∣
∂Bρ(ξ)

into Bρ(ξ). The
function that coincides with v in E − Bρ(ξ) and that equals Hv in Bρ(ξ) is
denoted by vξ,ρ, i.e.,

vξ,ρ(x) =
{

v(x) if x ∈ E − Bρ(ξ)
Hv(x) if x ∈ Bρ(ξ).

(4.7)

Since v ∈ σ(Bρ(ξ)) and Hv is harmonic in Bρ(ξ), we have v −Hv ∈ σ(Bρ(ξ)).
Therefore v ≤ Hv in Bρ(ξ). The definition of vξ,ρ then implies

v ≤ vξ,ρ in E. (4.8)

Proposition 4.2 Let v ∈ σ(E). Then vξ,ρ ∈ σ(E).

Proof One needs to verify that vξ,ρ satisfies (4.2) for all BR(xo) ⊂ E. This is
obvious for xo ∈ E − Bρ(ξ) in view of (4.8). Fix xo ∈ Bρ(ξ) and assume, by
contradiction, that there is a ball BR(xo) ⊂ E such that

vξ,ρ(xo) > −
∫

∂BR(xo)

vξ,ρ dσ.

Construct the function

w = (vξ,ρ)xo,R =
{

vξ,ρ in E − BR(xo)
Hvξ,ρ

in BR(xo).

Since vξ,ρ ≥ v, by the maximum principle w ≥ vxo,R. Since w satisfies the
mean value property in BR(xo), the contradiction assumption implies that

vξ,ρ(xo) − w(xo) > 0. (4.9)

The difference vξ,ρ−w is harmonic in BR(xo)∩Bρ(ξ). The boundary of such
a set is the union of ∂1 and ∂2, where

∂1 = ∂BR(xo) ∩ B̄ρ(ξ) and ∂2 = ∂Bρ(ξ) ∩ B̄R(xo).

Because of (4.9), the function x → (vξ,ρ−w)(x), restricted to BR(xo)∩Bρ(ξ),
must take its positive maximum at some point x∗ ∈ ∂1 ∪ ∂2. Since it vanishes
on ∂1, there exists some x∗ ∈ ∂2 such that vξ,ρ(x∗) > w(x∗). By construction,
vξ,ρ = v on ∂2. Therefore v(x∗) > w(x∗). Since w ≥ vxo,R, we conclude that
v(x∗) > vxo,R(x∗). This contradicts (4.8) and proves the proposition.

Remark 4.4 Analogous facts hold for super-harmonic functions.
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5 Estimating Harmonic Functions and Their Derivatives

We will prove that if u is harmonic and is non-negative in E, then in any
compact subset K ⊂ E, its maximum and minimum value are compara-
ble. We also establish sharp estimates for the derivatives of u in the interior
of E.

5.1 The Harnack Inequality and the Liouville Theorem

Theorem 5.1 (Harnack ([68])) Let u be a non-negative harmonic function
in E. Then for all x ∈ Bρ(xo) ⊂ BR(xo) ⊂ E

(
R

R + ρ

)N−2
R − ρ

R + ρ
u(xo) ≤ u(x) ≤

(
R

R − ρ

)N−2
R + ρ

R − ρ
u(xo). (5.1)

Proof Modulo a translation, we may assume that xo = 0. By the Poisson
formula (3.9) and the mean value property (4.7), for all x ∈ BR

u(x) =
R2 − |x|2

RωN

∫

∂BR

u(y)
|x − y|N dσ ≤ R2 − |x|2

RωN

∫

∂BR

u(y)
(|y| − |x|)N dσ

=
R2 − |x|2
(R − |x|)N RN−2−

∫

∂BR

u dσ =
(

R

R − |x|
)N−2

R + |x|
R − |x| u(0).

This proves the estimate above in (5.1). For the estimate below, observe that

u(x) =
R2 − |x|2

RωN

∫

∂BR

u(y)
|x − y|N dσ ≥ R2 − |x|2

RωN

∫

∂BR

u(y)
(|y| + |x|)N dσ

and conclude as above.

Corollary 5.1 (Harnack Inequality ([68])) For every compact, connected
subset K ⊂ E, there exists a constant C depending only on N and dist(K; ∂E),
such that

C min
K

u ≥ max
K

u. (5.2)

Proof Let x1, x2 ∈ K be such that minK u = u(x1) and maxK u = u(x2). Fix
a path Γ in K connecting x1 and x2, and cover Γ with finitely many spheres
for each of which (5.1) holds.

Corollary 5.2 (Liouville Theorem) A non-negative harmonic function in
R
N is constant.

Proof In (5.1) fix xo ∈ R
N and ρ > 0. Letting R → ∞ gives u(x) = u(xo) for

all x ∈ Bρ(xo). Since xo and ρ > 0 are arbitrary, u = const in R
N .

Corollary 5.3 Let u be harmonic in R
N and such that u ≥ k for some

constant k. Then u is constant.
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Proof The function u − k is harmonic and non-negative in R
N .

Remark 5.1 The proof of Theorem 5.1 shows that in (5.1), for x ∈ BR(xo)
fixed, the number ρ can be taken to be |x|. This permits us to estimate from
below the normal derivative of any harmonic function u in BR(xo) at points
x∗ ∈ ∂BR(xo) where u attains its minimum.

Proposition 5.1 Let u ∈ C2(BR(xo)) ∩ C(B̄R(xo)) be harmonic in BR(xo),
let x∗ ∈ ∂BR(xo) be a minimum point of u in B̄R(xo), and set

u(x∗) = min
B̄R(xo)

u and n =
x∗ − xo
|x∗ − xo| .

Then
− ∂u

∂n
(x∗) ≥ 21−N u(xo) − u(x∗)

R
. (5.3)

Proof The function u−u(x∗) is harmonic and non-negative in BR(xo). Apply
(5.1) to such a function, with ρ = |x|, to get

u(x) − u(x∗)
R − |x| ≥ 21−N u(xo) − u(x∗)

R
.

Letting now x → x∗ along n proves (5.3).

5.2 Analyticity of Harmonic Functions

If u is harmonic in E, by Proposition 2.1, Dαu is also harmonic in E, for every
multi-index α. Therefore Dαu satisfies the mean value property (4.5) for all
multi-indices α. In particular, for all i = 1, . . . , N and all BR(xo) ⊂ E

∂u

∂xi
(xo) = −

∫

BR(xo)

uxi(y)dy =
N

ωNRN

∫

∂BR(xo)

u
(y − xo)i
|y − xo| dσ.

From this
∣
∣ ∂u

∂xi
(xo)

∣
∣ ≤ N

R
sup

BR(xo)

|u|. (5.4)

This estimate is a particular case of the following

Theorem 5.2 Let u be harmonic in E. Then for all BR(xo) ⊂ E, and for all
multi-indices α

|Dαu(xo)| ≤
(

Ne

R

)|α| |α|!
e

sup
BR(xo)

|u|. (5.5)

Proof By (5.4) the estimate holds for multi-indices of size 1. It will be shown
by induction that if (5.5) holds for multi-indices of size |α|, it continues to
hold for multi-indices β of size |β| = |α| + 1. For any such β
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Dβu =
∂

∂xi
Dαu for some 1 ≤ i ≤ N.

Fix τ ∈ (0, 1) and apply (4.5) to Dβu in the ball BτR(xo). This gives

Dβu(xo) = −
∫

BτR(xo)

∂

∂xi
Dαu dy

=
N

ωNτNRN

∫

∂BτR(xo)

Dαu(y)
(y − xo)i
|y − xo| dσ.

By (5.5) applied over balls centered at y ∈ ∂BτR(xo) and radius (1 − τ)R

|Dαu(y)| ≤
(

Ne

(1 − τ)R

)|α| |α|!
e

sup
BR(xo)

|u| for all y ∈ ∂BτR(xo).

Therefore

|Dβu(xo)| ≤
(

Ne

R

)|α|+1 1
(1 − τ)|α|τ

|α|!
e2

sup
BR(xo)

|u|.

To prove the theorem, choose

τ =
1

|α| + 1
=

1
|β| so that (1 − τ)−|α| ≤

(
1 − 1

|β|
)−|β|

≤ e.

Corollary 5.4 Let u be harmonic in E. Then u is locally analytic in E.

Proof Let k be a positive number to be chosen, and having fixed xo ∈ E, let
R be so small that B(k+1)R(xo) ⊂ E. The Taylor expansion of u in BR(xo)
about xo is

u(x) =
∑

|α|≤n

Dαu(xo)
α!

(x − xo)α +
∑

|β|=n+1

Dβu(ξ)
β!

(x − xo)β

for some ξ ∈ BR(xo). Estimate the terms of the remainder by applying (5.5)
to the ball centered at ξ and radius kR. This gives

|Dβu(ξ)|
β!

|(x − xo)β | ≤
(

Ne

kR

)|β| |β|!
β!

R|β|

e
sup

B(k+1)R(xo)

|u|

≤
(

NeN+1

k

)|β|
sup

B(k+1)R(xo)

|u|

where we have also used the inequality |β|! ≤ eN |β|β!. Set

NeN+1

k
= θ and sup

B(k+1)R(xo)

|u| = M.
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Choose k so that θ < 1, and majorize the remainder of the Taylor series by
∣
∣
∣
∣

∑

|β|=n+1

Dβu(ξ)
β!

(x − xo)β
∣
∣
∣
∣ ≤ M

∑

|β|=n+1

θ|β| ≤ M |β|Nθ|β|.

Since this tends to zero as |β| → ∞, the Taylor series of u about xo converges
to u uniformly in BR(xo).

6 The Dirichlet Problem

We will establish that the boundary value problem (1.2) has a unique solution
for any given ϕ ∈ C(∂E). In the statement of the Dirichlet problem (1.2), the
boundary ∂E was assumed to be of class C1. In particular ∂E satisfies the
exterior sphere condition, i.e.,

for all x∗ ∈ ∂E there exists an exterior ball
BR(xo) ⊂ R

N−Ē such that ∂BR(xo) ∩ ∂E = x∗.
(6.1)

The ball BR(xo) is exterior to E, and its boundary ∂BR(xo) touches ∂E
only at x∗. Such a property is shared by domains whose boundary could be
irregular. For example, it is satisfied if ∂E exhibits corners or even spikes
pointing outside E.

Theorem 6.1 Let E be a bounded domain in R
N whose boundary ∂E satisfies

the exterior sphere condition (6.1). Then for every ϕ ∈ C(∂E) there exists a
unique solution to the Dirichlet problem

u ∈ C2(E) ∩ C(Ē), Δu = 0 in E, and u
∣
∣
∂E

= ϕ. (6.2)

Proof (Perron ([117])) Recall the definition (4.6) of the classes σ(E) and
Σ(E) and for a fixed ϕ ∈ C(∂E), consider the two classes

σ(ϕ; E) =
{

v ∈ σ(E) ∩ C(Ē) and v
∣∣
∂E

≤ ϕ
}

Σ(ϕ; E) =
{

v ∈ Σ(E) ∩ C(Ē) and v
∣
∣
∂E

≥ ϕ
}

.

Any constant k ≤ min∂E ϕ is in σ(ϕ; E), and any constant h ≥ max∂E ϕ is
in Σ(ϕ; E). Therefore σ(ϕ; E) and Σ(ϕ; E) are not empty. If a solution u to
(6.2) exists, it must satisfy

v ≤ u ≤ w for all v ∈ σ(ϕ; E) and for all w ∈ Σ(ϕ; E).

This suggests to look for u as the unique element of separation of the two
classes σ(ϕ; E) and Σ(ϕ; E), i.e.,

sup
v∈σ(ϕ;E)

v(x) def= u(x) def= inf
w∈Σ(ϕ;E)

w(x), ∀x ∈ Ē. (6.3)
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To prove the theorem we have to prove the following two facts.

Lemma 6.1 The function u defined by (6.3) is harmonic in E.

Lemma 6.2 u ∈ C(Ē) and u|∂E = ϕ.

Proof (Lemma 6.1) Fix xo ∈ E and select a sequence {vn} ⊂ σ(ϕ; E) such
that vn(xo) → u(xo). The functions

Vn = max{v1, v2, . . . , vn} (6.4)

belong to σ(ϕ; E), and the sequence {Vn} satisfies

Vn ≤ Vn+1 and lim
n→∞ Vn(xo) = u(xo).

Let Bρ(ξ) ⊂ E be a ball containing xo, and construct the functions Vn;ξ,ρ as
described in (4.7). By Proposition 4.2, Vn;ξ,ρ ∈ σ(ϕ; E), and by the previous
remarks

Vn;ξ,ρ ≤ Vn+1;ξ,ρ and Vn;ξ,ρ(xo) → u(xo).

Thus {Vn;ξ,ρ} converges monotonically to some function z(·), which we claim
is harmonic in Bρ(ξ). Indeed, Vn;ξ,ρ−V1;ξ,ρ are all harmonic and non-negative
in Bρ(ξ), and the sequence {Vn;ξ,ρ(xo)−V1;ξ,ρ(xo)} is equi-bounded. Therefore
by the Harnack inequality (5.1), {Vn;ξ,ρ−V1;ξ,ρ} is equi-bounded on compact
subsets of Bρ(ξ). By Theorem 5.2, also all the derivatives Dα(Vn;ξ,ρ − V1;ξ,ρ)
are equi-bounded on compact subsets of Bρ(ξ). Therefore, by possibly passing
to a subsequence, {Dα(Vn;ξ,ρ−V1;ξ,ρ)} converge uniformly on compact subsets
of Bρ(ξ), for all multi-indices α. Thus z(·) is infinitely differentiable in Bρ(ξ)
and {DαVn;ξ,ρ} → Dαz uniformly on compact subsets of Bρ(ξ), for all multi-
indices α. Since all Vn;ξ,ρ are harmonic in Bρ(ξ), also z is harmonic in Bρ(ξ).

By construction, z(xo) = u(xo). To prove that z(x) = u(x) for all x ∈
Bρ(ξ), fix x̃ ∈ Bρ(ξ) and construct sequences {ṽn} and {Ṽn} as follows:

ṽn ∈ σ(ϕ; E) and ṽn(x̃) → u(x̃)

Ṽn(x) = max{Vn(x); ṽ1(x), ṽ2(x), . . . , ṽn(x)} ∀x ∈ E

where Vn are defined in (6.4). Starting from Ṽn, construct the corresponding
functions Ṽn;ξ,ρ as indicated in (4.7). Arguing as before, these satisfy

Ṽn ≤ Ṽn;ξ,ρ, Ṽn;ξ,ρ ≤ Ṽn+1;ξ,ρ, Ṽn;ξ,ρ(x̃) → u(x̃).

Moreover, {Ṽn;ξ,ρ} converges monotonically in Bρ(ξ) to a harmonic function
z̃(·) satisfying

z̃(x) ≥ z(x) for all x ∈ Bρ(ξ) and z̃(x̃) = u(x̃).
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By the construction (6.3) of u

u(xo) = z(xo) ≤ z̃(xo) = u(xo).

Thus the function z̃−z is non-negative and harmonic in Bρ(ξ), and it vanishes
in an interior point xo of Bρ(ξ). This is impossible unless z̃(x) = z(x) for all
x ∈ Bρ(ξ). In particular

z̃(x̃) = z(x̃) = u(x̃).

Since x̃ ∈ Bρ(ξ) is arbitrary, we conclude that u is harmonic in a neighborhood
of xo and hence in the whole of E, since xo is an arbitrary point of E.

Proof (Lemma 6.2) Fix x∗ ∈ ∂E and let BR(xo) be the ball exterior to E and
touching ∂E only at x∗ claimed by (6.1). The function

H(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
RN−2

− 1
|x − xo|N−2

if N ≥ 3

ln
|x − xo|

R
if N = 2

(6.5)

is harmonic in a neighborhood of E and positive on ∂E except at x∗, where it
vanishes. Fix an arbitrarily small positive number ε and determine δ = δ(ε) ∈
(0, 1) so that

|ϕ(x) − ϕ(x∗)| ≤ ε ∀[|x − x∗| ≤ δ] ∩ ∂E.

We claim that for all ε > 0 there exists a constant Cε, depending only on
‖ϕ‖∞,∂E, R, N , and δ(ε), such that

|ϕ(x) − ϕ(x∗)| < ε + CεH(x) ∀x ∈ ∂E. (6.6)

This is obvious if |x − x∗| ≤ δ. If x ∈ ∂E and |x − x∗| > δ

|ϕ(x) − ϕ(x∗)| ≤ 2‖ϕ‖∞,∂E
H(x)
Hδ

, where Hδ = min
[|x−x∗|≥δ]∩∂E

H(x).

To prove (6.6), we have only to observe that Hδ > 0. It follows from (6.6)
that for all x ∈ ∂E

ϕ(x∗) − ε − CεH(x) ≤ ϕ(x) ≤ ϕ(x∗) + ε + CεH(x).

This implies that
ϕ(x∗) − ε − CεH ∈ σ(ϕ; E)

and
ϕ(x∗) + ε + CεH ∈ Σ(ϕ; E).
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Therefore for all x ∈ Ē

ϕ(x∗) − ε − CεH(x) ≤ u(x) ≤ ϕ(x∗) + ε + CεH(x).

This in turn implies

|u(x) − ϕ(x∗)| ≤ ε + CεH(x) ∀x ∈ Ē.

We now let x → x∗ for ε ∈ (0, 1) fixed. Since H ∈ C(Ē) and H(x∗) = 0

lim sup
x→x∗

|u(x) − ϕ(x∗)| ≤ ε ∀ε ∈ (0, 1).

7 About the Exterior Sphere Condition

The existence theorem is based on an interior statement (Lemma 6.1) and a
boundary statement concerning the behavior of u near ∂E (Lemma 6.2). The
first can be established regardless of the structure of ∂E. The second relies
on the construction of the function H(·) in (6.5). Such a construction is made
possible by the exterior sphere condition (6.1). Indeed, this is the only role
played by (6.1). Keeping this in mind, we might impose on ∂E the

Barrier Postulate: ∀x∗ ∈ ∂E, ∃H(x∗; ·) ∈ C(Ē) satisfying

H(x∗; ·) is super-harmonic in a neighborhood of E
H(x∗; x) > 0 ∀x ∈ Ē − {x∗}, and H(x∗; x∗) = 0.

(7.1)

Any such function H(x∗; ·) is a barrier for the Dirichlet problem (6.2) at x∗.
Assume that ∂E satisfies the barrier postulate. Arguing as in the proof of

Lemma 6.2, having fixed x∗ ∈ ∂E, for all ε > 0 there exists a constant

Cε = Cε(‖ϕ‖∞,∂E , N, H(x∗; ·), ε)

such that
|ϕ(x) − ϕ(x∗)| ≤ ε + CεH(x∗; x) ∀x ∈ ∂E.

Therefore, for all x ∈ ∂E

ϕ(x∗) − ε − CεH(x∗; x) ≤ ϕ(x) ≤ ϕ(x∗) + ε + CεH(x∗; x).

Since H(x∗; ·) is super-harmonic

ϕ(x∗) − ε − CεH(x∗; x) ∈ σ(ϕ; E)

and
ϕ(x∗) + ε + CεH(x∗; x) ∈ Σ(ϕ; E).

Therefore for all x ∈ Ē

ϕ(x∗) − ε − CεH(x∗; x) ≤ u(x) ≤ ϕ(x∗) + ε + CεH(x∗; x)

and
|u(x) − ϕ(x∗)| < ε + CεH(x∗; x) ∀x ∈ Ē.

This proves Lemma 6.2 if the exterior sphere condition (6.1) is replaced by
the barrier postulate (7.1). We conclude that the Dirichlet problem (6.2) is
uniquely solvable for every domain E satisfying the barrier postulate.
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7.1 The Case N = 2 and ∂E Piecewise Smooth

Let E be a bounded domain in R
2 whose boundary ∂E is the finite union

of portions of curves of class C1. Domains of this kind permit corners and
even spikes pointing outside or inside E. Fix x∗ ∈ ∂E and assume, modulo
a translation, that x∗ coincides with the origin. We may also assume, up to
a homothetic transformation, that E is contained in the unit disc about the
origin. Identifying R

2 with the complex plane C, points z = ρeiθ of E, are
determined by a unique value of the argument θ ∈ (−π, π). Therefore ln z is
uniquely defined in E. A barrier at the origin is

H(x) = −Re
(

1
ln z

)
= − ln ρ

ln2 ρ + θ2
.

7.2 A Counterexample of Lebesgue for N = 3 ([101])

If N ≥ 3, spikes pointing outside E are permitted, since any such point would
satisfy the exterior sphere condition (6.1). Spikes pointing inside E are, in
general, not permitted as shown by the following example of Lebesgue.

Denote points in R
3 by (x, z), where x = (x1, x2) and z ∈ R. The function

v(x, z) =
∫ 1

0

s ds
√|x|2 + (s − z)2

(7.2)

is harmonic outside [|x| = 0] ∩ [0 ≤ z ≤ 1]. By integration by parts one
computes

v(x, z) =
√
|x|2 + (1 − z)2 −

√
|x|2 + z2

+ z ln
∣
∣[(1 − z) +

√
|x|2 + (1 − z)2

][
z +

√
|x|2 + z2

]∣∣

− 2z ln |x|.

As (x, z) → 0, the sum of the first three terms on the right-hand tends to 1,
whereas the last term is discontinuous at zero. It tends to zero if (x, z) → 0
along the curve |z|β = |x| for all β > 0. However, if (x, z) → 0 along |x| =
e−γ/2z, for z > 0 and γ > 0, it converges to γ. We conclude that

lim
(x,z)→0

along |x|=e−γ/2z

v(x, z) = 1 + γ.

Therefore, all the level surfaces [v = 1+γ] for all γ > 0 go through the origin,
and as a consequence, v is not continuous at the origin.

Fix c > 0 and consider the domain

E = [v < 1 + c] ∩ [|x, z| < 1].
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Fig. 7.1.

There exists no solution to the Dirichlet problem

u ∈ C2(E) ∩ C(Ē), Δu = 0 in E, and u
∣∣
∂E

= v
∣∣
∂E

. (7.3)

Notice that even though v is not continuous in Ē, the restriction v|∂E is
continuous on ∂E. The idea of the counterexample is based on showing that
any solution of (7.3) must coincide with v, which itself is not a solution.

Fix any ε > 0, and consider the domain Eε = E∩ [|x, z| > ε]. Assume that
u is a solution of (7.3) and let C be a constant such that |u − v| < C in E.
The functions

wε = C
ε

|x, z| ± (u − v)

are harmonic in Eε and non-negative on ∂Eε. Thus by the maximum principle

|u(x, z) − v(x, z)| ≤ C
ε

|x, z| in Eε.

8 The Poisson Integral for the Half-Space

Denote points in R
N+1 by (x, t), where x ∈ R

N and t ∈ R. Consider the
Dirichlet problem

⎧
⎨

⎩

u ∈ C2(RN × R
+) ∩ C(RN × R+)

Δu = 0 in R
N × R

+

u(x, 0) = ϕ(x) ∈ C(RN ) ∩ L∞(RN ).
(8.1)

A solution to (8.1) is called the harmonic extension of ϕ in the upper half-
space R

N × R
+. Consider the fundamental solution (2.6) of the Laplacian in

R
N+1 with pole at (y, 0)

F (x, t; y) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
(N − 1)ωN+1

1

[|x − y|2 + t2]
N−1

2

if N ≥ 2

− 1
2π

ln
[|x − y|2 + t2

]1/2
if N = 1.
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The Poisson kernel for the half-space is defined for all N ≥ 1 by

K(x; y) = −2
∂F (x, t; y)

∂t
=

2t

ωN+1 [|x − y|2 + t2]
N+1

2

. (8.2)

Theorem 8.1 Every ϕ ∈ C(RN ) ∩ L∞(RN ) has a unique bounded harmonic
extension Hϕ in R

N × R
+, given by

Hϕ(x, t) =
2t

ωN+1

∫

RN

ϕ(y)

[|x − y|2 + t2]
N+1

2

dy. (8.3)

Proof (Uniqueness) If u and v are both bounded solutions of (8.1), the differ-
ence w = u − v is harmonic in R

N × R
+ and vanishes for t = 0. By reflection

about the hyperplane t = 0, the function

w̃(x, t) =
{

w(x, t) if t > 0
−w(x,−t) if t ≤ 0

is bounded and harmonic in R
N+1. Therefore, by Liouville’s theorem (Corol-

lary 5.3), it is constant. Since w(·, 0) = 0, it vanishes identically.

Remark 8.1 The statement of uniqueness in Theorem 8.1 holds only within
the class of bounded solutions. Indeed, the two functions u = 0 and v = t are
both harmonic extensions of ϕ = 0.

Proof (Existence) The function Hϕ defined in (8.3) is harmonic in R
N ×R

+.
The boundedness of Hϕ follows from the boundedness of ϕ and the following
lemma.

Lemma 8.1 For all ε > 0 and all x ∈ R
N

2ε

ωN+1

∫

RN

dy

[|x − y|2 + ε2]
N+1

2

= 1. (8.4)

Proof Assume N ≥ 2. The change of variables y − x = εξ transforms the
integral in (8.4) into

2
ωN+1

∫

RN

dξ

(1 + |ξ|2)N+1
2

= 2
ωN

ωN+1

∫ ∞

0

ρN−1

(1 + ρ2)
N+1

2

dρ = 1. (8.5)

The case N = 1 is treated analogously (8.1 of the Complements).

To conclude the proof of Theorem 8.1, it remains to show that for all x∗ ∈ R
N

lim
(x,t)→x∗

Hϕ(x, t) = ϕ(x∗).

This is established as in Theorem 3.1 by making use of (8.4).
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9 Schauder Estimates of Newtonian Potentials

Let E be a bounded open set in R
N and continue to denote by F (·; ·) the

fundamental solution of the Laplacian, introduced in (2.6). The Newtonian
potential generated in R

N by a density distribution f ∈ Lp(E) for some p > 1
is defined by

AF f =
∫

E

F (·; y)f(y)dy (9.1)

provided the right-hand side is finite. If f ∈ L∞(E)

‖AF f‖∞,RN + ‖∇AF f‖∞,RN ≤ γ‖f‖∞,E (9.2)

where γ is a constant depending only on N and diam(E). Further regularity
of AF f can be established if f is Hölder continuous and compactly supported
in E. For m ∈ N ∪ {0}, η ∈ (0, 1), and ϕ ∈ C∞(E), set

|||ϕ|||m,η;E def=
∑

|α|≤m
‖Dαϕ‖∞,E +

∑

|α|=m
sup
x,y∈E

|Dαϕ(x) − Dαϕ(y)|
|x − y|η . (9.3)

Denote by Cm,η(E) the space of functions ϕ ∈ Cm(E) with finite norm
|||ϕ|||m,η;E and by Cm,η

o (E) the space of functions ϕ ∈ Cm,η(E) compactly
supported in E. If m = 0, we let C0,η(E) = Cη(E) and |||ϕ|||0,η;E = |||ϕ|||η;E .

Proposition 9.1 Let f ∈ Cm,η
o (E). Then AF f ∈ Cm+2,η(E), and there

exists a constant γ depending upon N , m, η, and diam(E), such that

|||AF f |||m+2,η;E ≤ γ|||f |||m,η;E . (9.4)

Proof It suffices to prove (9.4) for m = 0 and for f ∈ C∞
o (E). Assume N ≥ 3,

the proof for N = 2 being analogous, and rewrite (9.1) as

ωN (N − 2)AF f = v(·) =
∫

RN

|ξ|2−Nf(· + ξ)dξ

and compute

vxixj(x) =
∫

RN

|ξ|2−Nfξiξj (x + ξ)dξ = −
∫

RN

(|ξ|2−N )ξj fξi(x + ξ)dξ

= −
∫

|ξ|>r
(|ξ|2−N )ξj fξi(x + ξ)dξ

−
∫

|ξ|<r
(|ξ|2−N )ξj [f(x + ξ) − f(x)]ξi dξ

=
∫

|ξ|>r
(|ξ|2−N )ξjξj f(x + ξ)dξ

+
∫

|ξ|<r
(|ξ|2−N )ξjξj (f(x + ξ) − f(x))dξ

+ f(x)
∫

|ξ|=r
(|ξ|2−N )ξj

ξi
|ξ|dσ.

(9.5)
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In this representation, r is any positive number, dσ is the surface measure
over the sphere ∂Br, and the integral extended over the ball |ξ| < r is meant
in the sense of the limit

∫

|ξ|<r
(|ξ|2−N )ξjξj (f(x + ξ) − f(x))dξ

def= lim
ε→0

∫

ε<|ξ|<r
(|ξ|2−N )ξjξj (f(x + ξ) − f(x))dξ.

Such a limit exists, since f is Hölder continuous. From (9.5), by taking r =
diam(E), we estimate

∑

|α|=2

‖Dαv‖∞,RN ≤ γ‖f‖∞,E

(

1 +
∫

r<|ξ|<2r

|ξ|−Ndξ

)

+ γ

∫

|ξ|<r
|ξ|−N+η |f(x + ξ) − f(x)|

|ξ|η dξ

≤ γ (1 + diam(E)) |||f |||η;E .

(9.6)

Next we fix y ∈ R
N and represent vxixj (y). By calculations analogous to those

leading to (9.5)

vxixj (y) =
∫

RN

|ξ|2−Nfξiξj (y + ξ)dξ

=
∫

RN

|(x − y) + ξ|2−Nfξiξj (x + ξ)dξ

=
∫

|ξ|>r

(|(x − y) + ξ|2−N)
ξiξj

f(x + ξ)dξ

+
∫

|ξ|<r

(|(x − y) + ξ|2−N)
ξiξj

[f(x + ξ) − f(y)]dξ

+ f(y)
∫

|ξ|=r

(|(x − y) + ξ|2−N)
ξj

ξi
|ξ|dσ.

(9.7)

From the representations (9.5) and (9.7), we obtain by difference

vxixj (x)−vxixj(y)

=
∫

|ξ|>r

(|ξ|2−N − |(x − y) + ξ|2−N)
ξiξj

[f(x + ξ) − f(y)]dξ

+
∫

|ξ|<r
(|ξ|2−N )ξjξj [f(x + ξ) − f(x)]dξ

−
∫

|ξ|<r

(|(x − y) + ξ|2−N)
ξiξj

[f(x + ξ) − f(y)]dξ

+ [f(x) − f(y)]
∫

|ξ|=r
(|ξ|2−N )ξj

ξi
|ξ|dσ
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+ f(y)
∫

|ξ|=r

(|ξ|2−N − |(x − y) + ξ|2−N)
ξj

ξi
|ξ|dσ

+ f(y)
∫

|ξ|>r

(|ξ|2−N − |(x − y) + ξ|2−N)
ξiξj

dξ.

The sum of the last two integrals is zero, and the integral extended over the
shell |ξ| = r is majorized by

γ|||f |||η;E |x − y|η

where γ is a constant depending only upon the dimension N . In the estimates
below we denote by γ a constant that can be different in different contexts,
and it can be computed quantitatively a priori in terms of N alone. Estimating
the first integral extended over the ball |ξ| < r we have

∣
∣
∣
∫

|ξ|<r
(|ξ|2−N )ξjξj [f(x + ξ) − f(x)]dξ

∣
∣
∣ ≤ γ(N)|||f |||η;E

∫

|ξ|<r
|ξ|−N+ηdξ

≤ γ|||f |||η;Erη.

Analogously
∣
∣
∣
∫

|ξ|<r

(|(x − y) + ξ|2−N)
ξiξj

[f(x + ξ) − f(y)]dξ
∣
∣
∣

≤ γ|||f |||η;E
∫

|ξ|<r
|(x − y) + ξ|−N+ηdξ

≤ γ|||f |||η;E
∫

|z|<r+|x−y|
|z|−N+ηdz

≤ γ|||f |||η;E(rη + |x − y|η).
Combining these estimates, we conclude that there is a constant γ depending
only upon N , such that for every r > 0

|vxixj (x) − vxixj(y)| ≤ γ|||f |||η;E(rη + |x − y|η)

+ γ

∣
∣∣
∣

∫

|ξ|>r

(|ξ|2−N − |(x − y) + ξ|2−N)
ξiξj

[f(x + ξ) − f(y)]dξ

∣
∣∣
∣.

(9.8)

Choose r = 2|x − y| so that over the set |ξ| > r

2|ξ| ≥ |(x − y) + ξ| ≥ 1
2
|ξ|.

Then by direct calculation and the mean value theorem
∣
∣
∣
(|ξ|2−N − |(x − y) + ξ|2−N)

ξiξj

∣
∣
∣ ≤

∣
∣
∣
∣

δij
|ξ|N − δij

|(x − y) + ξ|N
∣
∣
∣
∣

+
∣
∣∣
∣

ξiξj
|ξ|N+2

− [(x − y) + ξ]i[(x − y) + ξ]j
|(x − y) + ξ|N+2

∣
∣∣
∣

≤ γ
|x − y|
|ξ|N+1

.
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Therefore the last integral in (9.8) can be majorized by

γ|x − y|
∫

|ξ|>r

|ξ|η
|ξ|N+1

|f(x + ξ) − f(y)|
|(x − y) + ξ|η dξ

≤ γ|||f |||η;E r

∫

|ξ|>r
|ξ|−(N+1)+ηdξ = γ|||f |||η;E rη.

Combining this with (9.2) and (9.6) proves the proposition.

Remark 9.1 The proof shows that

sup
x,y∈RN

|vxixj (x) − vxixj (y)|
|x − y|η ≤ γ sup

x,y∈E

|f(x) − f(y)|
|x − y|η

where the constant γ depends only on N and η and is independent of |E|.
Remark 9.2 The dependence on diam(E) on the right-hand side of (9.3)
enters only through (9.2) and (9.6). Therefore the constant γ in (9.4) depends
on diam(E) as

γ = γo(1 + diam(E)) for some γo = γo(N, m, η).

10 Potential Estimates in Lp(E)

The estimate (9.2) implies that A, as defined by (9.1), is a map from L∞(E)
into L∞(E). More precisely, it maps L∞(E) into the subspace of the Lipschitz
continuous functions defined in E. It is natural to ask whether f ∈ Lp(E) for
some p ≥ 1 would imply that AF f ∈ Lq(E) for some q ≥ 1, and what is the
relation between p and q.

If f ∈ Cη
o (E), then AF f , as defined by (9.1), is differentiable and

∇AF f(x) =
1

ωN

∫

E

(x − y)
|x − y|N f(y)dy.

If however f ∈ Lp(E) for some p ≥ 1, the symbol ∇AF f does not have
the classical meaning of derivative, and it is simply defined by its right-hand
side. If this is finite a.e. in E, we say that ∇AF f is the weak gradient of the
potential AF f . We will give sufficient integrability conditions on f to ensure
that the weak gradient ∇AF f is in Lq(E) for some q ≥ 1.

Both issues are addressed by investigating the integrability of the Riesz
potential

E 	 x → wα(x) =
∫

E

f(y)
|x − y|N−αdy for some α > 0. (10.1)
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Proposition 10.1 Let f ∈ Lp(E) for some p ≥ 1. Then

|wα| ∈ Lq(E) where q ∈

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
1,

Np

N − αp

)
if p <

N

α

[1,∞) if p =
N

α

[1,∞] if p >
N

α
.

(10.2)

Moreover, there exists a constant γ that can be determined a priori only in
terms of N , p, q, α, and diam(E), such that

‖wα‖q,E ≤ γ‖f‖p,E. (10.3)

The constant γ → ∞ as either p → N/α or as diam(E) → ∞.

Proof Assume first p < N/α, and choose s > 1 from

1
s

= 1 +
1
q
− 1

p
, 1 < s <

N

N − α
.

By Hölder’s inequality

|wα(x)| =
∫

E

(
|x − y|(α−N)s|f |p

) 1
q |f |1− p

q |x − y|(α−N)(1− s
q )dy

≤
(∫

E

|x − y|(α−N)s|f |pdy

) 1
q
(∫

E

|x − y|(α−N) q−s
q−1 |f | q−p

q−1 dy

) q−1
q

≤
(∫

E

|x − y|(α−N)s|f |pdy

) 1
q

‖f‖p(1− 1
s )

p,E

(∫

E

|x − y|(α−N)sdy

) 1
s− 1

q

.

The last integral involving |x − y|(α−N)s is estimated above by extending the
domain of integration to the ball of center x and radius diam(E). It gives

∫

E

|x − y|(α−N)sdy ≤ ωN

∫ diam(E)

0

ρ(N−1)−(N−α)sdρ

=
ωN diam(E)N(1−sN−α

N )

N
(
1 − sN−α

N

) = γ(N, s)

provided

1 < s <
N

N − α
i.e.,

1
p
− 1

q
<

α

N
.

This determines the range of q in (10.1). In the estimates below, denote by γ
a generic positive constant that can be determined a priori only in terms of
N, p, q, and diam(E). To proceed, carry this estimate into the right-hand side
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of the estimation of |wα(x)|, take the qth power of both sides and integrate
over E. Interchanging the order of integration with the aid of Fubini’s theorem

∫

E

|wα|qdx ≤ γ

(∫

E

∫

E

|x − y|(α−N)s|f(y)|pdydx

)
‖f‖pq(1− 1

s )

p,E

≤ γ

[ ∫

E

|f(y)|p
(∫

E

|x − y|(α−N)sdx

)
dy

]
‖f‖pq(1− 1

s )

p,E

≤ γ‖f‖qp,E.

Let now p > N/α. Then by Hölder’s inequality

|wα(x)| ≤ ‖f‖p,E
(∫

E

|x − y|(α−N) p
p−1 dy

) p−1
p

.

Corollary 10.1 Let f ∈ Lp(E) for some p > N . There exists a constant γ
depending only upon N, p and diam(E), such that

‖v‖∞,E + ‖∇v‖∞,E ≤ γ‖f‖p,E.

The constant γ → ∞ as p → N .

Let E a bounded open set in R
N with boundary ∂E of class C1. For f ∈

Lp(∂E) set

vα(x) =
∫

∂E

f(y)dσ(y)
|x − y|N−1−α for α > 0 (10.4)

where dσ is the Lebesgue surface measure on ∂E.

Corollary 10.2 Let f ∈ Lp(∂E) for some p ≥ 1. Then

|vα| ∈ Lq(E), where q ∈

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
1,

(N − 1)p
(N − 1) − αp

)
if p <

N − 1
α

[1,∞) if p =
N − 1

α

[1,∞] if p >
N − 1

α
.

(10.5)

Moreover, there exists a constant γ that can be determined a priori in terms
of N , p, q, α, and |∂E| only, such that

‖vα‖q,∂E ≤ γ‖f‖p,∂E. (10.6)

The constant γ → ∞ as either p → (N − 1)/α or as |∂E| → ∞.
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11 Local Solutions

Consider formally local solutions of the Poisson equation

Δu = f, in E (11.1)

with no reference to possible boundary data on ∂E. Thus we assume that
u ∈ C2(E) and f ∈ Cm+η

loc (E) for some non-negative integer m and some
η ∈ [0, 1). This means that |||f |||m,η;K < ∞ for every compact set K ⊂ E. Let
K ⊂ K ′ ⊂ E be such that dist(K; ∂K ′) > 0. We will derive estimates of the
norm Cm+η(K) for u in terms of the norms ‖u‖∞,K′ and |||f |||m+η;K′ .

Proposition 11.1 There exists a constant γ depending only upon N, m, and
dist(K; ∂K ′) such that

|||u|||m+2,η;K ≤ γ (|||f |||m,η;K′ + ‖u‖∞,K′) .

Proof It suffices to prove the proposition for m = 0, and for K ⊂ K ′ two
concentric balls Bσρ(xo) ⊂ Bρ(xo) ⊂ E, for some σ ∈ (0, 1). In such a case
the statement takes the following form.

Lemma 11.1 There exists a constant γ depending only upon N such that for
all Bσρ(xo) ⊂ Bρ(xo) ⊂ E

|||u|||2+η;Bσρ(xo) ≤γ

(
1 +

1
(1 − σ)ρη

)
|||f |||η;Bρ(xo)

+ γ

(
1 +

1
(1 − σ)N+2ρ2+η

)
‖u‖∞,Bρ(xo).

Proof (Lemma 11.1) The point xo ∈ E being fixed, we may assume after a
translation that it coincides with the origin and write Bρ(0) = Bρ. Construct
a smooth non-negative cutoff function ζ ∈ C∞

o (E) such that

ζ = 1 in B (1+σ)
2 ρ

and |Dαζ| ≤ C|α|

[(1 − σ)ρ]|α|
(11.2)

for all multi-indices α of size |α| ≤ 2 and for some constant C. Multiplying
(11.1) by ζ and setting v = uζ, we find that v satisfies

Δv = fζ + uΔζ + 2∇u · ∇ζ, v ∈ C2
o (Bρ).

Let N ≥ 3, the case N = 2 being similar. By the Stokes identity (2.3), we
may represent v as the superposition of the two Newtonian potentials

V1(x) = − 1
ωN(N − 2)

∫

RN

|x − y|2−N (fζ)(y)dy

V2(x) = − 1
ωN(N − 2)

∫

RN

|x − y|2−N (uΔζ + 2∇u · ∇ζ)(y)dy.
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By virtue of Proposition 9.1 and Remark 9.2

|||V1|||2,η;RN ≤ γ(1 + ρ)|||fζ|||η;Bρ ≤ γ(1 + ρ + ρ−η)|||f |||η;Bρ .

We estimate V2(·) within the ball Bσρ by rewriting it as

V2(x) =
1

ωN(N − 2)

∫

RN

u(y)|x − y|2−NΔζ dy

+
2

ωN (N − 2)

∫

RN

u(y)∇|x − y|2−N · ∇ζ dy.

Since ∇ζ = 0 within the ball of radius (1+σ)
2 ρ, these integrals are not singular

for x ∈ Bσρ and we estimate

|||V2|||2,η;Bσρ ≤ γ

(
1 +

1
(1 − σ)N+2ρ2+η

)
‖u‖∞,Bρ.

11.1 Local Weak Solutions

The previous remarks imply that if f ∈ Cη
loc(E), the classical local solution

of the Poisson equation (11.1) can be implicitly represented about any point
xo ∈ E as

u(x) = −
∫

Bρ(xo)

F (x; y)fζdy

+
∫

Bρ(xo)

u(y) (F (x; y)Δζ + 2∇F (x; y) · ∇ζ) dy

(11.3)

where F (·; ·) is the fundamental solution of the Laplace equation, introduced
in (2.6), and ζ satisfies (11.2). Consider now the various integrals in (11.3),
regardless of their derivation. The second is well defined for all x ∈ Bσρ(xo)
if u ∈ L1

loc(E). The first defines a function

x →
∫

Bρ(xo)

F (x; y)fζ dy ∈ L1
loc(E)

provided f ∈ Lploc(E) for some p ≥ 1. Since Bρ(xo) ⊂ E is arbitrary, this
suggests the following

Definition Let f ∈ Lploc(E) for some p ≥ 1. A function u ∈ L1
loc(E) is a weak

solution to the Poisson equation (11.1) in E if it satisfies (11.3).

The estimates of Section 10 imply:

Proposition 11.2 Let f ∈ Lploc(E) for p > 1 and let u ∈ L1
loc(E) be a local

weak solution of (11.1) in E. There exists a constant γ depending only on N
and p such that for all Bσρ(xo) ⊂ Bρ(xo) ⊂ E
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‖∇u‖q,Bσρ(xo) ≤ γ‖f‖p,Bρ(xo) + γ[(1 − σ)ρ]−(N+1)ρ
N
q ‖u‖1,Bρ(xo)

where

q ∈

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

[
1,

N

N − p

)
if 1 ≤ p < N

[1,∞) if p = N

[1,∞] if p > N.

If p ∈ [1, N ], the constant γ → ∞ as q → Np/(N − p). Moreover, if p > N/2

‖u‖∞,Bσρ(xo) ≤ γρ2−N
p ‖f‖p,Bρ(xo) + γ[(1 − σ)ρ]−N‖u‖1,Bρ(xo).

The constant γ → ∞ as p → N/2.

12 Inhomogeneous Problems

12.1 On the Notion of Green’s Function

Let E be a bounded domain in R
N with boundary ∂E of class C1. The

construction of the Green’s function for E, introduced in (3.3), hinges on
solving the family of Dirichlet problems (3.1). These solutions y → Φ(x; y)
were required to be of class C2(Ē). Such a regularity has been used to justify
intermediate calculations, and it appears naturally in the explicit construction
of Green’s function for a ball.

However for each fixed x ∈ E, the Dirichlet problem (3.1) has a unique
solution if one merely requires that ∂E satisfies the barrier postulate and that

Φ(x; ·) ∈ C2(E) ∩ C(Ē) for all fixed x ∈ E.

This is the content of Theorem 6.1 and the remarks of Section 7.

Proposition 12.1 Every bounded open set E ⊂ R
N with boundary ∂E satis-

fying the barrier postulate admits a Green’s function G(·; ·). Moreover, for all
(x; y) ∈ E × E,

0 ≤ G(x; y) ≤ F (x; y) for N ≥ 3

0 ≤ G(x; y) ≤ 1
2π

ln
diam(E)
|x − y| for N = 2.

(12.1)

Proof For fixed x ∈ E, let ε > 0 be so small that Bε(x) ⊂ E. The function
G(x; ·) is harmonic in E−Bε(x), and it vanishes on ∂E. The number ε can be
chosen to be so small that G(x; ·) > 0 on ∂Bε(x). Therefore, by the maximum
principle, G(x; ·) ≥ 0 in E − Bε(x) and hence in E since ε is arbitrary. The
function Φ(x; ·) is harmonic in E, and by the maximum principle, it takes its
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maximum and minimum values on ∂E. If N ≥ 3 it is positive on ∂E and thus
Φ(·; ·) > 0 in E. This proves the first of (12.1). If N = 2 rewrite the Green’s
function as

G(x; y) =
1
2π

ln
diam(E)
|x − y| −

[
Φ(x; y) +

1
2π

ln diam(E)
]
.

For fixed x ∈ E, the function of y in [· · · ] is harmonic in E and non-negative
on ∂E.

Remark 12.1 The estimate roughly asserts that the singularity of G(·; ·) is
of the same nature as the singularity of the fundamental solution F (·; ·).
Corollary 12.1 G(x; ·) ∈ Lp(E) uniformly in x, for all p ∈ [1, N

N−2 ).

12.2 Inhomogeneous Problems

Given f ∈ Cη(Ē) for some η ∈ (0, 1), consider the boundary value problem

u ∈ C2(E) ∩ C(Ē), Δu = f in E, and u
∣∣
∂E

= 0. (12.2)

Theorem 12.1 The boundary value problem (12.2) has a unique solution.

Proof (Uniqueness) If ui for i = 1, 2 solve (12.2), their difference is harmonic
in E and vanishes on ∂E. Thus it vanishes identically in E, by the maximum
principle.

Proof (Existence) Assume momentarily that (12.2) has a solution u ∈ C2(Ē)
and that the Green’s function G(x; ·) for E is of class C2(Ē). Then subtracting
Green’s identity (2.2) written for the pair of functions u and Φ(x; ·) from the
Stokes identity (2.3)–(2.3) gives

u(x) = −
∫

E

G(x; y)f(y)dy

= −
∫

E

F (x; y)f(y)dy +
∫

E

Φ(x; y)f(y)dy.

(12.3)

This is a candidate for a solution of (12.2). To show that it is indeed a solution,
we have to show that it takes zero boundary data in the sense of continuous
functions in Ē, it is of class C2(E), and it satisfies the PDE. Fix x∗ ∈ ∂E and
write

lim
x→x∗

u(x) = − lim
x→x∗

∫

E

G(x; y)f(y)dy

= − lim
x→x∗

∫

E∩Bε(x∗)

G(x; y)f(y)dy

− lim
x→x∗

∫

E−Bε(x∗)

G(x; y)f(y)dy.
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The second integral tends to zero by the property of the Green’s function,
since y is away from the singularity x = x∗. The first integral is estimated by
means of (12.1), and it yields

∫

E∩Bε(x∗)

G(x; y)|f(y)|dy ≤ 2 sup
E

|f |
∫

E∩Bε(x∗)

|F (x; y)|dy ≤ O(ε)

uniformly in x.

To establish in what sense the PDE is satisfied, we assume N ≥ 3, the argu-
ments for N = 2 being similar.

12.3 The Case f ∈ C∞
o (E)

The set K = supp(f) is a compact proper subset of E, and Φ(x; ·) is in C∞(E).
Therefore by symmetry

Δ

∫

E

Φ(x; y)f(y)dy =
∫

E

ΔyΦ(x; y)f(y)dy = 0.

Calculating the Laplacian of the first term on the right-hand side of (12.3)
gives

Δ

∫

E

|x − y|2−Nf(y)dy =
∫

RN

|ξ|2−NΔξf(x − ξ)dξ

= lim
ε→0

∫

|ξ|>ε
|ξ|2−NΔξf(xξ)dξ.

Perform a double integration by parts on the last integral using that f is
compactly supported in R

N . Taking into account that |ξ|2−N is harmonic in
|ξ| > ε, and proceeding as in the proof of the Stokes identity (2.3) gives

1
ωN (N − 2)

Δ

∫

E

|x − y|2−Nf(y)dy = f(x).

Combining these calculations shows that u defined by (12.3) satisfies the
Poisson equation (12.2) in the classical sense.

12.4 The Case f ∈ Cη(Ē)

Let {Kj} be a family of nested compact subsets of E exhausting E. Construct
a sequence of functions {fj} ⊂ C∞

o (E) satisfying

|||fj |||η;Kj ≤ |||f |||η;E and lim
j→∞

|||fj − f |||η;K = 0
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for every compact subset K ⊂ E. Let uj be the unique classical solution of

uj ∈ C2(E) ∩ C(Ē), Δuj = fj in E, and uj
∣
∣
∂E

= 0. (12.4)

From the representation formula (12.3)

‖uj‖∞,E ≤ γ‖fj‖∞;E ≤ γ|||f |||η;E , ∀j ∈ N.

Combining this with Proposition 11.1 gives

|||uj |||2,η;K1 ≤ γ|||fj |||η;K1 ≤ γ|||f |||η;E ∀j ∈ N

where γ depends on N and dist{K1; ∂E} and is independent of j. By the
Ascoli–Arzelà theorem, we may select a subsequence {uj1} out of {uj} con-
verging in C2,η(K1) to a function u1 ∈ C2,η(K1). By the same process, we
may select a subsequence {uj2} out of {uj1} converging in C2,η(K2) to a
function u2 ∈ C2,η(K2), which coincides with u1 within K1. Continuing this
diagonalization process, we obtain a function u ∈ C2,η

loc (E) and a subsequence
{uj′} out of the original sequence {uj} such that {uj′} → u in C2,η

loc (E). Let-
ting j → ∞ in (12.4) along such a subsequence proves that u ∈ C2,η(E) is a
classical solution of the PDE. To verify that u ∈ C(Ē) and that it vanishes
on ∂E in the sense of continuous functions, we have only to observe that u
satisfies (12.2) by the same limiting process.

Problems and Complements

1c Preliminaries

1.1c Newtonian Potentials on Ellipsoids

Compute the Newtonian potential generated by a uniform distribution of
masses, or charges, on the surface of an ellipsoid. Verify that such a potential
is constant inside the ellipsoid ([80], pages 22 and 193).

Theorem 1.1c Let E be a bounded domain in R
N of boundary ∂E of class

C2. The Newtonian potential V (·), generated by a uniform distribution of
masses on ∂E, is constant in E if and only if E is an ellipsoid.

The sufficient part of the theorem is due to Newton. The necessary part in
dimension N = 2 was established in 1931 by Dive [37]. The necessary part for
all N ≥ 2 has been recently established is in [28]. The assumption of uniform
distribution cannot be removed as shown in [140].
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1.2c Invariance Properties

1.4. Prove that the Laplacian is invariant under a unitary affine transforma-
tion of coordinates in R

N .
1.5. Find all second-order rotation invariant operators of the type

L(u) =
N∑

i,j,h,k=1

aijhkuxixj uxhxk
.

1.6. Prove that Δ is the only second-order, linear operator invariant under
orthogonal linear transformation of the coordinates axes.

1.7. Find all homogeneous harmonic polynomials of degree n in two and
three variables ([70]).
Hint: For N = 2 attempt zn and z̄n, where z = x1 + ix2 and z̄ = x1 − ix2.
For N = 3 attempt polynomials of the type zjPn−j(|z|2, x3), where Pn−j
is a polynomial of degree n − j in the variables |z|2 = x2

1 + x2
2 and x3.

1.8. Let N = 2, and identify E with a portion of the complex plane C. Then
the real and imaginary part of a holomorphic function in E are harmonic
in E ([18], pages 124–125).

2c The Green and Stokes Identities

2.1. Prove that if u ∈ C2(E) ∩ C1(Ē) is harmonic in E, then it is locally
analytic in E. It will be a consequence of the estimates in Section 5 that
the hypothesis u ∈ C1(Ē), can be removed.

2.2. It follows from the Stokes identity (2.3)–(2.3) that if u ∈ C2(E)∩C1(Ē)
is harmonic in E, it can be represented as the sum of a single-layer, and
a double-layer potential.

2.3. Let ωN denote the surface area of the unit sphere in R
N . Prove that for

N = 2, 3, . . . ,

ωN+1 = 2ωN

∫ π/2

0

(sin t)N−1dt.

3c Green’s Function and the Dirichlet Problem
for the Ball

3.1. Prove that the Green’s function in (3.3) is non-negative.
3.2. Verify by direct calculation that the kernel in (3.9) is harmonic.

Hint : One needs to prove that for all y ∈ ∂BR

Δx
R2 − |x|2
|x − y|N = 0 in BR.
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From (3.8)

2|x|
2 − N

∂

∂|x| |x − y|2−N =
2|x|

|x − y|N (|x| − |y| cos θ)

=
|x|2 − |y|2 + |x − y|2

|x − y|N

and for y ∈ ∂BR

R2 − |x|2
|x − y|N = |x − y|2−N +

2|x|
N − 2

∂

∂|x| |x − y|2−N .

Therefore it suffices to show that the second term on the right-hand side
is harmonic.

3.3. Study the Dirichlet problem

Δu = 0 in BR, and u|∂BR =
{

0 if xN < 0
1 if xN ≥ 0.

Examine the behavior of the solution for xN = 0 near ∂BR.
3.4. Find Green’s function for the half-space xN > 0.

Hint: Set x̄ = (x1, . . . , xN−1) and consider the reflection map analogous
to (3.5), i.e., ξ(x) = (x̄,−xN ).

3.5. Using the results of 3.4, discuss the solvability of the Dirichlet problem

Δu = 0 in R
N−1 × [xN > 0]

u(x̄, 0) = ϕ(x̄) ∈ C(RN−1) ∩ L∞(RN−1).

3.6. Construct Green’s function for the quadrant [x > 0] ∩ [y > 0] in R
2.

3.7. Find Green’s function for the half-ball in R
N .

3.1c Separation of Variables

3.8. Solve the Dirichlet problem for the rectangle [0 < x < a]× [0 < y < b] in
R

2 by looking for “separated” solutions of the form u(x, y) = X(x)Y (y).
Enforcing the PDE, derive the ODEs

X ′′ = (const)X, Y ′′ = −(const)Y.

Superpose the families of solutions Xn, Yn of these ODEs, by writing

u =
∑

AnXn(x)Yn(y), An ∈ R, n = 0, 1, 2, . . . ,

Finally, determine the coefficients An from the prescribed boundary data.
In the actual calculations, it is convenient to split the problem into the
sum of Dirichlet problems for each of which the data are zero on three
sides of the rectangle. For example, the problem
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Δu = 0 in R = [0 < x < 1] × [0 < y < 1]

u(0, y) = cos
π

2
y, u(x, 0) = 1 − x, u(1, y) = u(x, 1) = 0

can be solved by superposing the solutions of the two problems

Δu1 = 0 in R, and u1(0, y) = cos
π

2
y

u1(x, 0) = u1(1, y) = u1(x, 1) = 0,

and

Δu2 = 0 in R, and u2(x, 0) = 1 − x

u2(1, y) = u2(x, 1) = u2(0, y) = 0.

Even though the boundary data are not continuous on ∂R, one might
solve formally for ui, i = 1, 2 and verify that u = u1 + u2 is indeed the
unique solution of the given problem.

3.9. Solve the Dirichlet problem for the disc x2 + y2 < 1 by separation of
variables, and show that this produces the same solution as that obtained
by the Poisson formula (3.9).
Hint: Write Δu in terms of polar coordinates (ρ, θ) to arrive at

uρρ +
1
ρ

uρ +
1
ρ2

uθθ = 0 in [0 < ρ < 1] × [0 ≤ θ < 2π].

To this equation apply the method of separation of variables.
3.10. Use a modification of this technique to solve the Dirichlet problem for

the annulus r < |x| < R in R
2.

3.11. Solve the Dirichlet problem for the rectangle with vertices A = (1, 0),
B = (2, 1), C = (1, 2), D = (0, 1).

4c Sub-Harmonic Functions and the Mean Value
Property

4.1. Prove that (4.2) implies (4.3). Hint: (4.2) implies

ωNrN−1u(xo) ≤
∫

∂Br(xo)

u(y) dσ for all Br(xo) ⊂ E.

Integrate both sides in dr for r ∈ (0, R).
4.2. Prove that (4.4) and (4.5) are equivalent. Hint: Write (4.5) in the form

ωN
N

rNu(xo) =
∫

Br(xo)

u dy

and take the derivative of both sides with respect to r.
4.3. Let u ∈ C2(E) satisfy Δu = u in E. Prove that u has neither a positive

maximum nor a negative minimum in E.
4.4. Let u be harmonic in E. Prove that |∇u|2 is sub-harmonic in E.
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4.1c Reflection and Harmonic Extension

4.5. Denote points in R
N by x = (x̄, xN ) where x̄ = (x1, . . . , xN−1), and let

u be the unique solution of

Δu = 0 in B1, and u
∣
∣
∂B1

= ϕ ∈ C(∂B1).

Prove that ϕ(x̄, xN ) = −ϕ(x̄,−xN ) implies u(x̄, xN ) = −u(x̄,−xN ).
4.6. Let u be harmonic in B+

1 = B1 ∩ [xN > 0], and vanishing for xN = 0.
Extend it with a harmonic function in the whole of B1.

4.7. Solve explicitly the Dirichlet problem

Δu = 0 in B+
1 , and u

∣
∣
∂B+

1
=
{

x3
N if xN > 0

0 if xN = 0.

4.2c The Weak Maximum Principle

Consider the formal differential operator

Lo = aij(x)
∂2

∂xixj
+ bi(x)

∂

∂xi
(4.1c)

where aij , bi ∈ C(Ē) and the matrix (aij) is symmetric and positive definite
in E.

Theorem 4.1c Let u ∈ C2(E) ∩ C(Ē) satisfy Lo(u) ≥ 0 in E. Then

u(x) ≤ max
∂E

u for all x ∈ E.

Proof Fix y ∈ R
N − Ē, let γ be a constant to be chosen later, and consider

the function
v = u + εeγ|x−y|

2
for ε > 0.

It satisfies

Lo(v) ≥ 2γε [aijδij + 2γaij(x − y)i(x − y)j ] eγ|x−y|
2

+ 2γε [bi(x − y)i] eγ|x−y|
2

≥ 2γε
[
Nλ + 2γλ|x − y|2 − B|x − y|] eγ|x−y|

2

where B = max1≤i≤n maxĒ |bi|. By the Cauchy inequality

Nλ + 2γλ|x − y|2 − B|x − y| ≥ Nλ +
(

2γλ − B2

4Nλ

)
|x − y|2 − Nλ.

Therefore γ can be chosen a priori dependent only upon B, N , and λ, such
that Lo(v) > 0 in E. If xo is an interior maximum for v, bi(xo)vxi(xo) = 0
and
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aijvxixj

∣
∣
x=xo

> 0 and vxixj

∣
∣
x=xo

≤ 0. (∗)
Next observe that aijvxixj = trace

(
(aij)(vxixj )

)
. Using that (aij) and (vxixj )

are symmetric, and that the trace is invariant under orthogonal linear trans-
formations, prove that

aij(xo)vxixj (xo) ≤ 0.

This and (∗) give a contradiction. Therefore

max
Ē

v ≤ max
∂E

v

and the theorem follows on letting ε → 0.

4.8. Let u ∈ C2(E) ∩ C(Ē) satisfy

L(u) ≡ Lo(u) + c(x)u ≥ 0 in E.

Prove that if c ≤ 0, then u cannot have a non-negative maximum in the
interior of E. Give a counterexample to show that the assumption c ≤ 0
cannot be removed.

4.3c Sub-Harmonic Functions

4.9. Prove that v ∈ σ(E) if and only if for every open set E′ ⊂ E and every
harmonic function u such that u

∣∣
∂E′ = v, then v ≤ u in E′.

4.10. Prove that x → ln |x| is sub-harmonic in R
N − {0}.

4.11. Give examples of non-differentiable sub-harmonic functions.
4.12. Let u ∈ C2(E) ∩ C(Ē) be a solution of

Δu = −1 in E, and u
∣
∣
∂E

= 0.

Prove that for all xo ∈ E

u(xo) ≥ 1
2N

inf
x∈∂E

|x − xo|2.

4.3.1c A More General Notion of Sub-Harmonic Functions

Certain questions in potential theory require a notion of sub-harmonic func-
tions that does not assume continuity. First, by a real valued function in E
is meant u : E → [−∞, +∞). Thus u is defined everywhere in E and is per-
mitted to take the “value” −∞. A real-valued function u : E → [−∞, +∞) is
upper semi-continuous if [u < s] is open for all s ∈ R.

Definition of F. Riesz ([126], see also [122]) Let E be a connected, open
subset of R

N . A real valued function u : E → [−∞, +∞), is sub-harmonic in
E, if it is upper semi-continuous, and if for every compact subset K ⊂ E and
for every function H ∈ C(K) and harmonic in the interior of K

u
∣
∣
∂K

≤ H
∣
∣
∂K

=⇒ u ≤ H in K.
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4.13. Prove that this notion of upper semi-continuity is equivalent to

lim sup
x→xo

u(x) ≤ u(xo) for all xo ∈ E.

4.14. Prove that the function

u(x) =
{

ln |x| if x �= 0
−∞ if x = 0

is upper semi-continuous. Such a function is sub-harmonic in the sense of
F. Riesz, and it is not sub-harmonic in the sense of Section 4.

4.15. Prove that apart from the continuity requirement, Riesz notion of a
sub-harmonic function is equivalent to the notion of Section 4.

4.16. Let {un} be a decreasing sequence of sub-harmonic functions, in the
sense of F. Riesz and let

u(x) = lim
n→∞ un(x) ∀x ∈ E.

Prove that either u ≡ −∞ in E, or u is sub-harmonic in E, in the sense
of F. Riesz ([75], page 16).

5c Estimating Harmonic Functions

5.1. Let u be harmonic in E. Estimate the radius of convergence of its
Taylor’s series about xo ∈ E.

5.2. (Unique Continuation) Let u be harmonic in E and vanishing in
an open subset of E. Prove that if E is connected, u vanishes identically
in E. As a consequence, if u and v are harmonic in a connected domain
E and coincide in a open subset of E, then u ≡ v in E.

5.3. Find two harmonic functions in the unit ball that coincide on the set
[|x| < 1

2 ] ∩ [xN = 0].
5.4. (Phragmen–Lindelöf-Type Theorems) Let R

N
+ = R

N ∩ [xN > 0],
and let u be a non-negative harmonic function in R

N
+ . Prove that if u is

bounded and vanishes on the hyperplane xN = 0, then it is identically
zero.

Remark 5.1c The function u = xN shows that the assumption of u being
bounded cannot be removed. However, this is in some sense the only coun-
terexample as shown by the following theorem of Serrin ([133]).

Theorem 5.1c Let u be a non-negative harmonic function in R
N
+ vanishing

for xN = 0. There exists a constant C depending only on N , such that

lim sup
|x|→∞

u(x)
|x| ≤ C.
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5.1c Harnack-Type Estimates

5.5. Let u be harmonic in R
N , and let G be its graph. If P ∈ G, denote by

πP be the tangent plane to G at P . Prove that [πP ∩ G] − P �= ∅.
5.6. Prove that a non-negative harmonic function in a connected open set

E is either identically zero or strictly positive in E.
5.7. Let Q be the rectangle with vertices (0, 0), (nr, 0), (nr, 2r), (0, 2r), for

some r > 0 and n ∈ N. Let Po = (r, r) and P∗ =
(
(n − 1)r, r

)
. Prove that

a non-negative harmonic function u in Q satisfies

2−2nu(Po) ≤ u(P∗) ≤ 22nu(Po).

5.8. Assume that the mixed boundary problem

u ∈ C2(B1) ∩ C1(B̄1), Δu = −1 in B1

u = 0 in ∂B1 ∩ [xN > 0], ∇u · n = −u on ∂B1 ∩ [xN < 0]

has a unique solution. Prove that u ≥ 0 in B̄1, and that u
∣
∣
∂B1∩[xN>0]

> 0.

5.2c Ill-Posed Problems: An Example of Hadamard

The following problem is in general ill-posed.

Δu = 0 in E = [0 < x < 1] × [0 < y < 1]
u(·, 0) = ϕ, uy(·, 0) = ψ (∗)

Proposition 5.1c A solution of (∗) exists if and only if the function

(0, 1) 	 x → ϕ(x) − 1
π

∫ 1

0

ψ(s) ln |xs|ds

is analytic.

Proof If u solves (∗), write u = v + w, where

v(x, y) =
1
2π

∫ 1

0

ψ(s) ln[(x − s)2 + y2]ds.

Then Δw = 0 in E and wy(·, 0) = 0. Therefore, by the reflection principle
(x, y) → w(x, |y|) is harmonic in [0 < x < 1] × [−1 < y < 1], and x → w(x, 0)
is analytic.

5.9. Prove that the following problem is ill-posed.

Δu = 0 in [|x| < 1] × [0 < y < 1]
u(−1, ·) = u(·, 1) = u(1, ·) = 0
uy(·, 0) = 0, u(·, 0) = 1 − |x|.
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5.3c Removable Singularities

Let xo ∈ E and let u be harmonic in E − {xo}. The function u is analytic
in E − {xo}, and it might be singular at xo. An example is the fundamental
solution F (·; xo) of the Laplace equation with pole at xo. A point xo ∈ E is
a removable singularity for u if u can be extended continuously in xo so that
the resulting function is harmonic in the whole of E.

The pole xo is not a removable singularity for F (·; xo). This suggests that
for a singularity at xo to be removable, the behavior of u near xo should be
better than that of F (·; xo).

Theorem 5.2c Assume that

lim
x→xo

u(x)
F (x; xo)

= 0. (∗∗)

Then xo is a removable singularity.

Proof Let v be the harmonic extension in the ball Bρ(xo) of u
∣
∣
∂Bρ(xo)

. Such an
extension can be constructed by the Poisson formula (3.9) and Theorem 3.1.
The proof consists in showing that u = v in Bρ(xo). Assume N ≥ 3, the proof
for N = 2 being similar. Consider the ball Bε(xo) ⊂ Bρ(xo) and set

Mε = ‖u − v‖∞,∂Bε(xo).

By (∗∗), for every fixed η > 0, there exists εo ∈ (0, ρ) such that Mε ≤ ε2−Nη
for all ε ≤ εo. The two functions

w± = Mε

(
ε

|x − xo|
)N−2

± (u − v)

are harmonic in the annulus ε < |x−xo| < ρ and non-negative for |x−xo| = ρ.
Moreover, on the sphere |x − xo| = ε

w± ∣∣
|x−xo|=ε= Mε ± (u − v)

∣∣
|x−xo|=ε≥ 0.

Therefore, by the maximum principle, for all ε < |x − xo| < ρ

|u − v|(x) ≤ Mεε
N−2

|x − xo|N−2
≤ η

|x − xo|N−2
.

Theorem 5.3c Assume that

lim
x→xo

|x − xo|N−1∇u · x − xo
|x − xo| = 0.

Then xo is a removable singularity.
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Proof (Hint) Let v be the harmonic extension of u|∂Bρ(xo) into Bρ(xo), and
for ε ∈ (0, ρ) set

Dε = sup
∂Bρ(xo)

∣
∣
∣∇(u − v) · x − xo

|x − xo|
∣
∣
∣.

Introduce the two functions

w± =
εN−1Dε

(N − 2)|x − xo|N−2
± (u − v)

and prove that a minimum for w± cannot occur on ∂Bε(xo).

5.10. Prove that if

lim
x→xo

u(x)
F (x; xo)

= c for some c ∈ R

then u = cF (·; xo) + v, where v is harmonic in E.
5.11. The previous statements assume that u has a limit as x → xo. Prove

that if u is a non-negative harmonic function in the punctured ball B1 −
{0}, then the limit of u(x) as |x| → 0 exists, finite or infinite ([55]).

7c About the Exterior Sphere Condition

The counterexample of Lebesgue leads to a question that can be roughly
formulated as follows. How wide should the cusp in Figure 7.1 be, to ensure
the existence of solutions? The correct way of measuring “how wide” a cusp
should be is by means of the concept of capacity introduced by Wiener ([161]).
The capacity of a compact set K ⊂ R

N is defined by

cap(K) = inf
v∈C∞

o (RN )
v≥1 on K

∫

RN

|∇v|2dx.

Such a definition can be extended to Borel sets. Now consider a domain E
whose boundary has a cusp pointing inside E as in Figure 7.1. Let x∗ be the
“vertex” of the cusp, and consider the compact sets

Kn = (RN − E) ∩ B̄2−n(x∗) n ∈ N

obtained by intersecting the region enclosed by the cusp, outside E, with balls
centered at x∗ and radius 2−n.

Theorem 7.1c (Wiener [162]) The following are equivalent:

(i). There exists a barrier H(x∗; ·) for the Dirichlet problem (6.2) at x∗
(ii). The series

∑
cap(Kn) is divergent.

For a theory of capacity and capacitable sets, see [80, 104, 94].
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8c Problems in Unbounded Domains

8.1. Compute (8.5) for N = 2, 3 first. Then proceed by induction for all N .
Use 2.3 and

∫ ∞

0

ρN−2

(1 + ρ2)N/2
dρ =

∫ π/2

0

(sin t)N−2dt.

8.2. Having in mind 3.7 and the representation formula (3.2), justify the
definition (8.2) of the Poisson kernel for the half-space.

8.3. Give a solution formula for the Neumann problem in the half-space.
Discuss uniqueness.

8.4. Let E ⊂ R
N be bounded, connected, and with boundary ∂E of class

C1. Prove that there exists at most one solution to the boundary value
problem in the exterior of E

u ∈ C2(RN − E) ∩ C(RN − E), Δu = 0 in R
N − E

u
∣
∣
∂E

= ϕ ∈ C(∂E), lim
|x|→∞

u(x) = γ

for a given constant γ.

8.1c The Dirichlet Problem Exterior to a Ball

Let N ≥ 3, set E = |x| > R for some R > 0, and consider the exterior problem

u ∈ C2(E) ∩ C(Ē), Δu = 0 in E (8.1c)

u
∣
∣
|x|=R = ϕ ∈ C(∂E), lim

|x|→∞
u(x) = γ (8.2c)

for a given constant γ.

Step 1. First apply the Kelvin transform to map E into BR − {0}. Then
introduce the new unknown function

v(y) = |y|2−Nu

(
R2

|y|2 y

)
y �= 0.

With the aid of Theorem 5.2c, verify that the singularity y = 0 is remov-
able. Then, in terms of the new coordinates, (8.1c) becomes

v ∈ C2(BR) ∩ C(B̄R), Δv = 0 in BR (8.3c)

v
∣
∣
∂BR

= R2−Nϕ ∈ C(∂BR). (8.4c)

Step 2. Solve (8.3c) by means of Poisson formula (3.9). Return to the orig-
inal coordinates x by inverting the Kelvin transform. In this process use
formula (3.6). To the function so obtained add a radial harmonic function
vanishing for |x| = R and satisfying the last of (8.1c). The solution is

u(x) = γ

[
1 −

(
R

|x|
)N−2]

− 1
RωN

∫

∂BR

ϕ(y)
R2 − |x|2
|x − y|N dσ.
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9c Schauder Estimates up to the Boundary ([135, 136])

Let u ∈ C2(E) ∩ C(Ē) be the unique solution of the Dirichlet problem (1.2).
If ∂E and the boundary datum ϕ are of class C2,η, it is natural to expect that
u ∈ C2,η(Ē). Prove the following3.

Proposition 9.1c Let u ∈ C2(RN × R
+) ∩ C(RN × R+) be the unique

bounded solution of the Dirichlet problem (8.1). If ϕ(x) ∈ C2,η
o (RN ) then

u ∈ C2,η(RN × R+) and there exists a constant γ depending only upon N , η
and the diameter of the support of ϕ such that

|||u|||
2,η;RN×R+ ≤ γ|||ϕ|||2,η;RN .

Moreover there exist a constant γ depending only upon N and η and indepen-
dent of the support of ϕ such that

sup
x,y∈RN

xN+1,yN+1∈R+

|uxixj (x, xN+1) − uxixj (y, yN+1)|
[|x − y|2 + (xN+1 − yN+1)2]η/2

≤ γ sup
x,y∈RN

|ϕ(x) − ϕ(y)|
|x − y|η .

Proof (Hint:) Apply the same technique of proof of Theorem 9.1 to the
Poisson integral (8.1).

The result of Theorem 9.1c is the key step in deriving C2,η estimates up to the
boundary for solutions of the Dirichlet problem (1.2). The technique consists
of performing a local flattening of ∂E.

10c Potential Estimates in Lp(E)

10.1. Compute the last integral in the proof of Proposition 10.1 by intro-
ducing polar coordinates. Prove that for α = 1, the constant γ in (10.3)
is

γ =
1

ω
1/p
N (N − 2)

(
p − 1

2p − N

)(p−1)/p

diam(E)2−N/p.

10.2. Verify that for N = 2 and α = 1, the constant γ in (10.3) is

γ =
1

(2π)1/p

⎧
⎨

⎩

1
e

p

p − 1
if diam(E) ≤ 1

diam(E)2
p−1

p ln diam(E) if diam(E) > 1.

10.3. Prove the following

3A version of these estimates is in [54, 91]. Their parabolic counterparts are in
[45, 92].
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Corollary 10.1c Let E = BR and N ≥ 3. Then

‖AF f‖∞,E ≤ γ(N, p, R)
(
−
∫

BR

|f(y)|pdy

)1/p

where

γ(N, p, R) = 2R2 N1/p22−N/p

N − 2

(
p − 1

2p − N

) p−1
p

.

State and prove a similar corollary for the case N = 2.
10.4. In Proposition 10.1 the boundedness of E is essential. For α = 2, give

an example of f ∈ Lp(E) for some p > N/2 and E unbounded for which
AF f is unbounded.

10.5. If E is unbounded, the boundedness of AF f can be recovered by
imposing on f a fast decay as |x| → ∞. Prove the following

Lemma 10.1c Assume f ∈ Lp(E) for some p > N/2, and

|f(x)| ≤ C|x|−(2+ε) for |x| > Ro

for given positive constants C, Ro, ε. Then AF f ∈ L∞(E), and there
exists a constant γ depending only on N , C, Ro, ε such that

‖AF f‖∞,E ≤ γ(1 + ‖f‖p,E).

10.6. Give an example of AF f such that |∇AF f | ∈ L2(E) and w2 /∈ L∞(E).

10.1c Integrability of Riesz Potentials

The proof of Proposition 10.1 shows that the constant γ in (10.3) deteriorates
as q → Np/(N −αp)+. However, (10.3) continues to hold also for the limiting
case

q =
Np

(N − αp)+
, provided αp < N.

The proof for such a limiting case, however, is rather delicate and is based on
Hardy’s inequality ([65], also in [31], Chapter VIII, §18).

10.2c Second Derivatives of Potentials

If f ∈ Cη
o (E), then AF f is twice continuously differentiable, and formally

(AF f)xixj(x) =
∫

E

Fxixj (x; y)f(y)dy. (10.1c)

The integral is meant in the sense of the improper integral
∫

E

Fxixj (x; y)f(y)dy = lim
ε→

∫

E∩[|x−y|>ε]
Fxixj (x; y)f(y)dy.
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The limit exists, since f ∈ Cη
o (E). However, if f ∈ Lp(E) for some p > 1, such

a representation loses its classical meaning. It is natural to ask, in analogy
with Proposition 10.1, whether one may use (10.1c) to define (AF f)xixj in a
weak sense and whether such weak second derivatives are in Lq(E) for some
q ≥ 1. It turns out that

f ∈ Lp(E) =⇒ (AF f)xixj ∈ Lp(E) for 1 < p < ∞.

The proof of this fact cannot be constructed from (10.1) for α = 0, since
the latter would be a divergent integral even if f ∈ C∞

o (E). One has to rely
instead on cancellation properties of the kernel in (10.1c). These estimates are
due to Calderón and Zygmund ([16], see also [144]).
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Boundary Value Problems by Double-Layer
Potentials

1 The Double-Layer Potential

Let Σ be an (N − 1)-dimensional bounded surface of class C1 in R
N for

N ≥ 2, whose boundary ∂Σ is an (N − 2)-dimensional surface of class C1.
Fix xo ∈ R

N − Σ̄ and consider the cone C(Σ, xo) generated by half-lines
originating at xo and passing through points of ∂Σ. Let α(xo) denote the
solid angle spanned by C(Σ, xo), that is, the area of the portion of the unit
sphere centered at xo, cut by the cone. The double-layer potential generated
in xo by a distribution of dipoles identically equal to 1 on Σ is defined by

W (Σ, xo) = −
∫

Σ

∂F (xo; y)
∂n(y)

dσ =
−1
ωN

∫

Σ

(xo − y) · n(y)
|xo − y|N dσ. (1.1)

Here n(·) is the unit normal to Σ exterior to the cone C(Σ, xo), and F (·; ·) is
the fundamental solution of the Laplacian, introduced in (2.6) of Chapter 2.

Fig. 1.1.

The same cone is generated by infinitely many surfaces; however, the double-
layer potential depends only on xo and the solid angle α(xo). This is the
content of the next proposition.
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Proposition 1.1 Let Σ1 and Σ2 be any two surfaces generating the same
cone C(Σ, xo). Then

W (Σ1, xo) = W (Σ2, xo) = W (Σ, xo) =
α(xo)
ωN

.

Proof Let E be the portion of the cone C(Σ1, xo) = C(Σ2, xo) included by
the surfaces Σ1 and Σ2. Since xo is outside Ē

0 =
∫

E

ΔyF (xo; y)dy =
1

ωN

∫

∂E−(Σ1∪Σ2)

(xo − y) · n(y)
|xo − y|N dσ

+
∫

Σ1

∂F (xo; y)
∂n(y)

dσ −
∫

Σ2

∂F (xo; y)
∂n(y)

dσ.

The first integral on the right-hand side vanishes since (xo − y) is tangent to
the cone and thus normal n(y). Therefore W (Σ1, xo) = W (Σ2, xo).

Next, since W (Σ, xo) is independent of Σ, we replace Σ with the portion
of the sphere ∂BR(xo) cut by the cone, that is

Σo = ∂BR(xo) ∩ C(Σ, xo) for some R > 0.

The normal to Σo exterior to the cone is

n(y) =
y − xo
|y − xo| .

This in (1.1) gives

W (Σ, xo) =
1

ωNRN−1

∫

Σo

dσ =
α(xo)
ωN

.

In what follows E, is a bounded open set in R
N with boundary ∂E of class

C1,α for some α ∈ (0, 1]. The double-layer potential generated at a point
xo ∈ R

N − ∂E by a continuous distribution of dipoles y → v(y) on ∂E is

W (∂E, xo; v) = −
∫

∂E

v(y)
∂F (xo; y)

∂n(y)
dσ

=
−1
ωN

∫

∂E

v(y)
(xo − y) · n(y)

|xo − y|N dσ.

(1.2)

Proposition 1.2 In (1.2) let v = 1. Then

W (∂E, xo; 1) =
{

1 for xo ∈ E
0 for xo ∈ R

N − Ē.
(1.3)

Proof The first follows from the Stokes identity (2.3)–(2.4) of Chapter 2, writ-
ten for u = 1. If xo is outside Ē, the function y → F (xo; y) is harmonic in E.
Therefore ∫

E

ΔyF (xo; y)dy =
∫

∂E

∂F (xo; y)
∂n(y)

dσ = 0.
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2 On the Integral Defining the Double-Layer Potential

As xo tends to a point x ∈ ∂E the integrand in (1.2), becomes singular. Such
a singularity however is integrable. This is the content of the next lemma.

Lemma 2.1 There exists a constant C depending only on N , α, and the
structure of ∂E such that

|(x − y) · n(x)|
|x − y|N ≤ C

1
|x − y|N−1−α for all x, y ∈ ∂E.

Proof It will suffice to prove the lemma for all |x − y| < η for some η > 0.
Fix x ∈ ∂E and assume, after a translation, that it coincides with the origin.
Since ∂E is of class C1,α, there exists η > 0 such that the portion of ∂E within
the ball Bη, centered at the origin, can be represented, in a local system of
coordinates, as the graph of a function ϕ satisfying

ξN = ϕ(ξ), ξ = (ξ1, . . . , ξN−1), |ξ| < η
ϕ ∈ C1,α(|ξ| < η), ϕ(0) = 0, |∇ϕ(0)| = 0

|∇ϕ(ξ)| ≤ Cϕ|ξ|α for a given positive constant Cϕ.
(2.1)

Fig. 2.2.

Then n(0) is the unit vector of the ξN -axis, exterior to E, and in the new
coordinates

|ξ| ≤ |y| ≤ (1 + ‖∇ϕ‖∞,Bη )|ξ|
and

| − y · n(0)| = |ϕ(ξ)| ≤ Cϕ|ξ|1+α.

Let x ∈ ∂E and for ε > 0 let Sε(x) = ∂E ∩ Bε(x) denote the portion of ∂E
within the ball Bε(x) centered at x and radius ε.

Lemma 2.2 There exist constants C and εo, depending only on N , α, and
the structure of ∂E, such that for every ε ≤ εo

∫

Sε(x)

|(z − y) · n(y)|
|z − y|N dσ ≤ C

uniformly for all z ∈ Bε(x).
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Proof Fix such a z ∈ Bε(x). Since ∂E is of class C1+α, we may choose εo
so small that z has a unique projection, say zp, on ∂E. Set δ = |z − zp| and
compute

|z − y|2 = |zp − y|2 + δ2 − 2(zp − y) · (zp − z).

Since zp ∈ ∂E, by Lemma 2.1

|(zp − y) · (zp − z)| =
∣∣
∣
∣(zp − y) · zp − z

|zp − z|
∣∣
∣
∣

= |(zp − y) · n(zp)|δ ≤ C|zp − y|1+αδ.

Therefore

|z − y|2 ≥ |zp − y|2 + δ2 − 2C|zp − y|1+αδ ≥ 1
4
(|zp − y| + δ)2

provided εo is chosen sufficiently small. Also

|(z − y) · n(y)| ≤ |(zp − y) · n(y)| + δ ≤ C|zp − y|1+α + δ.

Therefore
|(z − y) · n(y)|

|z − y|N ≤ C
|zp − y|1+α + δ

(|zp − y| + δ)N
.

From this
∫

Sε(x)

|(z − y) · n(y)|
|z − y|N dσ ≤

∫

Sε(x)

1
|zp − y|N−1−αdσ

+ Cδ

∫

Sε(x)

dσ

(|zp − y| + δ)N
.

The first integral is convergent, since x ∈ ∂E, and it is bounded above by

sup
x∈∂E

∫

∂E

1
|x − y|N−1−α dσ.

To estimate the second integral, first extend the integration to the larger set
S2ε(zp). Then introduce a local system of coordinates with the origin at zp,
so that S2ε(zp) is represented as in (2.1). This gives

δ

∫

Sε(x)

dσ

(|x − y| + δ)N
≤ Cϕδ

∫

|ξ|<2ε

dξ

(|ξ| + δ)N

≤ C′
ϕδ

∫ 2ε

0

dr

(r + δ)2
≤ C′′

ϕ.



3 The Jump Condition of W (∂E,xo; v) Across ∂E 91

3 The Jump Condition of W (∂E, xo; v) Across ∂E

We will compute the limit of W (∂E, xo; v) as xo → ∂E either from within E or
from outside Ē. Having fixed x ∈ ∂E, denote by {xi} ⊂ E a sequence of points
approaching x from the interior of E. Likewise, denote by {xe} ⊂ R

N − Ē a
sequence of points approaching x from the exterior of Ē.

Proposition 3.1 Let v ∈ C(∂E). Then for all x ∈ ∂E

lim
xi→x

W (∂E, xi; v) =
1
2

v(x) − 1
ωN

∫

∂E

v(y)
(x − y) · n(y)

|x − y|N dσ

lim
xe→x

W (∂E, xe; v) = −1
2

v(x) − 1
ωN

∫

∂E

v(y)
(x − y) · n(y)

|x − y|N dσ.

Combining these limits gives the jump condition of the potential W (∂E, xo; v)
across ∂E.

Corollary 3.1 Let v ∈ C(∂E). Then for all x ∈ ∂E

lim
xi→x

W (∂E, xi; v) − lim
xe→x

W (∂E, xe; v) = v(x).

Proof (Proposition 3.1) For ε > 0, let Sε(x) = ∂E ∩ Bε(x) and write
∫

∂E

v(y)
(xi − y) · n(y)

|xi − y|N dσ = v(x)
∫

Sε(x)

(xi − y) · n(y)
|xi − y|N dσ

+
∫

Sε(x)

[v(y) − v(x)]
(xi − y) · n(y)

|xi − y|N dσ

+
∫

∂E−Sε(x)

v(y)
(xi − y) · n(y)

|xi − y|N dσ.

Choose ε ≤ εo, where εo is the number claimed by Lemma 2.2, and set

−
∫

Sε(x)

(xi − y) · n(y)
|xi − y|N dσ = α(ε, xi)

where by Proposition 1.1, α(ε, xi) is the solid angle of the cone generated by
the lines through xi and the points of ∂Sε(x). By Lemma 2.2

∣
∣
∣∣

∫

Sε(x)

[v(y) − v(x)]
(xi − y) · n(y)

|xi − y|N dσ

∣
∣
∣∣

≤ sup
y∈Sε(x)

|v(y) − v(x)|
∣
∣
∣∣

∫

Sε(x)

(xi − y) · n(y)
|xi − y|N dσ

∣
∣
∣∣

≤ C sup
y∈Sε(x)

|v(y) − v(x)|.
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Therefore
∫

∂E

v(y)
(xi − y) · n(y)

|xi − y|N dσ = − v(x)α(ε, xi) + O(ε)

+
∫

∂E−Sε(x)

v(y)
(xi − y) · n(y)

|xi − y|N dσ.

Now let xi → x to obtain

lim
xi→x

W (∂E, xi; v) = v(x)
α(ε; x)

ωN
− O(ε)

−
∫

∂E−Sε(x)

v(y)
(x − y) · n(y)

|x − y|N dσ
(3.1)

where α(ε; x) is the solid angle of the cone generated by lines through x and
points of ∂Sε(x). As ε → 0, α(ε; x) → 1

2ωN . To prove the proposition, we let
ε → 0 in (3.1) with the aid of Lemma 2.1.

Fig. 3.3.

Corollary 3.2 For all x ∈ ∂E

− 1
ωN

∫

∂E

(x − y) · n(y)
|x − y|N dσ =

1
2

.

Proof Apply (3.1) with v = 1 and use (1.3).

Remark 3.1 Combining this with Proposition 1.2, we conclude that the
double-layer potential x → W (∂E; x) generated by a constant distribution
of dipoles on ∂E, at points x ∈ R

N , is a function that is discontinuous across
∂Ω, and its values are, up to a multiplicative constant

W (∂E; x) =

⎧
⎪⎪⎨

⎪⎪⎩

1 for x ∈ E

1
2

for x ∈ ∂E

0 for x ∈ R
N − Ē.

(3.2)
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4 More on the Jump Condition Across ∂E

Fix x ∈ ∂E and denote by n(x) the outward unit normal at x. For xo ∈
R
N − ∂E, set

W̃ (∂E, xo; v) = − 1
ωN

∫

∂E

v(y)
(xo − y) · n(x)

|xo − y|N dσ

= ∇z

(∫

∂E

v(y)F (z; y)dσ

)
· n(x)

∣
∣
∣∣
z=xo

.

(4.1)

As xo → x the behavior of W̃ (∂E, xo; v) is similar to that of the double-layer
potential W (∂E, xo; v), provided xo approaches x along the normal n(x). Let
{xi} and {xe} denote sequences approaching x from the inside and respectively
outside of E, say for example

xi = x − δin(x), xe = x + δen(x)

where {δi} and {δe} are sequences of positive numbers decreasing to zero.

Proposition 4.1 Let v ∈ C(∂E). Then for all x ∈ ∂E

lim
δi→0

W̃ (∂E, xi; v) =
1
2

v(x) − 1
ωN

∫

∂E

v(y)
(x − y) · n(x)

|x − y|N dσ

lim
δe→0

W̃ (∂E, xe; v) = −1
2

v(x) − 1
ωN

∫

∂E

v(y)
(x − y) · n(x)

|x − y|N dσ.

Corollary 4.1 Let v ∈ C(∂E). Then for all x ∈ ∂E

lim
xi→x

W̃ (∂E, xi; v) − lim
xe→x

W̃ (∂E, xe; v) = v(x).

Proof (Proposition 4.1) We prove only the first statement. Write

lim
δi→0

W̃ (∂E, xi; v) = lim
δi→0

1
ωN

∫

∂E

v(y)
(xi − y) · (n(y) − n(x))

|xi − y|N dσ

+ lim
δi→0

−1
ωN

∫

∂E

v(y)
(xi − y) · n(y)

|xi − y|N dσ.

The second limit is computed by means of Proposition 3.1, and equals

1
2

v(x) − 1
ωN

∫

∂E

v(y)
(x − y) · n(y)

|x − y|N dσ.

To compute the first limit, set S2ε = ∂E ∩ B2ε(x) for 0 < ε � 1, and write
∫

∂E

v(y)
(xi − y) · (n(y) − n(x))

|xi − y|N dσ

=
∫

∂E−B2ε(x)

v(y)
(xi − y) · (n(y) − n(x))

|xi − y|N dσ

+
∫

S2ε(x)

v(y)
(xi − y) · (n(y) − n(x))

|xi − y|N dσ.
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Without loss of generality, we may assume that the sequence {xi} is contained
in Bε(x). Then for ε fixed

lim
δi→0

∫

∂E−B2ε(x)

v(y)
(xi − y) · (n(y) − n(x))

|xi − y|N dσ

=
∫

∂E−B2ε(x)

v(y)
(x − y) · (n(y) − n(x))

|x − y|N dσ.

It remains to prove that

lim
δi→0

∫

S2ε(x)

v(y)
(xi − y) · (n(y) − n(x))

|xi − y|N dσ

=
∫

S2ε(x)

v(y)
(x − y) · (n(y) − n(x))

|x − y|N dσ.

Compute
|xi − y|2 = |x − y|2 + δ2

i + 2δi(x − y) · n(x).

By Lemma 2.1, since |x − y| < ε

|(x − y) · n(x)| ≤ const|x − y|1+α ≤ εαconst|x − y|.

Therefore, if ε is chosen so small that εαconst ≤ 1

|xi − y|2 ≥ |x − y|2 + δ2
i − 2εαconst|x − y|δi ≥ 1

4
(|x − y| + δi)2.

Next estimate

|(xi − y) · (n(y) − n(x))|
|xi − y|N ≤ γ

|x − y|α
|xi − y|N−1

≤ γ
|x − y|α

(|x − y| + δi)N−1

≤ γ

|x − y|N−1−α

for a constant γ depending only upon N and the structure of ∂E. Therefore
to compute the last limit, it suffices to pass to the limit under the integral
with the aid of the Lebesgue dominated convergence theorem.

5 The Dirichlet Problem by Integral Equations ([111])

Let E be a bounded domain in R
N with boundary ∂E of class C1,α for some

α ∈ (0, 1], and consider the Dirichlet problem (1.2) of Chapter 2. Seek a
solution of such a problem in the form of a double-layer potential

u(x) =
−1
ωN

∫

∂E

v(y)
(x − y) · n(y)

|x − y|N dσ (5.1)
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for some unknown density v ∈ C(∂E). To impose the boundary data u = ϕ
on ∂Ω, let x tend to points of ∂E. Using Proposition 3.1, we conclude that
v(·) must satisfy the integral equation

1
2

v =
∫

∂E

KD(·; y)v(y)dσ + ϕ (5.2)

where KD(·; ·) is the Dirichlet kernel

KD(x; y) =
1

ωN

(x − y) · n(y)
|x − y|N . (5.3)

Proposition 5.1 Suppose that (5.2) has a solution v ∈ C(∂E). Then (5.1)
for such a v defines a solution of the Dirichlet problem (1.2) of Chapter 2.

Proof The function u defined by (5.1) is harmonic in E, and by Proposi-
tion 3.1, it takes the boundary values ϕ on ∂E.

For v ∈ L∞(∂E), set

ADv =
∫

∂E

KD(·; y)v(y)dσ. (5.4)

Proposition 5.2 The function x → ADv(x) is continuous in ∂E.

Proof Let {xn} be a sequence of points in ∂E converging to some xo ∈ ∂E.
First observe that {KD(xn; ·)} → KD(xo; ·) a.e. in ∂E. Then write

lim |ADv(xn) − ADv(xo)| ≤ lim
∫

∂E

|KD(xn; y) − KD(xo; y)||v(y)|dy.

Pass to the limit under integral, with the aid of Lemma 2.1 (5.2. of the
Complements).

Corollary 5.1 Let {vn} be equi-bounded in L∞(∂E). Then {ADvn} is equi-
bounded and equi-continuous in ∂E (5.3. of the Problems and Complements).

6 The Neumann Problem by Integral Equations ([111])

Consider the Neumann problem (1.3) of Chapter 2 for a datum ψ ∈ C(∂E).
For x ∈ ∂E, such a datum is taken in the sense

lim
δ→0

∇u(x − δn(x)) · n(x) = ψ(x). (6.1)

Seek solutions of the Neumann problem in the form of a single-layer potential

u =
∫

∂E

F (·; y)v(y)dσ (6.2)
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where F (·; ·) is the fundamental solution of the Laplacian, introduced in (2.6)
of Chapter 2, and v(·) is an unknown surface density. To compute v, impose
the boundary condition in the sense of (6.1). First, for xi ∈ E and x ∈ ∂E,
compute

∇u(xi) · n(x) = − 1
ωN

∫

∂E

v(y)
(xi − y) · n(x)

|xi − y|N dσ.

Then take xi = x − δn(x) and take the limit as δ → 0 of the integral on the
right-hand side by making use of Proposition 4.1. We conclude that v(·) must
satisfy the integral equation

1
2

v =
∫

∂E

KN (·; y)v(y)dσ + ψ (6.3)

where KN (·; ·) is the Neumann kernel

KN(x, y) =
1

ωN

(x − y) · n(x)
|x − y|N . (6.4)

Proposition 6.1 Suppose that (6.3) has a solution v ∈ C(∂E). Then (6.2),
for such a v, defines a solution to the Neumann problem (1.3) of Chapter 2.

Proof The function defined by (6.2) is harmonic in E and by the previous
calculations, satisfies the Neumann data on ∂E.

Theorem 6.1 A necessary and sufficient condition of solvability of (6.3) is
that ψ be of zero-average over ∂E, i.e., that (1.4) of Chapter 2 holds.

Proof (Necessity) Integrate (6.3) over ∂E in dσ(x). By Corollary 3.1
∫

∂E

KN(x; y)dσ(x) = − 1
ωN

∫

∂E

(x − y) · n(x)
|x − y|N dσ(x) =

1
2

.

The sufficient part of the theorem will be proved in the next chapter.
For v ∈ L∞(∂E) set

ANv =
∫

∂E

KN (·; y)v(y)dσ. (6.5)

Proposition 6.2 The function x → ANv(x) is continuous in ∂E.

Corollary 6.1 Let {vn} be equi-bounded in L∞(∂E). Then {ANvn} is equi-
bounded and equi-continuous in ∂E.
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7 The Green Function for the Neumann Problem

Consider the family of Neumann problems

N(x; ·) ∈ C2(E) ∩ C1(Ē) for all x ∈ E, ΔyN(x; y) = k in E
∂

∂n(y)
N(x; y) =

∂

∂n(y)
F (x; y), y ∈ ∂E

(7.1)

where F is the fundamental solution of the Laplacian, introduced in (2.6) of
Chapter 2, and k is a constant. Integrating the equation by parts and using
(1.3) gives

k |E| =
∫

∂E

∂F (x; y)
∂n(y)

dσ = −1.

Therefore, a necessary condition of solvability is k = −|E|−1. Assuming for
the moment that (7.1) has a solution set

(x, y) → G(x; y) = F (x; y) − N(x; y) for x �= y.

This is called Green’s function for the Neumann problem, and it satisfies

ΔyG = −k in E,
∂

∂n(y)
G(x; y) = 0 on ∂E; x �= y. (7.2)

Green’s function is not unique; indeed if G(x; ·), is a Green’s function, then

G(x; ·) + v(x) for all v ∈ C2(E)

is still a Green’s function for the Neumann problem. Having determined one
such a function, say for example G1(x; y), we let

v = −−
∫

E

G1(·; y)dy and G(x; y) def= G1(x; y) + v(x).

In this way, among all the possible Green’s functions for the Neumann prob-
lem, we have selected the one with zero-average for all x ∈ E. Such a selection
implies that G(·; ·) is symmetric. This is a particular case of the following

Lemma 7.1 Let G(·; ·) be Green’s function for the Neumann problem satis-
fying

x →
∫

E

G(x; y)dy = const.

Then G(x; y) = G(y; x).

The proof is the same as in Lemma 3.1 of Chapter 2. From now on, we will
select G satisfying the zero-average property. Therefore, by symmetry

ΔyG = ΔxG = −k in E for x �= y.
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Let u be a solution of the Neumann problem (1.3) of Chapter 2. From the
Stokes identity (2.3)–(2.4) of Chapter 2, subtract the Green’s identity (2.2),
of the same Chapter, written for u and N(x; ·). This gives

u =
∫

∂E

ψG(·; y)dσ − k

∫

E

u dy.

If u is a solution of the Neumann problem, then u + C are also solutions of
the same problem, for all constants C. Choosing

C = −−
∫

E

udy

we select, among all solutions of the Neumann problem, the one with the
zero-average property and satisfying the representation

u =
∫

∂E

ψG(·; y)dσ. (7.3)

This representation is a candidate for a solution of the Neumann problem.
By the symmetry of G(·; ·)

Δxu =
∫

∂E

ψΔxG(·; y) dσ = −k

∫

∂E

ψ dσ = 0.

Thus the condition that ψ be of zero-average over ∂E is necessary for (7.3) to
define a harmonic function. It would remain to establish that the boundary
datum is taken in the sense of (6.1). This verification could be carried out
if one had an explicit expression for G(·; ·). This would be analogous to the
Dirichlet problem for the ball, where a verification of the boundary data was
possible via the explicit Poisson representation of Theorem 3.1 of Chapter 2.

Even though the method is elegant, the actual calculation of the Green’s
function G(·; ·) can be effected explicitly only for domains with a simple geo-
metry such as balls or cubes (see Section 7c of the Complements).

7.1 Finding G(·; ·)
One might look for G(·; ·) of the form

G(x; y) = F (x; y) − γo|y|2 + h(x; y)

up to the addition of a function x → v(x). Here γo is a constant to be deter-
mined, and

h(x; ·) ∈ C2(E) ∩ C1(Ē) is harmonic for all x ∈ E.

Such a G(·; ·) satisfies the first of (7.2) for the choice 2Nγo = k. Imposing the
boundary conditions on G(x; ·) implies that h(x; ·) must satisfy
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Δh(x; ·) = 0 in E,
∂h(x; y)
∂n(y)

= 2γoy · n(y) − ∂F (x; y)
∂n(y)

on ∂E.

This family of Neumann problems can be solved by the method of integral
equations outlined in the previous section. Specifically, one looks for h(x; ·) in
the form of a single-layer potential

h(x; y) =
∫

∂E

v(x; η)F (y; η) dσ(η), x, y ∈ E

where the unknown x-dependent density distribution v(x; ·) satisfies the inte-
gral equation

1
2

v(x; y) = 2γoy · n(y) − ∂F (x; y)
∂n(y)

+
1

ωN

∫

∂E

v(x; η)
(y − η) · n(y)

|y − η|N dσ(η).

This integral equation is solvable if and only if
∫

∂E

∂h(x; y)
∂n(y)

dσ = 0 for all x ∈ E.

This is part of the existence theory for such integral equations that will be
developed in the next chapter. To verify the zero-average condition, compute

∫

∂E

∂F (x; y)
∂n(y)

dσ = −W (∂E, x; 1) = −1

by Proposition 1.2. On the other hand, by the divergence theorem and the
indicated choices of γo and k

2γo

∫

∂E

y · n(y)dσ = γo

∫

E

div∇|y|2dx = 2Nγo|E| = −1.

8 Eigenvalue Problems for the Laplacian

Consider the problem of finding λ ∈ R − {0} and a non-trivial u ∈ C2(E) ∩
Cη(Ē), for some η ∈ (0, 1) satisfying

Δu = −λu in E, and u = 0 on ∂E. (8.1)

This is the eigenvalue problem for the Laplacian with homogeneous Dirichlet
data on ∂E. If (8.1) has a non-trivial solution, by the results of Section 12 of
Chapter 2, such a solution u satisfies

u = λ

∫

E

G(·; y)u dy (8.2)

where G(·; ·) is the Green’s function for the Laplacian in E. The non-trivial
pair (λ, u) represents an eigenvalue and an eigenfunction for the integral equa-
tion (8.2). Conversely, if (8.2) has a non-trivial solution pair (λ, u), such that
u ∈ Cη(Ē), for some η ∈ (0, 1), then by the same procedure of Section 12 of
Chapter 2, such a u is also a solution of (8.1). We summarize
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Lemma 8.1 A non-trivial pair (λ, u) is a solution of (8.1) if and only if it
solves (8.2).

8.1 Compact Kernels Generated by Green’s Function

Let E be a bounded open set in R
N with boundary ∂E of class C1 and let

G(·; ·) be the Green’s function for the Laplacian in E. Set

Lp(E) 	 f → AGf =
∫

E

G(·; y)f(y)dy for some p ≥ 1 (8.3)

provided the right-hand side defines a function in Lq(E) for some q ≥ 1.

Theorem 8.1 AG is a compact mapping in Lp(E) for all 1 ≤ p ≤ ∞, i.e., it
maps bounded sets in Lp(E), into pre-compact sets in Lp(E).

Green’s function G is defined in (3.3) of Chapter 2, where F (·; ·) is the fun-
damental solution of the Laplace equation in R

N , for N ≥ 2, defined in (2.6)
of Chapter 2, and Φ is introduced in (3.1) of the same chapter. Setting

Lp(E) 	 f →

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

AF f =
∫

E

F (·; y)f(y)dy

AΦf =
∫

E

Φ(·; y)f(y)dy

for some p ≥ 1 (8.4)

the proof reduces to showing that both AF and AΦ are compact in Lp(E).

9 Compactness of AF in Lp(E) for 1 ≤ p ≤ ∞
The operator AF maps bounded sets in Lp(E) into bounded sets of Lp(E), for
all 1 ≤ p ≤ ∞. This is content of Proposition 10.1 of Chapter 2. For p > N , the
compactness of AF follows from Corollary 10.1 of Chapter 2. Indeed, in such
a case, AF maps bounded sequences {fn} ⊂ Lp(E) into sequences {AF fn} of
equi-Lipschitz continuous functions in Ē. Therefore compactness follows from
the Ascoli–Arzelà theorem.

To establish compactness in Lp(E) for 1 ≤ p ≤ N , for a fixed vector
h ∈ R

N , introduce the translation operator

Lp(E) 	 v → Thv =
{

v(· + h) if · +h ∈ E
0 otherwise.

Also for δ > 0 set
Eδ = {x ∈ E

∣
∣ dist(x, ∂E) > δ}. (9.1)

The proof uses the following characterization of pre-compact subsets of Lp(E)
([31] Chapter 5, Section 22).
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Theorem 9.1 A bounded subset K ⊂ Lp(E), for 1 ≤ p < ∞ is pre-compact
in Lp(E) if and only if for every ε > 0 there exists δ > 0 such that for all
vectors h ∈ R

N of length |h| < δ, and for all v ∈ K

‖Thv − v‖p,E < ε and ‖v‖p,E−Eδ
< ε. (9.2)

To verify the assumptions of the theorem, set v = AF f and use Proposi-
tion 10.1 of Chapter 2 and (10.3) of the same Chapter, for α = 1. Fix δ > 0
so small that E −Eδ is not empty and let h ∈ R

N be such that |h| < δ. Then
∫

Eδ

|v(x + h) − v(x)|dx ≤
∫

Eδ

∫ 1

0

∣∣
∣
∣

d

dt
v(x + th)

∣∣
∣
∣dtdx

≤ |h|
∫ 1

0

∫

Eδ

|∇v(x + th)|dxdt

≤ |h||E|1− 1
q ‖∇AF f‖q,E ≤ γ|h|‖f‖p,E

where p and q are as in the indicated proposition, including possibly the
limiting cases. Therefore for all σ ∈ (0, 1

p )

∫

Eδ

|Thv − v|pdx =
∫

Eδ

|Thv − v|pσ+p(1−σ)dx

≤
(∫

Eδ

|Thv − v|dx

)pσ (∫

Eδ

|Thv − v| p(1−σ)
1−pσ dx

)1−pσ
.

Choose σ from

p(1 − σ)
1 − pσ

= q ∈
(

p,
Np

(N − p)+

)
, i.e., σ =

q − p

p(q − 1)
.

One verifies that such a choice is possible if q is in the range (10.2) of Chap-
ter 2, for α = 1. Therefore

∫

Eδ

|Thv − v|pdx ≤ γδpσ‖f‖p(1−σ)
p,E .

On the other hand
∫

E−Eδ

|Thv − v|pdx ≤ 2p|E − Eδ|
q−p

q

(∫

E

|v|qdx

)p/q

≤ γ|E − Eδ|
q−p

q ‖f‖pp,E.

Since ∂E is of class C1, there exists a constant γ depending on N and the
structure of ∂E such that |E − Eδ| ≤ γδ. Combining these estimates

‖Thv − v‖p,E = ‖ThAF f − AF f‖p,E ≤ γδ
q−p
pq (1 + ‖f‖p,E).
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10 Compactness of AΦ in Lp(E) for 1 ≤ p < ∞
Since Φ(x; ·) is harmonic in E and equals F (x; ·) on ∂E, possible singularities
of Φ(x; y) occur for x ∈ ∂E. Therefore, for δ > 0 fixed, Φ(·; y) ∈ C∞(Eδ)
uniformly in y ∈ Ē. If {fn} is a bounded sequence in Lp(E), then the sequence
{AΦfn} is equi-bounded and equi-continuous in Ēδ. By the Ascoli–Arzelà
theorem, a subsequence can be selected, and relabeled with n, such that for
every ε > 0, there exists a positive integer n(ε) such that

‖AΦfn − AΦfm‖∞,Eδ
≤ ε for n, m ≥ n(ε). (10.1)

The selection of the subsequence depends on δ. Let {δj} be a sequence of
positive numbers decreasing to zero, and let {AΦfnj} be the subsequence, out
of {AΦfn}, for which (10.1) holds within Eδj . By diagonalization, one may
select a subsequence, and relabel it with n, such that {AΦfn} is a Cauchy
sequence in C(Ēδj ) for each fixed j = 1, 2, . . . . We claim that {AΦfn} is a
Cauchy sequence in Lp(E). Fix ε > 0 arbitrarily small and j ∈ N arbitrarily
large. There exists a positive integer m(ε, j) such that

‖AΦfn − AΦfm‖∞,Eδj
≤ ε for n, m ≥ m(ε, j).

Next, for n, m ≥ m(ε, j)

‖AΦfn − AΦfm‖pp,E =
∫

Eδj

|AΦfn − AΦfm|pdx +
∫

E−Eδj

|AΦfn − AΦfm|pdx

≤ εp|E| +
∫

E−Eδj

∣
∣
∣
∫

E

Φ(x; y)|fn(y) − fm(y)|dy
∣
∣
∣
p

dx.

Let us assume that N ≥ 3, the proof for N = 2 being similar. By Proposi-
tion 12.1 of Chapter 2 the last integral is majorized by

(∫

E

∣
∣∣
∫

E

F (x; y)|fn(y) − fm(y)|dy
∣
∣∣
q

dx

)p/q
|E − Eδj |1−p/q

for some q > p.

11 Compactness of AΦ in L∞(E)

Lemma 11.1 Let f ∈ L∞(E). Then AΦf is Hölder continuous in Ē. Namely,
there exist constants γ > 1 and 0 < η ≤ 1, that can be determined a priori in
terms of N and the structure of ∂E only such that

|AΦf(x1) − AΦf(x2)| ≤ γ‖f‖∞,E|x1 − x2|η for all x1, x2 ∈ Ē.
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Proof The points xi ∈ Ē being fixed, set δ = |x1 − x2|α, where α > 0 is to be
chosen, and denote by Bδ(x̄) the ball of radius δ centered at x̄ = 1

2 (x1 + x2).
For such a δ, let Eδ be defined as in (9.1), where without loss of generality we
may assume that δ is so small that E4δ �= ∅. Assume first that Bδ(x̄) ⊂ E2δ.
Then

AΦf(x1)−AΦf(x2) =
∫

E

[Φ(x1; y) − Φ(x2; y)]f(y)dy

=
∫

E

(∫ 1

0

d

ds
Φ(sx1 + (1 − s)x2; y)ds

)
f(y)dy

= (x1 − x2) ·
∫ 1

0

∇x

(∫

E

Φ(sx1 + (1 − s)x2; y)f(y)dy

)
ds.

The function AΦf is harmonic in B2δ(x̄), and sx1 + (1 − s)x2 ∈ Bδ(x̄) for all
s ∈ [0, 1]. Therefore by Theorem 5.2 of Chapter 2

∣
∣∣
∣∇x

∫

E

Φ(x; y)f(y)dy

∣
∣∣
∣ ≤

γ

δ
sup

x∈B2δ(x̄)

∣
∣∣
∣

∫

E

Φ(x; y)f(y)dy

∣
∣∣
∣

≤ γ

δ
‖f‖∞,E sup

x∈E

∫

E

F (x; y)dy ≤ γ

δ
‖f‖∞,E.

Combining these estimates

|AΦf(x1) − AΦf(x2)| ≤ γ̃‖f‖∞,E
|x1 − x2|

δ

provided Bδ(x̄) ⊂ E2δ. Assume now that Bδ(x̄) ∩ (E − E2δ) �= ∅, and write

AΦf(x1) − AΦf(x2) =
∫

E

[Φ(x1; y) − Φ(x2; y)]f(y)dy

=
∫

E4δ

[Φ(x1; y) − Φ(x2; y)]f(y)dy

+
∫

E−E4δ

[Φ(x1; y) − Φ(x2; y)]f(y)dy = I1 + I2.

I1 = (x1 − x2) ·
∫ 1

0

∇x

(∫

E4δ

Φ(sx1 + (1 − s)x2; y)f(y)dy

)
ds

= (x1 − x2) ·
∫ 1

0

(∫

E4δ

∇yΦ(sx1 + (1 − s)x2; y)f(y)dy

)
ds

by symmetry of Φ(·; ·). Since y → Φ(sx1 +(1− s)x2; y) is harmonic in E4δ, by
Theorem 5.2 of Chapter 2

|∇Φ(sx1 + (1 − s)x2; y)| ≤ γ

δ
sup

z∈Bδ(y)

Φ(sx1 + (1 − s)x2; z)

≤ γ

δ
sup

z∈Bδ(y)

F (sx1 + (1 − s)x2; z) ≤ γ̂

δN−1
.



104 3 Boundary Value Problems by Double-Layer Potentials

Therefore

|I1| ≤ γ̃‖f‖∞,E
|x1 − x2|

δN−1
.

Next

|I2| ≤
∫

E−E4δ

[Φ(x1; y) + Φ(x2; y)]|f(y)|dy

≤
∫

E−E4δ

[F (x1; y) + F (x2; y)]|f(y)|dy

≤ γ‖f‖∞,E|E − E4δ|1/N ≤ γ‖f‖∞,Eδ1/N .

Therefore if Bδ(x̄) ∩ (E − E2δ) �= ∅

|AΦf(x1) − AΦf(x2)| ≤ γ̃

( |x1 − x2|
δN−1

+ δ1/N

)
.

The remaining cases are treated by inserting between x1 and x2, finitely many
points {ξ1, . . . , ξn}, so that each of the pairs (x1, ξ1), (ξj , ξj+1), and (ξn, x2)
falls in one of the previous cases. The number n will depend on the structure
of ∂E.

Corollary 11.1 AG is compact in L∞(E).

Corollary 11.2 Let u ∈ L2(E) be a solution of (8.2). Then u ∈ Cη(Ē) for
some η > 0.

Proof Applying Proposition 10.1 of Chapter 2 a finite number of times implies
that u ∈ L∞(E). Then the conclusion follows from Lemma 11.1 and Corol-
lary 10.1 of Chapter 2.

Remark 11.1 The corollary provides the necessary regularity for the eigen-
value problems (8.1) and (8.2) to be equivalent.

Problems and Complements

2c On the Integral Defining the Double-Layer Potential

2.1. Prove a sharper version of Lemma 2.1. In particular, find the optimal
conditions on ∂E to ensure that

(x − y) · n(y)
|x − y|N ∈ L1(∂E).



5c The Dirichlet Problem by Integral Equations 105

2.2. Consider the integral in (2.1). As xo → x ∈ ∂E, the integrand tends to

(x − y) · n(y)
|x − y|N v(y) for a.e. y ∈ ∂E.

Moreover, such a function is in L1+ε(∂E) for some ε > 0. This follows
from Lemma 2.1. However, the limit cannot be carried under the integral.
Explain.

5c The Dirichlet Problem by Integral Equations

5.1. Let E ⊂ R
N be open and bounded and with boundary ∂E of class C1.

Formulate the following exterior Dirichlet problem in terms of an integral
equation:

u ∈ C2(RN − Ē) ∩ C(RN − E), Δu = 0 in R
N − E

u
∣
∣
∂E

= ϕ ∈ C(∂E), lim
|x|→∞

u(x) = 0.

Compare with Section 8.1c of the Problems and Complements of
Chapter 2.

5.2. In the proof of Proposition 5.2, justify the passage of the limit under
the integral. Hint:

∫

∂E

|KD(xn; y) − KD(xo; y)||v(y)|dσ

=
∫

∂E∩[|y−xo|<ε]
|KD(xn; y) − KD(xo; y)||v(y)|dσ

+
∫

∂E∩[|y−xo|≥ε]
|KD(xn; y) − KD(xo; y)||v(y)|dσ.

5.3. Prove a stronger version of Proposition 5.2. Namely, if v ∈ L∞(∂E),
then {ADv} is Hölder continuous with exponent α/N , where α is the
constant appearing in Lemma 2.1. Hint : For x1, x2 ∈ ∂E

|ADv(x1) −ADv(x2)| ≤ ‖v‖∞,∂E

ωN

∫

∂E

∣
∣
∣
∣
(x1−y) · n(y)

|x1−y|N − (x2−y) · n(y)
|x2−y|N

∣
∣
∣
∣ dσ.

May assume that |x1 − x2| < 1 and set

∂i = {y ∈ ∂E
∣
∣|xi − y| < |x1 − x2|1/N}.

Divide the integral into one extended over ∂1∩∂2 and another one extended
over the complement.
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6c The Neumann Problem by Integral Equations

6.1. Let E ⊂ R
N be open and bounded and with boundary ∂E of class C1.

Formulate the following exterior Neumann problem in terms of an integral
equation:

u ∈ C2(RN − Ē) ∩ C1(RN − E), Δu = 0 in R
N − E

∂

∂n
u
∣∣
∂E

= ϕ ∈ C(∂E), lim
|x|→∞

u(x) = 0.

6.2. Prove a stronger version of Proposition 6.2. Namely, if v ∈ L∞(∂E),
then {ANv} is Hölder continuous with exponent α/N , where α is the
constant appearing in Lemma 2.1.

7c Green’s Function for the Neumann Problem

7.1c Constructing G(·; ·) for a Ball in R
2 and R

3

Attempt finding G(·; ·) of the form

G(x; y) = F (x; y) + Φ(x; y) + h(x; y) + γ|y|2
︸ ︷︷ ︸

−N(x;y)

where F and Φ are defined in (2.6) and (3.7) of Chapter 2 respectively, γ is
a constant, and h(x; ·) is a suitable harmonic function in BR to be chosen to
satisfy the last of (7.2). As in Section 7.1 one computes 2Nγo|E| = −1. Using
the explicit expression of Φ

∂

∂n(y)
(F + Φ + γ|y|2) =

1
ωNR|x − y|N−2

+ 2γoR.

Therefore the harmonic function h(x; ·) has to be chosen to satisfy

∂

∂n(y)
h(x; y) =

−1
ωNR|x − y|N−2

− 2NγoR.

7.1.1c The Case N = 2

Choose h = 0 and γo = −1/4πR2 to conclude that Green’s function for the
Neumann problem for the disc DR ⊂ R

2 is

G(x; y) =
−1
2π

(
ln |ξ − y| |x|

R
+ ln |x − y|

)
− 1

4πR2
|y|2, ξ =

R2

|x|2 x

up to an arbitrary additive smooth function of x.
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7.1.2c The Case N = 3

The function h(x; ·) is given by

h(x; y) =
1
4π

lnH, H =
(ξ − y) · x

|x| + |ξ − y|, ξ =
R2

|x|2 x.

One computes

4π∇h =
−1
H

(
x

|x| +
ξ − y

|ξ − y|
)

(∗)
and

4πΔh =
2

H|ξ − y| −
1
H2

(
x

|x| +
ξ − y

|ξ − y|
)
·
(

x

|x| +
ξ − y

|ξ − y|
)

=
2

H|ξ − y| −
2
H2

(
1 +

ξ − y

|ξ − y| ·
x

|x|
)

= 0.

From (∗), taking into account that ξ = R2x/|x|2

4π
∂h

∂n(y)
= 4π∇h · y

R

=
−1
RH

(
x · y

|x| +
(ξ − y) · (y − ξ)

|ξ − y| +
(ξ − y) · ξ

|ξ − y|
)

=
1

RH
(

(ξ − y) · x

|x| + |ξ − y| − x

|x| · ξ − (ξ − y) · ξ

|ξ − y|
)

=
1

RH

⎛

⎝H−
[
(ξ − y) · x

|x| + |ξ − y|
]

|ξ − y|
R2

|x|

⎞

⎠ =
1
R

− 1
|x − y| .

The last equality follows from (3.6) of Chapter 2, since y ∈ ∂BR. We conclude
that Green’s function for the Neumann problem for the ball BR ⊂ R

3 is

G(x; y) =
1
4π

(
1

|x − y| +
R

|x|
1

|ξ − y|
)

+
1
4π

ln
(

(ξ − y) · x

|x| + |ξ − y|
)
− 1

8πR3
|y|2

up to an arbitrary additive smooth function of x.

8c Eigenvalue Problems

8.1. Formulate the homogeneous Neumann eigenvalue problem

Δu = −λu in E, ∂
∂nu = 0 on ∂E. (8.1c)

8.2. Find eigenvalues and eigenfunctions of (8.1) and (8.1c), when E is a
parallelepiped in R

3 of sides a, b, c. Do the same for a disc DR ⊂ R
2.

8.3. Let AG be defined as in (8.3) with G replaced by G. Prove the analogue
of Theorem 8.1.
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Integral Equations and Eigenvalue Problems

1 Kernels in L2(E)

Let E be a bounded open set in R
N with boundary ∂E of class C1. For

complex-valued f and g in L2(E), set

〈f, g〉 =
∫

E

f ḡ dx and ‖f‖2 = 〈f, f〉

and say that f and g are orthogonal if 〈f, g〉 = 0. A complex-valued dx × dx-
measurable function K(·; ·) defined in E ×E is a kernel acting in L2(E) if the
two operators

Af =
∫

E

K(·; y)f(y)dy, A∗f =
∫

E

K̄(y; ·)f(y)dy

map bounded subsets of L2(E) into bounded subsets of L2(E), equivalently,
if there is a constant γ depending only upon N and E such that

‖Af‖ ≤ γ‖f‖ and ‖A∗f‖ ≤ γ‖f‖, for all f ∈ L2(E).

It would be sufficient to require only one of these, since any of them implies
the other. Indeed, assuming that the first holds

|〈A∗f, g〉| =
∣
∣
∣
∣

∫

E

(∫

E

K̄(y; x)f(y)dy

)
ḡ(x)dx

∣
∣
∣
∣

=
∣
∣
∣
∣

∫

E

f(y)
(∫

E

K(y; x)g(x)dx

)
dy

∣
∣
∣
∣ = |〈f, Ag〉| ≤ γ‖f‖‖g‖.

The operators A and A∗ are adjoint in the sense that

〈Af, g〉 = 〈f, A∗g〉 for all f, g ∈ L2(E).

E. DiBenedetto, Partial Differential Equations  Second Edition,
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Their norm is defined by

‖A‖ = sup
‖f‖=1

‖Af‖, ‖A∗‖ = sup
‖f‖=1

‖A∗f‖.

By the characterization of the L2(E)-norm ([31], Chapter V, Section 4)

‖A‖ = sup
‖f‖=1

sup
‖g‖=1

∣
∣
∣
∣

∫

E

(∫

E

K(x; y)f(y)dy

)
ḡ(x)dx

∣
∣
∣
∣

= sup
‖f‖=1

sup
‖g‖=1

∣
∣
∣∣

∫

E

f(y)
(∫

E

K̄(x; y)g(x)dx

)
dy

∣
∣
∣∣

≤ sup
‖f‖=1

sup
‖g‖=1

‖f‖
(∫

E

∣
∣∣
∣

∫

E

K̄(x; y)g(x)dx

∣
∣∣
∣

2

dy

)1/2

= sup
‖g‖=1

(∫

E

∣
∣
∣
∣

∫

E

K̄(x; y)g(x)dx

∣
∣
∣
∣

2

dy

)1/2

= ‖A∗‖.

A similar calculation gives ‖A∗‖ ≤ ‖A‖. Thus ‖A‖ = ‖A∗‖.
A kernel K(·; ·) in L2(E) is compact if the resulting operators A and A∗

are compact in L2(E), i.e., if they map bounded subsets of L2(E) into pre-
compact subsets of L2(E). If A is compact, A∗ is also compact.

A kernel K(·; ·) in L2(E) is symmetric if K(x; y) = K(y, x) for a.e. (x, y) ∈
E × E. If it is symmetric and real-valued, then A = A∗.

1.1 Examples of Kernels in L2(E)

Given two n-tuples {ϕ1, . . . , ϕn} and {ψ1, . . . , ψn} of linearly independent,
complex-valued functions in L2(E), set

K(x; y) =
n∑

i=1

ϕi(x)ψ̄i(y) for a.e. (x, y) ∈ E × E. (1.1)

A kernel of this kind is called separable, or of finite rank, or degenerate. For
such a kernel for any f ∈ L2(E)

∫

E

K(·; y)f(y)dy =
n∑

i=1

ϕi〈f, ψi〉.

Thus separable kernels are compact, but need not be symmetric. Green’s
function G(·; ·) for the Laplacian with homogeneous Dirichlet data is a real-
valued, symmetric, compact kernel in L2(E) (see Theorem 8.1 of Chap-
ter 3). This last example shows that a kernel K(·; ·) in L2(E) need not be in
L2(E × E).
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1.1.1 Kernels in L2(∂E)

If ∂E is of class C1,α for some α > 0, one might consider complex-valued
kernels defined and measurable in ∂E×∂E and introduce in a similar manner
integral operators A and A∗ for such kernels, where the integrals are over
∂E for the Lebesgue surface measure on it. Examples of such kernels are
the Dirichlet kernel KD introduced in (5.3) and the Neumann kernel KN

introduced in (6.4) of Chapter 3. The corresponding operators AD and AN

are introduced in (5.4) and (6.5) of the same chapter. By Corollary 5.1 and
Corollary 6.1 they map L2(∂E) into L2(∂E). The kernels KD and KN are
real-valued but not symmetric.

2 Integral Equations in L2(E)

A Fredholm integral equation of the second kind in L2(E) is an expression of
the form ([44])

u = λ

∫

E

K(·; y)u(y)dy + f (2.1)

where λ is a complex parameter, f is a complex-valued function in L2(E), and
K(·; ·) is a complex-valued kernel in L2(E). A solution of (2.1) is a complex-
valued function u ∈ L2(E) for which (2.1) holds a.e. in E.

To the integral equation (2.1) associate the homogeneous, and the adjoint
homogeneous, equations

U = λ

∫

E

K(x; y)U(y)dy, V = λ

∫

E

K̄(y; x)V(y)dy. (2.2)

The general solution of (2.1) is the sum of a particular solution and a solution
of the associated homogeneous equation.

Lemma 2.1 The integral equation (2.1) has at most one solution if and only
if U = 0 is the only solution of the associated homogeneous equation (2.2).

Denoting by I the identity operator, (2.1) can be rewritten in the operator
form

(I − λA)u = f. (2.3)

2.1 Existence of Solutions for Small |λ|
Theorem 2.1 Let λ and K(·; ·) satisfy |λ|‖A‖ < 1. Then for every f ∈ L2(E),
there exists a solution to the integral equation (2.1). The solution is unique if
the associated homogeneous equation (2.1) admits only the trivial solution.



112 4 Integral Equations and Eigenvalue Problems

Proof If |λ| is small, a first approximation to a possible solution u is uo = f .
Then progressively improve the approximation by setting

un = λAun−1 + f n = 1, 2, . . . . (2.4)

Set Ao = I and An = AAn−1 for n ∈ N, and estimate

‖An‖ = sup
‖f‖=1

‖Anf‖ = sup
‖f‖=1

‖A(An−1f)‖

= sup
‖f‖=1

‖A(An−1f)‖
‖An−1f‖ ‖An−1f‖ ≤ ‖A‖‖An−1‖.

By iteration, ‖An‖ ≤ ‖A‖n for all n ∈ N. With this symbolism, the approxi-
mating solutions un take the explicit form

un =
n∑

i=0

λiAif. (2.5)

From this, for every pair of positive integers n > m

‖un − um‖ ≤ ‖f‖
n∑

i=m+1

|λ|i‖A‖i → 0 as m, n → ∞.

Therefore {un} is a Cauchy sequence in L2(E) and we let u denote its limit.
Also

‖Aun − Au‖ ≤ ‖A‖‖un − u‖ → 0 as n → ∞.

Therefore {Aun} → Au in L2(E). To prove the theorem, we let n → ∞ in
(2.4), in the sense of L2(E).

Motivated by the convergence of the series
∑ |λ|i‖A‖i and by the formal

symbolism of (2.5), write

u =
∑

λiAif
def= (I − λA)−1

f. (2.6)

The operator (I − λA)−1 : L2(E) → L2(E) is called the resolvent, and it
satisfies

(I − λA)(I − λA)−1 = (I − λA)−1(I − λA) = I.

Since 〈Anf, g〉 = 〈f, A∗ng〉 for all f, g ∈ L2(E), there also hold

〈(I − λA)−1f, g〉 = 〈f, (I − λ̄A∗)−1g〉. (2.7)

3 Separable Kernels

If the kernel K(·; ·) is of finite rank, as in (1.1), rewrite (2.1) in the form

u − f = λ
n∑

i=1

ϕi

∫

E

(u − f)ψ̄i dy + λ
n∑

i=1

ϕi

∫

E

fψ̄i dy. (3.1)

The associated homogeneous and adjoint homogeneous equations are

U = λ
n∑

i=1

ϕi

∫

E

Uψ̄i dy, V = λ̄
n∑

i=1

ψi

∫

E

Vϕ̄i dy. (3.2)
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3.1 Solving the Homogeneous Equations

Solutions of (3.2) are of the form U =
n∑

i=1

wiϕi and V =
n∑

i=1

w̃iψi where the

numbers wi = 〈U , ψi〉 and w̃i = 〈V , ϕi〉 are to be determined. Putting this
form of U into the first of (3.2) gives

n∑

i=1

wiϕi = λ
n∑

i=1

ϕi

∫

E

(
n∑

j=1

wjϕj(y)
)

ψ̄i(y)dy

= λ
n∑

i=1

n∑

j=1

wjϕi

∫

E

ϕjψ̄idy = λ
n∑

i=1

(
n∑

j=1

aijwj

)
ϕi

where aij = 〈ϕj , ψi〉. Since the set of functions {ϕi}n1 is linearly independent,
this leads to the linear system

[I − λ(aij)]w = 0, w = (w1, . . . , wn)t. (3.3)

Analogously, putting the form of V into the second of (3.2) and taking into
account that the set {ψi}n1 is linearly independent leads to the linear system

[I − λ̄(āji)]w̃ = 0, w̃ = (w̃1, . . . , w̃n)t. (3.3)∗

Let r be the rank of [I − λ(aij)]. If r = n then det[I − λ(aij)] �= 0 and (3.3)–
(3.3)∗ have only the trivial solution. Otherwise, the systems have n−r linearly
independent solutions, say wj and w̃j for j = 1, . . . , n − r, and (3.2) have,
respectively, the n − r solutions

Uj =
n∑

i=1

wijϕi, Vj =
n∑

i=1

w̃ijψi, j = 1, . . . , n − r.

3.2 Solving the Inhomogeneous Equation

Solutions to (3.1) are of the form u−f =
n∑

i=1

viϕi where the complex numbers

vi are to be determined from (3.1). Putting this in (3.1), and setting fi =
〈f, ψi〉, yields the linear system

[I − λ(aij)]v = λf .

If det[I − λ(aij)] �= 0, then for every f ∈ R
N , this system admits a unique

solution. Otherwise, the system is solvable if and only if f is orthogonal to
the (n − r)-dimensional subspace spanned by the solutions of (3.3)∗, that is,
if and only if

0 = f · w̃j =
n∑

i=1

∫

E

fw̃ij ψ̄i dy =
∫

E

f
n∑

i=1

w̃ijψi dy

=
∫

E

f V̄jdy = 〈f,Vj〉, j = 1, . . . , n − r.
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Theorem 3.1 Let K(·; ·) be separable. Then the integral equation (2.1) is
solvable if and only if f is orthogonal to all the solutions of the adjoint homo-
geneous equation (2.2). In particular, if λ is not an eigenvalue of the matrix
(aij), then (2.1) is uniquely solvable for every f ∈ L2(E).

More generally, one might consider separable kernels of the type

Ksep(·; ·) =
n∑

i=1

ϕi(·; λ)ψi(·; λ) (3.4)

where
λ → aij(λ) =

∫

E

ϕi(y; λ)ψ̄j(y; λ)dy (3.5)

are analytic functions of λ in the complex plane C. Then det[I − λ
(
aij(λ)

)
]

can vanish only at isolated points of C. Therefore, for such kernels, (2.1) is
uniquely solvable for every f ∈ L2(E) except for isolated values of λ in C.

Remark 3.1 The theorem, due to Fredholm, discriminates between those
values of λ that are eigenvalues of (aij) and the remaining ones. For this
reason it is referred to as the Fredholm alternative ([43, 44], see also Mikhlin
[106] and Tricomi [153]).

4 Small Perturbations of Separable Kernels

Consider the integral equation (2.1) for kernels of the form

K(·; ·) = Ksep(·; ·) + Ko(·; ·) (4.1)

where Ksep(·; ·) is separable and Ko(·; ·) is a kernel in L2(E). Setting

Aof =
∫

E

Ko(·; y)f(y)dy, A∗
of =

∫

E

K̄o(y; ·)f(y)dy

the perturbation Ko(·; ·) is said to be small if

|λ|‖Ao‖ < 1 and |λ|‖A∗
o‖ < 1. (4.2)

This implies that the resolvent (I − λAo)
−1 is well defined in the sense of (2.6)

and permits one to rewrite (2.1) in the form

(I − λAo)u = λ

∫

E

Ksep(·; y)u dy + f

= λ
n∑

i=1

ϕi

∫

E

ψ̄i(I − λAo)
−1(I − λAo)u dy + f.
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Set z = (I − λAo)u and observe that by (2.7)
∫

E

ψ̄i(I − λAo)
−1(I − λAo)u dy =

∫

E

(I − λ̄A∗
o)

−1
ψi z dy.

Therefore, solving the integral equation is equivalent to solving

z = λ
n∑

i=1

ϕi

∫

E

(I − λ̄A∗
o)

−1
ψi z dy + f. (4.3)

This, in turn, has the associated adjoint homogeneous equation

V = λ̄
n∑

i=1

(I − λ̄A∗
o)

−1
ψi

∫

E

ϕ̄iV dy (4.4)

which can be rewritten as

(I − λ̄A∗
o)V = λ̄

n∑

i=1

ψi

∫

E

ϕ̄iV dy

or equivalently

V = λ̄
n∑

i=1

ψi

∫

E

ϕ̄iV dy + λ̄

∫

E

K̄o(y; ·)V dy = λ̄

∫

E

K̄(y; ·)V dy.

This is precisely the adjoint homogeneous equation in (2.2) associated with
the original kernel K(·; ·). Thus V ∈ L2(E) is a solution of (4.4) if and only if
it is a solution of the adjoint homogeneous equation

V = λ̄A∗V , Af =
∫

E

K(·; y)f dy (4.5)

associated with the original kernel.

4.1 Existence and Uniqueness of Solutions

By Theorem 3.1, the integral equation (4.3) is solvable if and only if f is
orthogonal to all the solutions of the adjoint homogeneous equation (4.4), that
is, if and only if f is orthogonal to all the solutions of the adjoint homogeneous
equation (4.5). The solution of (4.3) is unique if the associated homogeneous
equation

v = λ
n∑

i=1

ϕi

∫

E

vψ̄i dy + λAov (4.6)

admits only the trivial solution. We may regard this as an integral equation
with separable kernel and with forcing term f = λAov. By Theorem 3.1, such
an equation has at most one solution if λ is not an eigenvalue of the matrix
(aij). In such a case, since v = 0 solves (4.6), it must be the only solution.
Recalling that λ is restricted by the condition (4.2), we conclude that if λ is
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not an eigenvalue of (aij) satisfying |λ| < ‖Ao‖−1, then (4.6) has only the
trivial solution, and consequently (4.3) has at most one solution.

Analogously, if λ is not an eigenvalue of (aij) satisfying |λ| < ‖Ao‖−1,
then (4.5) has only the trivial solution. Therefore any f ∈ L2(E) would be
orthogonal to all the solutions of the adjoint homogeneous equation (4.5), and
therefore (4.3) is uniquely solvable for every f ∈ L2(E).

Theorem 4.1 If the kernel K(·; ·) is a small perturbation of a separable ker-
nel, in the sense of (4.1)–(4.2), the integral equation (2.1) is solvable if and
only if f is orthogonal to all the solutions of the adjoint homogeneous equation
(4.5). In particular, if λ is not an eigenvalue of (aij) such that |λ| < ‖Ao‖−1,
then (2.1) is uniquely solvable for every f ∈ L2(E).

More generally, one might consider kernels that are small perturbations of
a separable kernel of the type of (3.4), with the corresponding functions in
(3.5) analytic in the disc D = {|λ| < ‖Ao‖−1} ⊂ C. Then det[I − λ

(
aij(λ)

)
]

can vanish only at isolated points of D. Therefore, for such kernels, (2.1) is
uniquely solvable for every f ∈ L2(E) except for isolated values of λ in D.

5 Almost Separable Kernels and Compactness

A kernel K(·; ·) in L2(E) is almost separable if for all ε > 0 it can be decom-
posed as in (4.1) with Ksep(·; ·) separable and a small perturbation Ko(·; ·)
such that

‖Ao‖ = sup
‖f‖=1

∥
∥
∥
∥

∫

E

Ko(·; y)f dy

∥
∥
∥
∥ ≤ ε. (5.1)

The perturbation kernel Ko(·; ·) is not required to be compact. It turns out
however that the original kernel K(·; ·) is compact.

Proposition 5.1 (F. Riesz [125]) An almost separable kernel K(·; ·) in
L2(E) is compact.

Proof Let A be the operator generated by K(·; ·). It will suffice to prove that
every bounded sequence {fn} ⊂ L2(E) contains a subsequence {fn′} ⊂ {fn}
such that {Afn′} is Cauchy in L2(E). For j ∈ N, let Asep,j and Ao,j be the
operators corresponding to the decomposition (4.1) and (5.1) for the choice
ε = 1/j. Since Asep,j are compact, select by diagonalization, a subsequence
{fn′} ⊂ {fn} such that {Asep,jfn′} is convergent for all j ∈ N. Then

‖Afn′ − Afm′‖ < ‖Asep,jfn′ − Asep,jfm′‖ + 2‖Ao,j‖ sup
n

‖fn‖.

Corollary 5.1 Let A : L2(E) → L2(E) be such that for all ε > 0 it can be
decomposed into the sum of a compact operator and a “small perturbation” Aε

of norm ‖Aε‖ < ε. Then A is compact.
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5.1 Solving Integral Equations for Almost Separable Kernels

It follows from Theorem 4.1, and the remarks following it, that (2.1) for an
almost separable kernel can always be solved for every f ∈ L2(E) except at
most finitely many values of λ within the disc [|z| < ε−1] ⊂ C. Since ε > 0 is
arbitrary, we conclude that solvability is ensured for all f ∈ L2(E), except for
countably many complex numbers {λn}. Every disc |z| < ε−1 of the complex
plane contains at most finitely many such exceptional values of λ. Therefore
if the sequence {λn} is infinite, then {|λn|} → ∞. Equivalently, for all ε > 0,
the adjoint homogeneous equation associated to such almost separable kernels
has only the trivial solution, except for finitely many values of λ within the
disc [|z| < ε−1] ⊂ C. These are the eigenvalues of the adjoint homogeneous
equation. Since ε > 0 is arbitrary, we conclude:

Theorem 5.1 The integral equation (2.1) with almost separable kernel K(·; ·)
is solvable if and only if f is orthogonal to all the solutions of the associated
adjoint homogeneous equation in (2.2). Moreover, it is always uniquely solv-
able for every f ∈ L2(E) except for countably many values of λ. These are
the eigenvalues of the associated adjoint homogeneous equation (2.2). If the
sequence {λn} is infinite, then {|λn|} → ∞.

5.2 Potential Kernels Are Almost Separable

A potential kernel is a measurable function K(·; ·) : E × E → R such that

|K(x; y)| ≤ C|x − y|−N+α for almost all (x, y) ∈ E × E (5.2)

for some positive constants C and α. For δ > 0 let

Kδ(x; y) =

⎧
⎨

⎩

δ−N+α if K(x, y) ≥ δ−N+α

K(x; y) if |K(x; y)| < δ−N+α

−δ−N+α if K(x, y) ≤ −δ−N+α.

Since Kδ(·; ·) is uniformly continuous in Ē×Ē, by the Weierstrass theorem, for
each ε > 0 there exists a polynomial Pn(x; y) in the 2N variables (x, y) ∈ Ē×Ē
such that

‖Kδ − Pn‖∞,E×E ≤ ε

2
√|E| .

Writing K = Pn + (K − Pn), the perturbation Ko = K − Pn satisfies (5.1).
Indeed, for all f ∈ L2(E) of norm ‖f‖ = 1
∫

E

|Ko(·; y)f |dy ≤
∫

E

|Kδ(·; y) − Pn(·; y)||f |dy +
∫

E

|K(·; y) − Kδ(·; y)||f |dy

≤ ε

2
+ C

∫

|x−y|<C
1

N−α δ

|x − y|−N+α|f |dy.

It remains to choose δ so small that the last integral is less than ε/2. This is
possible by virtue of Proposition 10.1 of Chapter 2.
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Remark 5.1 Analogous considerations can be carried almost verbatim for
integral equations set on ∂E such as (5.2) and (6.3) of Chapter 3. By virtue
of Lemma 2.1 of that Chapter, the Dirichlet and Neumann kernels KD and
KN , introduced in (5.3) and (6.4) of Chapter 3 respectively, are potential,
almost separable kernels in ∂E×∂E. For these integral equations, Theorem 5.1
continues to hold with the proper modifications.

The idea of approximating potential kernels by separable ones, appears in E.
Schmidt ([138]) and J. Radon ([123]).

6 Applications to the Neumann Problem

Solving the Neumann problem (1.3) of Chapter 2 is equivalent to solving the
integral equation (6.3) of Chapter 3. The latter is in turn solvable if and only
if the Neumann datum ψ is orthogonal, in the sense of L2(∂E), to all the
solutions of the adjoint, homogeneous equation

1
2
V(x) =

∫

∂E

KN (y; x)V dσ = − 1
ωN

∫

∂E

(x − y) · n(y)
|x − y|N V dσ

= −
∫

∂E

KD(x; y)V dσ = −
∫

∂E

∂F (x; y)
∂n

V dσ.

(6.1)

By Corollary 3.2 of Chapter 3, this is solved by V = const. If the constants
are the only solutions, then the zero-average condition (1.4) of Chapter 2 on
the Neumann datum ψ would imply that such a ψ is orthogonal to all the
solutions of the homogeneous, adjoint equation (6.1) and thus would provide
the characteristic condition of solvability of the Neumann problem. Therefore
the sufficient part of Theorem 6.1 of Chapter 3 will be a consequence of the
following

Proposition 6.1 The integral equation (6.1) admits only the constant solu-
tions.

Proof Solutions V ∈ L2(∂E) of (6.1) are continuous in ∂E. Indeed, applying
Corollary 10.2 of Chapter 2 a finite number of times, one finds V ∈ L∞(∂E).
Then V ∈ C(∂E), by Proposition 5.2 of Chapter 3. Let v be the harmonic
extension of V in E and denote by ϕ the resulting normal derivative of such
an extension on ∂E, that is

Δv = 0 in E, v
∣
∣ = V , and ϕ

def=
∂v

∂n
on ∂E.

By the Stokes representation formula (2.7) of Chapter 2

E 	 x → v(x) = −
∫

∂E

V ∂F (x; y)
∂n

dσ +
∫

∂E

ϕF (x; y) dσ.
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Letting x → ∂E and using Proposition 3.1 of Chapter 3, gives

V =
1
2
V −

∫

∂E

KD(·; y)V dσ +
∫

∂E

ϕF (·; y) dσ.

Therefore if V is a solution of (6.1), then
∫

∂E

ϕF (x; y) dσ = 0 for all x ∈ ∂E. (6.2)

To prove the proposition it suffices to establish that (6.2) implies ϕ = 0.
Indeed, in such a case, v would be harmonic in E and with zero flux on ∂E;
thus v = V = const. Assume N ≥ 3 and consider the function

H =
∫

∂E

ϕF (·; y)dσ.

It is harmonic in E and it vanishes on ∂E. Therefore it vanishes identically
in E. Likewise, it is harmonic in R

N − E, it vanishes on ∂E, and |H(x)| → 0
as |x| → ∞. Therefore H = 0 in R

N − E. Fix x ∈ ∂E and let {xi} and {xe}
be sequences of points approaching x respectively from the interior and the
exterior of E. Let also W̃ (∂E, xo; ϕ) be defined as in (4.1) of Chapter 3. By
the previous remarks

W̃ (∂E, xo; ϕ) = −∇H(xo) · n(x) = 0 in xo ∈ R
N − ∂E.

On the other hand by the jump condition of Corollary 4.1 of Chapter 3

0 = lim
xi→x

W̃ (∂E, xi; ϕ) − lim
xe→x

W̃ (∂E, xe; ϕ) = ϕ(x).

For N = 2 see Section 6c of the Problems and Complements.

7 The Eigenvalue Problem

In what follows we will assume that A is generated by a real-valued, compact,
symmetric, almost separable kernel K(·; ·) in L2(E), so that A = A∗. Consider
the problem of finding non-trivial pairs (λ, u), solutions of

u = λAu, λ ∈ C, u ∈ L2(E). (7.1)

The numbers λ are called the eigenvalues of the operator A, and the functions
u are its corresponding eigenfunctions.

Proposition 7.1 Any two distinct eigenfunctions corresponding to two dis-
tinct eigenvalues are orthogonal in L2(E). Moreover, the eigenvalues of A are
real and the eigenfunctions of A are real-valued.
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Remark 7.1 If (λ, u) is a solution pair to (7.1), then also (λ, μu), for all μ ∈
C, are solution pairs. Therefore a more precise statement of the proposition
would be that the eigenvalues of A are real, and the eigenfunctions can be
taken to be real-valued.

Proof (Proposition 7.1) Let (λi, ui), i = 1, 2, be distinct solution pairs, say

u1 = λ1Au1, u2 = λ2Au2, λ1 �= λ2.

Multiply the first by u2, and integrate over E to obtain

1
λ1

∫

E

u1u2 dx =
∫

E

Au1u2 dy =
∫

E

u1Au2 dy =
1
λ2

∫

E

u1u2 dy.

Therefore 〈u1, ū2〉 = 0. Let now (λ, u) be a non-trivial solution of (7.1). Then

ū = λAu = λ̄Aū.

Therefore the pair (λ̄, ū) is also a solution of (7.1). If λ �= λ̄, then 〈u, u〉 =
‖u‖2 = 0. Thus λ = λ̄. Since both u and ū are eigenfunctions for the same
eigenvalue λ, the functions

u + ū

2
= Re(u),

u − ū

2i
= Im(u)

are also eigenfunctions for the same eigenvalue λ. Thus u can be taken to be
real.

Proposition 7.2 The operator A admits at most countably many distinct
eigenvalues {λn}. If the sequence {λn} is infinite, then {|λn|} → ∞. More-
over, to each eigenvalue λ there correspond finitely many, linearly independent
eigenfunctions {uλ,1, . . . , uλ,nλ

}, for some nλ ∈ N.

Proof Regard (7.1) as an integral equation of the type of (2.1) with f = 0.
According to Theorem 5.1 this is uniquely solvable except for countably many
numbers {λn}. If λ �= λn, then u = 0 is the only solution. Therefore non-
trivial pairs (λ, u) occur for at most countably many values of λ. To prove
the second statement, let λ be a fixed eigenvalue of (7.1). Since K(·; ·) is real-
valued and almost separable, it can be written as in (4.1) with |λ|‖Ao‖ < 1,
and the integral equation (7.1) can be rewritten as an analogue of (4.3) for
z = (I − λAo)u, that is

z = λ
n∑

i=1

ϕi

∫

E

(I − λA∗
o)

−1ψiz dy. (7.2)

Solutions of this are of the form

z = λ
n∑

i=1

ziϕi, where zi =
∫

E

(I − λA∗
o)

−1ψiz dy.
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Multiply (7.2) by (I−λA∗
o)

−1ψj and integrate over E to arrive at the algebraic
system

zj = λaijzi, aij =
∫

E

ϕi(I − λA∗
o)

−1ψjdy.

This has at most n linearly independent vector solutions (z1,j , . . . , zn,j) for
j = 1, . . . , n. Accordingly, (7.2) has finitely many solutions, and (7.1) has
finitely many linearly independent solutions u = (I − λAo)z for a given λ.

An eigenvalue λ of A is simple if to λ there corresponds only one eigenfunc-
tion u up to a multiplicative constant μ. The eigenvalues of (7.1) need not
be simple. To an eigenvalue λ there corresponds a maximal set of linearly
independent eigenfunctions {vλ,1, . . . , vλ,nλ

}. Any linear combination of these
is an eigenfunction for the same eigenvalue λ. We let

Eλ = {the linear span of the eigenvectors of λ}.

By the Gram–Schmidt orthonormalization procedure we may arrange for Eλ
to be spanned by an orthonormal system of eigenvectors {uλ,1, . . . , uλ,nλ

}.
Corollary 7.1 The set of eigenfunctions of (7.1) can be chosen to be ortho-
normal in L2(E).

8 Finding a First Eigenvalue and Its Eigenfunctions

Let S1 be the unit sphere of L2(E). If (λ, u) is a a non-trivial solution pair
of (7.1), by possibly replacing u with u‖u‖−1, one may assume that u ∈ S1.
Thus

‖Aϕ‖2 ≤ ‖A‖2 for all ϕ ∈ S1 and ‖Au‖2 = λ−2.

This suggests that the eigenvalue λ and the eigenfunction u satisfy

sup
ϕ∈S1

‖Aϕ‖2 = ‖Au‖2 = λ−2 (8.1)

and that they can be found by solving such an extremal problem.1

Theorem 8.1 The eigenvalue problem (7.1) admits a non-trivial solution.

Proof Select ϕ1 ∈ S1. If ‖Aϕ1‖ ≥ ‖Aϕ‖ for all ϕ ∈ S1, then the supremum in
(8.1) is achieved at ϕ1. If not, there exists ϕ2 ∈ S1 such that ‖Aϕ2‖ > ‖Aϕ1‖.
Proceeding in this manner, we generate a maximizing sequence {ϕn} ⊂ S1.
Since A is compact, one may select out of {ϕn} a subsequence, relabeled with
n, such that {ϕn} → u weakly in L2(E) and {Aϕn} → w, strongly in L2(E),
and in addition

lim
n→∞ ‖Aϕn‖2 = sup

ϕ∈S1

‖Aϕ‖2 def= λ−2.

1This idea, due to Hilbert [69], applies to general, linear, symmetric, compact
operators in L2(E); also in F. Reillich [128].
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Lemma 8.1 u = λ2A2u.

Proof Observe first A2ϕn → Aw strongly in L2(E). Indeed

‖A2ϕn − Aw‖ = ‖A[Aϕn − w]‖ ≤ ‖A‖‖Aϕn − w‖.

For the assertion, it will suffice to show that

‖ϕn − λ2A2ϕn‖ → 0 as n → ∞. (*)

Indeed, since {A2ϕn} converges to Aw strongly in L2(E), this would imply
that {ϕn} → u strongly in L2(E), and as a consequence w = Au and Aw =
A2u. To prove (*) write

‖ϕn − λ2A2ϕn‖2 = ‖ϕn‖2 − 2λ2〈A2ϕn, ϕ̄n〉 + λ4‖A2ϕn‖2.

Since A is symmetric 〈A2ϕn, ϕ̄n〉 = ‖Aϕn‖2. Moreover ‖Aϕn‖2 ≤ λ−2, and

‖A2ϕn‖2 =
‖A(Aϕn)‖2

‖Aϕn‖2
‖Aϕn‖2 ≤ sup

ϕ∈S1

‖Aϕ‖4 ≤ 1
λ4

.

Combining these estimates

‖ϕn − λ2A2ϕn‖2 ≤ 2 − 2λ2‖Aϕn‖2 → 0.

To prove the theorem, rewrite the conclusion of Lemma 8.1 as

(I − λ2A2)u = (I + λA)(I − λA)u = 0.

If (I−λA)u = 0, then the pair (λ, u) is a non-trivial solution of the eigenvalue
problem (7.1). Otherwise, setting (I − λA)u = ψ, the pair (−λ, ψ) solves
(I − (−λ)A)ψ = 0, and therefore is a non-trivial solution of (7.1).

9 The Sequence of Eigenvalues

Let λ1 be the eigenvalue claimed by Theorem 8.1, denote by E1 the linear
span of all the eigenvectors of λ1, and let E⊥

1 be its orthogonal complement.
Motivated by the previous maximization procedure, we construct another
eigenvalue λ2 by the formula

sup
ϕ∈S1∩E⊥

1

‖Aϕ‖2 = λ−2
2 . (9.1)

If Aϕ = 0 for all ϕ ∈ S1 ∩ E⊥
1 , then λ2 = ∞. Otherwise, we proceed as

before and find a non-trivial pair (λ2, u2) such that λ2
1 < λ2

2 and u2 ⊥ E1.
Having constructed the first n eigenvalues {λ1, . . . , λn} and the corresponding
eigenspaces {E1, . . . , En}, construct λn+1 by the maximization problem
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sup
ϕ∈S1∩[E1∪···∪En]⊥

‖Aϕ‖ = λ−2
n+1. (9.2)

If for some n ∈ N, Aϕ = 0 for all ϕ ∈ S1 ∩ [E1 ∪ · · · ∪ En]⊥, then λn+1 = ∞
and the process terminates. Otherwise, proceeding inductively, we construct
a sequence {λn} of eigenvalues such that λ2

n < λ2
n+1, and a sequence {um} of

eigenfunctions that can be chosen to form an orthonormal sequence in L2(E).
Such a sequence in general need not be complete. Necessary and sufficient
conditions on the kernel K(·; ·) to ensure completeness will be given in the
next section.

9.1 An Alternative Construction Procedure of the Sequence of
Eigenvalues

Having determined λ1, let {uλ1,1, . . . , uλ1,n1} be a set of real-valued linearly
independent orthonormal eigenfunctions spanning the eigenspace E1, and set

K1(x; y) =
1
λ1

n1∑

i=1

uλ1,i(x)uλ1,i(y).

The kernel K1(·; ·) is symmetric, and the corresponding operator

L2(E) 	 f → A1f =
∫

E

K1(·; y)f(y)dy =
1
λ1

n1∑

i=1

uλ1,i〈uλ1,i, f̄〉

is compact and symmetric. Then compute an eigenvalue, λ2, for the problem

u = λ(A − A1)u (9.3)

by the previous procedure, that is

sup
ϕ∈S1

‖(A − A1)ϕ‖2 = λ−2
2 .

Unlike the maximization in (9.1) and (9.2), here the supremum is taken over
the entire unit sphere S1 of L2(E). However, the operator (A−A1) is, roughly
speaking, inactive on the eigenspace E1. In particular, if A = A1, then λ2 = ∞,
and the process terminates.

Lemma 9.1 A pair (λ, u) different from (λ1, uλ1,i) for all i = 1, . . . , n1, is a
solution of the eigenvalue problem (7.1) if and only if it is a solution of the
eigenvalue problem (9.3).

Proof If (λ, u) solves (7.1) and λ �= λ1, then u ⊥ E1, and therefore it is a
solution of (9.3). Now let (λ, u) solve (9.3). Multiply both sides by uλ1,i and
integrate over E. Since A − A1 is symmetric

〈u, uλ1,i〉 = λ〈(A − A1)u, uλ1,i〉 = λ〈u, (A − A1)uλ1,i〉

= λ

(
〈u, Auλ1,i〉 −

〈u, uλ1,i〉
λ1

)
= 0



124 4 Integral Equations and Eigenvalue Problems

since uλ1,i is an eigenfunction for A corresponding to λ1. This implies that

u = λ(A − A1)u = λAu − λ
n1∑

i=1

uλ1,i〈uλ1,i, u〉 = λAu.

Proceeding inductively, construct λn+1 from

sup
ϕ∈S1

∥
∥(A −

n∑

j=1

Aj)ϕ
∥
∥2 = λ−2

n+1 (9.4)

where Aj is the compact symmetric operator in L2(E) corresponding to the
kernel

Kj(x; y) =
1
λj

nj∑

i=1

uλj ,i(x)uλj ,i(y)

and {uλj ,1, . . . , uλj ,nj} are real-valued linearly independent orthonormal eigen-
functions corresponding to the eigenvalue λj . If, for some n ∈ N

K(x; y) =
n∑

j=1

Kj(x; y) =
n∑

j=1

1
λj

nj∑

i=1

uλj ,i(x)uλj ,i(y)

set λn+1 = ∞, and the process terminates. If not, recall that {λ2
n} → ∞ and

deduce from (9.4) that

lim sup
n→∞

∥
∥(A −

n∑

j=1

Aj

)
f
∥
∥ = 0 for all f ∈ L2(E).

Therefore, letting n → ∞ in (9.4) gives a formal expansion of the kernel
K(·; ·), in terms of its eigenvalues and eigenfunctions. Since the right-hand
side of (9.4) tends to zero as n → ∞, such an expansion can be rigorously
interpreted in the sense of

〈K(x; ·), f〉 =
∞∑

j=1

1
λj

nj∑

i=1

uλj ,i(x)〈uλj ,i, f〉 (9.5)

for all f ∈ L2(E). Equivalently

n∑

j=1

Ajf → Af in L2(E). (9.6)

10 Questions of Completeness and the Hilbert–Schmidt
Theorem

Let {λn} and {uλj,i} be the sequences of eigenvalues and corresponding eigen-
functions of A. If {λn} is finite, say {λ1, . . . , λm} for some m ∈ N, set λj = ∞
for j > m and uλj ,i = 0 for i = 1, . . . , nj for all j > m. Reorder {uλj ,i} into a
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sequence {vn} of real-valued linearly independent orthonormal eigenfunctions,
and rewrite (9.5) in the form

〈K(x; ·), f〉 =
∞∑

i=1

1
λi

vi(x)〈vi, f〉 (10.1)

where λi remains the same as {vi}, for i = 1, . . . , nλi spans the eigenspace
Ej . The system {vn} is complete if it spans the whole of L2(E). Equivalently
if [span{vn}]⊥ = {0}, that is if 〈f, vi〉 = 0 for all i implies f = 0. If {vn} is
complete then every f ∈ L2(E) can be represented as

f =
∞∑

i=1

〈f, vi〉vi in the sense
∥
∥f −

n∑

i=1

〈f, vi〉vi
∥
∥ → 0 as n → ∞.

The series on the right-hand side is the Fourier series of f .

Proposition 10.1 Af = 0 ⇐⇒ 〈f, vi〉 = 0 for all i ∈ N.

Proof For fixed (λi, vi), 〈f, vi〉 = λi〈Af, vi〉. This proves the implication =⇒.
The converse statement follows from (10.1).

Corollary 10.1 The orthonormal system {vn} is complete in L2(E) if and
only if f �= 0 implies Af �= 0.

Remark 10.1 If the kernel K(·; ·) is of finite rank, then {vn} cannot be
complete in L2(E).

The corollary gives a simple criterion to check the completeness of {vn}.
We will apply it to the case when K(·; ·) is Green’s function G(·; ·) for
Laplacian with homogeneous Dirichlet data on ∂Ω.

Proposition 10.2 L2(E) 	 f �= 0 =⇒ ∫
E

G(·; y)fdy �= 0.

Proof Let ϕ ∈ C∞
o (E) and recall the representation of Corollary 3.1 of Chap-

ter 2. For f ∈ L2(E)

〈Af, Δϕ〉 =
∫

E

∫

E

G(x; y)f(y)Δϕ̄(x) dydx

=
∫

E

f(y)
∫

E

G(x; y)Δϕ̄(x) dxdy

= −
∫

E

fϕ̄dy = −〈f, ϕ〉.

10.1 The Case of K(x; ·) ∈ L2(E) Uniformly in x

Assume that K(·; ·) is a real-valued compact symmetric kernel acting on L2(E)
that generates an orthonormal system {vn} complete in L2(E). It is natural
to ask whether, or under what conditions, the Fourier series of a function f ∈
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L2(E) converges to f in some stronger topology, for example in the topology
of the uniform convergence in Ē. This requires more stringent assumptions
on f and on the kernel K(·; ·).

Assume that ‖K(x; ·)‖ ≤ C for some positive constant C uniformly in x.
In such a case, in (10.1), we may take f(x; y) = K(x; y) to obtain

∞∑

i=1

1
λ2
i

v2
i (x) ≤ C2 for all x ∈ E. (10.2)

Theorem 10.1 (Hilbert–Schmidt) Let K(·; ·) be a real-valued compact
symmetric kernel in L2(E), which generates an orthonormal system {vn} com-
plete in L2(E) and such that ‖K(x; ·)‖ ≤ C for some C > 0, uniformly in x.
Then every function f ∈ L2(E) that can be represented as

f =
∫

E

K(·; y)g dy for some g ∈ L2(E) (10.3)

has a Fourier series
∑∞

i=1〈f, vi〉vi, absolutely and uniformly convergent to f
in E, that is,

∥
∥f −∑n

i=1〈f, vi〉vi
∥
∥
∞ → 0 as n → ∞.

Proof It suffices to show that
∥
∥∑∞

i=m |〈f, vi〉||vi|
∥
∥
∞ → 0 as m → ∞. This is

a consequence of (10.2) and the representation (10.3). Indeed, for all x ∈ E

[ ∞∑

i=m

|〈f, vi〉||vi(x)|
]2

=
[ ∞∑

i=m

|〈g, vi〉| |vi(x)|
|λi|

]2

≤
[ ∞∑

i=m

|〈g, vi〉|2
][ ∞∑

i=m

1
λ2
i

v2
i (x)

]
.

Remark 10.2 The Green’s function G(·; ·) satisfies the assumptions of the
Hilbert–Schmidt theorem only for N = 2, 3.

Corollary 10.2 Let N = 2, 3. Then a function f ∈ C1
o (E) ∩ C2(Ē) has a

Fourier series that converges absolutely and uniformly to f in E.

Proof It follows from the Hilbert–Schmidt theorem and the representation of
Corollary 3.1 of Chapter 2.

11 The Eigenvalue Problem for the Laplacean

Eingenvalues and eigenfunctions for the Laplacian with homogeneous Dirichlet
data are those related to (8.1)–(8.2) of the previous chapter, which were shown
to be equivalent.
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Theorem 11.1 The eigenvalues of the Laplacian on a bounded open set
E ⊂ R

N , with homogeneous Dirichlet data on ∂E, are positive and form
a monotone increasing sequence {λn} → ∞ as n → ∞. Moreover, the corres-
ponding orthonormal system of eigenfunctions {vn} is complete in L2(E).
Finally, the first eigenfunction can be taken to be positive, and λ1 is simple.

Proof If the pair (λ, u) solves (8.1) of Chapter 3, is non-trivial, and λ < 0,
then u cannot take a positive maximum in E. Indeed, if a positive maximum
were taken at some xo ∈ E

−Δu(xo) = λu(xo) < 0.

By the same argument, u cannot attain a negative minimum in E. Therefore
u = 0. The statement about completeness follows from Proposition 10.2.

The maximization process (8.1) implies that if the supremum is achieved
for some u1 then it is achieved also for |u1|. Indeed, since G(·; ·) ≥ 0

λ−2
1 = ‖Au1‖2 =

∥∥
∥
∥

∫

E

G(·; y)u1dy

∥∥
∥
∥

2

≤
∥∥
∥
∥

∫

E

G(·; y)|u1|dy

∥∥
∥
∥

2

= λ−2
1 .

Thus u1 and |u1| are both eigenfunctions for the same eigenvalue λ1. In par-
ticular

−Δ|u1| = λ1|u1|.
This in turn implies that the function

E × R 	 (x, t) → w(x, t) = |u1(x)|e
√
λ1t

is a non-negative harmonic function in the (N + 1)-dimensional strip E × R.
By the Harnack estimate of Corollary 5.1 of Chapter 2, |u1| > 0 in E, and
therefore u1 = |u1|. We conclude that all the eigenfunctions corresponding to
λ1 can be taken to be positive. In particular, no two of them can be orthogonal.
Thus λ1 is simple.

11.1 An Expansion of Green’s Function

Formula (9.5) provides an expansion of the Green’s function G(·; ·) in terms
of its eigenvalues and eigenfunctions. Namely, for all f ∈ L2(E) and for a.e.
x ∈ E

〈G(x; ·), f〉 =
1
λ1

uλ1(x)〈uλ1 , f〉 +
∞∑

j=2

1
λj

nj∑

i=1

uλj ,i(x)〈uλj ,i, f〉.
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Problems and Complements

2c Integral Equations

2.1c Integral Equations of the First Kind

Equation (2.1) was also called an integral equation of the second kind.
An integral equation of the first kind is of the form

∫

E

K(·; y)u dy = f. (2.1c)

Here f ∈ L2(E) is given, K(·; ·) is a kernel in L2(E), and u is the unknown
function. Below we give an example of an integral equation of the first kind.

2.2c Abel Equations ([2, 3])

A particle constrained on a vertical plane falls from rest under the action
of gravity along a trajectory γ. On the vertical plane introduce a Cartesian
system originating at ground level, and with j directed along the ascending
vertical. If the particle is initially at level x from the ground, we seek the
trajectory γ such that it will hit the ground after a time t = f̄(x), where f is
a given function. Parametrize γ by the angle θ that the tangent line at points
of γ forms with the horizontal axis, taken counterclockwise starting from the
positive direction of the horizontal axis.

The speed of the falling particle at level y ∈ [0, x] is
√

2g(x − y), where g
is the acceleration of gravity. The velocity along j is

dy

dt
= −

√
2g(x − y) sin θ

or, separating the variables

dy
√

2g(x − y) sin θ
= −dt.

Integrate the left-hand side from the initial level x to the final level 0, and the
right-hand side from the initial time 0 to the final time f̄(x). This gives the
Abel integral equation of the first kind

∫ x

0

v(y)dy√
x − y

= f(x) where v(y) =
1

sin θ
and f = −

√
2gf̄ . (2.2c)

When f = const, this is the problem of the tautochrone trajectory. More
generally, an Abel integral equation takes the form
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∫ x

0

v(y)dy

(x − y)α
= f(x) (2.3c)

for some α > 0 and f ∈ C1[0,∞). This can be recast in the form (2.1c) as
follows. First limit x not to exceed some fixed positive number a. Then set

K(x; y) =
{

(x − y)−α if 0 ≤ y < x
0 if x ≤ y ≤ a.

and rewrite (2.3c) as ∫ a

0

K(·; y)vdy = f.

Kernels of this kind are said to be of Volterra type ([158, 159]).

2.3c Solving Abel Integral Equations

In (2.3c) replace x by a running variable η, multiply both sides by (x− η)α−1

and integrate in dη over (0, x). Interchanging the order of integration gives
∫ x

0

v(y)
[ ∫ x

y

dη

(x − η)1−α(η − y)α

]
dy =

∫ x

0

f(η)
(x − η)1−α

dη.

Compute the integral in braces by the change of variables

η = y +
1

s + 1
(x − y), s ∈ [0,∞).

This gives
∫ x

y

dη

(x − η)1−α(η − y)α
dη =

∫ ∞

0

ds

s1−α(1 + s)
=

π

sin απ

where the last integral has been computed by the method of residues ([18]
page 107). Combining these calculations

π

sin απ

∫ x

0

v(y)dy =
∫ x

0

f(y)
(x − y)1−α

dy

=
xα

α
f(0) +

1
α

∫ x

0

(x − y)αf ′(y)dy.

Taking the derivative gives an explicit representation, of the solution of the
Abel integral equation (2.3c), in the form

v(x) =
π

sin απ

[
f(0)
x1−α +

∫ x

0

f ′(y)
(x − y)1−α

dy

]
. (2.4c)
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2.4c The Cycloid ([3])

To find the parametric equations of the tautochrone trajectory, in (2.4c) take
α = 1

2 and f = C. Using (2.2c)

v(x) =
C

π
√

x
, sin θ =

π
√

x

C
.

Denoting by x = x(θ) the vertical component of the parametrization of γ

x(θ) =
C2

π2
sin2 θ =

C2

2π2
(1 − cos 2θ). (2.5c)

Let y = y(θ) denote the horizontal component of the parametrization of γ,
and let γ have the local representation y = y(x). Then

dy =
dx

tan θ
=

C2

π2

2 sin θ cos θ

tan θ
dθ =

C2

π2
(1 + cos 2θ)dθ

and by integration

y(θ) =
C2

π2

(
θ +

1
2

cos 2θ

)
+ co (2.6c)

for a constant co. The equations (2.5c) and (2.6c) are the parametric equations
of a cycloid.

2.5c Volterra Integral Equations ([158, 159])

Let f be bounded and continuous in R
+, and consider the Volterra equation

u(x) = λ

∫ x

0

K(x; y)u(y)dy + f(x)

where K(·; ·) is bounded and continuous in R
+×R

+. Assuming that K(x; y) =
0 for y > x, rewrite this as

u = λ

∫ ∞

0

K(·; y)u(y)dy + f.

Prove that for all x ∈ R
+

|(Anf)| ≤ sup
R+

‖f‖Knxn

n!
, where (Af)(x) =

∫ x

0

K(x; y)f(y)dy

and where K is an upper bound for |K(·; ·)|. Conclude that a solution must
be continuous and locally bounded in R

+.

2.1. Say in what sense the Dirichlet and Neumann problems for the Laplacian
in a bounded domain are mutually adjoint. Hint: See Sections 5–6 of
Chapter 3 and the arguments of Section 6 of this chapter.
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2.2. Find A2 if K(x; y) = e|x−y| and E = (0, 1).
2.3. Find A2 and A3 if K(x; y) = x − y and E = (0, 1).

One might ask whether these integral equations set in R
+, have a solution

if K(·; ·) does not vanish for y > x. It turns out that some decay has to
imposed on K(·; ·). For kernels of the type K(x; y) = K(x− y) and K(s) → 0
exponentially fast as s → ∞ a theory is developed by N. Wiener and E. Hopf
([163]). See also G. Talenti [147].

3c Separable Kernels

3.1c Hammerstein Integral Equations ([64])

Consider the non-linear integral equation of Hammerstein type

u =
∫

E

K(x; y)f(y, u(y))dy.

If the kernel is separable, set

γi =
∫

E

ψif(y, u(y))dy
(
K(·; ·) =

n∑

i=1

ϕiψi
)

where the numbers γi are to be determined from

u =
n∑

i=1

γiϕi =
n∑

i=1

ϕi

∫

E

ψif
(
y,

n∑

i=1

γiϕi(y)
)
dy.

Therefore, the numbers γi are the possible solutions (real or complex) of the
system

γi =
∫

E

ψif
(
y,

n∑

i=1

γiϕi(y)
)
dy.

3.1. Solve the Hammerstein equations

u(x) = λ

∫ 1

0

xyu2(y)dy, u(x) = λ

∫ 1

−1

|x − y|
1 + u2(y)

dy.

3.2. Let ϕ ∈ L2[0, 1] be non-negative. Show that if ‖ϕ‖2,[0,1] > 1, there are
no real-valued solutions of the Hammerstein equation

u(x) =
1
2

∫ 1

0

ϕ(x)ϕ(y)
(
1 + u2(y)

)
dy.
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6c Applications to the Neumann Problem

Prove Proposition 6.1 for N = 2 by the following steps.

Step 1: Consider the double-layer potential

R
2 − ∂E 	 x → W (∂E, x; ϕ) =

1
2π

∫

∂E

ϕ(y)
∂ ln |x − y|

∂n(y)
dσ.

By the first part of the proof of Proposition 6.1, such a function is identi-
cally zero in E. Prove that it vanishes on ∂E. Thus W (∂E, ·; ϕ) is harmonic
in R

2 − E, vanishes as |x| → ∞ and has zero normal derivative on ∂E.
Step 2: Prove that ∀N ≥ 2, there exists at most one solution to the problem

u ∈ C2(RN − Ē) ∩ C1(RN − E), Δu = 0 in R
N − Ē

∂u

∂n
= 0 on ∂E, and lim

|x|→∞
u(x) = 0.

Prove that positive maxima or negative minima cannot occur on ∂E.

9c The Sequence of Eigenvalues

9.1. Let A be generated by the Green’s function for the Laplacian with
homogeneous Dirichlet data. Prove that the maximization process (8.1) is
formally equivalent to

min
ϕ∈Co∩S1

‖∇u‖2 = λ2 where Co = {u ∈ Co(E)
∣
∣|∇u| ∈ L2(E)}.

9.2. Let f ∈ L2(E). Prove that the minimum

min
{f1,...,fn}∈Cn}

∥
∥f −

n∑

i=1

fiui
∥
∥

is achieved for fi = 〈f, ui〉. Hint: Compute the derivatives

∂

∂fi

∥∥f −
n∑

i=1

fiui
∥∥2

.

9.3. Prove Bessel’s inequality
∑n
i=1 f2

i ≤ ‖f‖2.
9.4. Prove Parseval’s identity

∑∞
i=1 f2

i = ‖f‖2.

10c Questions of Completeness

10.1. If K(x; ·) ∈ L2(E) uniformly in x ∈ E, then (10.2) gives another proof
that to each eigenvalue λi there correspond only finitely many linearly
independent eigenfunctions. Hint: If ni is the number of linearly indepen-
dent eigenfunctions corresponding to the eigenvalue λi, then ni ≤ C|λi|E|.
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10.2. Prove that
{√

2
L sin nπ

L x
}

is a complete orthonormal system in

L2(0, L). Hint: Compute the eigenvalues and eigenfunctions of the
Laplacian in one dimension, over (0, L) with homogeneous Dirichlet data
on x = 0 and x = L.

10.3. Let m be an even positive integer, and let Cm
odd(0, L) denote the space

of functions in Cm(0, L) whose even order derivatives vanish at x = 0 and
x = L, i.e.,

∂j

∂xj
ϕ(0+) =

∂j

∂xj
ϕ(L−) = 0 for all even integers 0 ≤ j ≤ m.

Denoting by {vn} the complete orthonormal system in L2(0, L), of the
previous problem prove that if ϕ ∈ Cm

odd(0, L)

|〈ϕ, vn〉| ≤ 2Lj

(nπ)j
∥
∥ ∂j

∂xj
ϕ
∥
∥
∞,[0,L]

for all 0 ≤ j ≤ m.

As a consequence

∥
∥ϕ −

j−1∑

n=1
〈ϕ, vn〉vn

∥
∥
∞,[0,L]

≤ const
jm

∥
∥ ∂j

∂xj
ϕ
∥
∥
∞,[0,L]

.

10.1c Periodic Functions in R
N

A function f : R
N → R is periodic of period 1 if f(x + n) = f(x) for all

x ∈ R
N and every N -tuple of integers n ∈ Z

N .
Let Q = (0, 1)N denote the unit cube in R

N . Every f ∈ L2(Q) can be
regarded as the restriction to Q of a periodic function in R

N of period 1. If f
is periodic of period 1, there exists a constant γ such that f + γ is periodic of
period 1 and has zero average over Q. Consider the space

L2
p(Q) =

{
f ∈ L2(Q)

∣
∣
∫

Q

fdx = 0
}

where the subscript p denotes “periodic function”. An orthogonal basis for
L2
p(Q) is found by solving the eigenvalue problem

−Δu = λu in Q, and
∂u

∂n
= 0 on ∂Q.

Verify that

N∏

j=1

cos njπxj ,
N∏

j=1

sin njπxj ; n = (n1, . . . , nN) ∈ Z
N , |n|2 =

N∑

j=1

n2
j

are eigenfunctions for the eigenvalues λ = (π|n|)2. Any complex linear combi-
nation of these is still an eigenfunction. Prove that the system {eiπ〈n,x〉} for
n ∈ Z

N is a complete orthogonal basis for L2
p(Q).
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10.2c The Poisson Equation with Periodic Boundary Conditions

Consider the Neumann problem

u ∈ C2(Q) ∩ C1(Q̄), Δu = f ∈ C1(Q̄),
∂u

∂n
= 0 on ∂Q.

The necessary and sufficient condition for solvability is that f has zero average
over Q, which we assume. Write

f =
∑

n∈ZN

f̂neiπ〈n,x〉, where f̂n = 〈f, eiπ〈n,x〉〉

and seek a solution of the type

u =
∑

n∈ZN

ûneiπ〈n,x〉, ûn = 〈u, eiπ〈n,x〉〉.

Prove that

ûn =
f̂n

−π|n|2 for all n ∈ Z
N − {0}.

11c The Eigenvalue Problem for the Laplacian

11.1. A linear operator A : L2(E) → L2(E) is positive if

〈Af − Ag, f − g〉 ≥ 0 for all f, g ∈ L2(E).

The operator A generated by the Green’s function for the Laplacian with
homogeneous Dirichlet data on ∂E, is positive in the sense that 〈Af, f〉 >
0 for all f ∈ L2(E), f �= 0. Assume first that f ∈ Cη

o (E) for some
η ∈ (0, 1). Then the function Af is the unique solution of the problem

u ∈ C2(E) ∩ C(Ē), −Δu = f, in E, u
∣∣
∂E

= 0.

Therefore
〈Af, f〉 = 〈u,−Δu〉 = ‖∇u‖2.

Prove the positivity of A for general f ∈ L2(E).
11.2. Prove that if A is a symmetric, positive, compact operator in L2(E),

then its eigenvalues are positive.



5

The Heat Equation

1 Preliminaries

Consider a material homogeneous body occupying a region E ⊂ R
N with

boundary ∂E of class C1 and outward unit normal n. Identify the body with
E and denote by k > 0 its dimensionless conductivity. The temperature dis-
tribution (x, t) → u(x, t) satisfies the second-order parabolic equation

ut = kΔu for x ∈ E and t ∈ (t1, t2) (1.1)

where (t1, t2) ⊂ R is some time interval of observation. By changing the time
scale, we may assume that k = 1. Set formally

H(·) =
∂

∂t
− Δ, H∗(·) =

∂

∂t
+ Δ.

The formal operators H(·) and H∗(·) are called the heat operator and the
adjoint heat operator respectively. If 0 < T < ∞ denote by ET the cylindrical
domain E × (0, T ], and if E = R

N , let ST denote the strip R
N × (0, T ].

The heat operator and its adjoint are well defined for functions in the
class

H(ET ) = {u : ET → R
∣
∣ ut, uxixj ∈ C(ET ), i, j = 1, . . . , N}.

Information on the thermal status of the body is gathered at the boundary of
E over an interval of time (0, T ]. That is, one might be given the temperature
or the heat flux at ∂E× (0, T ). Physically relevant problems consist in finding
the temperature distribution in E for t ≥ 0, from information on ∂E × (0, T )
and the knowledge of the temperature x → uo(x) at time t = 0. This leads to
the following boundary value problems:

E. DiBenedetto, Partial Differential Equations  Second Edition,

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010
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1.1 The Dirichlet Problem

Find u ∈ H(ET ) ∩ C(ĒT ) satisfying

H(u) = 0 in ET

u
∣
∣
∂E×[0,T ]

= g ∈ C(∂E × (0, T ])

u(·, 0) = uo ∈ C(Ē).

(1.2)

1.2 The Neumann Problem

Find u ∈ H(ET ) ∩ C1(ĒT ) satisfying

H(u) = 0 in ET

Du · n = g ∈ C(∂E × (0, T ))
u(·, 0) = uo ∈ C(Ē).

(1.3)

where D denotes the gradient with respect to the space variables only.

1.3 The Characteristic Cauchy Problem

Find u ∈ H(ST ) ∩ C(S̄T ) satisfying

H(u) = 0 in ST

u(·, 0) = uo ∈ C(RN ) ∩ L∞(RN ).
(1.4)

The initial datum in (1.4) is taken in the topology of the uniform convergence
over compact sets K ⊂ R

N , that is, ‖u(·, t) − uo‖∞,K → 0, as t → 0, for all
such K. In (1.4) the data are assigned on the characteristic surface t = 0. The
Cauchy–Kowalewski theorem fails to hold in such a circumstance. Even if uo is
analytic, a solution of (1.4) near t = 0, that is for small positive and negative
times, in general cannot be found. Indeed, changing t into −t does not preserve
(1.1) and the PDE distinguishes between solutions forward and backward in
time. This corresponds to the physical fact that heat conduction is, in general,
irreversible, i.e., given x → uo(x), we may predict future temperatures, but we
cannot in general determine the thermal status that generated that particular
temperature distribution.

2 The Cauchy Problem by Similarity Solutions

The PDE H(u) = 0 is invariant by linear transformations x̄ = hx, t̄ = h2t
for h �= 0. These are transformations that leave invariant the ratio ξ = |x|2/t.
This suggests looking for solutions u that are “separable” in the variables t
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and ξ, that is, solutions of the form u(x, t) = h(t)f(ξ). Substituting this in
the PDE H(u) = 0 gives

th′f − 2Nhf ′ = hξ[4f ′′ + f ′].

Setting each side equal to zero yields

f(ξ) = exp(−ξ/4), h(t) = t−N/2

up to multiplicative constants. These remarks imply that a solution of H(u) =
0 in R

N × (0,∞) is given by

Γ (x, t) =
1

(4πt)N/2
e−|x|2/4t (2.1)

where the multiplicative constant (4π)−N/2 has been chosen to satisfy the
normalization (Section 2.1c of the Complements)

1
[4π(t − s)]N/2

∫

RN

e−
|x−y|2
4(t−s) dy = 1 (2.2)

for all x ∈ R
N and all s < t.

Remark 2.1 The function Γ is called the heat kernel or the fundamental
solution of the heat equation. It satisfies

(x, t) → Γ (x, t) ∈ C∞(RN × R
+)

x → Γ (x, t) is analytic for t > 0.

Let H(η,τ) and H∗
(η,τ) denote respectively the heat operator and its adjoint

with respect to the variables η ∈ R
N and τ ∈ R. By direct calculation

H(x,t)Γ (x − y; t − s) = 0

H∗
(y,s)Γ (x − y; t − s) = 0

for s < t < ∞. (2.3)

Assume that u ∈ H(ST ) is a solution of the Cauchy problem (1.4) satisfying
∫

RN

|u(x, t)|dx < ∞ for all 0 ≤ t ≤ T (2.4)

and the asymptotic decay

lim sup
r→∞

∣
∣∣
∫

|y|=r
Γ (x − y; t)Du · y

r
dσ
∣
∣∣ = 0

lim sup
r→∞

∣∣
∣
∫

|y|=r
uDΓ (x − y; t) · y

r
dσ
∣∣
∣ = 0

for all 0 ≤ t < T (2.5)
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where dσ denotes the surface measure on the sphere |y| = r. Multiply the
first of (1.4) viewed in the variables (y, s) by Γ (x− y; t− s), and integrate by
parts in dyds over the cylindrical domain Br × (0, t− ε) for ε ∈ (0, t). Letting
r → ∞ with the aid of (2.4) and (2.5), we arrive at

∫

RN

u(y, t − ε)ε−N/2e−
|x−y|2

4ε dy =
∫

RN

uo(y)t−N/2e−
|x−y|2

4t dy. (2.6)

We let ε → 0 as follows. Fix σ > 0 and write
∫

RN

u(y, t − ε)ε−N/2e−
|x−y|2

4ε dy =
∫

|y−x|>σ
u(y, t − ε)ε−N/2e−

|x−y|2
4ε dy

+
∫

|y−x|≤σ
u(y, t − ε)ε−N/2e−

|x−y|2
4ε dy

= I(1)
ε + I(2)

ε .

As ε → 0, the first integral on the right-hand side tends to zero. We rewrite
the second integral as

I(2)
ε =

∫

|y−x|<σ
[u(y, t − ε) − u(x, t)]ε−N/2e−

|x−y|2
4ε dy

+ u(x, t)
∫

|y−x|<σ
ε−N/2e−

|x−y|2
4ε dy

= [u(x, t) + O(σ + ε)]
∫

|y|<σ
ε−N/2e−

|y|2
4ε dy

where O(σ + ε) denotes a quantity that tends to zero as (σ + ε) → 0. Write

ε−N/2
∫

|y|<σ
e−

|y|2
4ε dy = ε−N/2

∫

RN

e−
|y|2
4ε dy − ε−N/2

∫

|y|>σ
e−

|y|2
4ε dy.

The first integral can be computed from (2.2) with x = 0 and (t− s) = ε, i.e.,

ε−N/2
∫

RN

e−
|y|2
4ε dy = (4π)N/2.

To estimate the second integral, introduce the change of variables y = 2
√

εη,
whose Jacobian is (4ε)N/2. This gives

ε−N/2
∫

|y|>σ
e−

|y|2
4ε dy =

∫

|η|> σ
2
√

ε

e−|η|2dη.

This integrals tends to zero as ε → 0, for σ > 0 fixed. Combine these calcula-
tions in (2.6), and let ε → 0, while σ > 0 remains fixed, to obtain

(4π)N/2u(x, t) = t−N/2
∫

RN

uo(y)e−
|x−y|2

4t dy + O(σ).
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Letting σ → 0 gives the representation formula

u(x, t) =
1

(4πt)N/2

∫

RN

e−
|x−y|2

4t uo(y)dy =
∫

RN

Γ (x − y; t)uo(y)dy. (2.7)

Therefore every solution of the Cauchy problem satisfying the decay conditions
(2.4)–(2.5) must be represented as in (2.7). Now consider (2.7), regardless of
its derivation process. If uo ∈ C(RN )∩L∞(RN ), the integral on the right-hand
side is convergent and defines a function u that satisfies the decay conditions
(2.4)–(2.5). Moreover, by Remark 2.1, u(x, t) ∈ C∞(ST ) and

x → u(x, t) is locally analytic in R
N for all 0 < t ≤ T. (2.8)

Theorem 2.1 Let uo ∈ C(RN ) ∩ L∞(RN ). Then u defined by (2.7) is a
solution to the Cauchy problem (1.4). Moreover, u is bounded in R

N × R
+,

and it is the only bounded solution to the Cauchy problem (1.4).

Proof (existence) By construction H(u) = 0 in ST . Moreover

‖u(·, t)‖∞,RN ≤ ‖uo‖∞,RN

∫

RN

Γ (x − y; t)dy = ‖uo‖∞,RN . (2.9)

Therefore u defined by (2.7) is bounded in R
N × R

+. It remains to show
that the initial datum is taken in the topology of uniform convergence over
compact subsets of R

N . Fix a compact set K ⊂ R
N , recall the normalization

(2.2), and write for x ∈ K

u(x, t) − uo(x) =
1

(4πt)N/2

∫

RN

[uo(y) − uo(x)]e−
|x−y|2

4t dy.

Divide the domain of integration on the right-hand side into |x − y| < σ and
|x−y| ≥ σ where σ > 0 is arbitrary but fixed. As t → 0, the integral extended
over |x − y| > σ tends to zero and the one extended over |x − y| < σ is
majorized by

sup
x∈K

|x−y|<σ

|uo(y) − uo(x)|
∫

RN

Γ (x − y; t)dy.

Therefore, for arbitrary σ > 0

lim
t→0

‖u(x, t) − uo(x)‖∞,K ≤ sup
x∈K

|x−y|<σ

|uo(y) − uo(x)|.

The proof of uniqueness will make use of the maximum principle discussed
in the next sections. A first form of such a principle can be read from (2.9),
that is, the supremum of |u(·, t)| at all instants t > 0 is no larger than the
supremum of |uo|.



140 5 The Heat Equation

Remark 2.2 Suppose that in (2.7), uo is non-negative, not identically zero,
and supported in the ball Bε of radius ε > 0 centered at some point in R

N .
Then u(x, t) is strictly positive for all (x, t) ∈ ST . In particular, the initial
disturbance, confined in Bε, for however small ε, is felt by the solution at
any |x| however large, and any positive t, however small. Thus the initial
disturbance propagates with infinite speed.

2.1 The Backward Cauchy Problem

Let ST = R
N × (−T, 0), and consider the problem of finding u ∈ H(ST ) ∩

C(S̄T ) satisfying
H(u) = 0 in ST

u(·, 0) = uo ∈ C(RN ) ∩ L∞(RN ).
(2.10)

The backward problem (2.10) is ill-posed in the sense that unlike the forward
problem (1.4), it is not solvable in general within the class of bounded solu-
tions. Indeed, if a bounded, continuous solution did exist for every choice of
data uo ∈ C(RN ) ∩ L∞(RN ), we would have by (2.7) and Theorem 2.1

uo(x) =
∫

RN

Γ (x − y; T )u(y,−T ) dy (2.11)

and this would contradict (2.8), if for example, uo is merely continuous.

3 The Maximum Principle and Uniqueness (Bounded
Domains)

Let E be a bounded open subset of R
N and let ∂∗ET = ∂ET −E×{T } denote

the parabolic boundary of ET .

Theorem 3.1 Let u ∈ H(ET ) ∩ C(ĒT ) satisfy H(u) ≤ 0(≥ 0) in ET . Then

sup
ET

u = sup
∂∗ET

u
(
inf
ET

u = inf
∂∗ET

u
)
.

Proof We prove the statement only for H(u) ≤ 0. Let ε ∈ (0, T ) be arbitrary
but fixed, and consider the function

Ω̄T−ε 	 (x, t) → v(x, t) = u(x, t) − εt

which satisfies H(v) < −ε < 0 in ĒT−ε. Since v is continuous in ĒT−ε, it
achieves its maximum at some (xo, to) ∈ ĒT−ε. If (xo, to) /∈ ∂∗ET−ε, then
H(v)(xo, to) ≥ 0, contradicting H(v) < 0. Thus (xo, to) ∈ ∂∗ET−ε and

u(x, t) ≤ 2εT + sup
∂∗ET

u for all (x, t) ∈ ĒT−ε for all ε > 0.



3 The Maximum Principle and Uniqueness (Bounded Domains) 141

Corollary 3.1 Let u ∈ H(ET ) ∩ C(ĒT ) satisfy H(u) = 0 in ET . Then

‖u‖∞,ET = ‖u‖∞,∂∗ET .

Remark 3.1 Theorem 3.1 is a weak maximum principle since it does not
exclude that u might obtain its extremal values also at some other points in
ĒT . For example, u could be identically constant in ET . A strong maximum
principle would assert that this is the only other possibility.

3.1 A Priori Estimates

Denote by λ the diameter of E. After a rotation and translation, we may, if
necessary, arrange the coordinate axes so that

for all x = (x1, . . . , xN ) ∈ Ē, xo1 − λ ≤ x1 ≤ xo1

for some xo = (xo1, . . . , xoN ) ∈ ∂E. This is possible since the heat opera-
tor is invariant under rotations and translations of the space variables. Let
u ∈ H(ET ) ∩ C(ĒT ) be such that ‖H(u)‖∞,ET < ∞ and construct the two
functions

w±(x, t) = ‖u‖∞,∂∗ET + eλ[1 − e(x1−xo
1)]‖H(u)‖∞,ET ± u.

One verifies that H(w±) ≥ 0 in ET and that

w±
∣
∣
∂∗ET

≥ ‖u‖∞,∂∗ET ± u
∣
∣
∂∗ET

.

Therefore w± ≥ 0, by Theorem 3.1. This gives the following a priori estimate.

Corollary 3.2 Let u ∈ H(ET ) ∩ C(ĒT ). Then

‖u‖∞,ET ≤ ‖u‖∞,∂∗ET + (ediam(E) − 1)‖H(u)‖∞,ET .

3.2 Ill-Posed Problems

A boundary value problem for H(u) = 0 with data prescribed on the whole
boundary of ET in general is not well-posed. For example, consider the rec-
tangle R = [0 < x < 1] × [0 < t < 1], and let ϕ ∈ C(∂R) be non-
constant and such that it takes an absolute maximum on the open line segment
[0 < x < 1] × [t = 1]. Then the problem

u ∈ H(R), ut − uxx = 0 in R, u
∣
∣
∂R

= ϕ

cannot have a solution, for it would violate Theorem 3.1.
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3.3 Uniqueness (Bounded Domains)

Corollary 3.3 There exists at most one solution u ∈ H(ET ) ∩ C(ĒT ) of the
boundary value problem

ut − Δu = f ∈ C(ĒT ), u
∣
∣
∂∗ET

= g ∈ C(∂∗ET ).

Proof If u and v are solutions, w = u − v solves

wt − Δw = 0 in ET , w
∣∣
∂∗ET

= 0

and hence w ≡ 0 by Theorem 3.1.

4 The Maximum Principle in R
N

Results analogous to Theorem 3.1 are possible in R
N if one imposes some

conditions on the behavior of x → u(x, t) as |x| → ∞. Such conditions are
dictated by the solution formula (2.7). For such a formula to have a meaning,
uo does not have to be regular or bounded. It would suffice to require the
convergence of the integral on the right-hand side for 0 < t ≤ T . The next
proposition gives some sufficient conditions for this to occur.

Proposition 4.1 Assume that uo ∈ L1
loc(R

N ) and satisfies the growth condi-
tion {

there exist positive constants Co, αo, ro such that
|uo(x)| ≤ Coe

αo|x|2 for almost all |x| ≥ ro.
(4.1)

Then (2.7) defines a function u ∈ C∞(ST ) for every T ∈ (
0, 1

4αo

)
. Moreover,

H(u) = 0 in ST , and for every ε ∈ (
0, 1

4αo

)
, there exists positive constants α,

C, and r depending upon αo, Co, ro, N , and ε such that

|u(x, t)| ≤ Γ
(
ε;

ε2

2N

)‖uo‖1,Bro
+ Ceα|x|

2

for all |x| > r and for all 0 < t <
1

4αo
− ε.

(4.2)

Proof Fix ε ∈ (
0, 1

4αo

)
and |x| > ro + ε, and write the integral in (2.7) as

∫

|y|≤ro

Γ (x − y; t)uo(y)dy +
∫

|y|>ro

Γ (x − y; t)uo(y)dy = J1 + J2.

For |x − y| > ε

|J1| ≤ sup
t≥0

Γ (ε; t)‖uo‖1,Bro
= Γ

(
ε;

ε2

2N

)‖uo‖1,Bro
.

In estimating J2 we perform the change of variables y−x = 2
√

tη, of Jacobian
(4t)N/2, and use (4.1) to estimate |uo(y)| from above. This gives
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|J2| ≤ Coπ
−N/2

∫

|y|>ro

e−|η|2eαo|x+2
√
tη|2dη.

By the Schwarz inequality, for all δ > 0

|x + 2
√

tη|2 ≤ (
1 +

1
δ

)|x|2 + 4(1 + δ)t|η|2.

Therefore, for all |x| > r = ro + ε

|J2| ≤ Coπ
−N/2eαo(1+1/δ)|x|2

∫

RN

e−(1−4αo(1+δ)t)|η|2dη.

The integral on the right-hand side is convergent if

t <
1

4αo(1 + δ)
=

1
4αo

− ε.

This defines the choice of δ. Therefore |J2| ≤ Ceα|x|
2
, where

C = Coπ
−N/2

∫

RN

e−(1−4αo(1+δ)t)|η|2dη and α = αo
(
1 +

1
δ

)
.

In deriving a maximum principle for solutions of the heat equation in ST , we
require that such solutions satisfy a behavior of the type (4.2) as |x| → ∞,
but we make no further reference to the representation formula (2.7).

Theorem 4.1 Let u ∈ H(ST )∩C(S̄T ) satisfy H(u) ≥ 0 in ST and u(·, 0) ≥ 0.
Assume moreover that

{
there exist positive constants C, α, r such that
u(x, t) ≥ −Ceα|x|

2
for all |x| ≥ r and all 0 ≤ t ≤ T.

(4.3)

Then u ≥ 0 in ST .

Proof Choose β > α so large that T > 1
8β

def= T1. We first prove that u ≥ 0 in
the strip ST1 . The function

v(x, t) =
1

(1 − 4βt)N/2
eβ|x|

2/(1−4βt)

satisfies H(v) = 0, and v(x, t) ≥ eβ|x|
2
, in ST1 . Let ε > 0 be arbitrary but

fixed and set w = u + εv. In view of the arbitrariness of ε, it will suffice to
show that w ≥ 0 in ST1 . The function w satisfies H(w) ≥ 0 in ST1 , w(·, 0) ≥ 0,
and

lim inf
|x|→∞

w(x, t) ≥ 0, uniformly in t ∈ [0, T1].

Therefore, having fixed (xo, to) ∈ ST1 and σ > 0, there exists ρ > |xo| such
that w(x, t) ≥ −σ for |x| ≥ ρ for all t ∈ [0, T1]. On the (bounded) cylinder
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Q = [|x| < ρ] × (0, T1) the function w̄ = w + σ satisfies H(w̄) ≥ 0 in Q
and w̄ ≥ 0 on the parabolic boundary ∂∗Q of Q. Therefore w̄ ≥ 0 in Q, by
Theorem 3.1. In particular, w(xo, to) ≥ −σ for all σ > 0. Therefore w ≥ 0
in ST1 i, since (xo, to) ∈ ST1 is arbitrary. To conclude the proof we repeat the
argument in adjacent non-overlapping strips of width not exceeding 1

8β , up to
cover the whole of ST .

Theorem 4.2 Let u ∈ H(ST ) ∩ C(S̄T ) satisfy H(u) ≤ 0 in ST and
{

there exist positive constants C, α, r such that
u(x, t) ≤ Ceα|x|

2
for all |x| ≥ r and all 0 ≤ t ≤ T.

(4.4)

Then
u(x, t) ≤ sup

RN

u(·, 0) for all (x, t) ∈ ST .

Proof We may assume that u(·, 0) ∈ L∞(RN ); otherwise, the statement is tri-
vial. Assume first that T is so small that 4αT < 1 and consider the (bounded)
cylinder Q = [|x| < ρ] × (0, T ). The function

w = u − ε

[4π(T − t)]N/2
e|x|

2/4(T−t), ε > 0

satisfies H(w) ≤ 0 in ST , and w(x, 0) ≤ sup
RN u(·, 0) for |x| < ρ. Moreover,

for |x| = ρ,
w
∣
∣
|x|=ρ≤ Ceαρ

2 − ε(4πT )−N/2eρ
2/4T .

Therefore, since 4T < 1/α, having fixed ε > 0, the parameter ρ can be chosen
so large that w||x|=ρ ≤ 0. The conclusion now follows from Theorem 3.1 and
the arbitrariness of ε. If 4αT ≥ 1, subdivide ST into finitely many strips of
width less than 1

4α .

4.1 A Priori Estimates

Proposition 4.2 Let u ∈ H(ST ) ∩ C(S̄T ) satisfy (4.3) and (4.4). Then

‖u‖∞,ST ≤ ‖u(·, 0)‖∞,RN + T ‖H(u)‖∞,ST .

Proof Assume that ‖uo‖∞,RN and ‖H(u)‖∞,ST are finite; otherwise, the state-
ment is trivial. The functions

w± = ‖u(·, 0)‖∞,RN + t‖H(u)‖∞,ST ± u

satisfy H(w±) ≥ 0 in ST and w±(·, 0) ≥ 0. Moreover, both w̄± satisfy the
asymptotic behavior (4.3). Therefore w± ≥ 0 in ST , by Theorem 4.1.

Remark 4.1 The functional dependence of this estimate is optimal. Indeed,
the estimate holds with equality for the function u = 1 + t.
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4.2 About the Growth Conditions (4.3) and (4.4)

The conclusion of Theorem 4.1 fails if (4.3) is replaced by

u(x, t) ≥ −keβ|x|
2+ε

for any ε > 0.

However Theorem 4.2 continues to hold for a growth slightly faster than (4.4).
Precisely (S. Tacklind [146])

u(x, t) ≤ Ceα|x|h(|x|) as |x| → ∞

where h(·) is positive non-decreasing and satisfies the optimal condition
∫ ∞ ds

h(s)
= +∞.

5 Uniqueness of Solutions to the Cauchy Problem

Consider the class of functions w ∈ H(ST ) satisfying the growth condition
{

there exist positive constants C, α, r such that
|u(x, t)| ≤ Ceα|x|

2
for all |x| ≥ r and all 0 ≤ t ≤ T.

(5.1)

Let u, v ∈ H(ST ) ∩ C(S̄T ) be solutions of the Cauchy problem (1.4) with
initial data uo, vo ∈ C(RN ) ∩ L∞(RN ). If both u and v satisfy (5.1), then by
Proposition 4.2,

‖u − v‖∞,ST ≤ ‖uo − vo‖∞,RN .

This inequality represents both a uniqueness and a stability result. Namely:

(i). Uniqueness: solutions of the Cauchy problem (1.4) are unique within
the class (5.1).

(ii). Stability: within such a class, small variations on the data, measured
in the norm of L∞(RN ), yield small variations on the solution measured
in the same norm.

Proof (of Theorem 2.1 (Uniqueness)) If uo ∈ L∞(RN )∩C(RN ), the function
u defined by the representation formula (2.7) is bounded by virtue of (2.9).
It solves the heat equation in ST , and it satisfies (5.1) by virtue of Propo-
sition 4.1. Therefore, it is the only bounded solution of the Cauchy problem
(1.4).

5.1 A Counterexample of Tychonov ([155])

The growth condition (5.1) is essential for uniqueness, as shown by the
following counterexample due to Tychonov.
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Proposition 5.1 There exists a non-identically zero solution to the Cauchy
problem

ut = uxx in R × (0,∞), u(x, 0) = 0.

Proof For z ∈ C, let

ϕ(z) =
{

e−1/z2 for z �= 0
0 for z = 0

and define

u(x, t) =

⎧
⎨

⎩

∞∑

n=0

dn

dtn
ϕ(t)

x2n

(2n)!
for t > 0

0 for t = 0.
(5.2)

Proceeding formally

lim
t→0

u(x, t) =
∞∑

n=0

dn

dtn
ϕ(t)

∣
∣
t=0

x2n

(2n)!
= 0 (i)

∂2u

∂x2
=

∞∑

n=0

dn

dtn
ϕ(t)2n(2n − 1)

x2n−2

(2n)!

=
∞∑

n=1

dn

dtn
ϕ(t)

x2(n−1)

(2(n − 1))!
(ii)

=
∞∑

n=0

dn+1

dtn+1
ϕ(t)

x2n

(2n)!
=

∂u

∂t
.

These calculations become rigorous after we prove the following

Lemma 5.1 The series in (5.2) and (i)–(ii) are uniformly convergent in a
neighborhood of every point of R × R

+.

Proof The function z → ϕ(z) is holomorphic in C−{0}. We identify the t-axis
as the real axis of the complex plane. If t > 0 is fixed, the circle

γ =
{

z ∈ C
∣
∣ z = t +

t

2
eiθ

}
, 0 < θ ≤ 2π

does not meet the origin, and by the Cauchy formula ([18] page 72)

dn

dtn
ϕ(t) =

n!
2πi

∫

γ

ϕ(z)
(z − t)n+1

dz for all n ∈ N.

From this

∣
∣ dn

dtn
ϕ(t)

∣
∣ ≤ n!

2π

∫

γ

e−Re(z
−2)

|z − t|n+1
|dz| =

n!
2π

(
2
t

)n ∫ 2π

0

e−Re(z
−2)dθ.
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For z ∈ γ

z2 = t2
(

1 +
1
2

eiθ
)2

and
1
z2

=
1
t2

(
1 + 1

4e−2iθ + e−iθ
)

∣
∣∣
(
1 + 1

2eiθ
)2∣∣∣

2 .

From this Re(z−2) ≥ (2t)−2 and

∣∣ dn

dtn
ϕ(t)

∣∣ ≤ n!
(

2
t

)n
e−1/4t2 , n ∈ N.

Fix a > 0. For all |x| < a, the series in (5.2) is majorized, term by term, by
the uniformly convergent series

e−1/4t2
∞∑

n=0

(
1
t

)n (a2)n

n!
= e−1/4t2ea

2/t.

Here we have used the Stirling inequality

2nn!
(2n)!

≤ 1
n!

.

Remark 5.1 The function in (5.2) can also be defined for t < 0. Therefore
the backward Cauchy problem

ut − Δu = 0 in R
N × (−∞, 0), u(x, 0) = 0

fails in general to have a unique solution.

6 Initial Data in L1
loc(R

N)

The Cauchy problem for the heat equation can be solved uniquely for rather
coarse initial data, for example uo ∈ L1

loc(R
N ), provided they satisfy the

growth condition (4.1). The solution will exist only within the strip ST for
0 < T < 1

4αo
, and the initial datum is taken in the sense of L1

loc(R
N ), i.e.,

‖u(·, t) − uo‖1,K → 0 as t → 0, for all compact K ⊂ R
N . (6.1)

Theorem 6.1 Let uo ∈ L1
loc(R

N ) satisfy (4.1). Then (2.7) defines a solution
of the Cauchy problem

H(u) = 0 in ST for 0 < T <
1

4αo
u(·, 0) = uo in the sense of L1

loc(R
N ).

(6.2)

Such a solution is unique within the class (5.1).
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Proof Fix ρ ≥ ro, where ro is the constant in the growth condition (4.1). For
almost all x ∈ Bρ, write

|u(x, t) − uo(x)| ≤
∫

RN

Γ (x − y; t)|uo(y) − uo(x)|dy.

Integrating in dx over Bρ

∫

Bρ

|u(x, t) − uo(x)|dx ≤
∫

Bρ

∫

RN

Γ (x − y; t)|uo(y) − uo(x)|dydx

=
∫

Bρ

∫

|x−y|≤σ
Γ (x − y; t)|uo(y) − uo(x)|dydx

+
∫

Bρ

∫

|x−y|>σ
Γ (x − y; t)|uo(y) − uo(x)|dydx

= I1 + I2.

Let h be a vector in R
N of size |h| ≤ σ. Then the first integral is estimated

by

I1 ≤ sup
h∈RN

|h|≤σ

∫

Bρ

|uo(x + h) − uo(x)|dx.

The second integral is estimated by

I2 ≤ π−N/2
∫

|η|>σ/2√t
e−|η|2

∫

Bρ

|uo(x + 2
√

tη) − uo(x)|dxdη.

For all t > 0 and η ∈ R
N such that 2

√
t|η| < 2ρ, estimate

∫

Bρ

|uo(x + 2
√

tη) − uo(x)|dx ≤ 2‖uo‖1,B2ρ .

If 2
√

t|η| ≥ 2ρ, by the growth condition (4.1)
∫

Bρ

|uo(x + 2
√

tη) − uo(x)|dx ≤ ‖uo‖1,B2ρ + C|Bρ| sup
x∈Bρ

e2αo|x|2+8αot|η|2 .

Therefore for ρ > ro fixed

‖u(·, t) − uo‖1,Bρ ≤ const(ρ)
∫

|η|>σ/2√t
e−(1−8αot)|η|2dη

+ sup
h∈RN

|h|≤σ

‖uo(x + h) − uo(x)‖1,Bρ .

The proof is concluded by recalling that the translation Thuo = uo(· + h) is
continuous in L1

loc(R
N ) ([31], Chapter IV, Section 20).
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6.1 Initial Data in the Sense of L1
loc(R

N)

Part of the definition of a solution to the Cauchy problem (1.4) or (6.2) is
to make precise in what sense the initial data are taken. The notion (6.1) is
the weakest unambiguous requirement for data uo ∈ L1

loc(R
N ). If (6.2) holds,

then there exists a sequence of times {tn} → 0 such that

u(x, tn) → uo(x) for almost all x ∈ R
N .

and one might be tempted to take this as the sense in which u(·, t) takes its
datum at t = 0. Such a definition might, however, generate ambiguity. Indeed,
the uniqueness may be lost, as shown by the following examples. The function
Γ satisfies the heat equation in S∞ and the growth condition (5.1). Moreover,
Γ (·, t) → 0 a.e. in R

N , as t → 0, and yet Γ �≡ 0. For such a “solution” the
identically zero initial datum is not taken in the sense of L1

loc(R
N ). Indeed,

for all ρ > 0
∫

Bρ

Γ (x, t)dx = π−N/2
∫

|η|<ρ/2√t
e−|η|2dη → 1 as t → 0.

Even more striking is the following example in one space dimension. The
function

v(x, t) =
x

4
√

πt3/2
e−

x2
4t

is a solution of the heat equation in R×R
+ satisfies all the previous properties,

and in addition, v(x, t) → 0 as t → 0 for all x ∈ R. And yet v �≡ 0. One checks
that for all ρ > 0

√
t

∫ ρ

−ρ
|v(x, t)|dx → 1√

π
as t → 0

that is, the initial datum uo = 0 is not taken in the sense of L1
loc(R

N ).

7 Remarks on the Cauchy Problem

7.1 About Regularity

Let uo be locally analytic in R
N and assume that it satisfies the growth

condition (4.1). Then formula (2.7) defines the unique solution, within the
class (5.1), to the Cauchy problem (1.4) in ST for 0 < T < 1

4αo
. Such a solution

is locally analytic in the space variables. It is also analytic in the time variable
within R

N × (ε, T ) for all ε ∈ (0, T ). Having in mind the Cauchy–Kowalewski
theorem, it is natural to ask whether u is analytic in the x and t variables up
to t = 0. This is in general false, as shown by the following argument.

If u were analytic in t up to t = 0, then u, ut, Δu would have, in a right
neighborhood of the origin, the absolutely convergent series representations
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u(x, t) =
∞∑

n=0
ϕn(x)tn (7.1)

ut(x, t) =
∞∑

n=1
ϕn(x)ntn−1

Δu(x, t) =
∞∑

n=0
Δϕn(x)tn

with analytic coefficients ϕn. This in the equation H(u) = 0 gives

ϕn+1 =
1

(n + 1)
Δϕn, n = 0, 1, . . .

From this, by iteration, starting from ϕo = uo

ϕn =
Δnuo

n!
, n = 0, 1, 2, . . .

where Δ0 = I and Δn = Δn−1Δ, for n ∈ N. Putting this in (7.1) gives a
representation of u in the form

u(x, t) =
∞∑

n=0

Δnuo
n!

tn.

From the uniform convergence, it follows that

Δnuo(x)
n!

tn → 0 as n → ∞ (7.2)

for (x, t) fixed in the domain of uniform convergence. Let Dnuo denote the
generic derivative of uo, of order n . Expanding uo about x within a ball of
radius t we must have

|Dnuo(x)|
n!

tn → 0 as n → ∞. (7.3)

Now there exist locally analytic initial data uo satisfying (7.3) but not (7.2).1

7.2 Instability of the Backward Problem

We have already remarked that the backward Cauchy problem (2.10) in gen-
eral does not have a solution. If it does, the datum uo must by analytic by
Remark 2.1 and the representation formula (2.11). Stability however might
be lost, as shown by the following example, due to Hadamard ([62]):

u(x, t) = εe−t/ε
2
sin

(x

ε

)
, ε > 0

solves (2.10) with N = 1 and uo(x) = ε sin(x/ε). As ε → 0, uo → 0 in the
L∞(R)-norm. Yet for all t < 0, for all intervals (−ρ, ρ), and for all 0 < p ≤ ∞

‖u(·, t)‖p,(−ρ,ρ) → ∞ as ε → 0.

1Give examples of such functions in R. Hint: Attempt ex2
or ln(1 + x2), or a

variant of these.
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8 Estimates Near t = 0

Let uo ∈ L∞
loc(R

N ) satisfy the growth condition (4.1), and let u be defined by
(2.7) in the strip ST for 0 < T < 1

4αo
. We will study the behavior of u(·, t) and

|Du(·, t)| as t → 0. Since uo is locally bounded, in (4.1) we may take ro = 0,
by possibly modifying the constant Co. We will also investigate the behavior
of ut(·, t) and uxixj (·, t) as t → 0, under the more stringent assumption that
uo ∈ Cδ

loc(R
N ) for some δ ∈ (0, 1).

Proposition 8.1 Let uo ∈ L∞
loc(R

N ) satisfy (4.1) with ro = 0. For all ρ > 0,
there exist constants A�, for � = 0, 1, depending only on ρ, N , αo, and Co,
such that

|u(x, t)| ≤ Ao, |Du(x, t)| ≤ A1t−1/2 (8.1)

for (x, t) ∈ Bρ × (0, T ].

Proposition 8.2 Let uo ∈ Cδ
loc(R

N ), for some δ > 0, satisfy (4.1) with
ro = 0. For all ρ > 0 there exists a constant A depending only on ρ, N ,
αo, Co, δ, and the Hölder constant of uo over Bρ such that

|ut(x, t)| + |uxixj(x, t)| ≤ Atδ/2−1 (8.2)

for (x, t) ∈ Bρ × (0, T ] and for all i, j = 1, . . . , N .

Proof (Proposition 8.1) Both estimates will follow from estimating

J� =
∫

RN

( |x − y|
2t

)�
Γ (x − y; t)|uo(y)|dy for � = 0, 1.

The change of variable y − x = 2
√

tη yields

J� =
1

πN/2(
√

t)�

∫

RN

|η|�e−|η|2|uo(x + 2
√

tη)|dη

≤ Coe
2αo|x|2

πN/2(
√

t)�

∫

RN

|η|�e−(1−8αot)|η|2dη.

Thus if |x| < ρ and t is so small that (1 − 8αot) ≥ 1
2

J� ≤ const(Co, N, αo)
t�/2

∫ ∞

0

rN−1+�e−
1
2 r

2
dr.

Proof (Proposition 8.2) First one computes

0 =
∂2

∂xi∂xj

∫

RN

Γ (x − y; t)dy =
∫

RN

∂2

∂xi∂xj
Γ (x − y; t)dy

=
∫

RN

∂2

∂yi∂yj
Γ (x − y; t)dy.
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Then for |x| < ρ and 0 < t ≤ T

|ut(x, t)| + |uxixj(x, t)| ≤ 2
N∑

h,k=1

∣
∣
∣∣

∫

RN

∂2

∂yh∂yk
Γ (x − y; t)(uo(y) − uo(x))dy

∣
∣
∣∣

≤ 2N

∫

RN

( |x − y|2
4t2

+
1
2t

)
Γ (x − y; t)|uo(y) − uo(x)|dy

= N

∫

|y|<2ρ

( |x − y|2
2t2

+
1
t

)
Γ (x − y; t)|uo(y) − uo(x)|dy

+ N

∫

|y|>2ρ

( |x − y|2
2t2

+
1
t

)
Γ (x − y; t)|uo(y) − uo(x)|dy

= H1 + H2.

Since uo ∈ Cδ
loc(R

N )

H1 ≤ 2Nho(4πt)−N/2
∫

|y|<2ρ

( |x − y|2+δ
4t2

+
|x − y|δ

2t

)
e−

|x−y|2
4t dy

where ho is the Hölder constant of uo over B2ρ. Perform the change of variables
y−x = 2

√
tη, and majorize the resulting integral by extending it to the whole

of R
N to get

H1 ≤ Ã

t1−δ/2

∫ ∞

0

|η|N−1(|η|2+δ + |η|δ)e−|η|2d|η|

where Ã = 4Nhoπ
−N/2ωN2δ. To estimate H2, perform the same change of

variables to get

H2 ≤ 4CoNπ−N/2e2αo|x|2
∫

|η|>ρ/2√t

(|η|2 + 1)
t

e−(1−8αot)|η|2dη.

If t is so small that (1 − 8αot) ≥ 1
2 , this gives H2 ≤ Âtδ/2−1, where

Â = sup
t∈(0,1/4αo)

4CoNπ−N/2e2αoρ
2
∫

|η|>ρ/2√t

(|η|2 + 1)
tδ/2

e−
1
2 |η|2dη.

9 The Inhomogeneous Cauchy Problem

Consider the problem of finding u ∈ H(ST ) satisfying

H(u) = f in ST , u(·, 0) = uo. (9.1)

Assume that uo is in L1
loc(R

N ) and satisfies the growth condition (4.1). The
initial datum in (9.1) is taken in the sense of L1

loc(R
N ). On the forcing term

f , we assume
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f(·, t) ∈ Cδ
loc(R

N ) for some δ > 0 uniformly in t > 0. (9.2)

Moreover f(·, t) is required to satisfy the same growth condition as (4.1),
uniformly in t, i.e.,

|f(x, t)| ≤ Coe
αo|x|2 for |x| > ro uniformly in t ≥ 0. (9.3)

Theorem 9.1 Let (9.2) and (9.3) hold. Then there exists a solution to the
inhomogeneous Cauchy problem (9.1) in the strip ST for 0 < T < 1

4αo
. More-

over, the solution is unique within the class (5.1) and is represented by

u(x, t) =
∫

RN

Γ (x − y; t)uo(y)dy +
∫ t

0

∫

RN

Γ (x − y; t − s)f(y, s)dyds. (9.4)

Proof Since the heat operator is linear, u can be constructed as the sum of
the solution of the homogeneous Cauchy problem (f = 0) and the solution
of (9.1) with uo = 0. Thus it suffices to take uo = 0 in (9.1). The family of
homogeneous Cauchy problems

(x, t; s) → v(x, t; s) ∈ H(RN × [0 < s < t ≤ T ])
vt − Δv = 0 in R

N × (s, T )
v(·, s; s) = f(·, s)

has, for all 0 < s < t ≤ T , the unique bounded solution

v(x, t; s) =
∫

RN

Γ (x − y; t − s)f(y, s)dy

valid for 0 < t − s < T . We claim that the function

u(x, t) =
∫ t

0

v(x, t; s)ds

solves (9.1), with uo = 0. To show this, first observe that by virtue of the
estimates of the previous section and assumption (9.2) and (9.2), the integrals

∫ t

0

v(x, t; s)dx,

∫ t

0

vt(x, t; s)ds,

∫ t

0

vxixj(x, t; s)ds (9.5)

are uniformly convergent over compact subsets of R
N . The convergence of

the first integral implies that u(·, t) → 0 as t → 0, in the sense of L1
loc(R

N ).
Moreover, by direct calculation

ut = v(x, t; t) +
∫ t

0

vt(x, t; s)ds

= f(x, t) +
∫ t

0

Δv(x, t; s)ds = f(x, t) + Δu(x, t)

where the calculation of the derivatives under the integral is justified by the
uniform convergence of the integrals in (9.5). Thus u is a solution of (9.1) with
uo = 0. Such a solution is unique in view of (9.3).

This method is a particular case of the Duhamel principle. See Section 3.1c
of the Problems and Complements of Chapter 6.
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10 Problems in Bounded Domains

Let E be a bounded region of R
N with boundary ∂E of class C1 and

consider the Dirichlet problem (1.2). If g = 0, the problem is referred to
as the homogeneous Dirichlet problem. We may solve such a homogeneous
problem by separation of variables, i.e., by seeking solutions of the form
u(x, t) = X(x)T (t). Using the PDE, we find

T ′(t) = −λT (t), t > 0; ΔX = −λX, X
∣
∣
∂E

= 0. (10.1)

The second of these is solved by an infinite sequence of pairs (λn, vn), where
{λn} is an increasing sequence of positive numbers and {vn} is a sequence
of functions that form a complete orthonormal set in L2(E) (Section 11 of
Chapter 4). In particular, the initial datum uo, regarded as an element of
L2(E), can be expanded as

uo(x) =
∞∑

i=1

〈uo, vi〉vi(x) with ‖uo‖2
2,E =

∑ |〈uo, vi〉|2.

Then with λn determined by (10.1), one has Tn(t) = To,ne−λnt, where To,n are
selected to satisfy the initial condition uo. This gives approximate solutions
of the form

un(x, t) =
n∑

i=1

To,ie
−λitvi(x), To,i = 〈uo, vi〉.

Lemma 10.1 The sequence {un(·, t)}, is Cauchy in L2(E), uniformly in t.

Proof Fix ε > 0 and let no = no(ε) be such that

∞∑

i>no

|〈uo, vi〉|2 < ε. (10.2)

Next for all m > n > no and all 0 ≤ t ≤ T

‖um(·, t) − un(·, t)‖2
2,E ≤ ∥

∥
m∑

i=n

〈uo, vi〉e−λitvi(x)
∥
∥2

2,E
≤

∞∑

i>no

|〈uo, vi〉|2 < ε.

Thus, formally, a solution to the homogeneous Dirichlet problem (1.2) is

u(x, t) =
∞∑

i=1

〈uo, vi〉e−λitvi(x) (10.3)

where the convergence of the series is meant in the sense of L2(E), uniformly
in t ∈ [0, T ]. It remains to interpret in what sense the PDE is satisfied and in
what sense u takes the boundary data.

Lemma 10.2 Let u be defined by (10.3). Then t → u(·, t) is continuous in
L2(E), Moreover, u(·, t) takes the initial datum uo in the sense of L2(E)
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‖u(·, t) − uo‖2,E → 0 as t → 0. (10.4)

Finally, u(·, t) satisfies the decay estimate

‖u(·, t)‖2,E ≤ e−λ1t‖uo‖2,E (10.5)

where λ1 is the first eigenvalue of the Laplacian in E.

Proof From the definitions

u(x, t) − uo(x) =
∞∑

i=1

To,i(e−λit − 1)vi(x).

Fix ε > 0 and choose no as in (10.2). Then

‖u(·, t) − uo‖2
2,E =

∞∑

i=1

|〈uo, vi〉|2(e−λit − 1)2

≤
no∑

i=1

|〈uo, vi〉|2(e−λit − 1)2 + ε

≤ (1 − e−λno t)2‖uo‖2
2,E + ε.

Therefore, letting t → 0 gives

lim sup
t→0

‖u(·, t) − uo‖2,E ≤ √
ε.

This proves (10.4) and also that t → u(·, t) is continuous at t = 0, in the
topology of L2(E). The continuity at every t ∈ [0, T ] is proved in a similar
fashion. The decay estimate (10.5) follows from the representation (10.3),
Parseval’s identity, and the fact that {λn} is an increasing sequence.

Remark 10.1 This construction procedure as well as Lemmas 10.1 and 10.2
require only that the initial datum uo be in L2(E).

10.1 The Strong Solution

Assume that N ≤ 3 and that the initial datum uo is in C2(Ē) and satisfies
uo = 0 and Duo = 0 on ∂E. Then, by Corollary 10.2 of Chapter 4, the series
in (10.3) is absolutely and uniformly convergent. This implies that u satisfies
the homogeneous boundary data on ∂E, in the sense of continuous functions.
Also, the series

∞∑

i=0

〈uo, vi〉 d

dt
e−λitvi(x) and

∞∑

i=0

〈uo, vi〉e−λitΔvi(x)

are absolutely and uniformly convergent. Therefore, the heat operator H(·)
can be applied term by term in (10.3) to give

H(u) =
∞∑

i=0

〈uo, vi〉H [e−λitvi(x)] = 0.

We conclude that if 1 ≤ N ≤ 3, and if uo satisfies the indicated regular-
ity properties, then u as defined by (10.3) is a solution of the homogeneous
Dirichlet problem (1.2).
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10.2 The Weak Solution and Energy Inequalities

If N > 3, or if uo ∈ L2(E), we will interpret the PDE in a weak sense.
By construction, each un satisfies

un,t − Δun = 0 in ET

un(·, t)
∣∣
∂E

= 0

un(·, 0) =
n∑

i=0

〈uo, vi〉vi.
(10.6)

Let ϕ ∈ C2(ĒT ) vanish on ∂E for all t. Multiply the PDE satisfied by un by
ϕ and integrate by parts over Et to obtain

∫

E

(unϕ)(t)dx −
∫ t

0

∫

E

[unϕt + unΔϕ] dx dt =
∫

E

(uo,nϕ)(x, 0)dx.

Letting n → ∞ gives
∫

E

(uϕ)(t)dx −
∫ t

0

∫

E

uH∗(ϕ) dx dt =
∫

E

uoϕ(x, 0)dx. (10.7)

In this limiting process we use Lemma 10.1, which is valid for all N ≥ 1.
We regard (10.7), as a weak notion of a solution of the homogeneous Dirichlet
problem (1.2), and we call u a weak solution.

Lemma 10.3 Weak solutions in the sense of (10.5), (10.7) are unique.

Proof The difference w = u1 − u2 of any two solutions satisfies (10.3), and in
particular ∫

E

(wϕ)(t)dx −
∫ t

0

∫

E

wΔϕ dx dτ = 0 (10.8)

for all ϕ ∈ C1
o (E) independent of t. Since w ∈ L2(ET ), it must have for a.e.

t ∈ (0, T ) a representation in terms of the eigenfunctions {vn}, i.e.,

w(x, t) = lim
n→∞

n∑

i=0

ai(t)vi(x) for a.e. t ∈ (0, T ).

In (10.8) choose ϕ = vi to get

ai(t) + λi

∫ t

0

ai(s)ds = 0 for all i ∈ N.

Thus ai(·) = 0 for all i ∈ N, and w = 0.

Remark 10.2 The choice ϕ = vi is admissible if vi ∈ C1
o (E). By Corol-

lary 11.2 of Chapter 3, the eigenfunctions vi are Hölder continuous in Ē.
By the Schauder estimates of Section 9 of Chapter 2, vi ∈ C2+η(E), and by
a bootstrap argument, vi ∈ C∞(E). Actually vi are of class C1+η

o up to ∂E.
Such an estimate up to the boundary, has been indicated in Section 9 of the
Problems and Complements of Chapter 2.
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Remark 10.3 If uo ∈ C1
o (E), and u is smooth enough, we may take u = ϕ

in (10.7) to obtain the energy identity

1
2
‖u(t)‖2

2,E − 1
2
‖uo‖2

2,E +
∫ t

0

∫

E

|Du|2dx dt = 0.

This identity also contains a statement of uniqueness since the PDE is linear.
Indeed, uo = 0 implies u(·, t) = 0.

11 Energy and Logarithmic Convexity

Let E be a bounded open set in R
N with boundary ∂E of class C1 and let

u ∈ H(ET )∩C(ĒT ) be a solution of the homogeneous Dirichlet problem (1.2).
The quantity

E(t) = ‖u(·, t)‖2
2,E

is the thermal energy of the body E at time t.

Proposition 11.1 For every 0 ≤ t1 < t < t2 ≤ T

E(t) ≤ [E(t1)]
t2−t

t2−t1 [E(t2)]
t−t1

t2−t1 . (11.1)

Proof Assume first that u is sufficiently regular as to justify the formal calcu-
lations below. Multiply the first of (1.2) by u(·, t) and integrate by parts over
E, taking into account that u(·, t) vanishes on ∂E. This gives

E ′ = 2
∫

E

uΔu dx = −2
∫

E

Du · Du dx.

From this

E ′′ = −4
∫

E

Dut · Du dx = 4
∫

E

utΔu dx = 4
∫

E

u2
tdx.

From this and Hölder’s inequality

E ′2 =
(

2
∫

E

uut dx

)2

≤ EE ′′.

First assume that E(t) > 0 for all t ∈ [t1, t2]. Then the function t → ln E(t) is
well defined and convex in such an interval, since

d2

dt2
ln E =

E ′′E − E ′2

E2
≥ 0.

Therefore, for all t1 < t < t2

ln E(t) ≤ t2 − t

t2 − t1
ln E(t1) +

t − t1
t2 − t1

ln E(t2).

If E(t) ≥ 0, replacing it with Eε = E + ε for ε > 0 proves (11.1) for Eε.
Then let ε → 0. These calculations can be made rigorous by working with the
approximate solutions {un} of (10.5) and then by letting n → ∞.
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Remark 11.1 The energy E(·) can also be defined for solutions of the homo-
geneous Neumann problem (1.2), and (11.1) holds for it ([116]).

11.1 Uniqueness for Some Ill-Posed Problems

Corollary 11.1 There exists at most one solution to the homogeneous back-
ward Dirichlet problem

u ∈ H(ET ) ∩ C(ĒT ), H(u) = 0 in ET

u(·, T ) = uT ∈ C(Ē), u(·, t)
∣
∣
∂E

= 0.

Proof It suffices to show that uT = 0 implies u(·, t) = 0. This follows from
(11.1) with t2 = T .

12 Local Solutions

We have observed that solutions of the Cauchy problem representable by (2.7)
are analytic in the space variables and C∞ in time for t > 0. It turns out that
this is also the case for every local solution of the heat equation in a space-
time cylindrical domain ET . Let Qρ = Bρ× (−ρ2, 0) denote the cylinder with
“vertex” at the origin, height ρ2, and transversal cross section the ball Bρ.
For (xo, to) ∈ R

N+1, we let (xo, to) + Qρ denote the box congruent to Qρ and
with “vertex” at (xo, to), i.e.,

(xo, to) + Qρ = [|x − xo| < ρ] × [to − ρ2, to].

If (xo, to) ∈ ET , we let ρ > 0 be so small that (xo, to) + Q4ρ ⊂ ET . We also
denote the integral average of |u| over (xo, to) + Q4ρ by

−
∫

(xo,to)+Q4ρ

|u| dy ds =
1

|Q4ρ|
∫

(xo,to)+Q4ρ

|u| dy ds.

Proposition 12.1 (Gevrey [52]) Let u ∈ H(ET ) be a solution of the heat
equation in ET . There exist constants γ and C depending only on N such that
for every box (xo, to) + Q4ρ ⊂ ET

sup
(xo,to)+Qρ

∣
∣Dαu

∣
∣ ≤ γ

C|α||α|!
ρ|α| −

∫

(xo,to)+Q4ρ

|u| dy ds (12.1)

for all multi-indices α. Moreover

sup
(xo,to)+Qρ

∣
∣∂
ku

∂tk
∣
∣ ≤ γ

C2k(2k)!
ρ2k

−
∫

(xo,to)+Q4ρ

|u| dy ds (12.2)

for all positive integers k.
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Proof It suffices to prove only (12.1), since

∂k

∂tk
u = Δku.

After a translation, we may assume that (xo, to) coincides with the origin and
u is a solution of the heat equation in Q4ρ. Construct a non-negative smooth
cutoff function ζ in Q4ρ satisfying

ζ = 1 in Q2ρ, |Dζ| ≤ 1
4ρ

, |ζyiyj | ≤
1
ρ2

i, j = 1, . . . , N

0 ≤ ζt ≤ 1
ρ2

, ζ(y, s) = 0 for |y| ≥ 4ρ and s ≤ −(4ρ)2.

The function

w =
{

uζ in [|y| ≤ 4ρ] × (−(4ρ)2, 0)
0 otherwise

coincides with u within Q2ρ and satisfies

H(w) = uH(ζ) − 2Du · Dζ
def= f in R

N × (−(4ρ)2, 0].

Therefore, it can be viewed as the unique solution of the inhomogeneous
Cauchy problem

H(w) = f in R
N × (−(4ρ)2, 0], w(·,−(4ρ)2) = 0.

By Theorem 9.1

w(x, t) =
∫ t

−(4ρ)2

∫

RN

Γ (x − y; t − s)f(y, s) dy ds.

From this, after an integration by parts

w(x, t) =
∫ t

−(4ρ)2

∫

RN

u(y, s)
[
Γ (x − y; t − s)H∗(ζ)

+ 2DΓ (x − y; t − s) · Dζ
]

dy ds

=
∫ −(2ρ)2

−(4ρ)2

∫

|y|<4ρ

Γ (x − y; t − s)ζt u dy ds

+
∫ t

−(4ρ)2

∫

2ρ<|y|<4ρ

Γ (x − y; t − s)Δζ u dy ds

+ 2
∫ t

−(4ρ)2

∫

2ρ<|y|<4ρ

DΓ (x − y; t − s) · Dζ u dy ds.

Observe that in these integrals, if |x| < ρ and −ρ2 ≤ t ≤ 0, the kernel is not
singular. Take the space derivatives of any order of both sides, for x and t in
such a range, and use the properties of the cutoff function ζ to obtain
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sup
Qρ

|Dαu| ≤ 1
ρ2

∫ −(2ρ)2

−(4ρ)2

∫

|y|<4ρ

|DαΓ (x − y; t − s)||u| dy ds

+
1
ρ2

∫ t

−(4ρ)2

∫

2ρ<|y|<4ρ

|DαΓ (x − y; t − s)||u| dy ds

+
1
ρ

∫ t

−(4ρ)2

∫

2ρ<|y|<4ρ

n∑

i=1

|DαΓxi(x − y; t − s)||u| dy ds

= J1 + J2 + J3.

In the estimates to follow we denote by C and γ generic positive constants that
can be different in different contexts. These may be quantitatively determined
a priori only in terms of N and are independent of the multi-index α.

Lemma 12.1 There exists a positive constant C such that

|DαΓ (x − y; t − s)| ≤ C|α|
[(

ρ

t − s

)|α|
+

|α|!
ρ|α|

]
Γ (x − y; t − s)

for all (x, t) ∈ Qρ and (y, s) ∈ Q4ρ, and for every multi-index α.

Assuming the lemma for the moment, we proceed to estimate Ji. In esti-
mating J1 observe that within the domain of integration t−s > ρ2. Therefore

|DαΓ (x − y; t − s)| ≤ γ
C|α||α|!
ρ|α|+N

and

J1 ≤ γ
C|α||α|!

ρ|α|
1

|Q4ρ|
∫

Q4ρ

|u| dy ds.

The estimation of J2 and J3 hinges on the supremum of the function

g(τ) =
1

τm
e−A/τ , τ > 0

where A and m are given positive constants. The supremum of g is achieved
for τ = A/m, and

|g(τ)| ≤
(m

A

)m
e−m for all τ ≥ 0.

Within the domain of integration of J2 and J3 one has |x − y| > ρ, provided
|x| < ρ. Therefore

|DαΓ (x − y; t − s)| ≤ γC|α| ρ|α|

[4(t − s)]|α|+N/2
e−ρ

2/4(t−s)

+ γC|α| |α|!
ρ|α|

1
[4(t − s)]N/2

e−ρ
2/4(t−s)

≤ γ
C|α|

ρ|α|+N |α||α|e−|α| + γ
C|α||α|!
ρ|α|+N .
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By Stirling’s inequality mme−m ≤ γm!. Therefore by modifying the constants
C and γ

|DαΓ (x − y; t − s)| ≤ γ
C|α||α|!

ρ|α|
1

ρN

for (x, t) ∈ Qρ and (y, s) ∈ Q4ρ−Q2ρ. With this estimate in hand, we deduce
that for (x, t) ∈ Qρ and all multi-indices α

J2 ≤ γ
C|α||α|!

ρ|α|
1

|Q4ρ|
∫

Q4ρ

|u| dy ds.

As for J3, the previous calculations give

J3 ≤ γ
C|α|+1|α|!(|α| + 1)

ρ|α|
1

|Q4ρ|
∫

Q4ρ

|u| dy ds.

Now the constant C can be further modified so that

C|α|+1(|α| + 1) ≤ C̄|α| for all multi-indices α

and the theorem follows.

Proof (Lemma 12.1) Fix a multi-index α of size |α| = n and let β be a multi-
index of size |β| = n + 1. Then

DβΓ = DαΓxi = Dα (x − y)i
2(t − s)

Γ

for some i = 1, . . . , N . From this

2|DβΓ | ≤
(

ρ

t − s

)
|DαΓ | + n − 1

(t − s)
|DᾱΓ |

where ᾱ is a multi-index of size |ᾱ| = n − 1. The lemma holds for n = 1.
By induction, assuming that it does hold for multi-indices α of size |α| ≤ n,
we show that it continues to hold for multi-indices β of size |β| = n+1. Using
the induction hypothesis

2
Γ
|DβΓ | ≤ Cn

[(
ρ

t − s

)n+1

+
(

ρ

t − s

)
2n!
ρn

+
(

ρ

t − s

)n
n − 1
Cρ

]
.

By Young’s inequality

(
ρ

t − s

)
2n!
ρn

≤ 1
n + 1

(
ρ

t − s

)n+1

+
2

n+1
n n

n + 1
(n!)

n+1
n

ρn+1

(
ρ

t − s

)n
n − 1
Cρ

≤ n

n + 1

(
ρ

t − s

)n+1

+
(n − 1)n+1

n + 1
1

Cn+1ρn+1
.
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Using Stirling’s inequality and choosing C sufficiently large

(n − 1)n+1

n + 1
1

Cn+1
≤ (n + 1)!.

This in turn implies

|DβΓ |
Γ

≤ Cn

2

[
2
(

ρ

t − s

)n+1

+
(

1 +
4n

(n + 1)2
(n!)1/n

)
(n + 1)!

ρn+1

]
.

The number (n!)1/n is the geometric mean of the first n integers, which is
majorized by its arithmetic mean. Therefore

4n

(n + 1)2
(n!)1/n ≤ 4n

(n + 1)2

∑n
i=1 i

n
=

2n

n + 1
.

These remarks in the previous inequality yield

|DβΓ |
Γ

≤ 3
2

Cn

[(
ρ

t − s

)n+1

+
(n + 1)!

ρn+1

]
.

It remains to choose C so that 3
2Cn ≤ Cn+1.

12.1 Variable Cylinders

To simplify the symbolism, let us assume that (xo, to) coincides with the origin.
The estimates of Theorem 12.1 give information on Dαu on the cylinder Qρ

in terms of the L1-norm of u over the larger box Q2ρ. The proof could be
repeated with minor variations to derive a similar statement for any pair of
boxes Qρ and Qσρ for σ ∈ (0, 1). Tracing the constant dependence on σ gives:

Proposition 12.2 Let u be a solution of the heat equation in Qρ. There exist
constants C and γ, depending only on N , such that for every multi-index α,
for every non-negative integer k, and for all σ ∈ (0, 1)

‖Dαu‖∞,Qσρ ≤ γ
C|α||α|!

(1 − σ)N+2+|α|ρ|α| −
∫

Qρ

|u| dy ds (12.3)

∥
∥ ∂k

∂tk
u
∥
∥
∞,Qσρ

≤ γ
Ck(2k)!

(1 − σ)N+2+2kρ2k
−
∫

Qρ

|u| dy ds. (12.4)

Remark 12.1 Estimates (12.3)–(12.4) hold for any pair of boxes (xo, to)+Qρ

and (xo, to) + Qσρ contained in ΩT .

12.2 The Case |α| = 0

We state explicitly the estimate of Proposition 12.2 for the case |α| = 0.
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Corollary 12.1 Let u ∈ H(ET ) be a local solution of the heat equation in
ET . There exists a constant C depending only on N such that for every box
(xo, to) + Qρ contained in ET and all σ ∈ (0, 1)

sup
(xo,to)+Qσρ

|u| ≤ C

(1 − σ)N+2
−
∫

(xo,to)+Qρ

|u| dy ds. (12.5)

These estimates have a number of consequences for local or global non-
negative solutions. In the next two sections we present some of them.

13 The Harnack Inequality

Non-negative local solutions of the heat equation in ET satisfy an inequal-
ity similar to the Harnack estimate valid for non-negative harmonic func-
tions(Section 5.1 of Chapter 2). This inequality can be stated as follows. For
ρ > 0 consider the box Qρ = Bρ × (−ρ2, ρ2), with its “center” at the origin.
If (xo, to) ∈ ET , let

(xo, to) + Qρ = [|x − xo| < ρ] × (to − ρ2, to + ρ2)

be the box congruent to Qρ and centered at (xo, to).

Theorem 13.1 Let u ∈ H(ET ) be a non-negative solution of the heat equation
in ET . There exists a constant c depending only upon N such that for every
box (xo, to) + Q4ρ ⊂ ET

inf
|x−xo|<ρ

u(x, to + ρ2) ≥ c u(xo, to). (13.1)

Fig. 13.1.

Such an estimate can be given different equivalent forms. We illustrate one of
them, assuming for simplicity of notation that (xo, to) = (0, 0). To distinguish
between the upper part and the lower part of Qρ, let us set

Q−
ρ = Bρ × (−ρ2, 0), Q+

ρ = Bρ × (0, ρ2).

Fix σ ∈ (0, 1), and inside Q+
ρ and Q−

ρ construct the two sub-boxes

Q−
σρ = Bσρ × (−σρ2, 0), Q∗

σρ = Bσρ ×
(
(1 − σ)ρ2, ρ2

)
.
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Theorem 13.2 Let u ∈ H(Q4ρ) be a non-negative solution of the heat equa-
tion in Q4ρ. For every σ ∈ (0, 1) there exists a constant c depending only upon
N and σ such that

inf
Q∗

σρ

u ≥ c sup
Q−

σρ

u. (13.2)

Fig. 13.2.

In the case of harmonic functions, the main tool in the proof of the Harnack
estimate was the explicit Poisson representation formula of the solution of the
Dirichlet problem for the Laplacian over a ball (formula (3.9) of Chapter 2).
The corresponding Dirichlet problem for the heat equation over cylinders
whose cross section is a sphere does not have an explicit solution formula.
However, local representations will play a major role via the regularity results
of Proposition 12.1.

The form (13.1) of the Harnack estimate is due independently to Pini
([118]) and Hadamard ([63]). The form (13.2) was introduced by Moser in a
more general context ([110]). The proof we present here, based on an idea
of Landis ([93]), is “non-linear” in nature, and its main ideas can be applied
to a large class of parabolic equations, including degenerate ones ([30], Chap-
ters 6–7, and [34]). Alternative forms of the parabolic Harnack inequality that
resemble the mean value property of harmonic functions are in [35].

13.1 Compactly Supported Sub-Solutions

For given positive numbers M , r, b, and (x, t) ∈ S∞, consider the function

ψ(x, t) =
M r2b

(t + r2)b
(4 − |z|2)2+, where |z|2 =

|x|2
t + r2

.

One verifies that ψ ∈ H(S∞)∩C(S̄∞), and it vanishes identically outside the
paraboloid |z| < 2.

Lemma 13.1 The number b > 0 can be chosen so that H(ψ) ≤ 0 in S∞, for
all M > 0.

Proof By direct calculation

H(ψ) =
Mr2b

(t + r2)b+1
(4 − |z|2)+

(
−b(4 − |z|2)+ + 4N − 2

|z|4
4 − |z|2

)
.
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For 4N
N+1 ≤ |z|2 < 4, we have H(ψ) ≤ 0. For |z|2 ≤ 4N

N+1

H(ψ) ≤ Mr2b

(t + r2)b+1
(1 − |z|2)+

(
− 4b

N + 1
+ 4N

)
.

To prove the lemma, choose b = N(N + 1).

We will consider a version of ψ “centered” at points (xo, to) ∈ R
N+1. Precisely

Ψ(xo,to)(x, t) = ψ(x − xo, t − to) =
Mr2b

[t − to + r2]b

(
4 − |x − xo|2

t − to + r2

)2

+

.

Corollary 13.1 Let b = N(N + 1). Then

H
(
Ψ(xo,to)

) ≤ 0 in R
N × (to,∞).

13.2 Proof of Theorem 13.1

We may assume that (xo, to) = (0, 0), that ρ = 1, and that u(xo, to) = 1. This
is achieved by the change of variables

x → x − xo
ρ

, t → t − to
ρ2

, u → u

u(0, 0)
.

Thus we have to show that if u is a solution of the heat equation in the box
Q4 = B4 × (−4, 4) such that u(0, 0) = 1, then u(x, 1) ≥ c, for all x ∈ B1, for
a positive constant c depending only on N . To prove this we proceed in three
steps.

13.2.1 Locating the Supremum of u in Q1

For s ∈ [0, 1), consider the family of nested and expanding boxes

Qs = [|x| < s] × (−s2, 0]

and the non-decreasing family of numbers

Ms = sup
Qs

u, Ns = (1 − s)−ξ

where ξ is a positive constant to be chosen later. One checks that Mo = No =
1, and as s → 1

lim
s→1

Ms < ∞ and lim
s→1

Ns = ∞.

Therefore the equation Ms = Ns has roots. Denote by so the largest of such
roots, so that

sup
Qso

u = Mso = (1 − so)−ξ and Ms < (1 − s)−ξ for s > so.

Since u ∈ C(Q̄4), the supremum Mso is achieved at some (xo, to) ∈ Q̄so , i.e.,
u(xo, to) = (1 − so)−ξ.
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13.2.2 Positivity of u over a Ball

We show next that the “largeness” of u at (xo, to) spreads over a small ball
centered at xo at the level to.

Lemma 13.2 There exists ε > 0 depending only upon N and independent of
so such that

u(x, to) ≥ 1
2
(1 − so)−ξ for all |x − xo| < ε

1 − so
2

.

Proof Costruct the box with “vertex” at (xo, to) and radius 1
2 (1 − so)

(xo, to) + Q 1
2 (1−so) =

[
|x − xo| <

1 − so
2

]
×
[
to −

(
1 − so

2

)2

, to

]
.

By construction, (xo, to) + Q 1
2 (1−so) ⊂ Q 1

2 (1+so), and by the definition of Ms

and Ns

sup
(xo,to)+Q 1

2 (1−so)

u ≤ sup
Q 1

2 (1+so)

u ≤ N 1+so
2

= 2ξ(1 − so)−ξ.

Apply Proposition 12.2 with |α| = 1 over the pair of boxes (xo, to)+ Q 1
8 (1−so)

and (xo, to) + Q 1
2 (1−so), to obtain

sup
(xo,to)+Q 1

8 (1−so)

|Du| ≤ C

1 − so
sup

(xo,to)+Q 1
2 (1−so)

u

for a constant C dependent only upon N . Let ε ∈ (0, 1
4 ) to be chosen later.

Then for all |x − xo| < ε 1
2 (1 − so)

u(x, to) ≥ u(xo, to) − ε
1 − so

2
sup

(xo,to)+Q 1
8 (1−so)

|Du|

≥ (1 − so)−ξ(1 − 2ξCε).

To prove the lemma we choose ε small enough that 1 − 2ξCε = 1
2 .

13.2.3 Expansion of the Positivity Set

The point (xo, to) being fixed, consider the comparison function Ψ(xo,to) for
the choice of parameters

M =
1
2
(1 − so)−ξ, r = ε

1 − so
2

.
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By Lemma 13.2

u(x, to) ≥ 1
2
(1 − so)−ξ ≥ Ψ(xo,to)(x, to), for |x − xo| < r.

Therefore, by the maximum principle, u ≥ Ψ(xo,to) in the box B4 × [to, 4).
In particular, for t = 1 and |x| < 1

u(x, 1) ≥ 21−4b(1 − so)−ξ+b.

The knowledge of so is only qualitative. We render the estimate independent
of so by choosing ξ = b. This gives u(x, 1) ≥ 21−4b = c.

14 Positive Solutions in ST

We have shown that uniqueness for the Cauchy problem (1.4) holds within
the class of functions satisfying the growth condition (5.1). However, the rep-
resentation formula (2.7) is well defined for initial data uo ∈ L1

loc(R
N ) for

which the integral is convergent. This suggests that we consider the problem
of uniqueness within the class of functions u ∈ H(ST ) such that

∫

RN

|u(y, s)|Γ (x − y; t − s)dy < ∞ for s ∈ (0, t). (14.1)

It turns out that uniqueness for the Cauchy problem holds for functions in such
a class. More important, every non-negative solution of the heat equation in
ST satisfies (14.1). Therefore, uniqueness for the Cauchy problem (1.4) holds
within the class of non-negative solutions. This was observed by Widder in
one space dimension ([164]). Here we give a different proof, valid in any space
dimension.

Theorem 14.1 Let u ∈ H(ST ) satisfy

H(u) = 0 in ST , and u(·, t) → 0 in L1
loc(R

N ) as t → 0.

Then, if u satisfies (14.1), it vanishes identically in ST .

Proof Let (x, t) ∈ ST be arbitrary but fixed. For ρ > 2|x| consider the balls
B2ρ and let y → ζ(y) ∈ C2

o (B2ρ) be a non-negative cutoff function in B2ρ

satisfying

ζ = 1 in Bρ, |Dζ| ≤ 1
ρ

, |ζyiyj | ≤
2
ρ

2

.

For δ > 0 let

hδ(u) =

⎧
⎪⎨

⎪⎩

1 if u > δ
u

δ
if |u| ≤ δ

−1 if u < −δ.

(14.2)
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Multiply the PDE by hδ(u)ζ(y)Γ (x− y; t− s), and integrate by parts in dy ds
over the cylindrical domain B2ρ × (τ, t − ε) for 0 < τ < t − ε and 0 < ε < t.
This gives

∫

B2ρ×{t−ε}

(∫ u

0

hδ(ξ)dξ

)
Γ (x − y; ε)ζ(y)dy

+
1
δ

∫ t−ε

τ

∫

B2ρ

|Du|2Γ (x − y; t − s)χ[|u| < δ]ζ(y) dy ds

=
∫

B2ρ×{τ}

(∫ u

0

hδ(ξ)dξ

)
Γ (x − y; t − τ)ζ(y)dy

+
∫ t−ε

τ

(∫ u

0

hδ(ξ)dξ

)
(Γ Δζ + 2DΓ · Dζ) dy ds.

As τ → 0, the first integral on the right-hand side tends to zero, since it is
majorized by

const
∫

B2ρ

|u(y, τ)|dy → 0 as τ → 0.

Discard the second term on the left-hand side since it is non-negative and let
first δ → 0 and then τ → 0 to obtain

∫

B2ρ

|u(y, t − ε)|Γ (x − y; ε)ζ(y)dy

≤ 2
ρ2

∫ t−ε

0

∫

B2ρ

|u(y, s)|Γ (x − y; t − s) dy ds

+
2
ρ

∫ t−ε

0

∫

B2ρ−Bρ

|u(y, s)||DΓ (x − y; t − s)| dy ds.

The right-hand side of this inequality tends to zero as ρ → ∞. This is obvious
for the first term in view of (14.1). The second term is majorized by

1
ρ

∫ t−ε

0

∫

ρ<|y|<2ρ

|u(y, s)|Γ (x − y; t − s)
|x − y|
t − s

dy ds

≤ 4
ε

∫ t−ε

0

∫

ρ<|y|<2ρ

|u(y, s)|Γ (x − y; t − s) dy ds.

Letting ρ → ∞ gives
∫

Br

|u(y, t − ε)|Γ (x − y; ε)dy = 0

for all r > 2|x| and all ε ∈ (0, t). Finally, we let ε → 0. Arguing as in Section 2,
in the derivation of the representation formula (2.7), gives u(x, t) = 0.
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14.1 Non-Negative Solutions

Theorem 14.2 Let u ∈ H(ST ) be a non-negative solution of

H(u) = 0 in ST , and u(·, t) → 0 in L1
loc(R

N ) as t → 0.

Then u vanishes identically in ST .

It will suffice to prove:

Proposition 14.1 Let u ∈ H(ST ) be a non-negative solution of the heat
equation in ST . Then ∀(xo, to) ∈ ST

∫

RN

u(y, s)Γ (xo − y; to − s)dy ≤ u(xo, to) for all 0 < s < to. (14.3)

Proof Fix (xo, to) ∈ ST and s ∈ (0, to) and introduce the change of variables

τ =
t − s

to − s
, η =

y − xo√
to − s

.

The function
U(η, τ) = u

(
xo +

√
to − sη, s + (to − s)τ

)

satisfies the heat equation in R
N × [0, 1]. For such a function, (14.3) becomes

∫

RN

U(η, 0)Γ (η; 1)dη ≤ U(0, 1).

Thus it will be enough to prove that if u ∈ H(S̄1) is a non-negative solution
of the heat equation in S1 such that u(·, 0) ∈ C2(RN ), then

∫

RN

u(y, 0)Γ (y; 1)dy ≤ u(0, 1). (14.4)

To prove (14.4) fix ρ > 0 and consider the Cauchy problem

H(v) = 0 in S1, v(x, 0) =
{

ζ(x)u(x, 0) if |x| < 2ρ
0 otherwise (14.5)

where x → ζ(x) ∈ C∞
o (B2ρ) is non-negative and equals one on the ball Bρ.

Since the initial datum is compactly supported in B2ρ, the unique bounded
solution of (14.5) is given by

v(x, t) =
∫

|y|<2ρ

ζ(y)u(y, 0)Γ (x − y; t)dy.

Lemma 14.1 u ≥ v in S̄1.
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Assuming this fact for the moment, it follows from the representation of v
and the structure of the cutoff function ζ that

u(0, 1) ≥
∫

Bρ

u(y, 0)Γ (y; 1)dy.

This proves (14.4), since ρ > 0 is arbitrary.

Proof (Lemma 14.1) The statement would follow from the maximum principle
if u satisfied the growth condition (5.1). The positivity of u will replace such
information. Let no be a positive integer larger than 2ρ, and for n ≥ no,
consider the sequence of homogeneous Dirichlet problems

H(vn) = 0 in Qn = Bn × (0, 1)

vn
∣
∣
|y|=n = 0

vn(x, 0) =
{

ζ(x)u(x, 0) if |x| < 2ρ
0 otherwise.

(14.6)

We regard the functions vn as defined in the whole of S1 by defining them
to be zero outside Qn. By the maximum principle applied over the bounded
domains Qn

0 ≤ vn ≤ vn+1 ≤ ‖u(·, 0)‖∞,B2ρ and vn ≤ u (14.7)

for all n ≥ no. By the second of these, the proof of the lemma reduces to
showing that the increasing sequence {vn} converges to the unique solution
of (14.5) uniformly over compact subsets of S1. Consider compact subsets of
the type K = B̄R × [ε, 1 − ε] for ε ∈ (0, 1

2 ) and R ≥ 2ρ. By the estimates
of Proposition 12.1 and the uniform upper bound of the first of (14.7), for
every multi-index α and every positive integer k, there exists a constant C
depending only on N , ε, R, |α|, k and independent of n such that

‖Dαvn‖∞,K +
∥∥
∥
∥

∂k

∂tk
vn

∥∥
∥
∥
∞,K

≤ C for all n ≥ 2R.

It follows, by a diagonalization process, that {vn} → w, uniformly over
compact subsets of S1, where w ∈ C∞(S1) and satisfies the heat equation.
It remains to prove that

w(·, t) → ζu(·, 0) in L1
loc(R

N ) as t → 0.

For this, rewrite (14.6) as

fn = vn − ζu(x, 0), fn,t − Δfn = Δζu(x, 0) in S1

fn
∣
∣
|x|=n = 0, fn(x, 0) = 0.

Let hδ(·) be the approximation to the Heaviside function introduced in (14.2).
Multiply the PDE by hδ(fn) and integrate over Bn × (0, t) for t ∈ (0, 1) to
obtain
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∫

Bn×{t}

(∫ fn

0

hδ(ξ)dξ

)
dy +

1
δ

∫ t

0

∫

Bn

|Dfn|2χ[|fn| < δ] dy ds

=
∫ t

0

∫

B2ρ

Δζ(y)u(y, 0)hδ(fn) dy ds.

Discard the second term on the left-hand side, which is non-negative, and let
δ → 0 to get

∫

BR

|vn(y, t) − ζ(y)u(y, 0)|dy ≤ t|B2ρ|‖Δζu(x, 0)‖∞,B2ρ .

Letting n → ∞
‖w(y, t) − ζ(y)u(y, 0)‖1,BR ≤ t|B2ρ|‖Δζu(x, 0)‖∞,B2ρ .

By the first of (14.7), w is bounded; therefore by uniqueness of bounded
solutions of the Cauchy problem, w = v.

Remark 14.1 The Tychonov function defined in (5.2) is of variable sign.

Problems and Complements

2c Similarity Methods

2.1c The Heat Kernel Has Unit Mass

To verify (2.2), disregard momentarily the factor π−N/2, and introduce the
change of variables y−x = 2

√
(t − s)η, whose Jacobian is t[4(t− s)]N/2. This

transforms the integral into
∫

RN

e−|η|2dη =
∫

RN

eη
2
1+···+η2

N dη1 · · · dηN

=
N∏

j=1

∫

R

e−η
2
j dηj =

(∫

R

e−s
2
ds

)N

=
(∫

R

e−η
2
1 dη1

∫

R

e−η
2
2 dη2

)N/2
=
(∫

R2
e−|η|2dη

)N/2

=
(

2π

∫ ∞

0

re−r
2
dr

)N/2
= πN/2.
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2.2c The Porous Media Equation

Find similarity solutions for the non-linear evolution equation

ut − Δum = 0 u ≥ 0, m ≥ 1.

This equation arises in the filtration of a fluid in a porous medium ([137]).
Similarity solutions were derived independently by Barenblatt ([8]), and Pattle
([115]). Attempt solutions of the form u(x, t) = h(t)f(ξ), where ξ = |x|2

tσ and
σ is a positive number to be found. Derive and solve ODE’s for h(·) and f(·),
to arrive at

Γm(x, t) =
1

tN/κ

[
1 − cγm

( |x|2
t2/κ

)] 1
m−1

+

, t > 0

γm =
m − 1

2κ
, κ = N(m − 1) + 2

where c > 0 is an arbitrary constant. Show that as m → 1, Γm(x, t) tends to
the fundamental solution of the heat equation. Find the constant c such that
the total mass of Γm is 1, i.e.,

∫

RN

Γm(x − y; t − τ)dy = 1 (c = 4π).

Show that if m > 1, possible solutions to the Cauchy problem

ut − Δum = 0 in ST , u ≥ 0

u(·, 0) = uo ∈ C(RN ) ∩ L∞(RN )

cannot be represented as the convolution of Γm with the initial datum uo.
Attempt to find similarity solutions when 0 < m < 1.

2.3c The p-Laplacean Equation

Carry on the same analysis for the non-linear evolution equation

ut − div |Du|p−2Du = 0 p > 2.

A version of this equation arises in modeling certain non-Newtonian fluids
([90]). Then for p = 2 this reduces to the heat equation. The similarity solu-
tions are

Γp(x, t) =
1

tN/λ

[

1 − cγp

( |x|
t1/λ

) p
p−1

] p−1
p−2

+

, t > 0

γp =
(

1
λ

) 1
p−1 p − 2

p
, λ = N(p − 2) + p.

Prove that Γp → Γ as p → 2. Find the constant c so that Γp has mass 1.
Attempt to find similarity solutions when 1 < p < 2.
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2.4c The Error Function

Prove that the unique solution of the Cauchy problem

ut − uxx = 0 in R × R
+, u(x, 0) =

{
1 if x ≥ 0
0 if x < 0

is given by

u(x, t) =
1
2

[
1 + E

(
x√
4t

)]
, where E(s) =

2√
π

∫ s

0

e−r
2
dr.

The function s → E(s) is the error function.

2.5c The Appell Transformation ([7])

Let u be a solution of the heat equation in R × R
+. Then

w(x, t) = Γ (x, t)u
(

x

t
,−1

t

)

is also a solution of the heat equation in R × R
+.

2.6c The Heat Kernel by Fourier Transform

For f ∈ L1(RN ), let f̂ denote its Fourier transform

f̂(x) def=
1

(2π)N/2

∫

RN

f(y)e−i〈x,y〉dy.

Here i is the imaginary unit and 〈x, y〉 = xjyj. In general, assuming that
f ∈ L1(RN ) or even that f is compactly supported in R

N , does not guarantee
that f̂ ∈ L1(RN ), as shown by the following examples.

2.1. Compute the Fourier transform of the characteristic function of the unit
interval in R

1. Show that x → (χ[0,1])∧(x) /∈ L1(R).
2.2. Let N = 1, and let m be a positive integer larger than 2. Compute the

Fourier transform of

f(x) =
{

0 for x < 1
x−m for x ≥ 1

and show that f̂ /∈ L1(R).
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2.7c Rapidly Decreasing Functions

These examples show that L1(RN ) is not closed under the operation of Fourier
transform, and raise the question of finding a class of functions that is closed
under such an operation. The class of smooth and rapidly decreasing functions
in R

N , or the Schwartz class, is defined by ([139])

SN def=

⎧
⎨

⎩

f ∈ C∞(RN )
∣
∣ sup
x∈RN

|x|m|Dαf(x)| < ∞
for all m ∈ N and all multi-indices α of size |α| ≥ 0

⎫
⎬

⎭
.

Proposition 2.1c f ∈ SN =⇒ f̂ ∈ SN .

Proof For f ∈ SN and multi-indices α and β, compute

xβDαf̂(x) =
xβ

(2π)N/2

∫

RN

f(y)Dα
xe−i〈x,y〉dy

=
(−i)|α|

(2π)N/2

∫

RN

xβyαf(y)e−i〈x,y〉dy

=
(−i)|α|−|β|

(2π)N/2

∫

RN

yαf(y)Dβ
y e−i〈x,y〉dy

=
(−i)|α+β|

(2π)N/2

∫

RN

Dβ [yβDαf(y)]e−i〈x,y〉dy.

2.8c The Fourier Transform of the Heat Kernel

Proposition 2.2c Let ϕ(x) = e−
1
2 |x|2 . Then ϕ̂ = ϕ.

Proof Assume first that N = 1. One verifies that ϕ and ϕ̂ satisfy the same
ODE

ϕ′ + xϕ = 0, ϕ̂′ + xϕ̂ = 0, x ∈ R.

Therefore ϕ̂ = Cϕ for a constant C. From (2.2) with t − s = 1
2 and N = 1

1√
2π

∫

R

e−
1
2y

2
dy = ϕ̂(0) = 1.

Since also ϕ(0) = 1, we conclude that C = 1, and the proposition follows in
the case of one dimension. If N ≥ 2, by Fubini’s theorem

ϕ̂(x) =
1

(2π)N/2

∫

RN

e−
1
2 |y|2e−i〈x,y〉dy

=
N∏

j=1

1√
2π

∫

R

e−
1
2y

2
j e−ixjyj dyj

=
N∏

j=1

ϕ̂(xj) =
N∏

j=1

ϕ(xj) = ϕ(x).
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2.3. Prove the rescaling formula ψ̂(εx) = ε−N ψ̂(x/ε), valid for all ψ ∈ SN
and all ε > 0.

2.4. Verify the formula
(

e−|x−y|2(t−τ)
)∧

=
1

[2(t − τ)]N/2
e−|x−y|2/4(t−τ)

for all t − τ > 0 fixed.

2.9c The Inversion Formula

Theorem 2.1c Let f ∈ SN . Then

f(x) =
1

(2π)N/2

∫

RN

f̂(y)ei〈x,y〉dy.

Proof The formula follows by computing the limit

1
(2π)N/2

∫

RN

f̂(y)ei〈x,y〉dy = lim
τ→t

1
(2π)N/2

∫

RN

f̂(y)e−|y|2(t−τ)ei〈x,y〉dy.

The integral on the right-hand side is computed by repeated application of
Fubini’s theorem:

1
(2π)N/2

∫

RN

f̂(y)e−|y|2(t−τ)ei〈x,y〉dy

=
1

(2π)N

∫

RN

f(η)e−i〈y,η〉e−|y|2(t−τ)ei〈x,y〉dydη

=
1

(2π)N/2

∫

RN

f(η)
(

1
(2π)N/2

∫

RN

e−|y|2(t−τ)e−i〈η−x,y〉dy

)
dη

=
1

(2π)N/2

∫

RN

f(η)
(

e−|y|2(t−τ)
)∧

(η − x)dη

=
1

[4π(t − τ)]N/2

∫

RN

f(η)e−|x−η|2/4(t−τ)dη.

Therefore

1
(2π)N/2

∫

RN

f̂(y)ei〈x,y〉dy = lim
τ→t

∫

RN

Γ (x − η; t − τ)f(η)dη = f(x)

where the last limit is computed by the same technique leading to the repre-
sentation formula (2.7).
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3c The Maximum Principle in Bounded Domains

Let E be a bounded domain in R
N with smooth boundary ∂E.

3.1. Let u be a solution of the Dirichlet problem (1.2) with g = 0. Prove
that

‖u(·, t)‖∞,E ≤ 1
(4πt)N/2

‖uo‖1,E.

3.2. State and prove a maximum principle for u ∈ H(ET )∩C(ĒT ) satisfying

H(u) = v · Du + c in ET .

where v ∈ R
N and c ∈ R are given.

3.3. Discuss a possible maximum principle for H(u) = λu for λ ∈ R.
3.4. Let f ∈ C(R+) and consider the boundary value problem

u ∈ H(E∞) ∩ C(Ē∞)

ut − Δu = f(t)
(

u − |x|2
2N

)
− 1 in B1 × R

+

u(·, t)
∣
∣
∂∗B1

=
1

2N
.

Prove that this problem has at most one solution, the solution is non-
negative and satisfies

0 ≤ u(x, t) ≤ 1
2N

exp
(∫ t

0

f(s)ds

)
+

|x|2
2N

.

In particular, if f ≤ 0 then u(x, t) ≤ 1/N .
3.5. In the previous problem assume that

f(t) ≤ − C

1 + t
for all t ≥ t∗

for some C > 0 and some t∗ ≥ 0. Prove that

lim
t→∞ u(x, t) =

|x|2
2N

.

Moreover, if u(·, 0) = |x|2/2N , then u(·, t) = u(·, 0), for all f .
3.6. Let f ∈ C(ĒT ) and α ∈ (0, 1). Prove that a non-negative solution of

H(u) = uα in ET satisfies

‖u‖∞,ET ≤ 1
1 − α

‖u‖∞,∂∗ET +
[
(ediam(E) − 1)‖f‖∞,ET

] 1
1−α

.
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3.1c The Blow-Up Phenomenon for Super-Linear Equations

Consider non-negative classical solutions of

ut − Δu = uα in E × R
+, for some α ≥ 1

that are bounded on the parabolic boundary of ET , say

sup
∂∗E∞

u ≤ M for some M > 0.

Prove that if α = 1, then u ≤ Met. Therefore if α ∈ [0, 1) the solution remains
bounded for all t ≥ 0, and if α = 1, it remains bounded for all t ≥ 0 with
bound increasing with t. If α > 1, an upper bound is possible only for finite
times.

Lemma 3.1c Let α > 1. Then

u(x, t) ≤ M

[1 − (α − 1)Mα−1t]1/(α−1)
.

Proof (Hint) Divide the PDE by uα and introduce the function

w = u1−α + (α − 1)t.

Using that α > 1, prove that H(w) ≥ 0 in E∞. Therefore, by the maximum
principle

1
uα−1

+ (α − 1)t ≥ 1
Mα−1

.

Remark 3.1c This estimate is stable as α → 1 in the sense that as α → 1,
the right-hand side converges to the corresponding exponential upper bound
valid for α = 1.

3.1.1c An Example for α = 2

Even though the boundary data are uniformly bounded, the solution might
indeed blow-up at interior points of E in finite time, as shown by the following
example ([48]).

ut − uxx = u2 in (0, 1)× (0,∞), u(·, 0) = uo
u(0, t) = ho(t), u(1, t) = h1(t), for all t ≥ 0.

(3.1c)

Assume that
uo, ho, h1 ≥ c =

c1

c2

for positive constants c1 and c2 to be chosen. These constants can be chosen
such that (3.1c) has no solution that remains bounded for finite times. Intro-
duce the comparison function
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v =
c1

c2 − x(1 − x)t
.

By direct calculation

vt − vxx =
c1x(1 − x)

[c2 − x(1 − x)t]2
+

2c1t

[c2 − x(1 − x)t]2
− 2c1t2(1 − 2x)2

[c2 − x(1 − x)t]3

≤ v2

c1

(
1
4

+ 2t

)
.

Taking t ∈ (0, 4c2) and choosing c1 sufficiently large, this last term is
majorized by v2. Therefore

vt − vxx ≤ v2 in (0, 1) × (0, 4c2).

Fix any time T ∈ (0, 4c2) and consider the domain ET = (0, 1) × (0, T ). If u
is a solution of (3.1c), the function w = (v − u)e−λt for λ > 0 satisfies

wt − wxx ≤ −(λ − (v + u))w in ET , w
∣
∣
∂∗ET

≤ 0.

Therefore, by choosing λ sufficiently large, the maximum principle implies
that w ≤ 0 in ET .

3.2c The Maximum Principle for General Parabolic Equations

Let Lo(·) be the differential operator introduced in (4.1c) of the Complements
of Chapter 2. By using a technique similar to that of Theorem 4.1c, prove

Theorem 3.1c Let u ∈ H(ET ) ∩ C(ĒT ) and let c ≤ 0. then

ut − Lo(u) ≤ 0 in ET =⇒ u(x, t) ≤ sup
∂∗E

u in ET .

3.6. The maximum principle gives one-sided estimates for merely sub(super)-
solutions of the heat equation. An important class of sub(super)-solutions is
determined as follows. Let u ∈ H(ET ) be a solution of the heat equation in ET .
Prove that for every convex(concave) function ϕ(·) ∈ C2(R), the composition
ϕ(u) is a sub(super)-solution of the heat equation in ET .

4c The Maximum Principle in R
N

4.1. Show that u = 0 is the only solution of the Cauchy problem

u ∈ H(ST )∩C(S̄T )∩L2(ST ), ut−Δu = 0 in ST , u(·, 0) = 0. (4.1c)

Hint: Let x → ζ(x) ∈ C2
o (B2ρ) be a non-negative cutoff function in B2ρ

satisfying
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ζ = 1 in Bρ, |Dζ| ≤
⎧
⎨

⎩

0 if |x| < ρ
2
ρ

if ρ < |x| < 2ρ,

|ζxixj | ≤
⎧
⎨

⎩

0 if |x| < ρ
4
ρ2

if ρ < |x| < 2ρ.

Multiply the PDE by uζ2 and integrate over B2ρ × (0, t) to derive
∫

B2ρ

u2(t)ζ2dx + 2
∫ t

0

∫

B2ρ

|Du|2ζ2dx ds = 4
∫ t

0

∫

B2ρ

ζuDuDζdx ds.

By the Cauchy–Schwarz inequality, the last integral is majorized by

2
∫ t

0

∫

B2ρ

|Du|2ζ2dx ds + 2
∫ t

o

∫

B2ρ

u2|Dζ|2dx ds

and

2
∫ t

0

∫

B2ρ

u2|Dζ|2dx ds ≤ 8
ρ2

∫ t

0

∫

ρ<|x|<2ρ

u2|Dζ|2dx ds.

Combine these estimates and let ρ → ∞.
4.2. Prove that the same conclusion holds if in (4.1c) one replaces L2(ST )

with L1(ST ). Hint: Let hδ(·) be the approximation to the Heaviside func-
tion introduced in (14.2). Multiply the PDE by hδ(u)ζ and integrate over
Bρ × (0, t) to obtain
∫

B2ρ×{t}

(∫ u

0

hδ(ξ)dξ

)
ζdx +

1
δ

∫ t

0

∫

B2ρ

|Du|2χ(|u| < δ)ζ dx ds

= −
∫ t

0

∫

B2ρ

D

(∫ u

0

hδ(ξ)dξ

)
Dζ dx ds.

The last term is transformed and majorized by
∫ t

0

∫

B2ρ

(∫ u

0

hδ(ξ)dξ

)
Δζ dx ds ≤ const

ρ2

∫ t

0

∫

ρ<|x|<2ρ

|u| dx ds.

Combining these estimates and letting δ → 0 we arrive at
∫

Bρ×{t}
|u|dxds ≤ const

ρ2

∫ t

0

∫

ρ<|x|<2ρ

|u| dx ds.

To conclude, let ρ → ∞.
4.3. Prove that the same conclusion holds if u satisfies either one of the

weaker conditions
u

(1 + |x|) ∈ L2(ST ),
u

(1 + |x|2) ∈ L1(ST ).
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4.1c A Counterexample of the Tychonov Type

Prove that the function

u(x, t) =
∫ ∞

0

[exy cos(xy + 2ty2) + e−xy cos(xy − 2ty2)]ye−y
4/3

cos y4/3dy

is another non-trivial solution of the Cauchy problem in R×R
+ with vanishing

initial data ([131]).

7c Remarks on the Cauchy Problem

7.1. Write down the explicit solution of

ut − Δu = u + b · ∇u + et sin(x1 − b1t) in ST

u(x, 0) = |x|

for a given b ∈ R
N . Hint: The function v(x, t) = u(x−bt, t) satisfies the

PDE with b = 0.
7.2. Using the reflection technique, solve the homogeneous mixed boundary

value problems

ut − uxx = 0 in R
+ × R

+

ux(0, t) = 0 for t > 0

u(x, 0) = uo ∈ C1(R̄+)
uo,x(0) = 0

ut − uxx = 0 in R
+ × R

+

u(0, t) = 0 for t > 0

u(x, 0) = uo ∈ C(R̄+)
uo(0) = 0.

where uo is bounded in R
+.

7.3. Solve the inhomogeneous mixed boundary value problems

ut − uxx = in R
+ × R

+

ux(0, t) = h(t) ∈ C1(R+)

u(x, 0) = uo ∈ C1(R̄+)
uo,x(0) = h(0)

ut − uxx = 0 in R
+ × R

+

u(0, t) = h(t) ∈ C1(R+)

u(x, 0) = uo ∈ C(R̄+)
uo(0) = h(0).

12c On the Local Behavior of Solutions

Proposition 12.1c Let u ∈ H(ET ) be a local solution of the heat equation
in ET . For every p > 0 there exists a constant C, depending only on N and p
such that, for all (xo, to) + Qρ ⊂ ET

sup
(xo,to)+Qρ

|u| ≤ C

(
−
∫

(xo,to)+Q2ρ

|u|pdy ds

)1/p

.
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Proof The case p = 1 is the content of Corollary 12.1. The case p > 1 follows
from this and Hölder’s inequality. To prove the estimate for 0 < p < 1, one
may assume that (xo, to) = (0, 0). Consider the increasing sequence of radii
{ρn}, the family of nested expanding boxes {Qn}, and the non-decreasing
sequence of numbers {Mn}, defined by

ρn = ρ
n∑

i=0

2−i, Qn = Bρn × (−ρ2
n, 0), Mn = sup

Qn

|u|, n = 0, 1, . . . .

Apply Corollary 12.1 to the pair of cylinders Qn and Qn+1 to obtain

Mn ≤ C2(n+1)(N+2)−
∫

Qn+1

|u| dy ds.

Fix p ∈ (0, 1). Then by Young’s inequality, for all δ > 0

Mn ≤ C2(n+1)(N+2)M1−p
n+1−

∫

Qn+1

|u|pdy ds

≤ δMn+1 + pδ1− 1
p

(
C2(n+2)(N+2)

)1/p
(
−
∫

Q2ρ

|u|pdy ds

)1/p

.

Setting

K = pδ1− 1
p

(
C2(N+2)

)1/p

, b = 2
N+2

p

we arrive at the recursive inequalities

Mn ≤ δMn+1 + bnK

(
−
∫

Q2ρ

|u|pdy ds

)1/p

.

By iteration

Mo ≤ δnMn+1 + bK
n∑

i=0

(δb)i
(
−
∫

Q2ρ

|u|pdy ds

)1/p

.

Choose δ small enough that δb = 1
2 , so that the series

∑∞
i=0(δb)i is convergent.

Then let n → ∞.
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The Wave Equation

1 The One-Dimensional Wave Equation

Consider the hyperbolic equation in two variables

utt − c2uxx = 0. (1.1)

The variable t stands for time, and one-dimensional refers to the number of
space variables. A general solution of (1.1) in a convex domain E ⊂ R

2, is
given by

u(x, t) = F (x − ct) + G(x + ct) (1.2)

where s → F (s), G(s) are of class C2 within their domain of definition. Indeed,
the change of variables

ξ = x − ct, η = x + ct (1.3)

transforms E into a convex domain Ẽ of the (ξ, η)-plane, and in terms of ξ
and η, equation (1.1) becomes

Uξη = 0 where U(ξ, η) = u
(ξ + η

2
,

η − ξ

2c

)
.

Therefore Uξ = F ′(ξ) and

U(ξ, η) =
∫

F ′(ξ)dξ + G(η).

Rotating the axes back of an angle θ = arctan(c−1), maps Ẽ into E back in
the (x, t)-plane and

u(x, t) = F (x − ct) + G(x + ct).

The graphs of ξ → F (ξ) and η → G(η) are called undistorted waves propagat-
ing to the right and left respectively (right and left here refer to the positive

E. DiBenedetto, Partial Differential Equations  Second Edition,

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010
Cornerstones, DOI 10.1007/978-0-8176-4552-6_7,
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orientation of the x- and t-axes). The two lines obtained from (1.3) by making
ξ and η constants are called characteristic lines. Write them in the parametric
form

x1(t) = ct + ξ, x2(t) = −ct + η, for t ∈ R

and regard the abscissas t → xi(t) for i = 1, 2 as points traveling on the
x-axis, with velocities ±c respectively.

1.1 A Property of Solutions

Consider any parallelogram of vertices A, B, C, D with sides parallel to the
characteristics x = ±ct + ξ and contained in some convex domain E ⊂ R

2.

Fig. 1.1.

We call it a characteristic parallelogram. Let

A = (x, t), B = (x + cs, t + s)
C = (x + cs − cτ, t + s + τ), D = (x − cτ, t + τ)

be the coordinates of the vertices of a characteristic parallelogram, where s
and τ are positive parameters. If a function u ∈ C(E) is of the form (1.2), for
two continuous functions F (·) and G(·), then

u(A) = F (x − ct) + G(x + ct)
u(C) = F (x − 2cτ − ct) + G(x + 2cs + ct)
u(B) = F (x − ct) + G(x + 2cs + ct)
u(D) = F (x − 2cτ − ct) + G(x + ct).

Therefore
u(A) + u(C) = u(B) + u(D). (1.4)

Therefore any solution of (1.1) satisfies (1.4). Vice versa if u ∈ C2(E) is of the
form (1.2) for F and G of class C2 and satisfies (1.4) for any characteristic
parallelogram, rewrite (1.4) as
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[u(x, t) − u(x + cs, t + s)] = [u(x − cτ, t + τ) − u(x + cs − cτ, t + s + τ)].

Using the Taylor formula one verifies that u satisfies the PDE (1.1). Since
(1.4) only requires that u be continuous, it might be regarded as some sort of
weak formulation of (1.1).

2 The Cauchy Problem

On the non-characteristic line t = 0, prescribe the shape and speed of the
undistorted waves, and seek to determine the shape and speed of the solution
of (1.1), for all the later and previous times. Formally, seek to solve the Cauchy
problem

utt − c2uxx = 0
u(·, 0) = ϕ

ut(·, 0) = ψ

in R
2

in R

in R

(2.1)

for given ϕ ∈ C2(R) and ψ ∈ C1(R). According to (1.2) one has to determine
the form of F and G from the initial data, i.e.,

F + G = ϕ, F ′ + G′ = ϕ′, −F ′ + G′ =
1
c

ψ.

From this
F ′ =

1
2

ϕ′ − 1
2c

ψ, G′ =
1
2

ϕ′ +
1
2c

ψ.

This, in turn, implies

F (ξ) =
1
2

ϕ(ξ) − 1
2c

∫ ξ

0

ψ(s)ds + c1

G(η) =
1
2

ϕ(η) +
1
2c

∫ η

0

ψ(s)ds + c2

for two constants c1 and c2. Therefore

u(x, t) =
1
2
[ϕ(x − ct) + ϕ(x + ct)] +

1
2c

∫ x+ct

x−ct
ψ(s)ds (2.2)

since, in view of the second of (2.1), c1 + c2 = 0. Formula (2.2) is the explicit
d’Alembert representation of the unique solution of the Cauchy problem (2.1).
The right-hand side of (2.2) is well defined whenever ϕ ∈ Cloc(R) and ψ ∈
L1

loc(R). However, in such a case, the corresponding function (x, t) → u(x, t)
need not satisfy the PDE in the classical sense. For this reason, (2.2) might be
regarded as some sort of weak solution of the Cauchy problem (2.1) whenever
the data satisfy merely the indicated reduced regularity.
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Remark 2.1 (Domain of Dependence) The value of u at (x, t) is
determined by the restriction of the initial ϕ and ψ, data to the interval
[x− ct, x + ct]. If the initial speed ψ vanishes on such an interval, then u(x, t)
depends only n the datum ϕ at the points x ± ct of the x-axis.

Remark 2.2 (Propagation of Disturbances) The value of the initial data
ϕ(ξ), ψ(ξ) at a point ξ of the x-axis is felt by the solution only at points (x, t)
within the sector

[x − ct ≤ ξ] ∩ [x + ct ≥ ξ].

If ψ ≡ 0, it is felt only at points of the characteristic curves x = ±ct + ξ.

Remark 2.3 (Well-Posedness) The Cauchy problem (2.1) is well-posed in
the sense of Hadamard, i.e., (a) there exists a solution; (b) the solution is
unique; (c) the solution is stable. Statement (c) asserts that small perturba-
tions of the data ϕ and ψ yield small changes in the solution u. This is also
referred to as continuous dependence on the data. Such a statement becomes
precise only when a topology is introduced to specify the meaning of “small”
and “continuous”.

Since the problem is linear, to prove (c) it will suffice to show that “small
data” yield “small solutions”. As a smallness condition on ϕ and ψ, take

‖ϕ‖∞,R, ‖ψ‖∞,R < ε for some ε > 0.

Then formula (2.2) gives that the solution u corresponding to such data
satisfies

‖u(·, t)‖∞,R ≤ (1 + t)ε.

This proves the continuous dependence on the data in the topology of L∞(R).
If in addition, the initial velocity ψ is compactly supported in R, say in the
interval (−L, L), then

‖u‖∞,R2 <
(
1 +

L

c

)
ε.

3 Inhomogeneous Problems

Let f ∈ C1(R2) and consider the inhomogeneous Cauchy problem

utt − c2uxx = f

u(·, 0) = ϕ

ut(·, 0) = ψ

in R
2

in R

in R.

(3.1)

The solution of (3.1) can be constructed by superposing the unique solution
of (2.1) with a solution of

vtt − c2vxx = f

v(·, 0) = vt(·, 0) = 0
in R

2

in R.
(3.2)



3 Inhomogeneous Problems 187

To solve the latter, introduce the change of variables (1.3), which transforms
(3.2) into

Uξη(ξ, η) = − 1
4c2

F (ξ, η), where F (ξ, η) = f
(ξ + η

2
,−ξ − η

2c

)
.

The initial conditions translate into

U(s, s) = Uξ(s, s) = Uη(s, s) = 0 ∀s ∈ R.

Integrate the transformed PDE in the first variable, over the interval (η, ξ).
Taking into account the initial conditions

Uη(ξ, η) = − 1
4c2

∫ ξ

η

F (s, η)ds.

Next integrate in the second variable, over (ξ, η). This gives

U(ξ, η) =
1

4c2

∫ η

ξ

∫ z

ξ

F (s, z)ds dz. (3.3)

In (3.3) perform the change of variables

−s − z

2c
= τ,

s + z

2
= σ

whose Jacobian is 2c. The domain of integration is transformed into

x − ct = ξ < σ − cτ < σ + cτ < η = x + ct.

Therefore, in terms of x and t, (3.3) gives the unique solution of (3.2) in the
form

v(x, t) =
1
2c

∫ t

0

∫ x+c(t−τ)

x−c(t−τ)
f(σ, τ)dσ dτ. (3.4)

Remark 3.1 (Duhamel’s Principle ([38])) Consider the one-parameter
family of initial value problems

vtt − c2vxx = 0
v(·, τ) = 0

vt(·, τ) = f(·, τ)

in R × (τ,∞)
in R

in R.

By the d’Alembert formula (2.2)

v(x, t; τ) =
1
2c

∫ x+c(t−τ)

x−c(t−τ)
f(σ, τ)dσ.

Therefore, it follows from (3.4), that the solution of (3.2) is given by “super-
posing” τ → v(x, t; τ) for τ ∈ (0, t). This is a particular case of Duhamel’s
principle (see Section 3.1c of the Complements).

Remark 3.2 It follows from the solution formula (3.4) that if x → f(x, t)
is odd about some xo, then x → v(x, t) is also odd about xo for all t ∈ R.
In particular, u(xo, t) = 0 for all t ∈ R.
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4 A Boundary Value Problem (Vibrating String)

A string of length L vibrates with its end-points kept fixed. Let (x, t) → u(x, t)
denote the vertical displacement at time t of the point x ∈ (0, L). Assume
that at time t = 0 the shape of the string and its speed are known, say
ϕ, ψ ∈ C2[0, L]. At all times t ∈ R the phenomenon is described by the
boundary value problem

utt = c2uxx

u(0, ·) = u(L, ·) = 0
u(·, 0) = ϕ, ut(·, 0) = ψ

in (0, L) × R

in R

in (0, L).
(4.1)

The data ϕ and ψ are required to satisfy the compatibility conditions

ϕ(0) = ϕ(L) = ψ(0) = ψ(L) = 0.

Fig. 4.2.

At each point of [0, L] × R, the solution u(x, t) of (4.1), can be determined
by making use of the solution formula (2.2) for the Cauchy problem, and
formula (1.4). First draw the characteristic x = ct originating at (0, 0), and the
characteristic x = −ct+L originating at (L, 0), and let A be their intersection.
As they intersect the vertical axes x = 0 and x = L, reflect them by following
the characteristic of opposite slope, as in Figure 4.2. The solution u(x, t) is
determined for all (x, t) in the closed triangle OAL by means of (2.2). Every
point P of the triangle OAM is a vertex of a parallelogram with sides parallel
to the characteristics, and such that of the three remaining vertices, two lie
on the characteristic x = ct, where u is known, and the other is on the vertical
line x = 0, where u = 0. Thus u(P ) can be calculated from (1.4). Analogously
u can be computed at every point of the closure of LAN. We may now proceed
in this fashion to determine u progressively at every point of the closure of
the regions α, β, etc.
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4.1 Separation of Variables

Seek a solution of (4.1) in the form u(x, t) = X(x)T (t). The equation yields

T ′′ = c2λT in R

X ′′ = λX in (0, L) λ ∈ R. (4.2)

The first of these implies that only negative values of λ yield bounded solu-
tions. Setting λ = −γ2, the second gives the one-parameter family of solutions

X(x) = C1 sin γx + C2 cos γx.

These will satisfy the boundary conditions at x = 0 and x = L if C2 = 0 and
γ = nπ/L for n ∈ N. Therefore, the functions

Xn(x) = sin
nπ

L
x, n ∈ N

represent a family of solutions for the second of (4.2). With the indicated
choice of γ, the first of (4.1) gives

Tn(t) = An sin
(nπc

L
t
)

+ Bn cos
(nπc

L
t
)

.

The solutions un = XnTn can be superposed to give the general solution in
the form

u(x, t) =
∞∑

n=1

[
An sin

(nπc

L
t
)

+ Bn cos
(nπc

L
t
)]

sin
(nπ

L
x
)

. (4.3)

The numbers An and Bn are called the Fourier coefficients of the series in
(4.3), and are computed from the initial conditions, i.e.,

∞∑

n=1
Bn sin

πn

L
x = ϕ(x),

∞∑

n=1
An

nπc

L
sin

nπ

L
x = ψ(x).

Since the system
{
sin nπx

L

}
is orthogonal and complete in L2(0, L) (10.2 of

the Problem and Complements of Chapter 4), one computes

An =
2

nπc

∫ L

0

sin
nπx

L
ψ(x)dx, Bn =

2
L

∫ L

0

sin
nπx

L
ϕ(x)dx. (4.4)

Remark 4.1 We have assumed ϕ, ψ ∈ C2[0, L]. Actually, the method leading
to (4.3) requires only that ϕ and ψ be in L2(0, L). Therefore, one might define
the solutions obtained by (4.3) as weak solutions of (4.1), whenever merely
ϕ, ψ ∈ L2(0, L). The PDE, however, need not be satisfied in the classical
sense.

Remark 4.2 The nth term in (4.3) is called the nth mode of vibration or
the nth harmonic. We rewrite the nth harmonic as
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Gn sin
nπ

L
x cos

nπc

L
(t − τn)

where Gn and τn are two new constants called amplitude and phase angle
respectively. The solution u can be thought of as the superposition of inde-
pendent harmonics, each vibrating with amplitude Gn, phase angle τn, and
frequency νn = nπc/L.

The method of separation of variables and the principle of superposition were
introduced by D. Bernoulli ([9, 10]), even though not in the context of a formal
PDE. In the context of the wave equation, the method was suggested, on a
more formal basis by d’Alembert; it was employed by Poisson and developed
by Fourier [42].

4.2 Odd Reflection

We describe another method to solve (4.1) by referring to the Cauchy problem
(2.1). If the initial data ϕ and ψ are odd with respect to x = 0, then u is odd
with respect to x = 0. Analogously, if ϕ and ψ are odd about x = L, the same
holds for u. It follows that the solution of the Cauchy problem (2.1) with ϕ
and ψ odd about both points x = 0 and x = L must be zero at x = 0 and
x = L, for all t ∈ R, i.e., it satisfies the boundary conditions at x = 0 and
x = L prescribed by (4.1). This suggests constructing a solution of (4.1) by
converting it into an initial value problem (a Cauchy problem) with initial
data given by the odd extension of ϕ and ψ about both x = 0 and x = L. For
ϕ, such an extension is given by

ϕ̃(x) =
{

ϕ(x − nL) for x ∈ (
nL, (n + 1)L

)
n ∈ Z even

−ϕ
(
(n + 1)L − x

)
for x ∈ (

nL, (n + 1)L
)

n ∈ Z odd.

An analogous formula holds for ψ̃. Then the solution of (4.1) is given by the
restriction to (0, L) × R of

ũ(x, t) =
1
2
[ϕ̃(x − ct) + ϕ̃(x + ct)] +

1
2c

∫ x+ct

x−ct
ψ̃(s)ds

constructed by the d’Alembert formula.

Remark 4.3 Even if ϕ and ψ are in C2[0, L], their odd extensions might fail
to be of class C2 across x = nL. However, for (x, t) ∈ (0, L) × R, the points
x ± ct are in the interior of some interval

(
nL, (n + 1)L

)
for some n ∈ N, so

that u is actually a classical solution of (4.1).

4.3 Energy and Uniqueness

Let u ∈ C2([0, L] × R) be a solution of (4.1). The quantity

E(t) =
∫ L

0

(u2
t + c2u2

x)(x, t)dx (4.5)
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is called the energy of the system at the instant t. Multiplying the first of (4.1)
by ut, integrating by parts over (0, L), and using the boundary conditions at
x = 0 and x = L gives

d

dt

∫ L

0

(u2
t + c2u2

x)(x, t)dx = E ′(t) = 0.

Thus E(t) = E(0) for all t ∈ R, and the energy is conserved. Also, if ϕ = ψ = 0,
then u = 0 in (0, L) × R. In view of the linearity of the PDE one concludes
that C2 solutions of (4.1) are unique.

4.4 Inhomogeneous Problems

Let f ∈ C1
(
(0, L) × R

)
, and consider the inhomogeneous boundary value

problem
utt − c2uxx = f

u(0, ·) = u(L, ·) = 0
u(·, 0) = ϕ, ut(·, 0) = ψ

in (0, L) × R

in R

in (0, L).
(4.6)

The solution u(x, t) represents the position, at point x and at time t, of a
string vibrating under the action of a load f applied at time t at its points
x ∈ (0, L). The solution of (4.6) can be constructed by superposing the unique
solution of (4.1) with the unique solution of

vtt − c2vxx = f

v(0, ·) = v(L, ·) = 0
v(·, 0) = vt(·, 0) = 0

in (0, L) × R

in R

in (0, L).

This, in turn, can be solved by reducing it to an initial value problem, through
an odd reflection of x → f(x, t), for all t ∈ R, about x = 0 and x = L, as
suggested by Remark 3.1.

5 The Initial Value Problem in N Dimensions

Introduce formally the d’Alembertian

def=
∂2

∂t2
− c2Δ.

and, given ϕ ∈ C3(RN ) and ψ ∈ C2(RN ), consider the Cauchy problem

u = 0
u(·, 0) = ϕ

ut(·, 0) = ψ

in R
N × R

in R
N .

(5.1)

If N ≥ 3, the problem (5.1) can be solved by the Poisson method of spherical
means, and if N = 2 by the Hadamard method of descent.
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5.1 Spherical Means

Let ωN denote the measure of the unit sphere in R
N and let dω denote the

surface measure on the unit sphere of R
N , that is, the infinitesimal solid angle

in R
N . If v ∈ C(RN ), the spherical mean of v at x of radius ρ is

M(v; x, ρ) =
1

meas[∂Bρ(x)]

∫

∂Bρ(x)

vdσ

=
1

ωNρN−1

∫

|x−y|=ρ
v(y)dσ(y) =

1
ωN

∫

|ν|=1

v(x + ρν)dω

where ν ranges over the unit sphere of R
N .

Remark 5.1 The function ρ → M(v; x, ρ) can be defined in all of R by an
even reflection about the origin since

∫

|ν|=1

v(x + ρν)dω =
∫

|ν|=1

v(x − ρ(−ν))dω =
∫

|ν|=1

v(x − ρν)dω.

Remark 5.2 If v ∈ Cs(RN ) for some s ∈ N, then x → M(v; x, ρ) ∈ Cs(RN ).

Remark 5.3 Knowing (x, ρ) → M(v; x, ρ) permits one to recover x → v(x),
since

lim
ρ→0

M(v; x, ρ) = v(x) for all x ∈ R
N .

5.2 The Darboux Formula

Assume that v ∈ C2(RN ). By the divergence theorem
∫

|x−y|<ρ
Δv(y)dy =

∫

|x−y|=ρ
∇v(y) · νdσ(y)

= ρN−1

∫

|ν|=1

∇v(x + ρν) · νdω

= ρN−1 d

dρ

∫

|ν|=1

v(x + ρν)dω.

Therefore

∂

∂ρ
M(v; x, ρ) =

1
ωNρN−1

∫

|x−y|<ρ
Δv(y)dy

=
1

ωNρN−1

∫ ρ

0

rN−1Δx

∫

|ν|=1

v(x + rν)dωdr.
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Multiplying by ρN−1 and taking the derivative with respect to ρ yields

∂

∂ρ

(
ρN−1 ∂

∂ρ
M(v; x, ρ)

)
= Δx(ρN−1M(v; x, ρ)).

This, in turn, gives Darboux’s formula
(

∂2

∂ρ2
+

N − 1
ρ

∂

∂ρ

)
M(v; x, ρ) = ΔxM(v; x, ρ) (5.2)

valid for all v ∈ C2(RN ).

5.3 An Equivalent Formulation of the Cauchy Problem

Let u ∈ C2(RN × R) be a solution of (5.1). Then for all x ∈ R
N and for all

ρ > 0

ΔxM(u; x, ρ) =
1

ωN

∫

|ν|=1

Δxu(x + ρν, t)dω

=
1

c2ωN

∫

|ν|=1

∂2

∂t2
u(x + ρν, t) dω =

1
c2

∂2

∂t2
M(u; x, ρ).

Therefore, setting
M(ρ, t) = M(u(x, t); x, ρ)

and recalling Remarks 5.1 and 5.3, one concludes that u ∈ C2(RN × R) is a
solution of (5.1) if and only if

∂2

∂t2
M(ρ, t) = c2

(
∂2

∂ρ2
+

N − 1
ρ

∂

∂ρ

)
M(ρ, t)

M(ρ, 0) = M(ϕ; x, ρ) = Mϕ(x, ρ)

Mt(ρ, 0) = M(ψ; x, ρ) = Mψ(x, ρ).

(5.3)

6 The Cauchy Problem in R
3

If N = 3, the initial value problem (5.3) becomes, on multiplication by ρ

∂2

∂t2
(ρM(ρ, t)) = c2 ∂2

∂ρ2
(ρM(ρ, t)) in R × R

ρM(ρ, 0) = ρMϕ(x, ρ)

ρMt(ρ, 0) = ρMψ(x, ρ).
(6.1)
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By the d’Alembert formula (2.2)

ρM(ρ, t) =
1
2
[(ρ − ct)Mϕ(x, ρ − ct) + (ρ + ct)Mϕ(x, ρ + ct)]

+
1
2c

∫ ρ+ct

ρ−ct
sMψ(x, s)ds.

Differentiating with respect to ρ

M(ρ, t) + ρMρ(ρ, t) =
1
2
[Mϕ(x, ρ − ct) + Mϕ(x, ρ + ct)]

+
1
2

[
(ρ − ct)

∂

∂ρ
Mϕ(x, ρ − ct) + (ρ + ct)

∂

∂ρ
Mϕ(x, ρ + ct)

]

+
1
2c

[
(ρ + ct)Mψ(x, ρ + ct) − (ρ − ct)Mψ(x, ρ − ct)

]
.

Letting ρ → 0 gives the solution formula for (5.1)

u(x, t) =
1
8π

(∫

|ν|=1

ϕ(x + cνt)dω +
∫

|ν|=1

ϕ(x − cνt)dω

)
(6.2)

+
1
8π

(
ct

∫

|ν|=1

∇ϕ(x + νct) · ν dω − ct

∫

|ν|=1

∇ϕ(x − cνt) · ν dω

)

+
1
8π

(
t

∫

|ν|=1

ψ(x + νct)dω + t

∫

|ν|=1

ψ(x − cνt)dω

)
.

From this and Remark 5.1

u(x, t) =
1
4π

∂

∂t

(
t

∫

|ν|=1

ϕ(x + νct)dω

)
+

1
4π

t

∫

|ν|=1

ψ(x + νct)dω. (6.3)

This can be written in the equivalent form

4πc2u(x, t) =
∂

∂t

(
1
t

∫

|x−y|=ct
ϕ(y)dσ

)
+

1
t

∫

|x−y|=ct
ψ(y)dσ. (6.4)

By carrying out the differentiation under the integral in (6.3)

4πc2u(x, t) =
1
t2

∫

|x−y|=ct
[tψ(y) + ϕ(y) + ∇ϕ · (x − y)]dσ. (6.5)

Theorem 6.1 Let N = 3 and assume that ϕ ∈ C3(R3) and ψ ∈ C2(R3).
Then there exists a unique solution to the Cauchy problem (5.1), and it is
given by (6.2)–(6.5).

Proof We have only to prove the uniqueness. If u, v ∈ C2(R3 × R) are two
solutions, the spherical mean of their difference
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M̃ =
3
4π

∫

|ν|=1

(u − v)(x + ρν)dω

satisfies (6.1) with homogeneous data. By the uniqueness of solutions to the
one-dimensional Cauchy problem, M̃ = 0 for all ρ > 0. Thus u = v.

Formulas (6.2)–(6.5) are the Kirchoff formulas; they permit one to read the
relevant properties of the solution u.

Remark 6.1 (Domain of Dependence) The solution at a point (x, t) ∈
R
N+1 for N = 3 depends on the data ϕ and ψ and the derivatives ϕxi on the

sphere |x − y| = ct. Unlike the 1-dimensional case, the data in the interior of
Bct(x) are not relevant to the value of u at (x, t).

Remark 6.2 (Regularity) In the case N = 1 the solution is as regular as
the data. If N = 3, because of the t-derivative intervening in the representation
(6.4), solutions of (5.1) are less regular than the data ϕ and ψ. In general,
if ϕ ∈ Cm+1(R3) and ψ ∈ Cm(R3) for some m ∈ N, then u ∈ Cm(R3 × R).
Thus if ϕ and ψ are merely of class C2 in R

3, then uxixi might blow-up at
some point (x, t) ∈ R

3 ×R even though ϕxixj , and ψxixj are bounded. This is
known as the focussing effect. In view of Remark 6.1, the set of singularities
might become compressed for t > 0 into a smaller set called the caustic.

Remark 6.3 (Compactly Supported Data) In the remainder of this sec-
tion we assume that the initial data ϕ and ψ are compactly supported, say
in the ball Br(0), and discuss the stability in L∞(R3) for all t ∈ R. From the
solution formula (6.3), it follows that x → u(x, t) is supported in the spherical
annulus (ct − r)+ ≤ |x| ≤ r + ct. A disturbance concentrated in Br(0) affects
the solution only within such a spherical annulus.

Remark 6.4 (Decay for Large Times) We continue to assume that the
data ϕ and ψ are supported in the ball Br(0). By Remark 6.3, the solution
x → u(x, t) is also compactly supported in R

3. The solution is also compactly
supported in the t variable, in the following sense:

t → u(x, t) = 0 if for fixed |x|, |t| is sufficiently large.

A stronger statement holds, i.e., ‖u‖∞,R(t) → 0 as t → ∞. Indeed, from (6.5),
for large times

‖u(t)‖∞,R3 ≤ (1 + c)r2

c2t
(‖ϕ‖∞,R3 + ‖∇ϕ‖∞,R3 + ‖ψ‖∞,R3) (6.6)

since the sphere |x − y| = ct intersects the support of the data, at most in a
disc of radius r.

Remark 6.5 (Energy) Let E(t) denote the energy of the system at time t

E(t) =
∫

R3

(
u2
t + c2|Du|2) dx
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where D denotes the gradient with respect to the space variables only.
Multiplying the PDE u = 0 by ut and integrating by parts in R

3 yields

d

dt
E(t) = 0.

The compactly supported nature of x → u(x, t) is employed here in justi-
fying the integration by parts. The same result would hold for a solution
u ∈ C2(R3 × R) satisfying

|Du|(·, t) ∈ L2(R3) for all t ∈ R. (6.7)

A consequence is

Lemma 6.1 There exists at most one solution to the Cauchy problem (5.1)
within the class (6.7).

Also, taking into account (6.6) and Theorem 6.1,

Theorem 6.2 Let N = 3 and assume that ϕ and ψ are supported in the ball
Br for some r > 0. Assume further that ϕ ∈ C3(R3) and ψ ∈ C2(R3). Then
there exists a unique solution to the Cauchy problem (5.1), and it is given by
(6.2)–(6.4). Moreover, such a solution is stable in L∞(R3).

Therefore, for smooth and compactly supported initial data, (5.1) is well-posed
in the sense of Hadamard, in the topology of L∞(R3).

7 The Cauchy Problem in R
2

Consider the Cauchy problem for the wave equation in two space dimensions

utt − c2(ux1x1 + ux2x2) = 0
u(·, 0) = ϕ

ut(·, 0) = ψ

in R
2 × R

in R
2

in R
2.

(7.1)

Theorem 7.1 Assume that ϕ ∈ C3(R2) and ψ ∈ C2(R2). Then the Cauchy
problem (7.1) has the unique solution

u(x1, x2, t) =
∂

∂t

(
1

2πc

∫

Dct(x1,x2)

ϕ(y1, y2)dy1dy2√
c2t2 − (y1 − x1)2 − (y2 − x2)2

)

+
1

2πc

∫

Dct(x1,x2)

ψ(y1, y2)dy1y2√
c2t2 − (y1 − x1)2 − (y2 − x2)2

(7.2)

where Dct(x1, x2) is the disc of center (x1, x2) and radius ct.
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The Hadamard method of descent ([62]), consists in viewing the solution of
(7.1) as an x3-independent solution of (5.1) for N = 3, for which one has
the explicit representations (6.2)–(6.5). Let S be the sphere in R

3, of center
(x1, x2, 0) and radius ct

S =
{
(y1, y2, y3) ∈ R

3
∣
∣ (x1 − y1)2 + (x2 − y2)2 + y2

3 = c2t2
}

.

From (6.5)

u(x1, x2, t) = u(x1, x2, 0, t)

=
∂

∂t

(
1

4πc2t

∫

S

ϕ(y1, y2)dσ

)
+

1
4πc2t

∫

S

ψ(y1, y2) dσ.

If P = (y1, y2, y3) ∈ S and if ν(P ) is the outward unit normal to S at P , then
for |y3| > 0

ν · y3

|y3| =
y3

ct
and dσ =

ct

|y3|dy1dy2

where dy = dy1dy2 is the Lebesgue measure in R
2 and (y1, y2) ranges over the

disc (y1 − x1)2 + (y2 − x2)2 < (ct)2. Also

|y3| =
√

c2t2 − [(y1 − x1)2 + (y2 − x2)2].

Carry these remarks in the previous formula and denote by x = (x1, x2) and
y = (y1, y2) points in R

2 to obtain

u(x, t) =
∂

∂t

(
1

2πc

∫

|y−x|<ct

ϕ(y)
√

c2t2 − |y − x|2 dy

)

+
1

2πc

∫

|y−x|<ct

ψ(y)
√

c2t2 − |y − x|2 dy

(7.3)

where we have used that as P = (y1, y2, y3) = (y, y3) runs over S, y runs twice
over the disc |y−x| < ct. Formula (7.3) is the Poisson formula for the solution
of (7.1).

Remark 7.1 (Domain of Dependence) The solution u at a point (x, t) ∈
R

2 × R depends on the values of the initial data ϕ, ∇ϕ, and ψ on the whole
disc |y − x| < ct. This is in contrast to the three-dimensional case in which
only the values on the sphere of center x and radius ct were relevant.

Remark 7.2 (Disturbances and The Huygens Principle) The values
of the data ϕ, ∇ϕ, and ψ at some xo ∈ R

2 (initial disturbances at xo) will
not affect a point x until time ct(x) = |x − xo|, and will affect u(x, t) at all
further times t > t(x). Therefore a signal starting at xo at time t = 0 is
received by x at t = t(x) and keeps being “received” thereafter. This explains
the propagation of circular waves in still water originating from a “nearly-
a-point” disturbance. In the three-dimensional case, an initial disturbance
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ϕ(xo), ∇ϕ(xo), and ψ(xo) at xo ∈ R
3 reaches x at time ct = |x − xo| and

will not affect u(x, t) for all later times. This is a special case of the Huygens
principle, which states that if N ≥ 3 and N is odd, signals originating at some
xo ∈ R

N are received by an observer at x ∈ R
N only at a single instant.

8 The Inhomogeneous Cauchy Problem

Consider the inhomogeneous initial value problem

u = f ∈ C2(RN × R)

u(·, 0) = ϕ ∈ C3(RN )

ut(·, 0) = ψ ∈ C2(RN )

in R
N × R, N = 2, 3

in R
N

in R
N .

(8.1)

The solution is the sum of the unique solution of (5.1) (f = 0), and

v = f

v(x, 0) = vt(x, 0) = 0

in R
N × R

in R
N .

(8.2)

The Duhamel principle permits one to reduce the solution of (8.2) to the
solution of the family of homogeneous problems (f = 0)

w(x, t; τ) = 0
w(·, τ ; τ) = 0

wt(·, τ ; τ) = f(·, τ)

in R
N × (t > τ)

in R
N

By Duhamel’s principle, the solution of (8.2) is given by

v(x, t) =
∫ t

0

w(x, t; τ)dτ.

Indeed, by direct calculation

vt(x, t) =
∫ t

0

wt(x, t; τ)dτ

since w(x, t; t) = 0. Therefore v(x, 0) = vt(x, 0) = 0. Next

vtt = wt(x, t; t) +
∫ t

0

wtt(x, t; τ)dτ

= f(x, t) + c2

∫ t

0

Δw(x, t; τ)dτ = f + c2Δv

so that (8.2) holds. If N = 3 and t ≥ 0

v(x, t) =
1

4πc2

∫ t

0

1
(t − τ)

∫

|x−y|=c(t−τ)
f(y, τ)dσ dτ. (8.3)
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If N = 2 and t ≥ 0

v(x, t) =
1

2πc

∫ t

0

∫

|x−y|≤c(t−τ)

f(y, τ)
√

c2(t − τ)2 − |x − y|2 dy dτ. (8.4)

Remark 8.1 (Domain of Dependence) If N = 3, the value of v at a point
(x, t), for t > 0, depends only on the values of the forcing term f on the surface
of the truncated backward characteristic cone

[|x − y| = c(t − τ)] ∩ [0 ≤ τ ≤ t].

If N = 2, the domain of dependence is the full truncated backward character-
istic cone

[|x − y| < c(t − τ)] ∩ [0 ≤ τ ≤ t].

Remark 8.2 (Disturbances) The effect of a source disturbance at a point
(xo, to) is not felt at x until the time

t(x) = to +
1
c
|x − xo|.

Notice that 1
c |x − xo| is the time it takes for an initial disturbance at xo to

affect x. Thus f(xo, to) can be viewed as an initial datum delayed to a time to.
For this reason, the solution formulas (8.3), (8.4) are referred to as retarded
potentials.

9 The Cauchy Problem for Inhomogeneous Surfaces

The methods introduced for the inhomogeneous initial value problem permit
one to solve the following non-characteristic Cauchy problem

u = f

u(·, Φ) = ϕ

ut(·, Φ) = ψ

in R
3 × (t > Φ)

in R
3

in R
3.

(9.1)

The data ϕ, and ψ are now given on the surface Σ = [t = Φ]. Such a surface
must be non-characteristic in the sense that c|∇Φ| �= 1 in R

3. We require that
Σ is nearly flat, in the sense

c‖∇Φ‖∞,R3 < 1. (9.2)

To convey the main ideas of the technique, we will assume that ϕ, ψ, and Φ
are as smooth as needed to carry out the calculations below. Finally, without
loss of generality, we may assume that Φ ≥ 0.
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9.1 Reduction to Homogeneous Data on t = Φ

First consider the problem of finding v ∈ C3(R3 × R), a solution of

( v − f)
∣
∣
t=Φ

= ( v − f)t
∣
∣
t=Φ

= ( v − f)tt
∣
∣
t=Φ

= 0

v(·, Φ) = ϕ, vt(·, Φ) = ψ.
(9.3)

Lemma 9.1 Let (9.2) hold. Then there exists a solution to problem (9.3).

Proof Seek v of the form

v(x, t) =
4∑

i=0

ai(x)(t − Φ(x))i

where x → ai(x), for i = 1, . . . , 4, are smooth functions to be calculated. The
last two of (9.3) give ao = ϕ and a1 = ψ. Next, by direct calculation

v =
4∑

i=2

i(i − 1)ai(x)(t − Φ(x))i−2 − c2
4∑

i=0

Δai(x)(t − Φ(x))i

− 2c2
4∑

i=1

i∇ai(x)∇(t − Φ(x))(t − Φ(x))i−1

− c2
4∑

i=1

ai(t − Φ(x))i−1Δ(t − Φ(x))

− c2
4∑

i=2

i(i − 1)ai(x)(t − Φ(x))i−2|∇(t − Φ(x))|2.

From this and (9.2)–(9.3)

2(1 − c2|∇Φ|2)a2 = c2[Δ (ϕ − a1Φ) + ΦΔa1] + f

6(1 − c2|∇Φ|2)a3 = c2[Δ(ψ − 2a2Φ) + 2ΦΔa2] + ft

24(1 − c2|∇Φ|2)a4 = 2c2[Δ(a2 − 3a3Φ) + 3ΦΔa3] + ftt.

9.2 The Problem with Homogeneous Data

Look for a solution of (9.1) of the form w = u− v, and set F = f − v. Then
w satisfies

w = F

w(·, Φ) = wt(·, Φ) = 0

in R
3 × (t > Φ)

in R
3.

(9.4)

By the construction process of the solution of (9.3) F = Ft = Ftt = 0 on
t = Φ, so that the function

Fo(x, t) =
{

F (x, t) for t ≥ Φ(x)
0 for t ≤ Φ(x)
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is of class C2 in R
3 × R. Then solve

w̄ = Fo

w̄(x, 0) = w̄t(x, 0) = 0

in R
3 × (t > 0)

in R
3

whose solution is given by the representation formula (8.3). The restriction of
w̄ to [t > Φ] is the solution of (9.4). This will follow from (8.3) and the next
lemma.

Lemma 9.2 Let (9.2) hold. Then w̄(x, t) = 0 for t ≤ Φ(x).

Proof In (8.3), written for w̄ and Fo, fix x and t ≤ Φ(x). For all y on the
lateral surface of the backward truncated characteristic cone

[|x − y| = c(t − τ)] ∩ [0 ≤ τ < t ≤ Φ(x)]

we must have τ < Φ(y). Indeed, if not

|x − y| ≤ c(Φ(x) − Φ(y)) ≤ c|∇Φ(ξ)||x − y|
for some ξ on the line segment τx + (1 − τ)y for τ ∈ (0, 1). In view of (9.2)
this yields a contradiction. Since Fo vanishes for (y, τ) such that τ ≤ Φ(y),
the lemma follows.

The solution obtained this way is unique. This is shown as in Theorem 6.1.
Unlike the Cauchy–Kowalewski theorem, the data are not required to be
analytic and the solution is global. Analytic data would yield analytic solutions
only near Σ.

10 Solutions in Half-Space. The Reflection Technique

Consider the initial boundary value problem

u = f

u(·, 0) = ϕ

ut(·, 0) = ψ

u(x1, x2, 0, t) = h(x1, x2, t)

in (R2 × R
+) × R

for x3 ≥ 0
for x3 ≥ 0
for x3 = 0, t ≥ 0.

(10.1)

If the data are sufficiently smooth, and there is a solution of class C3 in the
closed half-space R

2× [x3 ≥ 0]× [t ≥ 0], the following compatibility conditions
must be satisfied

h(x1, x2, 0) = ϕ(x1, x2)
ht(x1, x2, 0) = ψ(x1, x2)

c2Δϕ + f(x1, x2, 0, t) = htt(x1, x2, 0)

c2Δψ + ft(x1, x2, 0, t) = httt(x1, x2, 0).

(10.2)

Assume henceforth that (10.2) are satisfied and reduce the problem to one
with homogeneous data on the hyperplane x3 = 0.
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10.1 An Auxiliary Problem

First find a solution v ∈ C3(R3 × R) of the problem

v
∣
∣
x3=0

= h, vx3

∣
∣x3 = 0 = vx3x3

∣
∣
x3=0

= 0

( v − f)
∣
∣
x3=0

= ( v − f)x3

∣
∣
x3=0

= ( v − f)x3x3

∣
∣
x3=0

= 0.
(10.3)

Lemma 10.1 There exists a smooth solution to (10.3).

Proof Look for solutions of the form

v(x, t) = h(x1, x2, t) +
4∑

i=2

ai−1(x1, x2, t)xi3

and calculate

v − f = (htt − c2Δh)(x1, x2, t) +
3∑

i=2

[ ai−1(x1, x2, t)]xi3

− c2
4∑

i=2

i(i − 1)ai−1xi−2
3 − f(x, t).

Therefore the conditions (10.3) yield

2c2a1 = h − f
∣
∣
x3=0

, 6c2a2 = −fx3

∣
∣
x3=0

, 24c2a3 = −fx3x3

∣
∣
x3=0

.

10.2 Homogeneous Data on the Hyperplane x3 = 0

Set w = u − v and F = f − v. Then

w = F

w(·, 0) = ϕo
def= ϕ − v(·, 0)

wt(·, 0) = ψo
def= ψ − vt(·, 0)

w
∣
∣
x3=0

= 0

in (R2 × [x3 > 0]) × [t > 0]

in R
2 × [x3 ≥ 0]

in R
2 × [x3 ≥ 0]

for x3 = 0, t ≥ 0.

Let F̃ , ϕ̃o, and ψ̃o be the odd extensions of F , ϕo, and ψo about x3 = 0, and
consider the problem

w̃ = F̃

w̃(·, 0) = ϕ̃o(x)

w̃t(·, 0) = ψ̃o(x)

in R
3 × R

in R
3

in R
3.

If this problem has a smooth solution w̃, it must be odd about x3 = 0, that is,
w̃(x1, x2, 0, t) = 0, so that the restriction of w̃ to x3 ≥ 0 is the unique solution
of the indicated problem with homogeneous data on x3 = 0. To establish the
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existence of w̃ we have only to check that ϕ̃o ∈ C3(R3), ψ̃o ∈ C2(R3) and
F̃ ∈ C2(R3 × R). For this it will suffice to check that

F = Fx3 = Fx3x3 = 0
ϕ̃o = ϕ̃0,x3 = ϕ̃0,x3x3 = 0

ψ̃o = ψ̃0,x3 = ψ̃0,x3x3 = 0

for x3 = 0.

These conditions follow from the definition of odd reflection about x3 = 0, the
compatibility conditions (10.2), and the construction (10.3) of the auxiliary
function v.

11 A Boundary Value Problem

Let E be a bounded open set in R
N with smooth boundary ∂E and consider

the initial boundary value problem

u = 0

u(·, t)
∣
∣
∂E

= 0

u(·, 0) = ϕ

ut(·, 0) = ψ

in E × R
+

in R
+

in E

in E.

(11.1)

Here u(x, t) represents the displacement, at the point x at time t, of a vibrating
ideal body, kept at rest at the boundary at ∂E. By the energy method, (11.1)
has at most one solution. To find such a solution we use an N -dimensional
version of the method of separation of variables of Section 4.1. Solutions of
the type T (t)X(x) yield

−ΔXn = λnX in E

Xn = 0 on ∂E
n ∈ N (11.2)

and
T ′′
n (t) = −c2λnTn(t) for t > 0, n ∈ N. (11.3)

The next proposition is a consequence of Theorem 11.1 of Section 11 of
Chapter 4.

Proposition 11.1 There exists an increasing sequence {λn} of positive num-
bers and a sequence of corresponding functions {vn} ⊂ C2(E) satisfying
(11.2). Moreover {vn} form a complete orthonormal system in L2(E).

Using this fact, write the solution u as

u(x, t) =
∑

Tn(t)vn(x) (11.4)

and deduce that the initial conditions to be associated to (11.3) are derived
from (11.4) and the initial data in (11.1), i.e.,
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Tn(0) =
∫

E

vnϕ dx, T ′
n(0) =

∫

E

vnψ dx.

Thus

Tn(t) =
∫

E

[
ψ

sin(c
√

λnt)
c
√

λn
+ ϕ cos(c

√
λnt)

]
vn dx.

Even though the method is elegant and simple, the eigenvalues and eigen-
functions for the Laplace operator in E can be calculated explicitly only for
domains with a simple geometry (see Section 8 of the Problems and Comple-
ments of Chapter 3). The approximate solutions

un(x, t) =
n∑

i=1

Ti(t)vi(x)

satisfy, for all i ∈ N, the approximating problems

un = 0 in E × R

un(·, t)
∣
∣
∂E

= 0 in R

un(x, 0) = ϕn(x) def=
n∑

i=1

〈ϕ, vi〉vi(x) in E

un,t(x, 0) = ψn(x) def=
n∑

i=1

〈ψ, vi〉vi(x) in E

(11.5)

The function u(·, t) defined by (11.4) is meant as the limit of un(·, t) in L2(E),
uniformly in t ∈ R. The PDE in (11.1) and the initial data are verified in the
following weak sense. Let f be any function in C2(Ē × R), and vanishing on
∂E. Multiply the PDE in (11.5) by any such f and integrate by parts over
E × (0, t), where t ∈ R is arbitrary but fixed. This gives

∫

E

un(x, t)f(x, t) dx +
∫ t

0

∫

E

un(x, t)(x, τ) f dx dτ

=
∫

E

ψnf(x, 0) dx −
∫

E

ϕnft(x, 0) dx.

Letting n → ∞ gives the weak form of (11.1)
∫

E

u(x, t)f(x, t) dx +
∫ t

0

∫

E

u(x, t)(x, τ) f dx dt

=
∫

E

ψf(x, 0) dx −
∫

E

ϕft(x, 0) dx

for all f ∈ C2(Ē × R) vanishing on ∂E.

12 Hyperbolic Equations in Two Variables

The most general linear hyperbolic equation in two variables x = (x1, x2)
takes the form
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L(u) =
∂2u

∂x1∂x2
+ b · ∇u + cu = f (12.1)

where b = (b1, b2) and c, f are given continuous functions in R
2. For this, the

characteristics are the lines xi = (const)i for i = 1, 2. If b = c = f = 0, then,
up to a change of variables, (12.1) can be rewritten in the form of the wave
equation

vtt − vxx = 0 in R
2 (12.2)

where
x1 = x − t

x2 = x + t
and v(x, t) = u(x − t, x + t).

Therefore if v is prescribed on the characteristics x ± t = const, the method
of the characteristic parallelograms of Section 1.1 permits one to solve (12.2)
in the whole of R

2.

13 The Characteristic Goursat Problem

The characteristic Goursat problem consists in finding u ∈ C2(R2) satisfying1

L(u) = f in R
2, u

∣∣
xi=0

= ϕi ∈ C2(R), i = 1, 2. (13.1)

Theorem 13.1 There exists a unique solution to the characteristic Goursat
problem (13.1).

13.1 Proof of Theorem 13.1: Existence

Setting ∇u = (w1, w2) = w, by virtue of (12.1)

∂

∂x2
w1 =

∂

∂x1
w2 = f − b ·w − cu.

Integrate the first of these equations over (0, x2) and the second over (0, x1).
Taking into account the data ϕi on the characteristics xi = 0, i = 1, 2, recast
(13.1) into the equivalent form

w1(x) = ϕ′
2(x1) +

∫ x2

0

(f − b · w − cu)(x1, s)ds

w2(x) = ϕ′
1(x2) +

∫ x1

0

(f − b · w − cu)(s, x2)ds

u(x) = ϕ2(x1) +
∫ x2

0

w2(x1, s)ds.

(13.2)

1The problem is also referred to as the Darboux–Goursat problem. For L(·)
linear, the problem was posed and solved by Darboux, [25](Tome II, pages 91-94).
The non-linear case of ux1x2 = F (x1, x2, u, xx1 , ux2) was solved by E. Goursat, [60,
Vol. 3 part I]. See also J. Hadamard, [61](pages 107–108).
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The last equation could be equivalently replaced by

u(x) = ϕ1(x2) +
∫ x1

0

w1(s, x2)ds.

To solve (13.2), define

uo = ϕ2, w1,o = ϕ′
2, w2,o = ϕ′

1

and recursively, for n = 0, 1, . . .

w1,n+1(x) = ϕ′
2(x1) +

∫ x2

0

[f − b · (w1,n, w2,n) − cun](x1, s)ds

w2,n+1(x) = ϕ′
1(x2) +

∫ x1

0

[f − b · (w1,n, w2,n) − cun](s, x2)ds

un+1 = ϕ2(x1) +
∫ x2

0

w2,n(x1, s)ds.

(13.2)n

A solution of (13.2) can be found by letting n → ∞ in (13.2)n, provided the
sequences {un} and {wi,n} for i = 1, 2 are uniformly convergent over compact
subsets of R

2. For this it suffices to prove that the telescopic series

uo +
∑

(un − un−1) and wi,o +
∑

(wi,n − wi,n−1) (13.3)

are absolutely and uniformly convergent on compact subsets K ⊂ R
2. Having

fixed one such K, one may assume that it is a square about the origin with
sides parallel to the coordinate axes, and such that meas(K) ≤ 1. Set

Vn = (un, w1,n, w2,n), |x| = |x1| + |x2|
‖Vn − Vn−1‖ = |un − un−1| + |w1,n − w1,n−1| + |w2,n − w2,n−1|
CK = 1 + ‖b‖∞,K + ‖c‖∞,K + ‖f‖∞,K , AK = 1 + ‖Vo‖∞,K .

Lemma 13.1 For all x ∈ K and all n ∈ N

‖Vn − Vn−1‖(x) ≤ AK(2CK)n
|x|n
n!

. (13.4)

Proof From (13.2)n=0

w1,1 − w1,o =
∫ x2

0

[f − b · (w1,o, w2,o) − cuo](x1, s)ds

w2,1 − w2,o =
∫ x1

0

[f − b · (w1,o, w2,o) − cuo](s, x2)ds

u1 − uo =
∫ x2

0

w2,o(x1, s)ds.
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From this

‖V1 − Vo‖(x) ≤ ‖f‖∞,K + (‖b‖∞,K + ‖c‖∞,K)‖Vo‖∞,K

∫ x2

0

ds

+ ‖f‖∞,K + (‖b‖∞,K + ‖c‖∞,K)‖Vo‖∞,K

∫ x1

0

ds

+ ‖Vo‖∞,K

∫ x2

0

ds

≤ AKCK |x|.
Therefore (13.4) holds for n = 1. We show by induction that if it does hold
for n it continues to hold for n + 1. From (13.2), for all x ∈ K

‖Vn+1 − Vn‖(x)

≤ CK

(∫ x2

0

‖Vn − Vn−1‖(x1, s)ds +
∫ x1

0

‖Vn − Vn−1‖(s, x2)ds

)

≤ AK
2nCn+1

K

(n − 1)!

(∫ x2

0

|(x1, s)|nds +
∫ x1

0

|(s, x2)|nds

)

≤ AK(2CK)n+1 |x|n+1

(n + 1)!
.

Returning to the absolute convergence of the series in (13.3), it follows from
the lemma that for all x ∈ K

‖Vo‖(x) +
∑ ‖Vn − Vn−1‖(x) ≤ AK

(
1 +

∑
(2CK)n

|x|n
n!

)
= AKe2CK |x|.

13.2 Proof of Theorem 13.1: Uniqueness

Let us assume that there exist two locally bounded solutions of the system
(13.2), say (u(i), w

(i)
1 , w

(i)
2 ) = V (i) for i = 1, 2, and set

‖V (1) − V (2)‖ = |u(1) − u(2)| + |w(1)
1 − w

(2)
1 | + |w(1)

2 − w
(2)
2 |.

Write the system (13.2) for V (1) and V (2), and subtract the resulting equa-
tions, to obtain for all x ∈ K

‖V (1) − V (2)‖(x) ≤ ‖V (1) − V (2)‖∞,KBK |x|
where BK = ‖b‖∞,K + ‖c‖∞,K. Since K is an arbitrary compact subset of
R

2, this implies V (1) = V (2) identically.

13.3 Goursat Problems in Rectangles

Let α1 < β1 and α2 < β2, and let R be the rectangle [α1, β1] × [α2, β2].
Prescribe data ϕ1 ∈ C2[α1, β1] and ϕ2 ∈ C2[α2, β2] on the segments [α1, β1]
and [α2, β2], and consider the problem of finding u ∈ C2(R) satisfying



208 6 The Wave Equation

L(u) = f

u(x1, α2) = ϕ2(x1)
u(α1, x2) = ϕ1(x2)

in R

for x1 ∈ [α1, β1]
for x2 ∈ [α2, β2].

(13.5)

The same proof applies, and one may conclude that (13.5) has a unique solu-
tion. Analogously, there exists a unique solution to the characteristic problem

L(u) = f

u(x1, β2) = ϕ2(x1)
u(β1, x2) = ϕ1(x2)

in R

for x1 ∈ [α1, β1]
for x2 ∈ [α2, β2].

(13.6)

14 The Non-Characteristic Cauchy Problem and the
Riemann Function

Let Γ be a regular curve in R
2 whose tangent is nowhere parallel to either of

the coordinate axes. For example

Γ =

⎧
⎨

⎩

x1 = s s ∈ R

x2 = h(s) ∈ C1(R)
h′(s) < 0 for all s ∈ R.

Consider the problem of finding u ∈ C2(R2) satisfying

L(u) = f in R
2, u

∣
∣
Γ

= ux2

∣
∣
Γ

= 0 (14.1)

where L(·) is defined in (12.1). As an example, take the case b = c = 0, and
Γ is the line x2 = −x1. Then (14.1) reduces to the Cauchy problem for the
wave equation

vtt − vxx = f̃

v(·, 0) = 0
vt(·, 0) = 0

in R
2

t = x1 + x2

x = −x1 + x2,

where

v(x, t) = u
( t − x

2
,

t + x

2

)
, f̃(x, t) = f

( t − x

2
,

t + x

2

)
.

This problem has a unique solution is given by the representation formula
(3.4). We will prove that (14.1) has a unique solution and will exhibit a rep-
resentation formula for it.

Through a point x ∈ R
2 − Γ , draw two lines parallel to the coordinate

axes and let Ex be the region enclosed by these lines and Γ , as in Figure 14.3

Ex = {(σ, s)
∣
∣ h(σ) < s < x2; α < σ < x1}.
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Fig. 14.3.

Let L∗(·) denote the adjoint operator to L(·)

L∗(v) =
∂2v

∂x1∂x2
− div(bv) + cv.

This is well defined if bi ∈ C1(R2), which we assume henceforth. Let u, v be
a pair of functions in C2(R2), and compute the quantity

∫∫

Ex

[vL(u) − uL∗(v)]dy.

The outward unit normal to Ex on Γ is n = (−h′, 1)/
√

1 + h′2. Therefore by
Green’s theorem

∫∫

Ex

[vL(u) − uL∗(v)]dy = (uv)(x) − (uv)(α, x2)

−
∫ x2

β

u[vx2 − vb1](x1, s)ds −
∫ x1

α

u[vx1 − vb2](s, x2)ds

−
∫ x1

α

vh′(s)[ux2 + ub1](s, h(s))ds −
∫ x1

α

u[vb2 − vx1 ](s, h(s))ds.

(14.2)

If u is a solution to (14.1), then (14.2) reduces to
∫∫

Ex

[vf − uL∗(v)]dy = (uv)(x) −
∫ x2

β

u[vx2 − b1v](x1, s)ds

−
∫ x1

α

u[vx1 − b2v](s, x2)ds.

(14.3)

Next, in (14.3), we make a particular choice of the function v. For each fixed
x ∈ R

2, let y → R(y; x) ∈ C2(R2) satisfy

L∗
y[R(y; x)] = 0 in R

2

R(x1, y2; x) = exp
[∫ y2

x2

b1(x1, s)ds

]

R(y1, x2; x) = exp
[∫ y1

x1

b2(s, x2)ds

]
.

(14.4)
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Such a function exists, and it can be constructed by the method of successive
approximations of the previous section. The last two of (14.4) imply that
R(x; x) = 1. Therefore, writing (14.3) for y → v(y) = R(y; x) yields the
representation formula

u(x) =
∫∫

Ex

R(y; x)f(y)dy. (14.5)

This formula, derived under the assumption that a solution of (14.1) exists,
indeed does give the unique solution of such a non-characteristic prob-
lem, as can be verified by direct calculation. The function y → R(y; x) is
called the Riemann function ([129]), with pole at x, for the operator L(·)
in R

2.2

Remark 14.1 The integral formula (14.3) and the Riemann function R(·; ·)
permit us to give a representation formula for the unique solution of the non-
characteristic problem (12.1) with inhomogeneous data on Γ

L(u) = f in R
2, u

∣
∣
Γ

= ϕ, ux2

∣
∣
Γ

= ψ (14.1)′

for given smooth functions in R.

15 Symmetry of the Riemann Function

The Riemann function y → R∗(y; x), with pole at x, for L∗(·) satisfies

L[R∗(y; x)] = 0 in R
2

R∗(y1, x2; x) = exp
[
−
∫ y1

x1

b2(s, x2)ds

]

R∗(x1, y2; x) = exp
[
−
∫ y2

x2

b1(x1, s)ds

]
.

(15.1)

It follows from this that R∗(x; x) = 1.

Lemma 15.1 R(y; x) = R∗(x; y).

Proof Let x = (x1, x2) and y = (y1, y2) be fixed in R
2 and be such that

the line through them is not parallel to either coordinate axis. Without loss
of generality may assume that y1 < x1 and y2 < x2, and construct the
rectangle

Qx,y = [y1 < s < x1] × [y2 < τ < x2].

2For an N-dimensional version of the Riemann function, see Hadamard [61].
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By Green’s theorem, for every pair of functions u, v ∈ C2(R2)
∫∫

Qx,y

[vL(u) − uL∗(v)]dsdτ = (uv)(x) − (uv)(y)

−
∫ x2

y2

v[ux2 + b1u](y1, τ)dτ −
∫ x1

y1

v[ux1 + b2u](s, y2)ds

−
∫ x2

y2

u[vx2 − b1v](x1, τ)dτ −
∫ x1

y1

u[vx1 − b2v](s, x2)dτ.

(15.2)

Write this identity for v = R(·; x) and u = R∗(·; y).

Remark 15.1 (The Characteristic Goursat Problem) The integral for-
mula (15.2) and the Riemann function permit one to give a representation
formula in terms of R(·; ·) of the characteristic Goursat problems (13.5) and
(13.6).

Problems and Complements

2c The d’Alembert Formula

2.1. Solve the Cauchy problems

utt − uxx = f in R × R

u(·, 0) = ut(·, 0) = 0
for

f(x, t) = ex−t

f(x, t) = x2.

3c Inhomogeneous Problems

3.1c The Duhamel Principle ([38])

A linear differential operator with constant coefficients and of order n ∈ N in
the space variables x = (x1, . . . , xN ) is defined by

L(w) =
∑

|α|≤n
AαDαw, Aα ∈ R, w ∈ Cn(RN ).

Let f ∈ C(RN+1), and for a positive integer m ≥ 2 let

(x, t; τ) → v(x, t; τ), x ∈ R
N , t ∈ (τ,∞), τ ∈ R
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be a family of solutions of the homogeneous Cauchy problems

∂m

∂tm
v = L(u) in R

N × (τ,∞), m ≥ 2
∂j

∂tj
v(·, τ ; τ) = 0 for j = 0, 1, . . . , m − 2

∂m−1

∂tm−1
v(·, τ ; τ) = f(·, τ)

(3.1c)

parametrized with τ ∈ R. Then, the inhomogeneous Cauchy problem

∂m

∂tm
u = L(u) + f(x, t) in R

N × R

∂j

∂tj
u(·, 0) = 0 for j = 0, 1, . . . , m − 1

(3.2c)

has a solution given by

u(x, t) =
∫ t

0

v(x, t; τ)dτ (x, t) ∈ R
N × R. (3.3c)

Formulate a general Duhamel’s principle if m = 1.

4c Solutions for the Vibrating String

4.1. Solve the boundary value problems

utt − uxx = f in (0, L) × R

u(0, ·) = u(L, ·) = 0
u(·, 0) = ut(·, 0) = 0

for

f(x, t) = ex

f(x, t) = sin πx

f(x, t) = x2.

4.2. Solve the boundary value problem

utt − uxx = x in (0, 1) × R

u(·, 0) = x2(1 − x), ut(·, 0) = 0
ux(0, ·) = 0, u(1, ·) = 0.

4.3. Let β ∈ R be a given constant. Solve

utt − uxx = β(2ut − βu) in (0, 1) × R

u(·, 0) = ϕ ∈ C2(0, 1), ut(·, 0) = 0
u(0, ·) = u(1, ·) = 0.
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4.4. Solve the previous problem for ϕ ∈ C(0, 1) but not necessarily of class
C2(0, 1). Take, for example

ϕ(x) =
{

2hx for x ∈ (0, 1
2 )

2h(1 − x) for x ∈ (1
2 , 1)

where h is a given positive constant.
4.5. Let a ∈ R, and consider the boundary value problem

utt + aut − uxx = 0
u(0, t) = u(1, t) = 0
u(·, 0) = ϕ, ut(·, 0) = ψ

in (0, 1) × (t > 0)

for t > 0

in (0, 1).

Find an expression for the energy E(t), introduced in (4.5) in terms of ut.
Hint: Setting

f(t) =
∫ t

0

∫ 1

0

u2
t (x, s) dx ds

derive a differential inequality f ′ ≤ A − Bf , for suitable constants A, B.
4.6. In the previous problem take

a = 1, ϕ(x) = sin πx + 2 sin 5πx, ψ = 0.

Write down the explicit solution. Find constants c1 and c2 such that |u|+
|ut| ≤ c1ec2t.

4.7. Solve by the separation of variables

utt − uxx = cos 2t

u(0, t) = u(1, t) = 0 in (0, 1) × R
+

u(x, 0) = 0 for t > 0

ut(x, 0) =
∞∑

n=1
sin 2nπx. in (0, 1)

4.8. Let u be the solution of (4.1) defined in (4.3)–(4.4). Discuss questions
of convergence of the formal approximating solutions

un =
n∑

j=1

(Aj sin jπt + Bj cos jπt) sin jπx.

Take L = c = 1 and verify that for all p, q, j ∈ N

∥
∥
∥
∥

∂p

∂xp
∂q

∂tq
un

∥
∥
∥
∥
∞,(0,1)×R

≤
n∑

j=1

(jπ)p+q(|Aj | + |Bj |).

4.9. Let m be a positive even integer, and let Cm
odd(0, 1) be defined as in

10.3 of the Problems and Complements of Chapter 4. Assume that ϕ and
ψ are in Cm

odd(0, 1), and prove that un → u in Cm[(0, 1) × R].



214 6 The Wave Equation

6c Cauchy Problems in R
3

6.1. Solve the Cauchy problem

u = 0 in R
3 × R, u(x, 0) = |x|2, ut(x, 0) = x3 in R

3.

6.2. Find a space-independent solution of u = e−t in R
3 ×R, and use it to

find the solution of

u = e−t in R
3 × R, u(·, 0) = x1, ut(·, 0) = x2x3.

6.1c Asymptotic Behavior

6.3. Let u be the solution of

u = 0 in R
3 × R, u(·, 0) = 0, ut(·, 0) = |x|k

for some k > 0. Compute the limit of u(0, t) as t → ∞. Prove that as
|x| → ∞ the solution has the form

u(x, t) = a(x, t)(1 + |x|k).

Find a(x, t) and prove that

lim
|x|→∞

|u(x, t) − a(x, t)(1 + |x|)| = 0

uniformly on compact intervals of the t-axis.
6.4. Let uε be the unique solution of uε = 0 in R

3 × R, with initial data

uε(·, 0) = 0,
∂

∂t
uε(x, 0) =

{
e

−ε2

ε2−|x|2 for |x| < ε
0 for |x| ≥ ε.

Study the limit of uε, as ε → 0, in some appropriate topology.

6.2c Radial Solutions

6.5. Let B be the unit ball about the origin in R
3 and consider the problem

(internal vibrations of a contracted sphere)

utt − Δu = 0

u(·, t)
∣
∣
∂B

= 0

u(x, 0) = 0

ut(x, 0) = cos
π

2
|x|

in B × R

for t ∈ R

in B

in B.

(6.1c)
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Find a radial solution of (6.1c) by the following steps:
(i) Set |x| = ρ and recast the problem as

utt − uρρ − 2
ρ

uρ = 0 in (0, 1)× R

u(1, t) = uρ(0, t) = 0 for t ∈ R

u(ρ, 0) = 0, ut(ρ, 0) = cos
π

2
ρ for ρ ∈ (0, 1).

(6.2c)

(ii) Let v be the symmetric extension of u(·, t) about the origin

v(ρ, t) =
{

u(ρ, t) for 0 < ρ < 1
u(−ρ, t) for − 1 < ρ < 0.

Verify that vρ(0, t) = 0, and that v solves

vtt − vρρ − 2
ρ

vρ = 0 in (−1, 1) × R

v(−1, t) = v(1, t) = 0 for t ∈ R

v(ρ, 0) = 0, vt(ρ, 0) = cos
π

2
ρ for ρ ∈ (−1, 1).

(6.3c)

(iii) Solve (6.3c) and verify that

v(0, t) = t cos
π

2
t for |t| < 1.

6.6. Now consider (6.2c) in the whole of R
3, i.e.,

utt − Δu = 0
u(x, 0) = 0

ut(x, 0) = cos
π

2
|x|

in R
3 × R

in R
3

in R
3.

Write down the explicit solution and check that u = v.
6.7. Prove that all radial solutions of the wave equation in R

3 ×R are of the
form

u(x, t) =
F (|x| − ct) + G(|x| + ct)

|x|
for functions F (·) and G(·) of class C2(R).

6.8. Write down the explicit solution of

u = 0 in R
3 × R, u(·.0) = 0, ut(·, 0) = ψ (6.4c)

where ψ is radial.
6.9. In the case c = 1 and

ψ(|x|) =
{

1 for |x| < 1
0 for |x| ≥ 1
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prove that the unique solution of (6.4c) is

u(x, t) =

⎧
⎪⎪⎨

⎪⎪⎩

t if 0 < |x| < 1 − t, t ∈ (0, 1]
1 − (|x| − t)2

4|x| if |1 − t| < |x| < t + 1, t ≥ 0

0 if 0 ≤ |x| ≤ t + 1.

In particular, the solution is discontinuous at (0, 1).

6.3c Solving the Cauchy Problem by Fourier Transform

We will use here notions and techniques introduced in Sections 2.6c–2.9c
of the Problems and Complements of Chapter 5. Consider the Cauchy
problem

vtt − Δv = 0 in R
N × R

+, v(·, 0) = 0, vt(·, 0) = ψ. (6.5c)

We assume that ψ is in the class of the rapidly decreasing functions or the
Schwartz class SN , and seek a solution v(·, t) in the same class with respect to
the space variables. Taking the Fourier transform of the PDE in (6.5c) with
respect to the space variables gives

v̂tt + |y|2v̂ = 0, v̂(y, 0) = 0, v̂t(y, 0) = ψ̂.

This can be solved explicitly to give

v̂(y, t) =
sin |y|t
|y| ψ̂(y).

Prove that

sup
y∈RN

∣
∣
∣
∣D

α sin |y|t
|y|

∣
∣
∣
∣ < ∞, for every multi-index α.

Deduce that v̂(·, t) ∈ SN . By the inversion formula obtain the solution of
(6.5c) in the form

v(x, t) =
1

(2π)N

∫

RN

sin |y|t
|y| ψ̂(y)ei〈x,y〉dy. (6.6c)

Now consider the general Cauchy problem

utt − Δu = 0 in R
N × R

+, u(·, 0) = ϕ, ut(·, 0) = ψ (6.7c)

with both ϕ and ψ in SN . Verify that if w solves (6.5c) with the initial con-
dition wt(·, 0) = ϕ, then the solution of (6.7c) is given by

u(x, t) = v(x, t) + wt(x, t).

It follows from (6.6c) that the solution of (6.7c) can be represented by the
formula

u(x, t) =
1

(2π)N

∫

RN

(
sin |y|t
|y| ψ̂(y) + cos |y|t ϕ̂(y)

)
ei〈x,y〉dy.
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6.3.1c The 1-Dimensional Case

If N = 1, by the inversion formula

u(x, t) =
1√
2π

∫

R

eiy(x+t) + eiy(x−t)

2
ϕ̂(y)dy

+
1√
2π

∫

R

eiy(x+t) − eiy(x−t)

2iy
ψ̂(y)dy

=
1
2
[ϕ(x + t) + ϕ(x − t)] +

1
2

∫ x+t

x−t

(
1√
2π

∫

R

eiηyψ̂(y)dy

)
dη

=
1
2
[ϕ(x + t) + ϕ(x − t)] +

1
2

∫ x+t

x−t
ψ(y)dy.

6.3.2c The Case N = 3

We refer to the representation formula (6.6c). Let N = 3 and prove the formula

sin |y|t
|y| =

1
4πt

∫

|η|=t
ei〈η,y〉dσ =

t

4π

∫

|η|=1

eit〈η,y〉dσ.

Hint: If T is a rotation matrix in R
3, then

∫

|η|=t
ei〈η,y〉dσ(η) =

∫

|η|=t
ei〈η,Ty〉dσ(y).

Next choose T such that T y = |y|(0, 0, 1) and compute the integral by intro-
ducing polar coordinates. By the Fubini theorem and the inversion formula,
one computes from (6.6c)

v(x, t) =
1

4πt

∫

R3

[
1

(2π)3/2

∫

|η|=t
ei〈y,η〉dσ

]
ψ̂(y)ei〈x,y〉dy

=
1

4πt

∫

|η|=t
ψ(x + η)dσ =

1
4πt

∫

|x−y|=t

ψ(y)dσ(y).

The solution of (6.7c) is given by

u(x, t) =
∂

∂t

(
1

4πt

∫

|x−y|=t
ϕ(y)dσ(y)

)
+

1
4πt

∫

|x−y|=t
ψ(y)dσ(y).

7c Cauchy Problems in R
2 and the Method of Descent

7.1. Solve the Cauchy problem

utt − Δu = 0 in R
2 × R, u(x, 0) = |x|2, ut(x, 0) = 1 in R

2.
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7.2. Write down the explicit solution of

utt − Δu = 0 in R
2 × R, u(·, 0) = p(·), ut(·, 0) = 0

where p is a homogeneous polynomial of degree 10 in x1 and x2. Write
down u(0, 0, t) in the case p(x1, x2) = (x2

1 + x2
2)

5.
7.3. Solve the problem

utt − Δu = 0 in R
2 × R, u(x, 0) = 0, ut(x, 0) = sin (x1 + x2).

Find the solution in the form u(x, t) = a(t) sin (x1 + x2).
7.4. Recover the d’Alembert formula (2.2) from the Poisson formula (7.3)

and the method of descent.

7.1c The Cauchy Problem for N = 4, 5

In the Darboux formula (5.2) take N = 5 and let

w(x, ρ, t) = ρ2 ∂

∂ρ
M(u; x, ρ, t) + 3ρM(u; x, ρ, t).

Verify that wtt = c2wρρ and solve (5.1) for N = 5. Prove that the solution of
(5.1)′ is given by

u(x, t) =
(

1
3

t2
∂

∂t
+ t

)(
1

ω5(ct)4

∫

|x−y|=ct
ψ(y)dσ

)

+
∂

∂t

(
1
3

t2
∂

∂t
+ t

)(
1

ω5(ct)4

∫

|x−y|=ct
ϕ(y)dσ

)
.

Use the previous result and the method of descent to solve (5.1) for N = 4.

8c Inhomogeneous Cauchy Problems

8.1c The Wave Equation for the N and (N + 1)-Laplacian

Denote by ΔN the Laplacian with respect to the N variables x = (x1, . . . , xN )
and by ΔN+1 the Laplacian with respect to the (N + 1) variables (x, xN+1).
Let k ∈ R be a given constant and let u ∈ C2(RN × R) be a solution of

utt = c2ΔNu − k2u in R
N × R.

Then for any two given constants A and B, the function

v(x, xN+1, t) =
[
A cos

(k

c
xN+1

)
+ B sin

(k

c
xN+1

)]
u(x, t)
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solves
vtt = c2ΔN+1v in R

N+1 × R. (8.1c)

Similarly, if u solves

utt = c2ΔNu + k2u in R
N × R

then

v(x, xN+1, t) =
[
A cosh

(k

c
xN+1

)
+ B sinh

(k

c
xN+1

)]
u(x, t)

solves (8.1c). Use these remarks and the method of descent to solve the Cauchy
problems

utt = c2Δ2u ± λ2u

u(·, 0) = ϕ ∈ C3(R2)

ut(·, 0) = ψ ∈ C2(R2)

in R
2 × R

in R
2

in R
2

where λ ∈ R is a given constant.

8.1.1c The Telegraph Equation

Solve the Cauchy problems

utt = uxx ± λ2u

u(·, 0) = ϕ ∈ C3(R)

ut(·, 0) = ψ ∈ C2(R)

in R × R

in R

in R.

(T)±

The equation (T)− is called the telegraph equation. Set

B+(s) =
2
π

∫ π/2

0

cos(s sin θ)dθ, B−(s) =
2
π

∫ π/2

0

cosh(s sin θ)dθ

where s is a real parameter. Prove that the solutions u± of (T)± are

u±(x, t) =
1
2

∫ x+t

x−t
ψ(s)B±

(
λ
√

t2 − (x − s)2
)

ds

+
∂

∂t

[
1
2

∫ x+t

x−t
ϕ(s)B±

(
λ
√

t2 − (x − s)2
)

ds

]
.

The functions B±(·) are the Bessel functions of order zero ([12]).

8.2c Miscellaneous Problems

8.1. Let a, b, c be given constants. Solve

utt = uxx + aux + but + cu in R × R

u(·, 0) = ϕ ∈ C3(R), ut(·, 0) = ψ ∈ C2(R).
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Hint: Reduce the problem to the previous one by exponential shifts in x
and t. The solution is

2u(x, t) = e
bt−ax

2

∫ x+t

x−t
e

as
2

(
ψ(s) − b

2
ϕ(s)

)
A
(

λ
√

t2 − (x − s)2
)

ds

+ e
bt−ax

2
∂

∂t

(∫ x+t

x−t
e

as
2 ψ(s)A

(
λ
√

t2 − (x − s)2
)

ds

)

where

if a2 ≥ b2 + 4c, λ =

√
a2 − b2

4
− c, A(s) = B−(s)

if a2 ≤ b2 + 4c, λ =

√

c − a2 − b2

4
, A(s) = B+(s).

8.2. Solve

utt = uxx + aux + but + cu + f in R × R

u(·, 0) = ϕ ∈ C3(R), ut(·, 0) = ψ ∈ C2(R), f ∈ C2(R2).

8.3. Let β be a given constant. Solve the boundary value problem

utt − uxx = −βut in (0, 1) × R
+, u(0, ·) = u(1, ·) = 0

u(·, 0) = ϕ ∈ C2(0, 1) ∩ C[0, 1], ut(·, 0) = 0.

8.4. Solve the problem

utt − uxx − 2
x

ux = 0 in (−1, 1)× R

u(−1, ·) = u(1, ·) = 0 in R

u(x, 0) = 0 for x ∈ (−1, 1)

ut(x, 0) = cos
π

2
x for x ∈ (−1, 1).

Verify that the solution is symmetric about the origin, that ux(0, t) = 0
for all t, and moreover

u(0, t) = t cos
π

2
x for |t| < 4.

Hint: (xu) = 0.
8.5. Solve explicitly

utt − (uxx + uyy) = 0

u
(± π

2
, y, t

)
= 0

u(x, y, 0) = cos x cos y

ut(x, y, 0) = 0

in
(
−π

2
,

π

2

)
× R × R

+

for t > 0 and y ∈ R

in R
2

in R
2
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8.6. Solve the problem

uxy = xy in y > x, u(s, s) = 0, u(s,−s) = s3

∇u(s, s) · (−1, 1) =
{√

2s(1 − s) if s ∈ (0, 1)
0 otherwise.

10c The Reflection Technique

10.1. Find the solution of the boundary value problem

utt − uxx = 0
u(0, ·) = h

u(·, 0) = ϕ

ut(·, 0) = ψ

in R
+ × R

+

for t > 0
for y > 0
for y > 0

where the data h, ϕ, ψ are smooth and satisfy the compatibility conditions

h(0) = ϕ(0), h′(0) = ψ(0), h′′(0) = c2ϕ′′(0).

10.2. Transform the problem

utt − uxx = 0, in [x > 0] × [t > 0]

u(x, 0) =
{

0 in [0 ≤ x ≤ 1] ∪ [x ≥ 2]
(2 − x)(x − 1) in [1 ≤ x ≤ 2]

ut(x, 0) = 0

into another one in the whole of R. Find the times t such that u(3, t) �= 0.
Find the extrema of x → u(x, 10).

11c Problems in Bounded Domains

11.1c Uniqueness

Let E ⊂ R
N be bounded, open, and with boundary ∂E of class C1. Prove

that there exists at most one solution to the boundary value problem

utt − Δu + k(x, t)u = 0, in E × R

∂

∂n
u + q(x, t)u = 0, on ∂E × R

u(·, 0) = ϕ, in E

ut(·, 0) = ψ, in E

where ϕ and ψ are smooth and k(·, ·) and q(·, ·) are bounded and non-negative
in their domain of definition.
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11.2c Separation of Variables

11.1. Let R = [0, 1]× [0, π], and consider the problem

utt − Δu = 0, in R × R
+

u(·, t)
∣
∣
∂R

= 0

u(x, 0) = 0
ut(x, 0) = f(x1)g(x2)

where f(0) = f(1) = g(0) = g(π) = 0. Solve by the separation of variables.
In particular, write down the explicit solution for the data

f(x) =
{

x if 0 ≤ x ≤ 3
4−3(x − 1) if 3

4 < x ≤ 1,
g(y) =

∞∑

n=1
sin ny.

11.3. Solve (11.1) for E = [0, 1]3 in terms of the eigenvalues and eigenfunc-
tions (λ2

i , vi) of the Laplacian in E

Δvi = λ2
i vi. (11.1c)

11.3-(i). Solve (11.1c) by the separation of variables. Denote by x, y, z the
coordinates in R

3 and seek a solution of the form vi = Xi(x)Wi(y, z).
Then

X ′′
i = −ξ2

i Xi and Δ(y,z)Wi = −ν2
i Wi

where ξi and νi are positive numbers linked by ξ2
i + ν2

i = λ2
i .

11.3-(ii). Find Wi of the form Wi(y, z) = Yi(y)Zi(z). Then

Y ′′
i = −η2

i Yi and Z ′′
i = −ζ2

i Zi

where ηi and ζi are positive numbers linked by η2
i + ζ2

i = ν2
i .

11.3-(iii). Verify that for all triples (m, n, �) of positive integers, the pairs

λ2
i = π2

(
m2 + n2 + �2

)
, vi = sin πm sin πn sin π�

are eigenvalues and eigenfunctions of (11.1c). Prove that these are all the
eigenvalues and eigenfunctions of (11.1c).

12c Hyperbolic Equations in Two Variables

12.1c The General Telegraph Equation

Let u(s, t) be the intensity of electric current in a conductor, considered as a
function of t and the distance s from a fixed point of the conductor. Let α
denote the capacity and β the induction coefficients. Then
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utt − c2uss + (α + β)ut + αβu = 0 in R × R.

Setting
e1/2(α+β)tu(s, t) = v(x, y), x = s + ct, y = s − ct

transforms the equation into

vxy + λv = 0, λ =
(α − β

4c

)2

.

14c Goursat Problems

14.1. Prove that (14.5) is the unique solution of (14.1).
14.2. Prove that (14.1)′ has a unique solution and give a representation

formula in terms of R(·; ·).
14.3. Give a representation formula for the characteristic Goursat problems

(13.5) and (13.6) in terms of R(·; ·).
14.4. Use the method of successive approximations of Section 13, to find the

Riemann function for the operator

L(v) =
∂2

∂x1∂x2
v + b · ∇v + cv

where b1, b2, and c are constants.

14.1c The Riemann Function and the Fundamental Solution of the
Heat Equation

The fundamental solution of the heat equation uy = uxx can be recovered as
the limit, as ε → 0, of the Riemann function for the hyperbolic equation ([61],
145–147).

uxx + εuxy − uy = 0.

The change of variables ξ = y and η = x − 1
εy transforms this equation into

εuξη +
1
ε

uη − uξ = 0.

Using the previous problem, show that the Riemann function, with pole at
the origin, for such an equation is given by

R[(ξ, η); (0, 0)
]

= e
ξ

ε2 − η
ε Jo

(

2

√
ξη

ε3

)

where Jo(·) is the Bessel function of order zero. Returning to the original
coordinates
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R[(x, y); (0, 0)
]

= e
2y

ε2 − x
ε Jo

(
2
ε2

√
y(εx − y)

)
.

Let ε → 0 to recover the fundamental solution of the heat equation in one
space dimension with pole at the origin. For the asymptotic behavior of Jo(s)
as s → ∞, see [12].
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Quasi-Linear Equations of First-Order

1 Quasi-Linear Equations

A first-order quasi-linear PDE is an expression of the form

ai(x, u(x))uxi = ao(x, u(x)) (1.1)

where x ranges over a region E ⊂ R
N , the function u is in C1(E), and (x, z) →

ai(x, z) are given smooth functions of their arguments. Introduce the vector
a = (a1, . . . , aN ), and rewrite (1.1) as

(a, ao) · (∇u,−1) = 0. (1.1)′

Thus if u is a solution of (1.1), the vector (a, ao) is tangent to the graph of
u at each of its points. For this reason, the graph of u is called an integral
surface for (1.1). More generally, an N -dimensional surface Σ of class C1 is
an integral surface for (1.1) if for every point P = (x, z) ∈ Σ, the vector(
a(P ), ao(P )

)
is tangent to Σ at P . The curves

(−δ, δ) 	 t →
{

ẋi(t) = ai(x(t), z(t)), i = 1, . . . , N
ż(t) = ao(x(t), z(t))

(x(0), z(0)) = (xo, zo) ∈ E × R

(1.2)

defined for some δ > 0, are the characteristics associated to (1.1), originating
at (xo, zo). The solution of (1.2) is local in t, and the number δ that defines
the interval of existence might depend upon (xo, zo). For simplicity we assume
that there exists some δ > 0 such that the range of the parameter t is (−δ, δ),
for all (xo, zo) ∈ E × R.

Proposition 1.1 An N -dimensional hypersurface Σ is an integral surface
for (1.1) if and only if it is the union of characteristics.

Proof Up to possibly relabeling the coordinate variables and the components
ai, represent Σ, locally as z = u(x) for some u of class C1. For (xo, zo) ∈ Σ,
let t → (x(t), z(t)) be the characteristic trough (xo, zo), set

E. DiBenedetto, Partial Differential Equations  Second Edition,

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010
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w(t) = z(t) − u(x(t))

and compute

ẇ = ż − uxiẋi = ao(x, z) − ai(x, z)uxi(x)
= ao(x, u(x) + w) − ai(x, u(x) + w)uxi(x).

Since (xo, zo) ∈ Σ, w(0) = 0. Therefore w satisfies the initial value problem

ẇ = ao(x, u(x) + w) − ai(x, u(x) + w)uxi(x)
w(0) = 0.

(1.3)

This problem has a unique solution. If Σ, represented as z = u(x), is an inte-
gral surface, then w = 0 is a solution of (1.3) and therefore is its only solution.
Thus z(t) = u(x(t), t), and Σ is the union of characteristics. Conversely, if Σ
is the union of characteristics, then w = 0, and (1.3) implies that Σ is an
integral surface.

2 The Cauchy Problem

Let s = (s1, . . . , sN−1) be an (N − 1)-dimensional parameter ranging over the
cube Qδ = (−δ, δ)N−1. The Cauchy problem associated with (1.1) consists
in assigning an (N − 1)-dimensional hypersurface Γ ⊂ R

N+1 of parametric
equations

Qδ 	 s →
{

x = ξ(s) =
(
ξ1(s), . . . , ξN (s)

)

z = ζ(s),
(
ξ(s), ζ(s)

) ∈ E × R
(2.1)

and seeking a function u ∈ C1(E) such that ζ(s) = u(ξ(s)) for s ∈ Qδ and
the graph z = u(x) is an integral surface of (1.1).

2.1 The Case of Two Independent Variables

If N = 2, then s is a scalar parameter and Γ is a curve in R
3, say for example

(−δ, δ) 	 s → r(s) = (ξ1, ξ2, ζ)(s).

Any such a curve is non-characteristic if the two vectors (a1, a2, ζ)(r(s)) and
(ξ′1, ξ′2, ζ′)(s) are not parallel for all s ∈ (−δ, δ). The projection of s → r(s)
into the plane [z = 0] is the planar curve

(−δ, δ) 	 s → ro(s) = (ξ1, ξ2)(s)

of tangent vector (ξ′1, ξ′2)(s). The projections of the characteristics through
r(s) into the plane [z = 0] are called characteristic projections, and have
tangent vector (a1, a2)(r(s)). We impose on s → r(s) that its projection into
the plane [z = 0] be nowhere parallel to the characteristic projections, that
is, the two vectors (a1, a2)(r(s)) and (ξ′1, ξ′2)(s) are required to be linearly
independent for all s ∈ (−δ, δ).
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2.2 The Case of N Independent Variables

Returning to Γ as given in (2.1), one may freeze all the components of s but
the ith, and consider the map

si → (ξ1, . . . , ξN , ζ)(s1, . . . , si, . . . , sN−1).

This is a curve traced on Γ with the tangent vector
(

∂ξ

∂si
,

∂ζ

∂si

)
=
(

∂ξ1

∂si
, . . . ,

∂ξN
∂si

,
∂ζ

∂si

)
.

Introduce the (N − 1) × (N + 1) matrix
(

∂ξ(s)
∂s

∂ζ(s)
∂s

)
=
(

∂ξj(s)
∂si

∂ζ(s)
∂si

)
.

The (N − 1)-dimensional surface Γ is non-characteristic if the vectors

(a, ao)(ξ(s), ζ(s)),
(

∂ξ

∂si
,

∂ζ

∂si

)
(s)

are linearly independent for all s ∈ Qδ, equivalently, if the N × (N +1) matrix
(

a(ξ(s), ζ(s)) ao(ξ(s), ζ(s))
∂ξ(s)

∂s

∂ζ(s)
∂s

)

(2.2)

has rank N . We impose that the characteristic projections be nowhere parallel
to s → ξ(s), that is

det

(
a(ξ(s), ζ(s))

∂ξ(s)
∂s

)

�= 0 for all s ∈ Qδ. (2.3)

Thus we require that the first N ×N minor of the matrix (2.2) be non-trivial.

3 Solving the Cauchy Problem

In view of Proposition 1.1, the integral surface Σ is constructed as the union
of the characteristics drawn from points (ξ, ζ)(s) ∈ Γ , that is, Σ is the surface

(−δ, δ) × Qδ 	 (t, s) → (
x(t, s), z(t, s)

)

given by
d

dt
x(t, s) = a(x(t, s), z(t, s)), x(0, s) = ξ(s)

d

dt
z(t, s) = ao(x(t, s), z(t, s)), z(0, s) = ζ(s).

(3.1)
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Fig. 3.1.

The solutions of (3.1) are local in t. That is, for each s ∈ Qδ, (3.1) is solvable
for t ranging in some interval (−t(s), t(s)). By taking δ smaller if necessary,
we may assume that t(s) = δ for all s ∈ Qδ. If the map

M : (−δ, δ) × Qδ 	 (t, s) → x(t, s)

is invertible, then there exist functions S : E → Qδ and T : E → (−δ, δ) such
that s = S(x) and t = T (x) and the unique solution of the Cauchy problem
(1.1), (2.1) is given by

u(x) = z(t, s) def= z(T (x), S(x)).

The invertibility of M must be realized in particular at Γ , so that the deter-
minant of the Jacobian matrix

J =
(

d x(0, s)
d t

∂ξ(s)
∂s

)t

must not vanish, that is, Γ cannot contain characteristics. In view of (3.1) for
t = 0, this is precisely condition (2.3).

The actual computation of the solution involves solving (3.1), calculating
the expressions of s and t in terms of x, and substituting them into the
expression of z(t, s). The method is best illustrated by some specific examples.

3.1 Constant Coefficients

In (1.1), assume that the coefficients ai for i = 0, . . . , N are constant. The
characteristics are lines of parametric equations

x(t) = xo + at, z(t) = zo + ao, t t ∈ R.

The first N of these are the characteristic projections. It follows from (1.1)′

that the function f(x, z) = u(x)− z is constant along such lines. If Γ is given
as in (2.1), the integral surface is

x(t, s) = ξ(s) + at
z(t, s) = ζ(s) + aot

s = (s1, . . . , sN−1). (3.2)
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The solution z = u(x) is obtained from the last of these upon substitution of
s and t calculated from the first N . As an example, let N = 2 and let Γ be a
curve in the plane x2 = 0, say

Γ = {ξ1(s) = s; ξ2(s) = 0; ζ(s) ∈ C1(R)}.

The characteristics are the lines of symmetric equations

x1 − x1,o

a1
=

x2 − x2,o

a2
=

z − zo
ao

, (x1,o, x2,o, zo) ∈ R
3

with the obvious modifications if some of the ai are zero. The characteristic
projections are the lines

a2x1 = a1x2 + const.

These are not parallel to the projection of Γ on the plane z = 0, provided
a2 �= 0, which we assume. Then (3.2) implies

x2 = a2t, ξ1(s) = s = x1 − a1

a2
x2

and the solution is given by

u(x1, x2) = ζ
(

x1 − a1

a2
x2

)
+

ao
a2

x2.

3.2 Solutions in Implicit Form

Consider the quasi-linear equation

a(u) · ∇u = 0, a = (a1, a2, . . . , aN ) (3.3)

where ai ∈ C(R), and aN �= 0. The characteristics through points (xo, zo) ∈
R
N+1 are the lines

x(t) = xo + a(zo)t lying on the hyperplane z = zo.

A solution u of (3.3) is constant along these lines. Consider the Cauchy prob-
lem with data on the hyperplane xN = 0, i.e.,

u(x1, . . . , xN−1, 0) = ζ(x1, . . . , xN−1) ∈ C1(RN−1).

In such a case the hypersurface Γ is given by

R
N−1 	 s →

⎧
⎨

⎩

xi = si, i = 1, . . . , N − 1
xN = 0
z(s) = ζ(s).

(3.4)

Setting x̄ = (x1, . . . , xN−1), and ā = (a1, . . . , aN−1), the integral surface
associated with (3.3) and Γ as in (3.4), is
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x̄(t, s) = s + ā(ζ(s))t
xN (t, s) = aN (ζ(s))t

z(t, s) = ζ(s).
(3.5)

From the first two compute

s = x̄ − ā(ζ(s))
aN (ζ(s))

xN .

Since a solution u of (3.3) must be constant along z(s, t) = ζ(s), we have
ζ(s) = u(x). Substitute this in the expression of s, and substitute the resulting
s into the third of (3.5). This gives the solution of the Cauchy problem (3.3)–
(3.4) in the implicit form

u(x) = ζ
(

x̄ − ā(u(x))
aN (u(x))

xN

)
(3.6)

as long as this defines a function u of class C1. By the implicit function
theorem this is the case in a neighborhood of xN = 0. In general, however,
(3.6) fails to give a solution global in xN .

4 Equations in Divergence Form and Weak Solutions

Let (x, u) → F(x, u) be a measurable vector-valued function in R
N × R and

consider formally, equations of the type

div F(x, u) = 0 in R
N . (4.1)

The equation (3.3) can be written in this form for F(u) =
∫ u a(σ)dσ. A mea-

surable function u is a weak solution of (4.1) if F(·, u) ∈ [L1
loc(R

N )]N , and
∫

RN

F(x, u) · ∇ϕ dx = 0 for all ϕ ∈ C∞
o (RN ). (4.2)

This is formally obtained from (4.1) by multiplying by ϕ and integrating by
parts. Every classical solution is a weak solution. Every weak solution such
that F(·, u) is of class C1 in some open set E ⊂ R

N is a classical solution of
(4.1) in E. Indeed, writing (4.2) for all ϕ ∈ C∞

o (E) implies that (4.1) holds in
the classical sense within E. Weak solutions could be classical in sub-domains
of R

N . In general, however, weak solutions fail to be classical in the whole of
R
N as shown by the following example. Denote by (x, y) the coordinates in

R
2 and consider the Burgers equation ([14, 15]

∂

∂y
u +

1
2

∂

∂x
u2 = 0. (4.3)
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One verifies that the function

u(x, y) =
{
− 2

3

(
y +

√
3x + y2

)
for 4x + y2 > 0

0 for 4x + y2 < 0

solves the PDE in the weak form
∫

R2

{
uϕy + 1

2u2ϕx
}

dxdy = 0 for all ϕ ∈ C∞
o (R2).

The solution is discontinuous across the parabola 3x + y2 = 0.

4.1 Surfaces of Discontinuity

Let R
N be divided into two parts, E1 and E2, by a smooth surface Γ of unit

normal ν oriented, say, toward E2. Let u ∈ C1(Ēi) for i = 1, 2 be a weak
solution of (4.1), discontinuous across Γ . Assume also that F(·, u) ∈ C1(Ēi),
so that

div F(x, u) = 0 in Ei for i = 1, 2

in the classical sense. Let [F(·, u)] denote the jump of F(·, u) across Γ , i.e.,

[F(x, u)] = lim
E1�x→Γ

F(x, u) − lim
E2�x→Γ

F(x, u).

Rewrite (4.2) as
∫

E1

F(x, u) · ∇ϕdx +
∫

E2

F(x, u) · ∇ϕdx = 0 for all ϕ ∈ C∞
o (RN ).

Integrating by parts with the aid of Green’s theorem gives
∫

Γ

ϕ[F(x, u)] · νdσ = 0 for all ϕ ∈ C∞
o (RN ).

Thus if a weak solution suffers a discontinuity across a smooth surface Γ , then

[F(x, u)] · ν = 0 on Γ. (4.4)

Even though this equation has been derived globally, it has a local thrust, and
it can be used to find possible local discontinuities of weak solutions.

4.2 The Shock Line

Consider the PDE in two independent variables

uy + a(u)ux = 0 for some a ∈ C(R) (4.5)

and rewrite it as
∂

∂y
R(u) +

∂

∂x
S(u) = 0 in R

2
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where
R(u) = u and S(u) =

∫ u

a(s)ds.

More generally, R(·) and S(·) could be any two functions satisfying

S′(u) = a(u)R′(u).

Let u be a weak solution of (4.5) in R
2, discontinuous across a smooth curve

of parametric equations Γ = {x = x(t), y = y(t)}. Then, according to (4.4),
Γ must satisfy the shock condition1

[R(u)]x′ − [S(u)]y′ = 0. (4.6)

In particular, if Γ is the graph of a function y = y(x), then y(·) satisfies the
differential equation

y′ =
[R(u)]
[S(u)]

.

As an example, consider the case of the Burgers equation (4.3). Let u be a
weak solution of (4.3), discontinuous across a smooth curve Γ parametrized
locally as Γ = {x = x(t), y = t}. Then (4.6) gives the differential equation of
the shock line2

x′(t) =
[u+(x(t), t) + u−(x(t), t)]

2
, u± = lim

x→x(t)±
u(x, t). (4.7)

5 The Initial Value Problem

Denote by (x, t) points in R
N ×R

+, and consider the quasi-linear equation in
N + 1 variables

ut + ai(x, t, u)uxi = ao(x, t, u) (5.1)

with data prescribed on the N -dimensional surface [t = 0], say

u(x, 0) = uo(x) ∈ C1(RN ). (5.2)

Using the (N + 1)st variable t as a parameter, the characteristic projections
are

x′
i(t) = ai(x(t), t, z(t)) for i = 1, . . . , N

xN+1 = t for t ∈ (−δ, δ) for some δ > 0
x(0) = xo ∈ R

N .

Therefore t = 0 is non-characteristic and the Cauchy problem (5.1)–(5.2) is
solvable. If the coefficients ai are constant, the integral surface is given by

1This is a special case of the Rankine–Hugoniot shock condition ([124, 76]).
2The notion of shock will be made more precise in Section 13.3.
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x(t, s) = s + at, z(t, s) = uo(s) + aot

and the solution is
u(x, t) = uo(x − at) + aot.

In the case N = 1 and ao = 0, this is a traveling wave in the sense that the
graph of uo travels with velocity a1 in the positive direction of the x-axis,
keeping the same shape.

5.1 Conservation Laws

Let (x, t, u) → F(x, t, u) be a measurable vector-valued function in R
N ×

R
+ × R and consider formally homogeneous, initial value problems of the

type
ut + div F(x, t, u) = 0 in R

N × R
+

u(·, 0) = uo ∈ L1(RN ).
(5.3)

These are called conservation laws. The variable t represents the time, and u
is prescribed at some initial time t = 0.

Remark 5.1 The method of integral surfaces outlined in Section 2, gives
solutions near the non-characteristic surface t = 0. Because of the physics
underlying these problems we are interested in solutions defined only for
positive times, that is defined only on one side of the surface carrying the
data.

A function u is a weak solution of the initial value problem (5.3) if

(a) u(·, t) ∈ L1
loc(R

N ) for all t ≥ 0, and Fi(·, ·, u) ∈ L1
loc(R

N × R
+), for all

i = 1, . . . , N

(b) the PDE is satisfied in the sense
∫ ∞

0

∫

RN

[
uϕt + F(x, t, u) · Dϕ

]
dxdt = 0 (5.4)

for all ϕ ∈ C∞
o (RN ×R

+), and where D denotes the gradient with respect
to the space variables only.

(c) the initial datum is taken in the sense of L1
loc(R

N ), that is

lim
R+�t→0

‖u(·, t) − uo‖1,K = 0 (5.5)

for all compact sets K ⊂ R
N .
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6 Conservation Laws in One Space Dimension

Let a(·) be a continuous function in R and consider the initial value problem

ut + a(u)ux = 0 in R × R
+, u(·, 0) = uo ∈ C(R). (6.1)

The characteristic through (xo, 0, zo), using t as a parameter, is

z(t) = zo, x(t) = xo + a(zo)t

and the integral surface is

x(s, t) = s + a(uo(s))t, z(s, t) = uo(s).

Therefore the solution, whenever it is well defined, can be written implicitly as

u(x, t) = uo(x − a(u)t). (6.2)

The characteristic projections through points (s, 0) of the x-axis are the lines

x = s + a(uo(s))t

and u remains constant along such lines. Two of these characteristic projec-
tions, say

x = si + a(uo(si))t i = 1, 2, such that a(uo(s1)) �= a(uo(s2)) (γi)

intersect at (ξ, η) given by

ξ =
a(uo(s1))s2 − a(uo(s2))s1

a(uo(s1)) − a(uo(s2))

η = − s1 − s2

a(uo(s1)) − a(uo(s2))
.

(6.3)

Since u is constant along each of the γi, it must be discontinuous at (ξ, η),
unless uo(s) = const. Therefore the solution exists only in a neighborhood of
the x-axis. It follows from (6.3) and Remark 5.1 that the solution exists for
all t > 0 if the function s → a(uo(s)) is increasing. Indeed, in such a case, the
intersection point of the characteristic lines γ1 and γ2 occurs in the half-plane
t < 0. If a(·) and uo(·) are differentiable, compute from (6.2)

ut = − u′
o(x − a(u)t)a(u)

1 + u′
o(x − a(u)t)a′(u)t

ux =
u′
o(x − a(u)t)

1 + u′
o(x − a(u)t)a′(u)t

.

These are implicitly well defined if a(·) and uo(·) are increasing functions, and
when substituted into (6.1) satisfy the PDE for all t > 0. Rewrite the initial
value problem (6.1) as

ut + F (u)x = 0 in R × R
+

u(·, 0) = uo
where F (u) =

∫ u

0

a(s)ds. (6.4)
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Proposition 6.1 Let F (·) be convex and of class C2, and assume that the
initial datum uo(·) is non-decreasing and of class C1. Then the initial value
problem (6.4) has a unique classical solution in R × R

+.

6.1 Weak Solutions and Shocks

If the initial datum uo is decreasing, then a solution global in time is neces-
sarily a weak solution. The shock condition (4.6) might be used to construct
weak solutions, as shown by the following example. The initial value problem

ut + 1
2 (u2)x = 0 in R × R

+

u(x, 0) =

⎧
⎨

⎩

1 for x < 0
1 − x for 0 ≤ x ≤ 1
0 for x ≥ 1

(6.5)

has a unique weak solution for 0 < t < 1, given by

u =

⎧
⎪⎨

⎪⎩

1 for x < t
x − 1
t − 1

for t < x < 1

0 for x ≥ 1.

(6.6)

For t > 1 the geometric construction of (6.2) fails for the sector 1 < x < t.

The jump discontinuity across the lines x = 1 and x = t is 1. Therefore,
starting at (1, 1) we draw a curve satisfying (4.7). This gives the shock line
2x = t + 1, and we define the weak solution u for t > 1 as

u =
{

1 for 2x < t + 1
0 for 2x > t + 1.

(6.7)
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Fig. 6.2.

Remark 6.1 For t > 1 fixed, the solution x → u(x, t) drops from 1 to 0 as
the increasing variable x crosses the shock line.

6.2 Lack of Uniqueness

If uo is non-decreasing and somewhere discontinuous, then (6.4) has, in gen-
eral, more than one weak solution. This is shown by the following Riemann
problem:

ut +
1
2
(u2)x = 0 in R × R

+

u(x, 0) =
{

0 for x ≤ 0
1 for x > 0.

(6.8)

No points of the sector 0 < x < t can be reached by characteristics originating
from the x-axis and carrying the data (Figure 6.3). The solution is zero for
x < 0, and it is 1 for x > t. Enforcing the shock condition (4.7) gives

u(x, t) =
{

0 for 2x < t
1 for 2x > t.

(6.9)

However, the continuous function

u(x, t) =

⎧
⎪⎨

⎪⎩

0 for x < 0
x

t
for 0 ≤ x ≤ t

1 for x > t

(6.10)

is also a weak solution of (6.8).

7 Hopf Solution of The Burgers Equation

Insight into the solvability of the initial value problem (6.4) is gained by
considering first the special case of the Burgers equation, for which F (u) =
1
2u2. Hopf’s method [71] consists in solving first the regularized parabolic
problems
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Fig. 6.3.

un,t − 1
n

un,xx = −unun,x in R × R
+

un(·, 0) = uo

(7.1)

and then letting n → ∞ in a suitable topology. Setting

U(x, t) =
∫ x

xo

un(y, t)dy

for some arbitrary but fixed xo ∈ R transforms the Cauchy problem (7.1) into

Ut − 1
n

Uxx = −1
2
(Ux)2 in R × R

+

U(x, 0) =
∫ x

xo

uo(s)ds.

Next, one introduces the new unknown function w = e−
n
2 U and verifies that

w is a positive solution of the Cauchy problem

wt − 1
n

wxx = 0 in R × R
+

w(x, 0) = e−
n
2

�
x
xo
uo(s)ds.

(7.2)

Such a positive solution is uniquely determined by the representation formula

w(x, t) =
1√
4πt

∫

R

e−
n
2

�
y
xo
uo(s)dse−n

|x−y|2
4t dy

provided uo satisfies the growth condition3

|uo(s)| ≤ Co|s|1−εo for all |s| ≥ ro

for some given positive constants Co, ro, and εo. The unique solutions un of
(7.1) are then given explicitly by

un(x, t) =
∫

R

(x − y)
t

dλn(y)

3See (2.7), Section 14, and Theorem 2.1 of Chapter 5.



238 7 Quasi-Linear Equations of First-Order

where dλn(y) are the probability measures

dλn(y) =
e
−n

2

��
y
xo
uo(s)ds+ |x−y|2

2t

�

∫
R

e
−n

2

�� y
xo
uo(s)ds+

|x−y|2
2t

�
dy

dy.

The a priori estimates needed to pass to the limit can be derived either
from the parabolic problems (7.1)–(7.2) or from the explicit representa-
tion of un and the corresponding probability measures λn(y). In either case
they depend on the fact that F (·) is convex and F ′ = a(·) is strictly
increasing.4

Because of the parabolic regularization (7.1), it is reasonable to expect
that those solutions of (6.4) constructed in this way satisfy some form of the
maximum principle.5 It turns out that Hopf’s approach, and in particular
the explicit representation of the approximating solutions un and the corre-
sponding probability measures λn(y), continues to hold for the more general
initial value problem (6.4). It has been observed that these problems fail, in
general, to have a unique solution. It turns out that those solutions of (6.4)
that satisfy the maximum principle, form a special subclass of solutions within
which uniqueness holds. These are called entropy solutions.

8 Weak Solutions to (6.4) When a(·) is Strictly
Increasing

We let a(·) be continuous and strictly increasing in R, that is, there exists a
positive constant L such that

a′(s) ≥ 1
L

a.e. s ∈ R. (8.1)

Assume that the initial datum uo satisfies

uo ∈ L∞(R) ∩ L1(−∞, x) for all x ∈ R

lim sup
x→−∞

|uo(x)| = 0

inf
x∈R

∫ x

−∞
uo(s)ds ≥ −C for some C > 0.

(8.2)

For example, the datum of the Riemann problem (6.8) satisfies such a condi-
tion. The initial datum is not required to be increasing, nor in L1(R). Since
F (·) is convex ([31], Chapter IV, Section 13)

4Some cases of non-convex F are in [79].
5By 3.2. of the Problems and Complements of Chapter 5, the presence of the

term unun,x in (7.1) is immaterial for a maximum principle to hold.
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F (u) − F (v) ≥ a(v)(u − v) u, v ∈ R, a(v) = F ′(v) (8.3)

and since F ′ is strictly increasing, equality holds only if u = v. This inequality
permits one to solve (6.4) in a weak sense and to identify a class of solutions,
called entropy solutions, within which uniqueness holds ([97, 99]).

8.1 Lax Variational Solution

To illustrate the method assume first that F (·) is of class C2 and that uo is
regular, increasing and satisfies

uo(x) = 0 for all x < b for some b < 0.

The geometric construction of (6.2) guarantees that a solution must vanish
for x < b for all t > 0. Therefore the function

U(x, t) =
∫ x

−∞
u(s, t)ds

is well defined in R × R
+. Integrating (6.4) in dx over (−∞, x) shows that U

satisfies the initial value problem

Ut + F (Ux) = 0 in R × R
+, U(x, 0) =

∫ x

−∞
uo(s)ds.

It follows from (8.3), with u = Ux and all v ∈ R, that

Ut + a(v)Ux ≤ a(v)v − F (v) (8.4)

and equality holds only if v = u(x, t). For (x, t) ∈ R × R
+ fixed, consider the

line of slope 1/a(v) through (x, t). Denoting by (ξ, τ) the variables, such a
line has equation x − ξ = a(v)(t − τ), and it intersects the axis τ = 0 at the
abscissa

η = x − a(v)t. (8.5)

The left-hand side of (8.4) is the derivative of U along such a line. Therefore

d

dτ
U
(
x − a(v)(t − τ), τ

)
= Ut + a(v)Ux ≤ a(v)v − F (v).

Integrating this over τ ∈ (0, t) gives

U(x, t) ≤
∫ η

−∞
uo(s)ds + t

[
a(v)v − F (v)

]

valid for all v ∈ R, and equality holds only for v = u(x, t). From (8.5) compute

v = a−1

(
x − η

t

)
(8.6)
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and rewrite the previous inequality for U(x, t) in terms of η only, that is

U(x, t) ≤ Ψ (x, t; η) for all η ∈ R (8.7)

where

Ψ (x, t; η) =
∫ η

−∞
uo(s)ds

+ t

{(
x − η

t

)
a−1

(
x − η

t

)
− F

[
a−1

(
x − η

t

)]}
.

(8.8)

Therefore, having fixed (x, t), for that value of η = η(x, t) for which v in
(8.6) equals u(x, t), equality must hold in (8.7). Returning now to F (·) con-
vex and uo satisfying (8.1)–(8.2), the arguments leading to (8.7) suggest the
construction of the weak solution of (6.4) in the following two steps:

Step 1: For (x, t) fixed, minimize the function Ψ (x, t; η), i.e., find η = η(x, t)
such that

Ψ (x, t; η(x, t)) ≤ Ψ (x, t; s) for all s ∈ R. (8.9)

Step 2: Compute u(x, t) from (8.6), that is

u(x, t) = a−1

(
x − η(x, t)

t

)
. (8.10)

9 Constructing Variational Solutions I

Proposition 9.1 For fixed t > 0 and a.e. x ∈ R there exists a unique η =
η(x, t) that minimizes Ψ (x, t; ·). The function x → u(x, t) defined by (8.10) is
a.e. differentiable in R and satisfies

u(x2, t) − u(x1, t)
x2 − x1

≤ L

t
for a.e. x1 < x2 ∈ R. (9.1)

Moreover, for a.e. (x, t) ∈ R × R
+

|u(x, t)| ≤
√

2L

t

(∫ x−a(o)t

−∞
uo(s)ds − inf

y∈R

∫ y

−∞
uo(s)ds

)1/2

. (9.2)

Proof The function η → Ψ (x, t; η) is bounded below. Indeed, by the expres-
sions (8.6) and (8.8) and the assumptions (8.1)–(8.2)

Ψ (x, t; η) ≥ inf
y∈R

∫ y

−∞
uo(s)ds + t[va(v) − F (v)] ≥ −C +

t

2L
v2 (9.3)

for η = x− a(v)t. A minimizer can be found by a minimizing sequences {ηn},
that is one for which
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Ψ (x, t; ηn) > Ψ (x, t; ηn+1) and lim Ψ (x, t; ηn) = inf
η

Ψ (x, t; η) .

By (9.3), the sequence {ηn} is bounded. Therefore, a subsequence can be
selected and relabeled with n such that {ηn} → η(x, t). Since Ψ (x, t; ·) is
continuous in R

lim
n→∞ Ψ (x, t; ηn) = Ψ (x, t; η(x, t)) ≤ Ψ (x, t; η) , for all η ∈ R.

This process guarantees the existence of at least one minimizer for every fixed
x ∈ R. Next we prove that such a minimizer is unique, for a.e. x ∈ R.

Let H(x) denote the set of all the minimizers of Ψ (x, t; ·), and define a function
x → η(x, t) as an arbitrary selection out of H(x).

Lemma 9.1 If x1 < x2, then η(x1, t) < η(x2, t).

Proof (of Proposition 9.1 assuming Lemma 9.1) Since x → η(x, t) is increas-
ing, it is continuous in R except possibly for countably many points. Therefore,
η(x, t) is uniquely defined for a.e. x ∈ R. From (8.10) it follows that for a.e.
x1 < x2 and some ξ ∈ R

u(x2, t) − u(x1, t) ≤ a−1′
(ξ)

t
{(x2 − x1) − [η(x2, t) − η(x1, t)]}

≤ a−1′
(ξ)

t
(x2 − x1) ≤ L

t
(x2 − x1).

This proves (9.1). To prove (9.2), write (9.3) for η = η(x, t), the unique mini-
mizer of Ψ(x, t; ·). For such a choice, by (8.10), v = u. Therefore

t

2L
u2(x, t) ≤ Ψ

(
x, t; η(x, t)

) − inf
y∈R

∫ y

−∞
uo(s)ds

≤ Ψ (x, t; η) − inf
y∈R

∫ y

−∞
uo(s)ds

for all η ∈ R, since η(x, t) is a minimizer. Taking η = x − a(0)t and recalling
the definitions (8.8) of Ψ (x, t; ·) proves (9.2).

9.1 Proof of Lemma 9.1

Let ηi = η(xi, t) for i = 1, 2. It will suffice to prove that

Ψ(x2, t; η1) < Ψ(x2, t; η) for all η < η1. (9.4)

By minimality, Ψ(x1, t; η1) ≤ Ψ(x1, t; η) for all η < η1. From this

Ψ(x2, t; η1)+[Ψ(x1, t; η1) − Ψ(x2, t; η1)]
≤ Ψ(x2, t; η) + [Ψ(x1, t; η) − Ψ(x2, t; η)].
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Therefore inequality (9.4) will follow if the function

η → L(η) = Ψ(x1, t; η) − Ψ(x2, t; η)

is increasing. Rewrite L(η) in terms of vi = vi(η) given by (8.6) with x = xi
for i = 1, 2. This gives

L(η) = t[v1a(v1) − F (v1)] − t[v2a(v2) − F (v2)] = t

∫ v1

v2

sa′(s)ds.

From this one computes

L′(η) = t

[
v1a′(v1)

∂v1

∂η
− v2a′(v2)

∂v2

∂η

]

= a−1

(
x2 − η

t

)
− a−1

(
x1 − η

t

)
> 0.

10 Constructing Variational Solutions II

For fixed t > 0, the minimizer η(x, t) of Ψ (x, t; ·) exists and is unique for a.e.
x ∈ R. We will establish that for all such (x, t)

a−1

(
x − η(x, t)

t

)
= lim
n→∞

∫

R

a−1

(
x − η

t

)
dλn(η) (10.1)

where dλn(η) are the probability measures on R

dλn(η) =
e−nΨ(x,t;η)

∫
R

e−nΨ(x,t;η)dη
dη for n ∈ N. (10.2)

Therefore the expected solution

u(x, t) = a−1

(
x − η(x, t)

t

)

can be constructed by the limiting process (10.1). More generally, we will
establish the following.

Lemma 10.1 Let f be a continuous function in R satisfying the growth con-
dition

|f(v)| ≤ Co|v|eco

�
v
o
sa′(s)ds for all |v| ≥ γo (10.3)

for given positive constants Co, co and γo. Then for fixed t > 0 and a.e. x ∈ R

f [u(x, t)] = lim
n→∞

∫

R

f

[
a−1

(
x − η

t

)]
dλn(η).
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Proof Introduce the change of variables

v = a−1

(
x − η

t

)
, vo = a−1

(
x − η(x, t)

t

)
(10.4)

and rewrite Ψ (x, t; η) as

Ψ(v) =
∫ x−a(v)t

−∞
uo(s)ds + t[va(v) − F (v)]. (10.5)

The probability measures dλn(η) are transformed into the probability mea-
sures

dμn(v) =
e−nΨ(v)a′(v)∫

R
e−nΨ(v)a′(v)dv

dv =
e−n[Ψ(v)−Ψ(vo)]a′(v)∫

R
e−n[Ψ(v)−Ψ(vo)]a′(v)dv

dv (10.6)

and the statement of the lemma is equivalent to

f(vo) = lim
n→∞

∫

R

f(v)dμn(v)

where vo is the unique minimizer of v → Ψ(v). For this it suffices to show that

In
def=

∫

R

|f(v) − f(vo)|dμn(v) → 0 as n → ∞.

By (9.3) the function Ψ(·) grows to infinity as |v| → ∞. Since vo is the only
minimizer, for each ε > 0 there exists δ = δ(ε) > 0 such that

Ψ(v) > Ψ(vo) + δ for all |v − vo| > ε. (10.7)

Moreover, the numbers ε and δ being fixed, there exists some positive number
σ such that

Ψ(v) ≤ Ψ(vo) + 1
2δ for all |v − vo| < σ.

From this we estimate from below
∫

R

e−n[Ψ(v)−Ψ(vo)]a′(v)dv ≥ 1
L

∫

|v−vo|<σ
e−n[Ψ(v)−Ψ(vo)]dv ≥ 2σ

L
e−

1
2nδ.

Therefore
dμn(v) ≤ L

2σ
e

1
2nδe−n[Ψ(v)−Ψ(vo)]a′(v)dv.

Next estimate In by using these remarks as

In ≤
∫

|v−vo|<ε
|f(v) − f(vo)|dμn(v)

+ sup
|v−vo|<2γ

|f(v)| L

2σ
e

1
2nδ

∫

ε<|v−vo|<2γ

e−n[Ψ(v)−Ψ(vo)]a′(v)dv

+
L

2σ
e

1
2nδ+nΨ(vo)

∫

|v−vo|>2γ

(|f(v)| + |f(vo)|)e−nΨ(v)a′(v)dv

= I(1)
n + I(2)

n + I(3)
n
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where γ is a positive number to be chosen. Denoting by ω(·) the modulus of
continuity of f , estimate I

(1)
n ≤ ω(ε), since dμn(v) is a probability measure.

The second term I
(2)
n is estimated by means of (10.7) as

I(2)
n ≤ sup

|v−vo|<2γ

|f(v)|a′(v)
L

2σ
e

1
2nδ

∫

ε<|v−vo|<2γ

e−n[Ψ(v)−Ψ(vo)]dv

≤ C(γ, σ, L)e−
1
2nδ

for a constant C depending only on the indicated quantities. Thus I
(2)
n → 0

as n → ∞. The last term I
(3)
n is estimated using the lower bound

Ψ(v) ≥ −C + t[va(v) − F (v)] ≥ −C + t

∫ v

0

sa′(s)ds.

Also choose γ ≥ γo, where γo is the constant in the growth condition (10.3).
By choosing γ even larger if necessary, we may ensure that [|v − vo| > 2γ] ⊂
[|v| > γ]. For this choice

I(3)
n ≤ CoL

σ
en[δ+C+Ψ(vo)]

∫

|v|>γ
e−(nt−co)

�
v
o
sa′(s)ds|v|a′(v)dv. (10.8)

If n is so large that nt − co > 0, the integral on the right-hand side of (10.8)
can be computed explicitly, and estimated as follows

∫

|v|>γ
e−(nt−co)

� v
o
sa′(s)ds|v|a′(v)dv =

∫ ∞

γ

· · · dv +
∫ −γ

−∞
· · · dv

=
2

nt − co
e−(nt−co)

� γ
o
sa′(s)ds ≤ 2

nt − co
e−(nt−co) γ2

2L .

This in (10.8) gives

I(3)
n ≤ 2CoLe

coγ2
2L

σ(nt − co)
e
−n

�
−δ−C−Ψ(vo)+ tγ2

2L

�
.

The number t > 0 being fixed, choose γ large enough that

−δ − C − Ψ(vo) +
tγ2

2L
> 0.

Then let n → ∞ to conclude that limn→∞ In ≤ ω(ε) for all ε > 0.

11 The Theorems of Existence and Stability

11.1 Existence of Variational Solutions

Theorem 11.1 (Existence) Let the assumptions (8.1)–(8.2) hold, and let
u(·, t) denote the function constructed in Sections 8–10. Then
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‖u(·, t)‖∞,R ≤ ‖uo‖∞,R for all t > 0. (11.1)

The function u solves the initial value problem (6.4) in the weak sense

∫ t

0

∫

R

[uϕt + F (u)ϕx]dx dτ =
∫

R

u(x, t)ϕ(x, t)dx −
∫

R

uo(x)ϕ(x, 0)dx (11.2)

for all ϕ ∈ C1[R+; C∞
o (R)] and a.e. t > 0. Moreover, u takes the initial datum

uo in the sense of L1
loc(R), that is, for every compact subset K ⊂ R

lim
t→0

‖u(·, t) − uo‖1,K = 0. (11.3)

Finally, if uo(·) is continuous, then for all t > 0

u(x, t) = uo(x − a[u(x, t)]t) for a.e. x ∈ R. (11.4)

11.2 Stability of Variational Solutions

Assuming the existence theorem for the moment, we establish that the solu-
tions constructed by the method of Sections 8–10 are stable in L1

loc(R). Let
{uo,m} be a sequence of functions satisfying (8.2) and in addition

{ ‖uo,m‖∞,R ≤ γ‖uo‖∞,R for all m, for some γ > 0
uo,m → uo weakly in L1(−∞, x) for all x ∈ R.

(11.5)

Denote by um the functions constructed by the methods of Sections 8–10, cor-
responding to the initial datum uo,m. Specifically, first consider the functions
Ψm(x, t; ·) defined as in (8.8), with uo replaced by uo,m. For fixed t > 0, let
ηm(x, t) be a minimizer of Ψm(x, t; ·). Such a minimizer is unique for almost
all x ∈ R. Then set

um(x, t) = a−1

(
x − ηm(x, t)

t

)
.

Theorem 11.2 (Stability in c )o (RL1
loc(R)) For fixed t > 0 and all compact sub-

sets K ⊂ R

‖um(·, t) − u(·, t)‖1,K → 0 as m → ∞.

Proof Denote by Eo and Em the subsets of R where u(·, t) and um(·, t) are not
uniquely defined. The set E =

⋃ Em has measure zero and {um(·, t), u(·, t)}
are all uniquely well defined in R − E . We claim that

lim
m→∞ um(x, t) = u(x, t) and lim

m→∞ ηm(x, t) = η(x, t)

for all x ∈ R−E , where η(x, t) is the unique minimizer of Ψ(x, t; ·). By (11.1)
and the first of (11.5), {um(x, t)} is bounded. Therefore also {ηm(x, t)} is
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bounded, and a subsequence {ηm′(x, t)} contains in turn a convergent sub-
sequence, say for example {ηm′′(x, t)} → ηo(x, t). By minimality

Ψm′′(x, t; ηm′′(x, t)) ≤ Ψm′′(x, t; η(x, t)).

Letting m′′ → ∞
Ψ(x, t; ηo(x, t)) ≤ Ψ(x, t; η(x, t)).

Therefore ηo(x, t) = η(x, t), since the minimizer of Ψ(x, t; ·) is unique. There-
fore any subsequence out of {ηm(x, t)} contains in turn a subsequence conver-
gent to the same limit η(x, t). Thus the entire sequence converges to η(x, t).
Such a convergence holds for all x ∈ R − E , i.e., {um(·, t)} → u(·, t) a.e. in R.
Since {um(·, t)} is uniformly bounded in R, the stability theorem in L1

loc(R)
follows from the Lebesgue dominated convergence theorem.

12 Proof of Theorem 11.1

12.1 The Representation Formula (11.4)

Let dλn(η) and dμn(v) be the probability measures introduced in (10.2) and
(10.6), and set

un(x, t) =
∫

R

a−1

(
x − η

t

)
dλn(η) =

∫

R

vdμn(v)

Fn(x, t) =
∫

R

F

[
a−1

(
x − η

t

)]
dλn(v) =

∫

R

F (v)dμn(v)
(12.1)

Hn(x, t) = ln
∫

R

e−nΨ(x,t;η)dη = ln
∫

R

e−nΨ(v)a′(v)dv

where the integrals on the right are computed from those on the left by the
change of variables (10.4)–(10.5). From the definitions (8.8) and (10.5) of
Ψ (x, t; η) and Ψ(v), and recalling that F ′ = a(·)

Ψx(x, t; η) = a−1

(
x − η

t

)
= v

Ψt(x, t; η) = −F

[
a−1

(
x − η

t

)]
= −F (v).

(12.2)

Then compute

∂

∂x
Hn(x, t) = −n

∫

R

Ψx(x, t; η)dλn(η) = −n

∫

R

vdμn(v)

= −n

∫

R

uo(x − a(v)t)dμn(v)

∂

∂t
Hn(x, t) = −n

∫

R

Ψt(x, t; η)dλn(η) = n

∫

R

F (v)dμn(v).
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Therefore

un(x, t) = − 1
n

∂

∂x
Hn(x, t), Fn(x, t) =

1
n

∂

∂t
Hn(x, t).

These imply
∂

∂t
un +

∂

∂x
Fn = 0 in R × R

+ (12.3)

and
un(x, t) =

∫

R

uo(x − a(v)t)dμn(v). (12.4)

Since uo ∈ L∞(R) and dμn(v) is a probability measure

‖un(·, t)‖∞,R ≤ ‖uo‖∞,R for all t > 0.

Therefore by Lemma 10.1 and Lebesgue’s dominated convergence theorem,
{un(·, t)} and {Fn(·, t)} converge to u(·, t) and F [u(·, t)] respectively in
L1

loc(R), for all t > 0. Moreover {un} and {Fn} converge to u and F (u)
respectively, in L1

loc(R × R
+). This also proves (11.1).

If uo is continuous, the representation formula (11.4) follows from (12.4)
and Lemma 10.1, upon letting n → ∞.

12.2 Initial Datum in the Sense of L1
loc(R)

Assume first uo ∈ C(R). Then by the representation formula (11.4)

lim
t→0

‖u(·, t) − uo‖1,K = lim
t→0

∫

K

|uo(x − a[u(x, t)]t) − uo(x)|dx = 0

since u is uniformly bounded in K for all t > 0. If uo merely satisfies (8.2), con-
struct a sequence of smooth functions uo,m satisfying (11.5), and in addition
{uo,m} → uo in L1

loc(R). Such a construction may be realized through a mollifi-
cation kernel J1/m, by setting uo,m = J1/m∗uo. By the stability Theorem 11.2

‖u(·, t) − um(·, t)‖1,K → for all t > 0.

Moreover, since uo,m are continuous

‖um(·, t) − uo,m‖1,K → as t → 0.

This last limit is actually uniform in m. Indeed
∫

K

|um(x, t) − uo,m(x)|dx =
∫

K

|uo,m(x − a[um(x, t)]t) − uo,m(x)|dx

=
∫

K

|J1/m ∗ [uo(x − a[um(x, t)]t) − uo(x)]|dx

≤
∫

K

|uo(x − a[um(x, t)]t) − uo(x)|dx.
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Since a[um(x, t)] is uniformly bounded in K for all t > 0, the right-hand side
tends to zero as t → 0, uniformly in m.

Fix a compact subset K ⊂ R and ε > 0. Then choose t > 0 such that

‖um(·, t) − uo,m‖1,K ≤ ε.

Such a time t can be chosen independent of m, in view of the indicated uniform
convergence. Then we write

‖u(t) − uo‖1,K ≤ ‖u(t) − um(t)‖1,K + ‖um(t) − uo,m‖1,K + ‖uo,m − uo‖1,K .

Letting m → ∞ gives ‖u(·, t) − uo‖1,K ≤ ε.

12.3 Weak Forms of the PDE

Multiply (12.3) by ϕ ∈ C1[R+; C∞
o (R)] and integrate over (ε, t) × R for some

fixed ε > 0. Integrating by parts and letting n → ∞ gives
∫ t

ε

∫

R

[uϕt + F (u)ϕx]dx dτ =
∫

R

u(x, t)ϕ(x, t)dx −
∫

R

u(x, ε)ϕ(x, ε)dx.

Now (11.2) follows, since u(·, t) → uo in L1
loc(R) as t → 0.

The following proposition provides another weak form of the PDE.

Proposition 12.1 For all t > 0 and a.e. x ∈ R

∫ x

−∞
u(s, t)ds = Ψ [x, t; u(x, t)]

=
∫ x−a[u(x,t)]t

−∞
uo(s)ds + t[ua(u) − F (u)](x, t).

(12.5)

Proof Integrate (12.3) in dτ over (ε, t) and then in ds over (k, x), where k is
a negative integer, and in the resulting expression let n → ∞. Taking into
account the expression (12.1) of Fn and the second of (12.2), compute
∫ x

k

u(s, t)ds −
∫ x

k

u(s, ε)ds = lim
n→∞

∫ t

ε

∫

R

[Ψτ (x, τ ; η) − Ψτ (k, τ ; η)] dλn(η)dτ

= Ψ [x, t; u(x, t)] − Ψ [k, ε; u(k, ε)]

by virtue of Lemma 10.1. To prove the proposition first let ε → 0 and then
k → −∞.

13 The Entropy Condition

A consequence of (9.1) is that the variational solution claimed by Theo-
rem 11.1 satisfies the entropy condition
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lim sup
0<h→0

[u(x + h, t) − u(x, t)] ≤ 0 (13.1)

for all fixed t > 0 and a.e. x ∈ R. The notion of a weak solution introduced
in Section 5.1 does not require that (13.1) be satisfied. However, as shown by
the examples in Section 6.2, weak solutions need not be unique. We will prove
that weak solutions of the initial value problem (6.4) that in addition satisfy
the entropy condition (13.1), are unique. The method, due to Kruzhkov [85],
is N -dimensional and uses a notion of entropy condition more general than
(13.1).

13.1 Entropy Solutions

Consider the initial value problem

ut + div F(u) = 0 in ST = R
N × (0, T ]

u(·, 0) = uo ∈ L1
loc(R

N )
(13.2)

where F ∈ [C1(R)]N . A weak solution of (13.2), in the sense of (5.4)–(5.5), is
an entropy solution if

∫∫

ST

sign(u − k){(u − k)ϕt + [F(u) − F(k)] · Dϕ}dxdt ≥ 0 (13.3)

for all non-negative ϕ ∈ C1
o (ST ) and all k ∈ R, where D denotes the gradient

with respect to the space variables only.
The first notion of entropy solution is due to Lax [97, 99], and it amounts

to (13.1). A more general notion, that would cover some cases of non-convex
F (·), and would ensure stability, still in one space dimension, was introduced
by Oleinik [113, 114]. A formal derivation and a motivation of Kruzhkov notion
of entropy solution (13.3) is in Section 13c of the Problems and Complements.
When N = 1 the Kruzhkov and Lax notions are equivalent, as we show next.

13.2 Variational Solutions of (6.4) are Entropy Solutions

Proposition 13.1 Let u be the weak variational solution claimed by Theo-
rem 11.1. Then for every convex function Φ ∈ C2(R) and all non-negative
ϕ ∈ C∞

o (R × R
+)

∫∫

R×R+

[
Φ(u)ϕt +

(∫ u

k

F ′(s)Φ′(s)ds

)
ϕx

]
dxdt ≥ 0 for all k ∈ R.

Corollary 13.1 The variational solutions claimed by Theorem 11.1 are
entropy solutions.

Proof Apply the proposition with Φ(s) = |s − k|, modulo an approximation
procedure. Then Φ′(s) = sign(s − k) for s �= k.
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The proof of Proposition 13.1 uses the notion of Steklov averages of a function
f ∈ L1

loc(R × R
+). These are defined as

fh(x, t) = −
∫ x+h

x

f(s, t)ds, f�(x, t) = −
∫ t+�

t

f(x, τ)dτ

fh�(x, t) = −
∫ t+�

t

−
∫ x+h

x

f(s, τ)dsdτ

for all h ∈ R and all � ∈ R such that t + � > 0. One verifies that as h, � → 0

fh(·, t) → f(·, t) in L1
loc(R) a.e. t ∈ R

+

f�(x, ·) → f(x, ·) in L1
loc(R

+) a.e. x ∈ R

fh� → f in L1
loc(R × R

+).

Lemma 13.1 The variational solutions of Theorem 11.1 satisfy the weak for-
mulation

∂

∂t
uh� +

∂

∂x
Fh�(u) = 0 in R × R

+

uh�(·, 0) = −
∫ �

0

uh(·, τ)dτ.

(13.4)

Moreover, uh�(·, 0) → uo in L1
loc(R) as h, � → 0.

Proof Fix (x, t) ∈ R × R
+ and h ∈ R and � > 0. Integrate (12.3) in dτ over

(t, t + �) and in ds over (x, x + h), and divide by h�. Letting n → ∞ proves
the lemma.

Proof (Proposition 13.1) Let Φ ∈ C2(R) be convex and let ϕ ∈ C∞
o (R × R

+)
be non-negative. Multiplying the first of (13.4) by Φ′(uh�)ϕ and integrating
over R × R

+, gives

−
∫∫

R×R+
[Φ(uh�)ϕt − F ′(uh�)Φ′(uh�)uh�xϕ] dx dt

=
∫∫

R×R+
[Fh,�(u) − F (uh�)]Φ′′(uh�)uh�xϕdx dt

+
∫∫

R×R+
[Fh,�(u) − F (uh�)]Φ′(uh�)ϕxdx dt.

The second term on the left-hand side is transformed by an integration by
parts and equals

∫∫

R×R+

(∫ uh�

k

F ′(s)Φ′(s)ds

)
ϕxdx dt

where k is an arbitrary constant. Then let � → 0 and h → 0 in the indicated
order to obtain
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∫∫

R×R+

[
Φ(u)ϕt +

(∫ u

k

F ′(s)Φ′(s)ds

)
ϕx

]
dx dt

= − lim
h→0

∫∫

R×R+
[Fh(u) − F (uh)]Φ′′(uh)(uh)xϕdx dt.

It remains to show that the right-hand side is non-negative. Since F (·) is
convex, by Jensen’s inequality Fh(u) ≥ F (uh). By (9.1), for a.e. (x, t) ∈ R×R

+

(uh)x =
∂

∂x
−
∫ x+h

x

u(s, t)ds =
u(x + h, t) − u(x, t)

h
≤ L

t
.

− lim
h→0

∫∫

R×R+
[Fh(u) − F (uh)]Φ′′(uh)(uh)xϕdx dt

≥ lim
h→0

∫∫

R×R+
Φ′′(uh)[Fh(u) − F (uh)]ϕ

L

τ
dx dt = 0.

13.3 Remarks on the Shock and the Entropy Conditions

Let u be an entropy solution of (13.2), discontinuous across a smooth
hypersurface Γ . The notion (13.3) contains information on the nature of the
discontinuities of u across Γ . In particular, it does include the shock condition
(4.4) and a weak form of the entropy condition (13.1).

If P ∈ Γ , the ball Bρ(P ) centered at P with radius ρ is divided by
Γ , at least for small ρ, into B+

ρ and B−
ρ as in Figure 13.1. Let ν =

(νt; νx1 , . . . , νxN ) = (νt; νx) denote the unit normal oriented toward B+
ρ .
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We assume that u ∈ C1(B̄±
ρ ) and that it satisfies the equation in (13.2) in

the classical sense in B±
ρ . In (13.3) take a non-negative test function ϕ ∈

C∞
o (Bρ(P )) and integrate by parts by means of Green’s theorem. This gives,

for all k ∈ R

∫

Γ

sign(u+ − k){(u+ − k)νt + [F(u+) − F(k)] · νx}ϕdσ

≤
∫

Γ

sign(u− − k){(u− − k)νt + [F(u−) − F(k)] · νx}ϕdσ

where dσ is the surface measure on Γ and u± are the limits of u(x, t) as
(x, t) tends to Γ from B±

ρ . Since ϕ ≥ 0 is arbitrary, this gives the pointwise
inequality

sign(u+ − k){(u+ − k)νt + [F(u+) − F(k)] · νx}
≤ sign(u− − k){(u− − k)νt + [F(u−) − F(k)] · νx}

(13.5)

on Γ . If k > max{u+, u−}, (13.5) implies

([u+ − u−], [F(u+) − F(u−)]) · ν ≥ 0

and if k < min{u+, u−}

([u+ − u−], [F(u+) − F(u−)]) · ν ≤ 0.

Therefore, the surface of discontinuity Γ must satisfy the shock condition
(4.4). Next, in (13.5), take k = 1

2 [u+ + u−], to obtain

sign[u+ − u−]
[
F(u+) + F(u−) − 2F(k)

]
νx ≤ 0. (13.6)

This is an N -dimensional generalized version of the entropy condition (13.1).

Lemma 13.2 If N = 1 and F (·) is convex, then (13.6) implies (13.1).

Proof If N = 1, Γ is a curve in R
2, and we may orient it, locally, so that

ν = (νt, νx), and νx ≥ 0. Since F (·) is convex, (8.3) implies that

F (u±) − F (k) ≥ F ′(k)(u± − k).

Adding these two inequalities gives

[F (u+) + F (u−) − 2F (k)]νx ≥ 0.

This in (13.6) implies sign[u+ − u−] ≤ 0.
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14 The Kruzhkov Uniqueness Theorem

Theorem 14.1 Let u and v be two entropy solutions of (13.2) satisfying in
addition ∥

∥
∥∥
F(u) − F(v)

u − v

∥
∥
∥∥
∞,ST

≤ M for some M > 0. (14.1)

Then u = v.

Remark 14.1 The assumption (14.1) is satisfied if F ∈ C1(R) and the solu-
tions are bounded. In particular

Corollary 14.1 There exists at most one bounded entropy solution to the
initial value problem (6.4).

14.1 Proof of the Uniqueness Theorem I

Lemma 14.1 Let u and v be any two entropy solutions of (13.2). Then for
every non-negative ϕ ∈ C∞

o (ST )
∫∫

ST

sign(u − v){(u − v)ϕt + [F(u) − F(v)] · Dϕ}dxdt ≥ 0. (14.2)

Proof For ε > 0, let Jε be the Friedrichs mollifying kernels, and set

δε

(
x − y

2
,

t − τ

2

)
= Jε

(
t − τ

2

)
Jε

( |x − y|
2

)
.

Let ϕ ∈ C∞
o (ST ) be non-negative and assume that its support is contained in

the cylinder BR × (s1, s2) for some R > 0 and ε < s1 < s2 < T − ε. Set

λ(x, t; y, τ) = ϕ

(
x + y

2
,

t + τ

2

)
δε

(
x − y

2
,

t − τ

2

)
. (14.3)

The function λ is compactly supported in ST ×ST , with support contained in
[ |x + y|

2
< R

]
∩
[ |x − y|

2
< ε

]
;
[
s1 <

|t + τ |
2

< s2

]
∩
[ |t − τ |

2
< ε

]
.

The variables of integration in (13.3) are x and t. We take k = v(y, τ) for a.e.
(y, τ) ∈ ST and integrate in dydτ over ST . This gives

∫∫

ST

∫∫

ST

sign[u(x, t) − v(y, τ)]{[u(x, t) − v(y, τ)]λt

+ [F(u(x, t)) − F(v(y, τ))] · ∇xλ}dx dt dy dτ ≥ 0.

Analogously, one may write (13.3) for v in the variables of integration y, τ , and
take k = u(x, t). Integrating in dx dt over ST gives an analogous inequality
with λt and Dxλ replaced by λτ and Dyλ. Adding these two inequalities gives
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∫∫

ST

∫∫

ST

{|u(x, t) − v(y, τ)|(λt + λτ ) + sign[u(x, t) − v(y, τ)]

+ [F(u(x, t) − F(v(y, τ)] · (Dxλ + Dyλ)}dx dt dy dτ ≥ 0.

(14.4)

To transform this integral, compute from (14.3)

λt + λτ = ϕt

(
x + y

2
,

t + τ

2

)
δε

(
x − y

2
,

t − τ

2

)

Dxλ + Dyλ = Dϕ

(
x + y

2
,

t + τ

2

)
δε

(
x − y

2
,

t − τ

2

)
.

Then, in the resulting integral, make the change of variables

x + y

2
= ξ,

t + τ

2
= s;

x − y

2
= η,

t − τ

2
= σ.

The domain of integration is mapped into

{[|ξ| < R] × [s1, s2]} × { [|η| < ε] × [|σ| < ε]}

and (14.4) is transformed into
∫∫

ST

ϕt(ξ, s)
{∫∫

ST

|u(ξ + η, s + σ) − v(ξ − η, s − σ)|δε(η, σ)dη dσ
}

dξ ds

+
∫∫

ST

Dϕ(ξ, s) ·
{∫∫

ST

sign[u(ξ + η, s + σ) − v(ξ − η, s − σ)]

× [F(u(ξ + η, s + σ) − F(v(ξ − η, s − σ)]δε(η, σ)dη dσ
}

dξ ds ≥ 0.

By the properties of mollifiers the integrals in {· · · } converge respectively to

|u(ξ, s) − v(ξ, s)| and sign[u(ξ, s) − v(ξ, s)][F(u(ξ, s) − F(v(ξ, s))]

for a.e. (ξ, s) ∈ ST . Moreover, they are uniformly bounded in ε, for a.e. (ξ, s) ∈
supp(ϕ). Therefore (14.2) follows by letting ε → 0 in the previous expression
and passing to the limit under the integrals.

14.2 Proof of the Uniqueness Theorem II

Fix xo ∈ R
N and R > 0 and construct the backward characteristic cone of

“slope” M
[|x − xo| < M(T − t)] × [0 < t < T ].

The cross section of this cone with the hyperplane t = const, for 0 < t < T ,
is the ball |x − xo| < M(T − t). The uniqueness theorem is a consequence of
the following
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Proposition 14.1 For all xo ∈ R
N and for almost all 0 < τ < t < T

∫

|x−xo|<M(T−t)
|u − v|(x, t)dx ≤

∫

|x−xo|<M(T−τ)
|u − v|(x, τ)dx. (14.5)

Proof Assume xo = 0 and in (14.2) take

ϕ(x, t) =
∫ t−τ

t−t1
Jε(s)ds

∫ ∞

|x|−M(T−t)+ε
Jε(s)ds (14.6)

where ε < τ < t1 < T − ε are arbitrary but fixed. Such a ϕ is admissible since
it is non-negative, is in C∞(ST ), and vanishes outside the truncated backward
cone [|x| < M(T − t)

]× [
τ − ε < t < t1 + ε

]
.

Compute

ϕt = [Jε(t − τ) − Jε(t − t1)]
∫ ∞

|x|−M(T−t)+ε
Jε(s)ds

− Jε(|x| − M(T − t) + ε)M
∫ t−τ

t−t1
Jε(s)ds

Dϕ = −Jε(|x| − M(T − t) + ε)
x

|x|
∫ t−τ

t−t1
Jε(s)ds.

Put this in (14.2) and change the sign to obtain
∫∫

ST

[Jε(t − t1) − Jε(t − τ)]|u − v|
∫ ∞

|x|−M(T−t)+ε
Jε(s)ds dx dt

≤
∫∫

ST

∫ t−τ

t−t1
Jε(s)dsJε(|x| − M(T − t) + ε){|F(u) − F(v)|−M |u − v|}dx dt.

By virtue of (14.1), the right-hand side is non-positive. Letting ε → 0, by the
properties of the mollifiers, the left-hand side converges to

∫

|x|<M(T−t1)
|u − v|(x, t1)dx −

∫

|x|<M(T−τ)
|u − v|(x, τ)dx.
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14.3 Stability in L1(RN)

Let u and v be entropy solutions of (13.2) defined in the whole of S∞. Fix
T > 0 and rewrite (14.5) as

∫

|y|<M(T−t)
|u − v|(xo − y, t)dy ≤

∫

|y|<M(T−τ)
|u − v|(xo − y, τ)dy.

Integrating this in dxo over R
N gives

‖u − v‖1,RN (t) ≤
(

T − τ

T − t

)N
‖u − v‖1,RN (τ).

Since the solutions u and v are global in time, let T → ∞, and deduce that
the function t → ‖u − v‖1,RN (t) is non-decreasing.

Theorem 14.2 Let u and v be, global-in-time, entropy solutions of (13.2)
originating from initial data uo and vo in L1(RN ) ∩ L∞(RN ), and let (14.1)
hold. Then

‖u − v‖1,RN (t) ≤ ‖uo − vo‖1,RN for a.e. t > 0.

15 The Maximum Principle for Entropy Solutions

Proposition 15.1 Let u and v be any two weak entropy solutions of (13.2).
Then for all xo ∈ R

N

∫

|x−xo|<M(T−t)
(u − v)+(x, t)dx ≤

∫

|x−xo|<M(T−τ)
(u − v)+(x, τ)dx

for a.e. 0 < τ < t < T .

Proof Since u and v are weak solutions of (13.2) in the sense of (5.4)–(5.5),
starting from these, we may arrive at an analogue of (14.4) with equality and
without the extra factor sign[u(x, t) − v(y, τ)]. Precisely, starting from (5.4)
written for

u − v(y, τ) and [F(u(x, t)) − F(v(y, τ))]

choose ϕ and λ as in (14.3) and proceed as before to arrive at
∫∫

ST

∫∫

ST

{[u(x, t) − v(y, τ)](λt + λτ )

+[F(u(x, t)) − F(v(y, τ))]·(Dxλ + Dyλ)}dx dt dy dτ =0.

Add this to (14.4) and observe that

|u − v| + (u − v) = 2(u − v)+
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to obtain
∫∫

ST

∫∫

ST

{
2[u(x, t) − v(y, τ)]+(λt + λτ ) +

(
1 + sign[u(x, t) − v(y, τ)]

)

×[F(u(x, t)) − F(v(y, τ))] · (Dxλ + Dyλ)
}

dx dt dy dτ ≥0.

Proceeding as in the proof of Lemma 14.1, we arrive at the inequality
∫∫

ST

{2(u − v)+ϕt + (1 + sign [u − v])[F(u) − F(v)] · Dϕ}dx dt ≥ 0

for all non-negative ϕ ∈ C∞
o (ST ). Take ϕ as in (14.6) and let ε → 0.

Corollary 15.1 Let u and v be two entropy solutions of (13.2), and let (14.1)
hold. Then uo ≥ vo implies u ≥ v in ST .

Corollary 15.2 Let u be an entropy solution of (13.2), and let (14.1) hold.
Then

‖u(·, t)‖∞,RN ≤ ‖uo‖∞,RN for a.e. 0 < t < T.

Corollary 15.3 Assume that uo ∈ L∞(RN ) and let F ∈ C1(R). Then there
exists at most one bounded, weak entropy solution to the initial value problem
(13.2).

Problems and Complements

3c Solving the Cauchy Problem

3.1. Solve x ·∇u = α with Cauchy data h(·) on the hyperplane xN = 1, that
is

Γ = {ξi = si}, i = 1, . . . , N − 1
ξN = 1, ζ(s) = h(s) ∈ C1(RN−1).

Denote by x̄ = (x1, . . . , xN−1) points in R
N−1 and by (x̄, xN ), points in

R
N . An integral surface is given by

x̄(s, t) = set, xN (s, t) = et, z(s, t) = h(s) + αt.

For xN > 0, we have s = x̄/xN , and the solution is given by

u(x) = h

(
x̄

xN

)
+ ln xαN .
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3.2. Let u solve the linear equation ai(x)uxi = γu for some γ ∈ R. Show that
the general solution is given by x → uo(x)u(x), where uo is a solution of
the associated homogeneous equation.

3.3. Show that the characteristic projections of

yux + xuy = γu, γ > 0 (3.1c)

are the curves

x(t) = xo cosh t + yo sinh t
y(t) = xo sinh t + yo cosh t

(xo, yo) ∈ R
2

and observe in particular that the lines x = ±y are characteristic.
3.4. Show that the general solution of the homogeneous equation associated

with (3.1c) is f(x2 − y2), for any f ∈ C1(R).
3.5. Solve (3.1c) for Cauchy data u(·, 0) = h ∈ C1(R). The integral surfaces

are
x(s, t) = s cosh t, y(s, t) = s sinh t, z(s, t) = h(s)eγt.

The solution exists in the sector |x| > |y|, and it is given by

u(x, t) = h(
√

x2 − y2)
(

x + y

x − y

)γ/2
.

This is discontinuous at x = y and continuous but not of class C1 at
x = −y. Explain in terms of characteristics.

3.6. Consider (3.1c) with data on the characteristic x = y, that is

u(x, x) = h(x) ∈ C1(R).

In general, the problem is not solvable. Following the method of Section 3,
we find the integral surfaces

x(s, t) = s(cosh t + sinh t)
y(s, t) = s(cosh t + sinh t)
z(s, t) = h(s)eγt.

From these compute

set =
x + y

2
, u(x, y) =

(
x + y

2

)γ
h(s)
sγ

.

Therefore the problem is solvable only if h(s) = Csγ . It follows from 3.4
that C = f(x2 − y2), for any f ∈ C1(R).

3.7. Show that the characteristic projections of yux − xuy = γu, are the
curves

x(t) = xo cos t + yo sin t
y(t) = yo cos t − xo sin t

(xo, yo) ∈ R
2.

Solve the Cauchy problem with data u(x, 0) = h(x). Show that if γ = 0
then the Cauchy problem is globally solvable only if h(·) is symmetric.
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6c Explicit Solutions to the Burgers Equation

6.1. Verify that for λ > 0, the following are families of weak solutions to the
Burgers equations in R × R

+.

W +(x, t) =

⎧
⎪⎨

⎪⎩

0 for x < 0
x

t
for 0 ≤ x ≤ √

2λt

0 for x >
√

2λt.

(6.1c)

W−(x, t) =

⎧
⎪⎨

⎪⎩

0 for x < −√
2λt

x

t
for −√

2λt ≤ x ≤ 0
0 for x > 0.

(6.2c)

U(x, t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 for x < 0
x

t
for 0 ≤ x ≤ λ

2
x − λ

t
for

λ

2
< x ≤ λ

0 for x > λ.

(6.3c)

6.2c Invariance of Burgers Equations by Some Transformation of
Variables

Let ϕ be a solution of Burgers equation in R×R
+. Verify that for all a, b, c ∈ R

the following transformed functions are also solutions of Burgers equation:

u(x, t) = ϕ(x + a, t + b) for t > −b (i)
u(x, t) = a + ϕ(x − at, t) (ii)

u(x, t) = aϕ(bx, abt) def= Ta,bϕ (iii)

u(x, t) =
x

t
+

a

t
ϕ
(bx

t
, c − ab

t

)
for t >

ab

c
. (iv)

6.2. Assume that a weak solution ϕ is known of the initial value problem

ϕt +
1
2
(ϕ2)x = 0 in R × R

+, ϕ(·, 0) = ϕo.

where ϕo is subject to proper assumptions that would ensure existence of
such a ϕ. Find a solutions of the initial value problems

ut +
1
2
(u2)x = 0 in R × R

+;

u(·, 0) = a + ϕo;

ut +
1
2
(u2)x = 0 in R × R

+;

u(·, 0) = γx + ϕo.
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A solution of the first is

u(x, t) = a + ϕ(x − at, t)

and a solution of the second is

u(x, t) =
γx

1 + γt
+

1
1 + γt

ϕ
( x

1 + γt
,

t

1 + γt

)
.

Note that the initial values of these solutions do not satisfy the assump-
tions (8.2).

6.3. Prove that those solutions of Burgers equations for which ϕ = T1,bϕ are
of the form f(x/t).

6.4. Prove that those solutions of Burgers equations for which ϕ = Tb,bϕ are
of the form f(

√
x/t)/

√
t.

6.3c The Generalized Riemann Problem

Consider the initial value problem

ut +
1
2
(u2)x = 0 in R × R

+

u(x, 0) =
{

α + px for x < 0
β + qx for x > 0

(6.4c)

where α, β, p, q are given constants. Verify that if α ≤ β, then the solution to
(6.4c) is

u(x, t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

α + px

1 + pt
for x ≤ αt

x

t
for αt ≤ x ≤ βt

β + qx

1 + qt
for x ≥ βt

(α ≤ β)

for all times 1 + (α ∧ β)t > 0. If α > β, the characteristics from the left of
x = 0 intersect the characteristics from the right. Let x = x(t) be the line of
discontinuity and verify that a weak solution is given by

u(x, t) =

⎧
⎪⎪⎨

⎪⎪⎩

α + px

1 + pt
for x < x(t)

β + qx

1 + qt
for x > x(t)

(α > β)

where x = x(t) satisfies the shock condition (4.7). Enforcing it gives

x′(t) =
1
2

(α + px(t)
1 + pt

+
β + qx(t)

1 + qt

)
.

Solve this ODE to find

x(t) =
α
√

1 + qt + β
√

1 + qt√
1 + pt +

√
1 + qt

t.
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13c The Entropy Condition

Solutions of (13.2) can be constructed by solving first the Cauchy problems

uε,t − εΔuε + div F(uε) = 0 in ST

uε(·, 0) = uo

and then letting ε → 0. Roughly speaking, as ε → 0, the term εΔuε “disap-
pears” and the solution is found as the limit, in a suitable topology, of the net
{uε}. The method can be made rigorous by estimating {uε}, uniformly in ε,
in the class of functions of bounded variation ([157]).

In what follows we assume that a priori estimates have been derived that
ensure that {uε} → u in L1

loc(ST ). Let k ∈ R and write the PDE as

∂

∂t
(uε − k) − εΔ(uε − k) + div[F(uε) − F(k)] = 0.

Let hδ(·) be the approximation to the Heaviside function introduced in (14.2)
of Chapter 5. Multiply the PDE by hδ(uε − k)ϕ, where ϕ ∈ C∞

o (ST ) is non-
negative and integrate by parts over ST to obtain

∫∫

ST

{ ∂

∂t

(∫ uε−k

0

hδ(s)ds
)

ϕdx dt + εh′
δ(uε − k)|Duε|2ϕ

+ εhδ(uε − k)D(uε − k) · Dϕ

+ hδ(uε − k)[F(uε) − F(k)] · Dϕ

+ h′
δ(uε − k)[F(uε) − F(k)] · D(uε − k)ϕ

}
dx dt = 0.

First let δ → 0 and then let ε → 0. The various terms are transformed and
estimated as follows.

lim
ε→0

lim
δ→0

∫∫

ST

∂

∂t

( ∫ uε−k

0

hδ(s)ds
)

ϕdx dt

= − lim
ε→0

lim
δ→0

∫∫

ST

(∫ uε−k

0

hδ(s)ds
)

ϕtdx dt

= −
∫∫

ST

|u − k|ϕtdx dt.

The second term on the left-hand side is non-negative and is discarded. Next

lim
ε→0

lim
δ→0

∫∫

ST

εhδ(uε − k)D(uε − k) · Dϕdx dt

= lim
ε→0

lim
δ→0

∫∫

ST

εD
(∫ uε−k

0

hδ(s)ds
)
· Dϕdx dt

= − lim
ε→0

lim
δ→0

∫∫

ST

ε
(∫ uε−k

0

hδ(s)ds
)

Δϕdx dt = 0.
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lim
ε→0

lim
δ→0

∫∫

ST

hδ(uε − k)[F(uε) − F(k)] · Dϕdx dt

=
∫∫

ST

sign(u − k)[F(u) − F(k)] · Dϕdx dt.

The last term is transformed and estimated as
∫∫

ST

div
(∫ uε

0

h′
δ(s − k)[F(s) − F(k)]ds

)
ϕdx dt

= −
∫∫

ST

( ∫ uε

0

h′
δ(s − k)[F(s) − F(k)]ds

)
· Dϕdx dt.

For ε > 0 fixed

lim
δ→0

h′
δ(s − k)[F(s) − F(k)] = 0 a.e. s ∈ (0, uε).

Moreover, by (14.1)

0 ≤ h′
δ(s − k)[F(s) − F(k)] ≤ M.

Therefore by dominated convergence

lim
δ→0

∫∫

ST

h′
δ(uε − k)[F(uε) − F(k)] · D(uε − k)ϕdx dt = 0.

Combining these remarks yields (13.3).

14c The Kruzhkov Uniqueness Theorem

The theorem of Kruzhkov holds for the following general initial value problem

ut − div F(x, t, u) = g(x, t, u) in ST

u(·, 0) = uo ∈ L1
loc(R

N ).
(14.1c)

A function u ∈ L∞
loc(ST ) is an entropy solution of (14.1c) if for all k ∈ R

∫∫

ST

sign(u − k)
{
(u − k)ϕt + [F(x, t, u) − F(x, t, k)] · Dϕ

+ [Fi,xi(x, t, u) + g(x, t, u)]ϕ
}

dx dt ≥ 0
(14.2c)

provided the various integrals are well defined. Assume

g, Fi ∈ C1(ST × R) i = 1, . . . , N. (14.3c)
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Moreover ∥∥
∥
F(x, t, u) − F(x, t, v)

u − v

∥∥
∥
∞,ST×R

≤ Mo

N∑

i=1

∥
∥
∥

Fi,xi(x, t, u) − Fi,xi(x, t, v)
u − v

∥
∥
∥
∞,ST×R

≤ M1

∥
∥
∥
F(x, t, u) − F(x, t, v)

u − v

∥
∥
∥
∞,ST×R

≤ M2

∥
∥
∥

g(x, t, u) − g(x, t, v)
u − v

∥
∥
∥
∞,ST×R

≤ M3

(14.4c)

for given positive constants Mi, i = 0, 1, 2, 3. The initial datum is taken in the
sense of L1

loc(R
N ). Set M = max{Mo, M1, M2, M3}.

Theorem 14.1c Let u and v be two entropy solutions of (14.1c) and let
(14.3c)–(14.4c) hold. There exists a constant γ dependent only on N and
the numbers Mi, i = 0, 1, 2, 3, such that for all T > 0 and all xo ∈ R

N

∫

|x−xo|<M(T−t)
|u − v|(x, t)dx ≤ eγt

∫

|x−xo|<MT

|uo − vo|dx

for a.e. 0 < t < T .



8

Non-Linear Equations of First-Order

1 Integral Surfaces and Monge’s Cones

A first-order non-linear PDE is an expression of the form

F (x, u,∇u) = 0 (1.1)

where x ranges over a given region E ⊂ R
N , the function u is in C1(E) and

F is a given smooth real-valued function of its arguments. If u is a solution
of (1.1), then its graph Σ(u) is an integral surface for (1.1). Conversely, a
surface Σ is an integral surface for (1.1) if it is the graph of a smooth function
u solution of (1.1). For a fixed (x, z) ∈ E×R, consider the associated equation
F (x, z, p) = 0 and introduce the set

P(x, z) = {the set of all p ∈ R
N satisfying F (x, z, p) = 0}.

If Σ(u) is an integral surface for (1.1), then for every (x, z) ∈ Σ(u)

z = u(x) and p = ∇u(x). (1.2)

Therefore solving (1.1) amounts to finding a function u ∈ C1(E) such that for
all x ∈ E, among the pairs (x, z) there is one for which (1.2) holds. Let Σ be
an integral surface for (1.1). For (xo, zo) ∈ Σ consider the family of planes

z − zo = p · (x − xo), p ∈ P(x, z). (1.3)

Since Σ is an integral surface, among these there must be one tangent Σ at
(xo, zo). The envelope of such a family of planes is a cone C(xo, zo), called
Monge’s cone with vertex at (xo, zo). Thus the integral surface Σ is tangent,
at each of its points, to the Monge’s cone with vertex at that point.1

1Gaspard Monge, Beaune, France 1746–1818 Paris, combined equally well his sci-
entific vocation with his political aspirations. He took part in the French Revolution
and became minister of the navy in the Robespierre government (1792). Mathemati-
cian and physicist of diverse interests, he contributed with Lavoisier to the chemical
synthesis of water (1785), and with Bertholet and Vandermonde in identifying vari-
ous metallurgical states of iron (1794). The indicated construction is in Feuilles
d’Analyse appliquée à la Géométrie, lectures delivered at the École Polytechnique
in 1801, and published by J. Liouville in 1850.

E. DiBenedetto, Partial Differential Equations  Second Edition,

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010

265
Cornerstones, DOI 10.1007/978-0-8176-4552-6_9,
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1.1 Constructing Monge’s Cones

The envelope of the family of planes in (1.3) is that surface S tangent, at each
of its points, to one of the planes of the family (1.3). Thus for each (x, z) ∈ S,
there exists p = p(x) such that the corresponding plane in (1.3), for such a
choice of p, has the same normal as S. These remarks imply that the equation
of S is

z − zo = p(x) · (x − xo). (1.4)

The tangency requirement can be written as

pj(x) + pi,xj (xi − xo,i)
︸ ︷︷ ︸

jth component of the
normal to S at x

= pj(x)
︸ ︷︷ ︸

jth component of the normal
to the tangent plane at x

.

This gives the N equations

pxj · (x − xo) = 0, i = 1, . . . , N.

Since p(x) ∈ Po, the vector-valued function x → p(x) must also satisfy

DpF
(
xo, zo, p(x)

) · pxj = 0, j = 1, . . . , N

where DpF = (Fp1 , . . . , FpN ). It follows that for each x fixed in a neighborhood
of xo, the vectors DpF and x−xo are parallel, and there exists λ(x) such that

DpF
(
xo, zo, p(x)

)
= λ(x)(x − xo)

F
(
xo, zo, p(x)

)
= 0.

(1.5)

This is a non-linear system of N + 1 equations in the N + 1 unknowns
p1(x), . . . , pN(x), λ(x). Solving it and putting the functions x → p(x) so
obtained in (1.4) gives the equation of the envelope.

1.2 The Symmetric Equation of Monge’s Cones

Eliminating λ from (1.4) and the first of (1.5) gives the symmetric equation
of the cone

z − zo
p · DpF

=
xi − xo,i

Fpi

, i = 1, . . . , N. (1.6)

This implies the Cartesian form of the Monge’s cone C(xo, zo)

|z − zo|2 =
(

p · DpF

|DpF |
)2

|x − xo|2. (1.7)

Remark 1.1 If F (x, z, p) is such that the “coefficient” of |x−xo|2 is constant,
then the cone in (1.7) is circular and its axis is normal to the hyperplane z = 0.
This is occurs for the first-order non-linear PDE |∇u| = const, which arises
in geometric optics.

We stress however that the indicated “coefficient” depends on x via the
functions x → pj(x), and therefore C(xo, zo) is not, in general, a circular cone,
nor is its axis normal to the hyperplane z = 0.
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2 Characteristic Curves and Characteristic Strips

Let � denote the line of intersection between the cone in (1.6) and the
hyperplane tangent to the integral surface Σ at (xo, zo). For (x, z) ∈ �, the
vector p(x) remains constant. Therefore, for infinitesimal increments dz and
dxi, along �

dz

p · DpF
=

dx1

Fp1
= · · · =

dxN
FpN

where p and Fpi are computed at p(x), constant along �. We conclude that �
has directions

(DpF (xo, zo, p(x)), p · DpF (xo, zo, p(x)))

where p(x) is computed on �. Following these directions, starting from (xo, zo),
trace a curve on the surface Σ. Such a curve, described in terms of a parameter
t ∈ (−δ, δ), for some δ > 0, takes the form

ẋ(t) = DpF
(
x(t), z(t), p(t)

)
x(0) = xo

ż(t) = p · DpF
(
x(t), z(t), p(t)

)
z(0) = zo.

(2.1)

Here p(t) is the solution of the system (1.5) with xo and zo replaced by x(t)
and z(t), and computed at points x on the tangency line of the integral surface
Σ with the Monge’s cone with vertex at

(
x(t), z(t)

)
. The system (2.1) is not

well defined, because the functions t → pi(t) are in general not known. For
quasi-linear equations, F (x, z, p) = ai(x, z)pi. In such a case Fpi = ai(x, z) are
independent of p and (2.1) are the characteristics originating at Po (Section 1
of Chapter 7). Because of this analogy, we call the curves (2.1), characteristics.
To render such a system well defined, observe that if Σ is an integral surface,
then pi = uxi(x). From this and the first of (2.1)

ṗi = uxixj ẋj = uxixj Fpj .

Also, from the PDE (1.1), by differentiation

Fxi + Fuuxi + Fpj uxixj = 0.

Therefore
ṗi = −Fxi − Fuuxi , i = 1, . . . , N.

Thus, the characteristics for the non-linear equation (1.1) are the curves

(−δ, δ) 	 t → Γ (t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ẋ(t) = DpF
(
x(t), z(t), p(t)

)

ż(t) = p · DpF
(
x(t), z(t), p(t)

)

ṗ(t) = −DxF
(
x(t), z(t), p(t)

)

−Fz
(
x(t), z(t), p(t)

)
p(t)

(2.2)
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where DxF = (Fx1 , . . . , FxN ). For every choice of “initial” data
(
x(0), z(0), p(0)

)
= (xo, zo, po) ∈ E × R × R

N

the system (2.2) has a unique solution, local it t, with the interval of existence
depending, in general, on the initial datum. To simplify the presentation we
assume that the interval of unique solvability is (−δ, δ), for every choice of
data (xo, zo, po).

2.1 Characteristic Strips

A solution of (2.2) can be thought of as a curve t → (
x(t), z(t)

) ∈ R
N+1 whose

points are associated to an infinitesimal portion of the hyperplane trough them
and normal p(t). Putting together these portions along t → (

x(t), z(t)
)
, the

function t → Γ (t) can be regarded as a strip of infinitesimal width, called a
characteristic strip. These remarks suggest that integral surfaces are union of
characteristic strips. Let Σ be a hypersurface in R

N+1 given as the graph of
z = u(x) ∈ C1(E), and for (xo, zo) ∈ Σ, let t → Γ(xo,zo)(t) be the charac-
teristic strip originating at (xo, zo), that is, the unique solution of (2.2) with
data

x(0) = xo, z(0) = zo = u(xo), p(0) = ∇u(xo). (2.3)

The surface Σ is a union of characteristic strips if for every (xo, zo) ∈ Σ, the
strip t → Γ(xo,zo)(t) is contained in Σ, in the sense that

z(t) = u(x(t)) and p(t) = ∇u(x(t)) for all t ∈ (−δ, δ). (2.4)

Proposition 2.1 An integral surface for (1.1) is union of characteristic
strips.

Proof Let Σ be the graph of a solution u ∈ C1(E) of (1.1). Having fixed
xo ∈ E, let t → x(t) be the unique solution of

ẋ(t) = DpF
(
x(t), u(x(t)),∇u(x(t))

)
, x(0) = xo.

One verifies that the 2N + 1 functions

(−δ, δ) 	 t → x(t), z(t) = u(x(t)), p(x(t)) = ∇u(x(t))

solve (2.2), with initial data (2.3). These are then characteristic strips.

Remark 2.1 Unlike the case of quasi-linear equations, the converse does not
hold, as (2.4) are not sufficient for one to conclude that Σ is an integral
surface. Indeed, even though F is constant along t → (

x(t), z(t)
)
, the PDE

(1.1) need not hold identically.
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3 The Cauchy Problem

Let s = (s1, . . . , sN−1) be an (N − 1)-dimensional parameter ranging over the
cube Qδ = (−δ, δ)N−1. The Cauchy problem associated with (1.1) consists
in assigning an (N − 1)-dimensional hypersurface Γ ⊂ R

N+1 of parametric
equations

Qδ 	 s → Γ (s) =

{
x = ξ(s) =

(
ξ1(s), . . . , ξN (s)

)

z = ζ(s),
(
ξ(s), ζ(s)

) ∈ E × R
(3.1)

and seeking a function u ∈ C1(E) such that ζ(s) = u(ξ(s)) for s ∈ Qδ and
such that the graph z = u(x) is an integral surface of (1.1).

An integral surface for the Cauchy problem, must be a union of characteris-
tic strips, and it must contain Γ . Therefore, one might attempt to construct it
by drawing, from each point (ξ(s), ζ(s)) ∈ Γ , a characteristic strip, a solution
of (2.2), starting from the initial data

x(0) = ξ(s), z(0) = ζ(s), p(0, s) = p(s) ∈ R
N .

However, a surface that is a union of characteristic strips need not be an
integral surface. Moreover, starting from a point on Γ , one may construct
∞N characteristic strips, each corresponding to a choice of the initial vector
p(0, s) = p(s). A geometric construction of a solution to the Cauchy problem
for (1.1), hinges on a criterion that would identify, for each (ξ(s), ζ(s)) ∈ Γ ,
those initial data p(0, s) for which the union of the corresponding characteristic
strips, is indeed an integral surface.

3.1 Identifying the Initial Data p(0, s)

Set (ξ(0), ζ(0)) = (ξo, ζo) ∈ Γ , and assume that there exists a vector po such
that

F (ξo, ζo, po) = 0, Dζ(0) = po · ∇ξ(0) (3.2)

and in addition2

det

(
∇ξ(0)

DpF (ξo, ζo, po)

)

�= 0.

Consider now the N -valued function

Qδ × R
N 	 (s, p) → Ψ(s, p) =

(
∇ζ(s) − p · ∇ξ(s)
F
(
ξ(s), ζ(s), p

)

)

.

By (3.2) such a function vanishes for (s, p) = (0, po). More generally, for
s ∈ Qδ, we seek those vectors p(s) for which Ψ vanishes, that is Ψ(s, p(s)) = 0.

2See Section 2.2 of Chapter 7 for symbolism and motivation.
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By the implicit function theorem, this defines, locally, a smooth N -valued
function Qδ 	 s → p(s) such that

∇ζ(s) = p(s) · ∇ξ(s)

F
(
ξ(s), ζ(s), p(s)

)
= 0

for all s ∈ Qδ. (3.3)

Such a representation holds locally in a neighborhood of s = 0, which might be
taken as Qδ by possibly reducing δ. The vector p(s), so identified, is the set of
initial data p(0, s) = p(s) to be taken in the construction of the characteristic
strips.

3.2 Constructing the Characteristic Strips

The characteristic strips may now be constructed as the solutions of the system
of ODEs

d

dt
x(t, s) = DpF

(
x(t, s), z(t, s), p(t, s)

)

d

dt
z(t, s) = p(t, s) · DpF

(
x(t, s), z(t, s), p(t, s)

)

d

dt
p(t, s) = −DxF

(
x(t, s), z(t, s), p(t, s)

)

−Fz
(
x(t, s), z(t, s), p(t, s)

)
p(t, s)

(3.4)

with initial data given at each s ∈ Qδ

x(0, s) = ξ(s), z(0, s) = ζ(s), p(0, s) = p(s). (3.5)

The solution of (3.4)–(3.5) is local in t, that is, it exists in a time interval
that depends on the initial data, or equivalently on the parameter s ∈ Qδ.
By further reducing δ if needed, we may assume that (3.4)–(3.5) is uniquely
solvable for (t, s) ∈ (−δ, δ) × Qδ. Having solved such a system, consider the
map

(−δ, δ)× Qδ 	 (t, s) → (
x(t, s), z(t, s)

)
.

This represents a surface Σ ⊂ R
N+1, which by construction contains a local

portion of Γ about (ξo, ζo).

Proposition 3.1 The surface Σ is an integral surface for the Cauchy problem
(1.1), (3.1).

4 Solving the Cauchy Problem

To prove the proposition, we construct a function x → u(x) whose graph is
Σ and that solves (1.1) in a neighborhood of (ξo, ζo). Observe first that by
continuity, (3.2) continues to hold in a neighborhood of s = 0, i.e.,
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det
( ∇ξ(s)

DpF
(
ξ(s), ζ(s), p(s)

)
)

�= 0 for s ∈ Qδ

where δ is further reduced if needed. Next consider the map

M : (−δ, δ) × Qδ 	 (t, s) → x(t, s).

From (3.4)–(3.5) and the previous remarks

det
(

Dsx(0, s)
xt(0, s)

)
= det

( ∇ξ(s)
DpF

(
ξ(s), ζ(s), p(s)

)
)

�= 0

for all s ∈ Qδ. By continuity this continues to hold for t ∈ (−δ, δ), where δ is
further reduced if necessary. Therefore

det
(

xt(t, s)
Dsx(t, s)

)
�= 0 for all (t, s) ∈ (−δ, δ) × Qδ. (4.1)

Therefore M is locally invertible in a neighborhood of ξo. In particular, there
exist ε = ε(δ), a cube Qε(ξo), and smooth functions T and S, defined in
Qε(ξo), such that t = T (x) and s = S(x) for x ∈ Qε(ξo).

The function x → u(x) is constructed by setting

u(x) = z
(
T (x), S(x)

)
for x ∈ Qε(ξo).

By construction, u
(
ξ(s)

)
= ζ(s) and t → F

(
x(t, s), z(t, s), p(t, s)

)
is constant

for all s ∈ Qδ. Moreover, by (3.3), F is also constant along Γ . Therefore

F
(
x(t, s), z(t, s), p(t, s)

)
= 0 for all (t, s) ∈ (−δ, δ) × Qδ. (4.2)

It remains to prove that

p
(
T (x), S(x)

)
= ∇u(x) for all x ∈ Qε(ξo). (4.3)

From the definition of u(·)

zt(t, s) = ∇u · xt(t, s), Dsz(t, s) = ∇u · Dsx(t, s). (4.4)

These and the equations of the characteristic strips, yield

[∇u − p(t, s)] · xt(t, s) = 0 for all (t, s) ∈ (−δ, δ) × Qδ. (4.5)

4.1 Verifying (4.3)

Lemma 4.1 The relation (4.3) would follow from

Dsz(t, s) = p(t, s) · Dsx(t, s) for all (t, s) ∈ (−δ, δ) × Qδ. (4.6)
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Proof Assuming (4.6) holds true, rewrite it as

∇u · Dsx(t, s) = p(t, s)Dsx(t, s)

which follows by making use of the second of (4.4). Combining this with
(4.5) gives the following linear homogeneous algebraic system in the unknowns
∇u − p(t, s) (∇u − p(t, s)

) · xt(t, s) = 0
(∇u − p(t, s)

) · Dsx(t, s) = 0.

By (4.1), this admits only the trivial solution for all (t, s) ∈ (−δ, δ) × Qδ.

To establish (4.6), set

M(t, s) = Dsz(t, s) − p(t, s) · Dsx(t, s)

and verify that by the first of (3.3), M(0, s) = 0 for all s ∈ Qδ. From (4.2)

DpF · Dsp + DxF · Dsx = −FzDsz.

Using this identity in s and the equations (3.4) of the characteristic strips,
compute

Mt = Dszt − pt · Dsx − p · Dsxt

= DspDpF + p · DpDsF + DxF · Dsx + Fzp · Dsx − p · DpDsF

= Fzp · Dsx − FzDsz

= −Fz(Dsz − p · Dsx) = −FzM.

This has the explicit integral

M(t, s) = M(0, s) exp
(
−
∫ t

0

Fzdτ

)

and gives (t, s) → M(t, s) = 0, since M(0, s) = 0.

4.2 A Quasi-Linear Example in R
2

Denote by (x, y) the coordinates in R
2, and given two positive numbers A and

ρ, consider the Cauchy problem

xuux − Auy = 0, u(ρ, y) = y.

The surface Γ in (3.1) is the line z = y in the plane x = ρ, which can be
written in the parametric form

ξ1(s) = ρ, ξ2(s) = s, ζ(s) = s, s ∈ R.
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We solve the Cauchy problem in a neighborhood of (ρ, 0, 0). The vector po
satisfying (3.2) is po = (0, 1). The system (3.4) takes the form

xt(t, s) = x(t, s)z(t, s)
yt(t, s) = −A

zt(t, s) = x(t, s)z(t, s)p1(t, s) − Ap2(t, s)

p1,t(t, s) = −z(t, s)p1(t, s) − x(t, s)p2
1(t, s)

p2,t(t, s) = x(t, s)p1(t, s)p2(t, s)

with initial conditions

x(0, s) = ρ, y(0, s) = s, z(0, s) = s, p1(0, s) = 0, p2(0, s) = 1.

The solution is

z(t, s) = s, y(t, s) = −At + s, ln
x

ρ
= st.

Eliminate the parameters s and t to obtain the solution in implicit form

u2(x, t) − yu(x, y) = A ln
x

ρ
.

The solution is analytic in the region y2 + 4A ln(x/ρ) > 0.

5 The Cauchy Problem for the Equation
of Geometrical Optics

Let Φo be a surface in R
N with parametric equations x = ξ(s) where s is a

(N − 1)-parameter ranging over some cube Qδ ⊂ R
N−1. Consider the Cauchy

problem for the eikonal equation ([32] Chapter 9, Section 8)

|∇u| = 1 u
∣∣
Φo

= 0. (5.1)

The function x → u(x) is the time it takes a light ray to reach x starting from
a point source at the origin. The level sets Φt = [u = t] are the wave fronts
of the light propagation, and the light rays are normal to these fronts. Thus
Φo is an initial wave front, and the Cauchy problem seeks to determine the
fronts Φt at later times t. The Monge’s cones are circular, with vertical axis
and their equation is (Section 1.2)

|z − t| = |x − y| for every y ∈ Φt.

The characteristic strips are constructed from (3.4)–(3.5) as

xt(t, s) = p(t, s) x(0, s) = ξ(s) s ∈ Qδ

zt(t, s) = 1 z(0, t) = 0 t ∈ (−δ, δ)
pt(t, s) = 0 p(0, s) = p(s).

(5.2)
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Computing the initial vectors p(s) from (3.3) gives

p(s) · ∇ξ(s) = 0, |p(s)| = 1, for all s ∈ Qδ.

Thus p(s) is a unit vector normal to the front Φo. By the third of (5.2) such a
vector is constant along characteristics, and the characteristic system has the
explicit integral

x(t, s) = tp(s) + ξ(s), z(t, s) = t, p(t, s) = p(s). (5.3)

Therefore after a time t, the front Φo evolves into the front Φt, obtained by
transporting each point ξ(s) ∈ Φo, along the normal p(s) with unitary speed,
for a time t.

5.1 Wave Fronts, Light Rays, Local Solutions, and Caustics

For a fixed s ∈ Qδ the first of (5.2) are the parametric equations of a straight
line in R

N , which we denote by �(t; s). Since p(s) is normal to the front Φo, such
a line can be identified with the light ray through ξ(s) ∈ Φo. By construction
such a ray is always normal to the wave front Φt that it crosses.

This geometrical interpretation is suggestive on the one hand of the under-
lying physics, and on the other, it highlights the local nature of the Cauchy
problem. Indeed the solution, as constructed, becomes meaningless if two of
these rays, say for example �(t; s1) and �(t; s2), intersect at some point, for
such a point would have to belong to two distinct wave fronts. To avoid such
an occurrence, the number δ that limits the range of the parameters s and t
has to be taken sufficiently small.

The possible intersection of the light rays �(s; t) might depend also on the
initial front. If Φo is an (N − 1)-dimensional hyperplane, then all rays are
parallel and normal to Φo. In such a case the solution exists for all s ∈ R

N−1

and all t ∈ R. If Φo is an (N − 1)-dimensional sphere of radius R centered at
the origin of R

N , all rays �(t; s) intersect at the origin after a time t = R. The
solution exists for all times, and the integral surfaces are right circular cones
with vertex at the origin.

The envelope of the family �(t; s) as s ranges over Qδ, if it exists, is called
a caustic or focal curve. By definition of envelope, the caustic is tangent in
any of its points to at least one light ray. Therefore, such a tangency point is
instantaneously illuminated, and the caustic can be regarded as a light tracer
following the parameter t.

If Φo is a hyperplane the caustic does not exists, and if Φo is a sphere, the
caustic degenerates into its origin.

6 The Initial Value Problem for Hamilton–Jacobi
Equations

Denote by (x; xN+1) points in R
N+1, and for a smooth function u defined in a

domain of R
N+1, set ∇u = (Dxu, uxN+1). Given a smooth non-linear function
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(x, xN+1, p) → H(x, p; xN+1)

defined in a domain of R
N+1 × R

N , consider the first-order equation

F (x; xN+1, u, Dxu, uxN+1) = uxN+1 + H(x, Dxu; xN+1) = 0. (6.1)

The Cauchy problem for (6.1) consists in giving an N -dimensional surface
Φ and a smooth function uo defined on Φ, and seeking a smooth function u
that solves (6.1) in a neighborhood of Φ and equals uo on Φ. If the surface
Φ is the hyperplane xN+1 = 0, it has parametric equations x = s and the
characteristic system (3.4) takes the form

xt(t, s) = DpH(x(t, s), p(t, s); xN+1(t, s))
xN+1,t(t, s) = 1

zt(x, t) = p(t, s) · DpH(x(t, s), p(t, s); xN+1(t, s)) + pN+1(t, s)
pt(t, s) = −DxH(x(t, s), p(t, s), xN+1(t, s))

pN+1,t(t, s) = −DxN+1H(x(t, s), p(t, s); xN+1(t, s))

with the initial conditions

x(0, s) = s, xN+1(0, s) = 0, z(0, s) = uo(s)
p(0, s) = p(s), pN+1(0, s) = pN+1(s).

The second of these and the corresponding initial datum imply xN+1 = t.
Therefore the (N + 1)st coordinate may be identified with time, and the
Cauchy problem for the surface [t = 0] is the initial value problem for the
Hamilton–Jacobi equation (6.1). The characteristic system can be written
concisely as

xt(t, s) = DpH(x(t, s), p(t, s); t)
pt(t, s) = −DxH(x(t, s), p(t, s); t)

x(0, s) = s

p(0, s) = p(s)
(6.2)

where the initial data (p(s), pN+1(s)) are determined from (3.3) as

p(s) = Dsuo(s), pN+1(0, s) = −H(s, p(s); 0). (6.3)

Moreover, the functions (t, s) → pN+1(t, s), z(t, s), satisfy

pN+1,t(t, s) = −H(x(t, s), p(t, s); t)
pN+1(0, s) = −H(s, p(s); 0)

zt(x, t) = p(t, s) · DpH(x(t, s), p(t, s); t) + pN+1(t, s)
z(0, s) = uo(s).

It is apparent that (6.2) is independent of (6.3), and the latter can be inte-
grated as soon as one determines the functions (t, s) → x(t, s), p(t, s), solutions



276 8 Non-Linear Equations of First-Order

of (6.2). Therefore (6.2) is the characteristic system associated with the initial
value problem for (6.1).

Consider now a mechanical system with N degrees of freedom governed
by a Hamiltonian H. The system (6.2) is precisely the canonical Hamiltonian
system that describes the motion of the system, through its Lagrangian
coordinates t → x(t, s) and the kinetic momenta t → p(t, s), starting from its
initial configuration. Therefore the characteristics associated with the initial
value problem for the Hamilton–Jacobi equation (6.1) are the dynamic tra-
jectories, in phase space, of the underlying mechanical system.

From now on we will restrict the theory to the case H(x, t, p) = H(p), that
is, the Hamiltonian depends only on the kinetic momenta p. In such a case
the initial value problem takes the form

ut + H(Dxu) = 0, u(·, 0) = uo (6.4)

where uo is a bounded continuous function in R
N . The characteristic curves

and initial data are

xt(t, s) = DpH(p(t, s)
pt(t, s) = 0

pN+1,t(t, s) = 0,

x(0, s) = s

p(0, s) = Dsuo(s)
pN+1(0, s) = −H(Dsuo(s)).

(6.5)

Moreover
zt(t, s) = p(t, s) · DpH(p(t, s)) + pN+1(t, s)
z(0, s) = uo(s).

(6.6)

7 The Cauchy Problem in Terms of the Lagrangian

Assume that p → H(p) is convex and coercive, that is3

lim
|p|→∞

H(p)
‖p‖ = ∞.

The Lagrangian q → L(q), corresponding to the Hamiltonian H, is given by
the Legendre transform of H, that is4

L(q) = sup
p∈RN

[q · p −H(p)] .

By the coercivity of H the supremum is achieved at a vector p satisfying

q = DpH(p) and L(q) = q · p −H(p). (7.1)

3This occurs, for example, for H(p) = |p|1+α, for all α > 0. It does not hold
for the Hamiltonian H(p) = |p| corresponding to the eikonal equation. The Cauchy
problem for such non-coercive Hamiltonians is investigated in [86, 87, 88].

4[32] Chapter 6 Section 5, and [31], Section 13 of the Problems and Complements
of Chapter IV.
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Moreover, q → L(q) is itself convex and coercive, and the Hamiltonian H is
the Legendre transform of the Lagrangian L, that is

H(p) = sup
q∈RN

[p · q − L(q)] .

Since L is coercive, the supremum is achieved at a vector q, satisfying

p = DqL(q) and H(p) = q · p − L(q). (7.2)

The equations for the characteristic curves (6.5)–(6.6) can be written in terms
of the Lagrangian as follows. The equations in (7.1), written for q = xt(t, s),
and the first of (6.5) imply that the vector p(s, t) for which the supremum in
the Legendre transform of H is achieved is the solution of the second of (6.5).
Therefore

L(xt(t, s)) = xt(t, s) · p(t, s) −H(p(t, s)). (7.3)

Taking the gradient of L with respect to xt and then the derivative with
respect to time t, gives

DẋL(ẋ) = p(t, s) and
d

dt

∂L(ẋ)
∂ẋh

= 0, h = 1, . . . , N.

These are the Lagrange equations of motion for a mechanical system of
Hamiltonian H.

8 The Hopf Variational Solution

Let u be a smooth solution in R
N × R

+ of the Cauchy problem (6.4) for a
smooth initial datum uo. Then for every x ∈ R

N and every time t > 0, there
exists some s ∈ R

N such that x = x(t, s), that is the position x is reached in
time t by the characteristic � = {x(t, s)} originating at s. Therefore

u(x, t) = u(x(t, s), t) and Dxu(x(t, s), t) = p(t, s).

Equivalently, taking into account that u is a solution of (6.4)

u(x, t) − uo(s) =
∫

�

∂u

∂�
d�

=
∫ t

0

[
Dxu(x(τ, s), τ) · xt(τ, s) + ut(x(τ, s), τ)

]
dτ

=
∫ t

0

{
p(τ, s) · xt(τ, s) −H(p(τ, s))

}
dτ.

Using now (7.1), this implies

u(x, t) =
∫ t

0

L(xτ (τ, s))dτ + uo(s). (8.1)



278 8 Non-Linear Equations of First-Order

8.1 The First Hopf Variational Formula

The integral on the right-hand side is the Hamiltonian action of a mechanical
system with N degrees of freedom, governed by a Lagrangian L, in its motion
from a Lagrangian configuration s at time t = 0 to a Lagrangian configuration
x at time t. Introduce the class of all smooth synchronous variations

Ks
sync =

{
the collection of all smooth paths q(·)
in R

N such that q(0) = s and q(t) = x

}
.

By the least action principle ([32], Chapter IX, Section 2)

∫ t

0

L(xt(τ, s))dτ = min
q∈Ks

sync

∫ t

0

L(q̇(τ))dτ.

Therefore

u(x, t) = min
q∈Ks

sync

∫ t

0

L(q̇(τ))dτ + uo(s)

≥ inf
y∈RN

inf
q∈Ky

sync

[∫ t

0

L(q̇(τ))dτ + uo(y)
]

.

Such a formula actually holds with the equality sign, since if u(x, t) is known,
by (8.1), for each fixed x ∈ R

N and t > 0 there exist some s ∈ R
N and a

smooth curve τ → x(τ, s) of extremities s and x such that the infimum is
actually achieved. This establishes the first Hopf variational formula, that is,
if (x, t) → u(x, t) is a solution of the Cauchy problem (6.4), then

u(x, t) = min
y∈RN

min
q∈Ky

sync

[∫ t

0

L(q̇(τ))dτ + uo(y)
]

. (8.2)

8.2 The Second Hopf Variational Formula

A drawback of the first Hopf variational formula is that, given x and t, it
requires the knowledge of the classes Ky

sync for all y ∈ R
N . The next variational

formula dispenses with such classes ([72, 73]).

Proposition 8.1 Let (x, t) → u(x, t) be a solution of the minimum problem
(8.2). Then for all x ∈ R

N and all t > 0

u(x, t) = min
y∈RN

[
tL
(x − y

t

)
+ uo(y)

]
. (8.3)

Proof For s ∈ R
N consider the curve

τ → q(τ) = s +
τ

t
(x − s) τ ∈ [0, t].
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If u(x, t) is a solution of (8.2)

u(x, t) ≤
∫ t

0

L(q̇(τ))dτ + uo(s) = tL
(x − s

t

)
+ uo(s)

and since s is arbitrary

u(x, t) ≤ inf
y∈RN

[
tL
(x − y

t

)
+ uo(y)

]
.

Now let q ∈ Ks
sync for some s ∈ R

N . Since L(·) is convex, by Jensen’s inequality

L
(x − s

t

)
= L

(
1
t

∫ t

0

q̇(τ)dτ

)
≤ 1

t

∫ t

0

L(q̇(τ))dτ.

From this

tL
(x − s

t

)
+ uo(s) ≤

∫ t

0

L(q̇(τ))dτ + uo(s).

Since s ∈ R
N is arbitrary, by (8.2)

inf
y∈RN

[
tL
(x − y

t

)
+ uo(y)

]
≤ min
y∈RN

min
q∈Ky

sync

[∫ t

0

L(q̇(τ))dτ + uo(y)
]

= u(x, t).

9 Semigroup Property of Hopf Variational Solutions

Proposition 9.1 ([5, 13]) Let (x, t) → u(x, t) be a solution of the varia-
tional problem (8.3). Then for all x ∈ R

N and every pair 0 ≤ τ < t

u(x, t) = min
y∈RN

[
(t − τ)L

(x − y

t − τ

)
+ u(y, τ)

]
. (9.1)

Proof Write (8.3) for x = η at time τ and let ξ ∈ R
N be a point where the

minimum is achieved. Thus

u(η, τ) = τL
(η − ξ

τ

)
+ uo(ξ).

Since L(·) is convex

L
(x − ξ

t

)
=
(
1 − τ

t

)
L
(x − η

t − τ

)
+

τ

t
L
(η − ξ

τ

)
.

Therefore

u(x, t) = min
y∈RN

[
tL
(x − y

t

)
+ uo(y)

]
≤ tL

(x − ξ

t

)
+ uo(ξ)

≤ (t − τ)L
(x − η

t − τ

)
+ τL

(
η − ξ

τ

)
+ uo(ξ)
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= (t − τ)L
(x − η

t − τ

)
+ u(η, τ)

≤ min
η∈RN

[
(t − τ)L

(x − η

t − τ

)
+ u(η, τ)

]
.

Now let ξ ∈ R
N be a point for which the minimum in (8.3) is achieved, i.e.,

u(x, t) = tL
(x − ξ

t

)
+ uo(ξ).

For τ ∈ (0, t) write

η =
τ

t
x +

(
1 − τ

t

)
ξ =⇒ x − η

t − τ
=

x − ξ

t
=

η − ξ

τ
.

Moreover, by (8.3)

u(η, τ) ≤ τL
(η − ξ

τ

)
+ uo(ξ).

Combining these remarks

(t − τ)L
(x − η

t − τ

)
+ u(η, τ) ≤ (t − τ)L

(x − η

t − τ

)
+ τL

(η − ξ

τ

)
+ uo(ξ)

= tL
(x − ξ

t

)
+ uo(ξ) = u(x, t).

From this
u(x, t) ≥ min

η∈RN

[
(t − τ)L

(x − η

t − τ

)
+ u(η, τ)

]
.

10 Regularity of Hopf Variational Solutions

For (x, t) → u(x, t) to be a solution of the Cauchy problem (6.4), it would have
to be differentiable. While this is in general not the case, the next proposition
asserts that if the initial datum uo is Lipschitz continuous, the corresponding
Hopf variational solution is Lipschitz continuous. Assume then that there is
a positive constant Co such that

|uo(x) − uo(y)| ≤ Co|x − y| for all x, y ∈ R
N . (10.1)

Proposition 10.1 Let (x, t) → u(x, t) be a solution of (8.3) for an initial
datum uo satisfying (10.1). Then there exists a positive constant C depending
only on Co and H such that for all x, y ∈ R

N and all t, τ ∈ R
+

|u(x, t) − u(y, τ)| ≤ C(|x − y| + |t − τ |). (10.2)

Proof For a fixed t > 0, let ξ ∈ R
N be a vector for which the minimum in

(8.3) is achieved. Then for all y ∈ R
N ,
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u(y, t) − u(x, t) = inf
η∈RN

[
tL
(y − η

t

)
+ uo(η)

]
− tL

(x − ξ

t

)
− uo(ξ)

≤ tL
(y − (y − (x − ξ))

t

)
+ uo(y − (x − ξ))

− tL
(x − ξ

t

)
− uo(ξ)

= uo(y − (x − ξ)) − uo(ξ) ≤ Co|y − x|.
Interchanging the role of x and y gives

|u(x, t) − u(y, t)| ≤ Co|x − y| for all x, y ∈ R
N .

This establishes the Lipschitz continuity of u in the space variables uniformly
in time. The variational formula (8.3) implies

u(x, t) ≤ tL(0) + uo(x) for all x ∈ R
N

and

u(x, t) = min
y∈RN

[
tL
(x − y

t

)
+ uo(y) − uo(x) + uo(x)

]

≥ uo(x) + min
y∈RN

[
tL
(x − y

t

)
− Co|x − y|

]

≥ uo(x) − max
q∈RN

[Cot|q| − tL(q)]

≥ uo(x) − t max
|p|<Co

max
q∈RN

[p · q − L(q)]

= uo(x) − t max
|p|<Co

H(p).

Therefore

|u(x, t) − uo(x)| ≤ C̄t, where C̄ = L(0) ∧ max
|p|<Co

H(p). (10.3)

From this
|u(x, t) − u(x, τ)| ≤ C̄|t − τ | for all t, τ ∈ R

+.

Remark 10.1 By the Rademacher theorem (x, t) → u(x, t) is a.e. differen-
tiable in R

N × R
+ ([31], Chapter VII, Section 23).

11 Hopf Variational Solutions (8.3) are Weak Solutions
of the Cauchy Problem (6.4)

Assume that uo is Lipschitz continuous as in (10.1). Then by (10.3), a solution
(x, t) → u(x, t) of the corresponding variational problem (8.3) takes the initial
datum uo in the classical sense. The next proposition asserts that such a
variational solution satisfies the Hamilton–Jacobi equation (6.4) at each point
(x, t) where it is differentiable.
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Proposition 11.1 Let (x, t) → u(x, t) be a solution of the minimum problem
(8.3). If u is differentiable at (x, t) ∈ R

N × R
+, then

ut + H(Dxu) = 0 at (x, t).

Proof Fix η ∈ R
N and h > 0. By the semigroup property

u(x + hη, t + h) = min
y∈RN

[
(t + h)L

(x + hη − y

t + h

)
+ uo(y)

]

= min
y∈RN

[
hL

(x + hη − y

h

)
+ u(y, t)

]
≤ hL(η) + u(x, t).

From this
u(x + hη, t + h) − u(x, t)

h
≤ L(η)

and letting h → 0
η · Dxu(x, t) + ut(x, t) ≤ L(η).

Recalling that H is the Legendre transform of L
ut(x, t) + H(Dxu(x, t)) = ut(x, t) + max

q∈RN
[q · Dxu(x, t) − L(q)] ≤ 0.

Let ξ ∈ R
N be a point for which the minimum in (8.3) is achieved. Fix

0 < h < t, set τ = t − h, and let

η =
τ

t
x +

(
1 − τ

t

)
ξ =⇒ x − ξ

t
=

η − ξ

τ
; η = x − h

t
(x − ξ).

Using these definitions, compute

u(x, t) − u(η, τ) = tL
(x − ξ

t

)
+ uo(ξ) − min

y∈RN

[
τL

(η − y

τ

)
+ uo(y)

]

≥ tL
(x − ξ

t

)
+ uo(ξ) − τL

(η − ξ

τ

)
− uo(ξ)

= (t − τ)L
(x − ξ

t

)
= hL

(x − ξ

t

)
.

From this
1
h

[
u(x, t) − u

(
x − h

t
(x − ξ), t − h

)]
≥ L

(x − ξ

t

)

and letting h → 0

ut(x, t) +
x − ξ

t
· Dxu(x, t) ≥ L

(x − ξ

t

)
.

Since H is the Legendre transform of the Lagrangian L
ut(x, t) + H(Dxu(x, t)) = ut(x, t) + max

q∈RN
[q · Dxu(x, t) − L(q)]

≥ ut(x, t) +
x − ξ

t
· Dxu(x, t) − L

(x − ξ

t

)
≥ 0.
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12 Some Examples

Proposition 11.1 ensures that the variational solutions (8.3), satisfy the
Hamilton–Jacobi equation in (6.4) only at points of differentiability, as shown
by the examples below.

12.1 Example I

ut + 1
2 |Dxu|2 = 0 in R

N × R
+, u(x, 0) = |x|. (12.1)

The Lagrangian L corresponding to the Hamiltonian H(p) = 1
2 |p|2 is

L(q) = max
p∈RN

[
p · q − 1

2 |p|2
]

= 1
2 |q|2

and the Hopf variational solution is

u(x, t) = min
y∈RN

( |x − y|2
2t

+ |y|
)

.

The minimum is computed by setting

Dy

( |x − y|2
2t

+ |y|
)

=
y − x

t
+

y

|y| = 0 =⇒ x

t
=
(

1
t

+
1
|y|

)
y.

From this compute, for |x| > t

y = x − xt

|x| =⇒ u(x, t) = |x| − 1
2 t for |x| > t.

If |x| ≤ t

|x − y|2
2t

+ |y| =
|x|2
2t

− x · y

t
+

|y|2
2t

+ |y|

≥ |x|2
2t

− |x|
t
|y| + |y|2

2t
+ |y| ≥ |x|2 + |y|2

2 t
.

This holds for all y ∈ R
N , and equality holds for y = 0. Therefore if |x| ≤ t

the minimum is achieved for y = 0, and

u(x, t) =

⎧
⎨

⎩

|x|2
2t

for |x| ≤ t

|x| − 1
2 t for |x| > t.

One verifies that u satisfies the Hamilton–Jacobi equation in (12.1) in R
N×R

+

except at the cone |x| = t.
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Remark 12.1 For fixed t > 0 the graph of x → u(x, t) is convex for |x| < t
and concave for |x| > t. In the region of convexity, the Hessian matrix of u is
I/t. Therefore for all ξ ∈ R

N

uxixj ξiξj ≤ |ξ|2
t

. (12.2)

In the region of concavity |x| > t

uxixj ξiξj = (|x|2δij − xixj)
ξiξj
|x|3 ≤ |ξ|2

t
.

Therefore (12.2) holds in the whole of R
N × R

+ except for |x| = t.

12.2 Example II

ut + 1
2 |Dxu|2 = 0 in R

N × R
+, u(x, 0) = −|x|. (12.3)

As before, L(q) = 1
2 |q|2, and the Hopf variational solution is

u(x, t) = min
y∈RN

( |x − y|2
2t

− |y|
)

.

The minimum is computed by setting

Dy

( |x − y|2
2t

− |y|
)

=
y − x

t
− y

|y| = 0 =⇒ y = (|x| + t)
x

|x| .

Therefore
u(x, t) = −|x| − 1

2 t in R
N × R

+.

One verifies that this function satisfies the Hamilton–Jacobi equation in (12.3)
for all |x| > 0.

Remark 12.2 For fixed t > 0, the graph of x → u(x, t) is concave, and

uxixj ξiξj ≤ 0 for all ξ ∈ R
N in R

N × R
+ − {|x| = 0}. (12.4)

12.3 Example III

The Cauchy problem

ut + (ux)2 = 0 in R × R
+, u(x, 0) = 0 (12.5)

has the identically zero solution. However the function

u(x, t) =

⎧
⎨

⎩

0 for |x| ≥ t
x − t for 0 ≤ x ≤ t
−x − t for −t ≤ x ≤ 0.

is Lipschitz continuous in R×R
+, and it satisfies the equation (12.5) in R×R

+

except on the half-lines x = ±t.
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Remark 12.3 For fixed t > 0, the graph of x → u(x, t) is convex for |x| < t
and concave for |x| > t. In the region of concavity, uxx = 0, whereas in the
region of convexity, u(·, t) is not of class C2, and whenever it does exist, the
second derivative does not satisfy an upper bound of the type of (12.2). This
lack of control on the convex part of the graph of u(·, t) is responsible for the
lack of uniqueness of the solution of (12.5).

This example raises the issue of identifying a class of solutions of the Cauchy
problem (6.4) within which uniqueness holds.

13 Uniqueness

Denote by Co the class of solutions (x, t) → u(x, t) to the Cauchy problem
(6.4), of class C2(RN ×R

+), uniformly Lipschitz continuous in R
N ×R

+ and
such that the graph of x → u(x, t) is concave for all t > 0, that is

Co =

⎧
⎪⎨

⎪⎩

u ∈ C2(RN × R
+)

uxixj ξiξj ≤ 0 for all ξ ∈ R
N in R

N × R
+

|∇u| ≤ C for some C > 0 in R
N × R

+.

(13.1)

Proposition 13.1 Let u1 and u2 be two solutions of the Cauchy problem
(6.4) in the class Co. Then u1 = u2.

Proof Setting w = u1 − u2, compute

wt = H(Dxu2) −H(Dxu1) =
∫ 1

0

d

ds
H(sDxu2 + (1 − s)Dxu1)ds

= −
(∫ 1

0

Hpj (sDxu2 + (1 − s)Dxu1)ds

)
wxj = −V · Dxw

(13.2)

where

V =
∫ 1

0

DpH(sDxu2 + (1 − s)Dxu1)ds. (13.3)

Multiplying (13.2) by 2w gives

w2
t = −V · Dxw2 = − div(Vw2) + w2 div V. (13.4)

Lemma 13.1 div V ≤ 0.

Proof Fix (x, t) ∈ R
N × R

+ and s ∈ (0, 1), set

p = sDxu2(x, t) + (1 − s)Dxu1(x, t)
zij = su2,xixj (x, t) + (1 − s)u1,xixj (x, t)

and compute

div V =
∫ 1

0

Hpipj (p)zjids.



286 8 Non-Linear Equations of First-Order

The integrand is the trace of the product matrix (Hpipj )(zij). Since H is
convex, (Hpipj ) is symmetric and positive semi-definite, and its eigenvalues
λh = λh(x, t, s) for h = 1, . . . , N are non-negative. Since both matrices
(u�,xixj ) for � = 1, 2 are negative semi-definite, the same is true for the convex
combination

(zij) = s(u2,xixj ) + (1 − s)(u1,xixj ).

In particular, its eigenvalues μh = μh(x, t, s) for h = 1, . . . , N are non-positive.
Therefore

Hpipj zji = trace(Hpipj )(zij) = λhμh ≤ 0.

This in (13.4) gives

w2
t + div(Vw2) ≤ 0 in R

N × R
+. (13.5)

Fix xo ∈ R
N and T > 0, and introduce the backward characteristic cone with

vertex at (xo, T )

CM =
[|x − xo| ≤ M(T − τ); 0 ≤ τ ≤ T

]
(13.6)

where M > 0 is to be chosen. The exterior unit normal to the lateral surface
of CM is

ν =
(x/|x|, M)√

1 + M2
= (νx, νt).

For t ∈ (0, T ) introduce also the backward truncated characteristic cone

Ct
M =

[|x − xo| ≤ M(T − τ); 0 ≤ τ ≤ t
]
. (13.7)

Integrating (13.5) over such a truncated cone gives
|x−xo|<M(T−t)

w2(x, t)dx +
M√

1 + M2

 t

0


|x−xo|=M(T−τ)

w2dσ(τ )dτ

≤

|x−xo|<MT

w2(x, 0)dx −
 t

0


|x−xo|=M(T−τ)

w2V · νxdσ(τ )dτ

(13.8)

where dσ(τ) is the surface measure on the sphere [|x − xo| = M(T − τ)].
Using the constant C in (13.1) and the definition (13.3) of Vi, choose M from

|V · νx| ≤ sup
|p|<C

|DpH(p)| = δM for some δ ∈ (0, 1). (13.9)

This choice of M in (13.8) gives
∫

|x−xo|<M(T−t)
w2(x, t)dx +

(1 − δ)M√
1 + M2

∫ t

0

∫

|x−xo|=M(T−τ)
w2dσ(τ)dτ

≤
∫

|x−xo|<MT

w2(x, 0)dx.

Thus
∫

|x−xo|<M(T−t)
w2(x, t)dx ≤

∫

|x−xo|<MT

w2(x, 0)dx. (13.10)
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14 More on Uniqueness and Stability

Multiply (13.2) by f ′(w), for some non-negative f ∈ C1(R) and use Lemma 13.1
to get

f(w)t + div(Vf(w)) ≤ 0 in R
N × R

+.

By similar arguments
∫

|x−xo|<M(T−t)
f(w(x, t))dx ≤

∫

|x−xo|<MT

f(w(x, 0))dx. (14.1)

By the change of variables x − xo = y
∫

|y|<M(T−t)
f(w(xo + y, t))dξ ≤

∫

|y|<MT

f(w(xo + y, 0))dy.

Integrating this in dxo over R
N gives

∫

RN

f(w(x, t))dx ≤
(

T

T − t

)N ∫

RN

f(w(x, 0))dx

provided the integrals are convergent. Fix 0 < t < T and let T → ∞ to obtain
the stability estimate

∫

RN

f(w(x, t))dx ≤
∫

RN

f(w(x, 0))dx. (14.2)

14.1 Stability in Lp(RN) for All p ≥ 1

Proposition 14.1 Let u1 and u2 be solutions of (6.4) in the class Co intro-
duced in (13.1). If both are in Lp(RN ) for some 1 ≤ p ≤ ∞, then

‖u1(·, t) − u2(·, t)‖p,RN ≤ ‖u1(·, 0) − u2(·, 0)‖p,RN . (14.3)

Proof If 1 ≤ p < ∞, the conclusion follows from (14.2) for f(w) = |w|p.
If p = 1, take f(w) = sign(w), modulo an approximation process. If p = ∞
write (14.1) with f(w) = |w|q for 1 < q < ∞, in the form

(
N

ωN [M(T − t)]N

∫

|x−xo|<M(T−t)
|w(x, t)|qdx

)1/q

≤
(

T

T − t

)N/q (
N

ωN (MT )N

∫

|x−xo|<MT

|w(x, 0)|qdx

)1/q

where ωN is the measure of the unit sphere in R
N . Letting q → ∞ gives

‖w(·, t)‖∞,[|x−xo|<M(T−t)] ≤ ‖w(·, 0)‖∞,[|x−xo|<MT ].

This implies (14.3) for p = ∞ since xo is arbitrary.
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14.2 Comparison Principle

Proposition 14.2 Let u1 and u2 be solutions of (6.4) in the class Co intro-
duced in (13.1). If uo,1 ≤ uo,2, then

u1(·, t) ≤ u2(·, t) in R
N for all t > 0. (14.4)

Proof In (14.2) choose f(w) = w+ modulo an approximation process.

15 Semi-Concave Solutions of the Cauchy Problem

Let u be a solution of the Cauchy problem (6.4) of class C2(RN ×R
+) with no

requirement that the graph of u(·, t) be concave. We require, however, that in
those regions where such a graph is convex, the “convexity”, roughly speaking,
be controlled by some uniform bound of the second derivatives of u(·, t). In a
precise way it is assumed that there exists a positive constant γ such that

(uxixj) − γI ≤ 0 in R
N × R

+.

Since this matrix inequality is invariant by rotations of the coordinate axes,
it is equivalent to

uνν ≤ γ in R
N × R

+ for all |ν| = 1. (15.1)

A solution of the Cauchy problem (6.4) satisfying such an inequality for all
unit vectors ν ∈ R

N is called semi-concave.

15.1 Uniqueness of Semi-Concave Solutions

The example in Section 12.3 shows that initial data, however smooth, might
give rise to quasi-concave solutions and solutions for which (15.1) is violated.
Introduce the class

C1 =
{

u ∈ C2(RN × R
+) satisfies (15.1) and

|∇u| ≤ C for some C > 0 in R
N × R

+.
(15.2)

Proposition 15.1 Let u1 and u2 be two solutions of the Cauchy problem
(6.4) in the class C1. Then u1 = u2.

Proof Set w = u1 − u2 and proceed as in the proof of Proposition 13.1 to
arrive at (13.2). Multiplying the latter by signw modulo an approximation
process gives

|w|t = − div(V|w|) + |w| div V

where V is defined in (13.3).

Lemma 15.1 There exists a constant γ̄ depending only on the constant γ in
(15.1) and C in (15.2) such that div V ≤ γ̄ in R

N × R
+.
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Proof With the same notation as in Lemma 13.1

Hpipj (p)zij = trace(Hpipj )(zij) = trace(Hpipj )((zij) − γI + γI)
≤ trace(Hpipj )((zij) − γI) + γtrace(Hpipj (p)) ≤ γHpipi(p).

Since the Hamiltonian is convex, Hpipi(p) ≥ 0. Moreover, since the solutions
u1 and u2 are both uniformly Lipschitz in R

N × R
+

0 ≤ γHpipi(p) ≤ γ sup
|p|<C

Hpipi(p) = γ̄.

Combining these estimates

|w|t + div(V|w|) ≤ γ̄|w| in R
N × R

+.

Introduce the backward characteristic cone CM and the truncated backward
characteristic cone Ct

M as in (13.6) and (13.7), where the constant M is chosen
as in (13.9). Similar calculations yield

∫

|x−xo|<M(T−t)
|w(x, t)|dx ≤ γ̄

∫ t

0

∫

|x−xo|<M(T−τ)
|w(x, τ)|dxdτ.

This implies w = 0 by Gronwall’s inequality.

16 A Weak Notion of Semi-Concavity

The most limiting requirement of the class C1 is that solutions have to be of
class C2(RN × R

+). Such a requirement is not natural, since the equation in
(6.4) imposes no conditions on the second derivatives of it solutions. In addi-
tion, Proposition 10.1 establishes only that variational solutions of (8.3) are
Lipschitz continuous, however smooth the initial datum might be. On the
other hand, the example of Section 12.3 shows that uniqueness fails if some
assumptions are not formulated on the graph of u(·, t) through the second
derivatives of solutions. A condition of semi-concavity can be imposed using
a discrete form of second derivatives. A solution of the Cauchy problem (6.4)
is weakly semi-concave if there exists a positive constant γ such that for every
unit vector ν ∈ R

N and all h ∈ R

u(x + hν, t) − 2u(x, t) + u(x − hν, t) ≤ γ
(
1 +

1
t

)
h2. (16.1)

Remark 16.1 The t-dependence on the right-hand side allows for non-semi-
concave initial data.

For ε > 0, let kε be a mollifying kernel in R
N , and let uε(·, t) be the mollifi-

cation of u(·, t) with respect to the space variables, i.e.,

x → uε(x, t) =
∫

RN

kε(x − y)u(y, t)dy.
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Lemma 16.1 Let u(·, t) be weakly semi-concave in the sense of (16.1). Then
for every unit vector ν ∈ R

N and all ε > 0,

uε,νν ≤ γ
(
1 +

1
t

)
in R

N × R
+.

Proof Fix ν ∈ R
N and ε > 0 and compute

uε,νν(x, t) =
∫

RN

kε,νν(x − y)u(y, t)dy

= lim
h→0

1
h2

∫

RN

[kε(x + hν − y) − 2kε(x − y, t) + kε(x − hν − y)] u(y, t)dy

= lim
h→0

1
h2

∫

RN

kε(x − η) [u(η + hν, t) − 2u(η, t) + u(η − hν, t)] dη

≤ γ
(
1 +

1
t

)∫

RN

kε(x − η)dη = γ
(
1 +

1
t

)
.

Corollary 16.1 Let u(·, t) be weakly semi-concave in the sense of (16.1).
Then for all ε > 0

(uε,xixj ) − γ
(
1 +

1
t

)
I ≤ 0 in R

N × R
+.

17 Semi-Concavity of Hopf Variational Solutions

The semi-concavity condition (16.1) naturally arises from the variational
formula (8.3). Indeed, if uo is weakly semi-concave, the corresponding varia-
tional solution is weakly semi-concave. Moreover, if the Hamiltonian p → H(p)
is strictly convex, then the corresponding variational solution is weakly semi-
concave irrespective of whether the initial datum is weakly semi-concave. The
next two sections contain these results. Here we stress that they hold for the
variational solutions (8.3) and not necessarily for any solution of the Cauchy
problem (6.4).

17.1 Weak Semi-Concavity of Hopf Variational Solutions Induced
by the Initial Datum uo

Proposition 17.1 Let uo be weakly semi-concave, that is there exists a posi-
tive constant γo such that for every unit vector ν ∈ R

N and all h ∈ R

uo(x + hν) − 2uo(x) + u(x − hν) ≤ γoh
2 in R.

Then x → u(x, t) is weakly semi-concave, uniformly in t, for the same con-
stant γo.
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Proof Let ξ ∈ R
N be a vector where the minimum in (8.3) is achieved. Then

u(x ± hν, t) = min
y∈RN

[
tL
(x ± hν − y

t

)
+ uo(y)

]
≤ tL

(x − ξ

t

)
+ uo(ξ ± hν).

From this

u(x + hν, t)−2u(x, t) + u(x − hν, t)

≤ tL
(x − ξ

t

)
+ uo(ξ + hν) − 2tL

(x − ξ

t

)

− 2uo(ξ) + tL
(x − ξ

t

)
+ uo(ξ − hν)

= uo(ξ + hν) − 2uo(ξ) + uo(ξ − hν) ≤ γoh
2.

17.2 Strictly Convex Hamiltonian

The Hamiltonian p → H(p) is strictly convex, if there exists a positive constant
co such that (Hpipj ) ≥ coI in R

N .

Lemma 17.1 Let p → H(p) be strictly convex. then for all p1, p2 ∈ R
N

H
(p1 + p2

2

)
≤ 1

2
H(p1) +

1
2
H(p2) − co

8
|p1 − p2|2.

Moreover, if L is the Lagrangian corresponding to H, then for all q1, q2 ∈ R
N

1
2
L(q1) +

1
2
L(q2) ≤ L

(q1 + q2

2

)
+

1
8co

|q1 − q2|2.

Proof Fix p1 �= p2 in R
N and set

p̄ = 1
2 (p1 + p2), � = |p2 − p1|, ν = (p2 − p1)/2�.

Consider the two segments (p1, p̄) and (p̄, p2) with parametric equations

(p1, p̄) = {y(σ) = p̄ + σν; σ ∈ (0,− 1
2�)}

(p̄, p2) = {y(σ) = p̄ + σν; σ ∈ (0, 1
2�)}

and compute

H(p̄) = H(p1) +
∫ �/2

0

DσH(p̄ − σν) · νdσ

H(p̄) = H(p2) −
∫ �/2

0

DσH(p̄ + σν) · νdσ.



292 8 Non-Linear Equations of First-Order

Adding them up

2H(p̄) = H(p1) + H(p2) −
∫ �/2

0

[DσH(p̄ + σν) − DσH(p̄ − σν)] · νdσ.

By the mean value theorem, there exists some σ′ ∈ (0, 1
2�) such that

[DσH(p̄ + σν) − DσH(p̄ − σν)] · ν = Hpipj (p̄ − σ′ν)νiνj2σ ≥ co2σ.

Combining these calculations

2H(p̄) ≤ H(p1) + H(p2) − co

∫ �/2

0

2σdσ.

This proves the first statement. To prove the second, recall that L is the
Legendre transform of H. Therefore

L(q1) ≤ q1 · p1 −H(p1), L(q2) ≤ q2 · p2 −H(p2)

for all p1, p2 ∈ R
N . From this

1
2
L(q1) +

1
2
L(q2) ≤ 1

2
(q1 · p1 + q2 · p2) −

(1
2
H(p1) +

1
2
H(p2)

)

≤ 1
2
(q1 · p1 + q2 · p2) −H

(p1 + p2

2

)
− co

8
|p1 − p2|2.

Transform

1
2
(q1 · p1 + q2 · p2) =

(q1 + q2

2

)(p1 + p2

2

)
+

1
4
(q1 − q2) · (p1 − p2)

and combine with the previous inequality to obtain

1
2
L(q1) +

1
2
L(q2) ≤

(q1 + q2

2

)(p1 + p2

2

)
−H

(p1 + p2

2

)

−
(co

8
|p1 − p2|2 − 1

4
(q1 − q2) · (p1 − p2) +

1
8co

|q1 − q2|2
)

+
1

8co
|q1 − q2|2

≤ max
p∈RN

[(q1 + q2

2

)
· p −H(p)

]
−
[√co

8
(p1 − p2) − 1√

8co
(q1 − q2)

]2

+
1

8co
|q1 − q2|2

≤ L
(q1 + q2

2

)
+

1
8co

|q1 − q2|2.

Proposition 17.2 Let H be strictly convex. Then every variational solution
of (8.3) is weakly semi-concave for all t > 0, in the sense of (16.1), for a
constant γ independent of uo.
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Proof Let ξ ∈ R
N be a vector where the minimum in (8.3) is achieved. Then

u(x + hν, t) − 2u(x, t) + u(x − hν, t) = min
y∈RN

[
tL
(x + hν − y

t

)
+ uo(y)

]

− 2
[
tL
(x − ξ

t

)
+ uo(ξ)

]
+ min
y∈RN

[
tL
(x − hν − y

t

)
+ uo(y)

]

≤
[
tL
(x + hν − ξ

t

)
+ uo(ξ)

]
− 2

[
tL
(x − ξ

t

)
+ uo(ξ)

]

+
[
tL
(x − hν − ξ

t

)
+ uo(ξ)

]

= 2t
[1
2
L
(x + hν − ξ

t

)
+

1
2
L
(x − hν − ξ

t

)
− L

(x − ξ

t

)]

≤ 2t
|2hν/t|2

8co
=

h2

tco
.

18 Uniqueness of Weakly Semi-Concave Variational
Hopf Solutions

Introduce the class C2 of solutions

C2 =

⎧
⎨

⎩

u is a variational solution of (8.3)
u(·, t) is weakly semi-concave in the sense of (16.1)
|∇u| ≤ C for some C > 0 in R

N × R
+.

(18.1)

Theorem 18.1 The Cauchy problem has at most one solution within the class
C2.

Proof Let u1 and u2 be two solutions in C2 and set w = u1 − u2. Proceeding
as in the proof of Proposition 13.1, we arrive at an analogue of (13.2), which
in this context holds a.e. in R

N × R
+. From the latter, we derive

f(w)t = −V · Dxf(w) a.e. in R
N × R

+

for any f ∈ C1(R), where V is defined in (13.3). For ε > 0, let uε,1 and uε,2
be the mollifications of u1 and u2 as in Section 16, and set

Vε =
∫ 1

0

DpH(sDxuε,2 + (1 − s)Dxuε,1)ds.

With this notation

f(w)t = − div(Vεf(w)) + f(w) div Vε + (Vε − V) · Dxf(w).

Lemma 18.1 There exists a positive constant γ̄, independent of ε, such that

div Vε ≤ γ̄
(
1 +

1
t

)
in R

N × R
+.
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Proof Same as in Lemma 15.1 with the proper minor modifications.

Putting this in the previous expression of f(w)t, and assuming that f(·) is
non-negative, gives

f(w)t ≤ − div(Vεf(w)) + γ̄
(
1 +

1
t

)
f(w) + (Vε − V) · Dxf(w). (18.2)

Introduce the backward characteristic cone CM and the truncated backward
characteristic cone Ct

M as in (13.6) and (13.7), where the constant M is chosen
as in (13.9). For a fixed 0 < σ < t < T , introduce also the truncated cone

Ct,σ
M =

[|x − xo| < M(T − τ); 0 < σ < τ < t < T
]
.

Now integrate (18.2) over such a cone. Proceeding as in the proof of Proposi-
tion 13.1, and taking into account the choice (13.9) of M , yields

∫

|x−xo|<M(T−t)
f(w(x, t))dx ≤

∫

|x−xo|<M(T−σ)

f(w(x, σ))dx

+ γ̄

∫ t

σ

(
1 +

1
t

) ∫

|x−xo|<M(T−τ)
f(w(x, τ))dxdτ

+
∫ t

σ

∫

|x−xo|<M(T−τ)
(Vε − V) · Dxf(w)dxdτ.

(18.3)

By the properties of the class C2, |Dxw|, |Dxu1|, and |Dxu2| are a.e. bounded
in R

N × R
+, independent of ε. Therefore

lim
ε→0

∫ t

σ

∫

|x−xo|<M(T−τ)
(Vε − V) · Dxwdxdτ = 0.

Observe first that (18.3) continues to hold for non-negative functions f(·),
uniformly Lipschitz continuous in R. Choose fδ(w) = (|w| − δ)+, for some
fixed δ ∈ (0, 1). There exists σ > 0 such that fδ(w(·, τ)) = 0 for all τ ∈ (0, σ].
Indeed, by virtue of (10.3), for all τ ∈ (0, σ]

(|w(x, τ)| − δ)+ ≤ (|u1(x, τ) − uo(x)| + |u2(x, τ) − uo(x)| − δ)+
≤ (2C̄σ − δ)+ = 0

provided σ < δ/2C̄. These remarks in (18.3) yield
∫

|x−xo|<M(T−t)
fδ(w(x, t))dx

≤ γ̄

∫ t

σ

(
1 +

1
t

)∫

|x−xo|<M(T−τ)
fδ(w(x, τ))dxdτ

≤ γ̄
(
1 +

1
σ

)∫ t

σ

∫

|x−xo|<M(T−τ)
fδ(w(x, τ))dxdτ.
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Setting

ϕδ(t) =
∫ t

σ

∫

|x−xo|<M(T−τ)
fδ(w(x, τ))dxdτ

the previous inequality reads as

ϕ′
δ(t) ≤ γ̄

(
1 +

1
σ

)
ϕδ(t) and ϕδ(σ) = 0.

This implies that ϕδ(τ) = 0 for all τ ∈ (0, t), and since (xo, T ) is arbitrary,
|w| ≤ δ in R

N × R
+, for all δ > 0.



9

Linear Elliptic Equations with Measurable
Coefficients

1 Weak Formulations and Weak Derivatives

Let E be a bounded domain in R
N with boundary ∂E of class C1. Denote by

(aij) an N × N symmetric matrix with entries aij ∈ L∞(E), and satisfying
the ellipticity condition

λ|ξ|2 ≤ aij(x)ξiξj ≤ Λ|ξ|2 (1.1)

for all ξ ∈ R
N and all x ∈ E, for some 0 < λ ≤ Λ. The number Λ is the

least upper bound of the eigenvalues of (aij) in E, and λ is their greatest
lower bound. A vector-valued function f = (f1, . . . , fN) : E → R

N is said to
be in Lploc(E), for some p ≥ 1, if all the components fj ∈ Lploc(E). Given a
scalar function f ∈ L1

loc(E) and a vector-valued function f ∈ L1
loc(E), consider

the formal partial differential equation in divergence form (Section 3.1 of the
Preliminaries)

−(aijuxi

)
xj

= div f − f in E. (1.2)

Expanding formally the indicated derivatives gives a PDE of the type of (3.1)
of Chapter 1, which, in view of the ellipticity condition (1.1), does not admit
real characteristic surfaces (Section 3 of Chapter 1). In this formal sense, (1.2)
is a second-order elliptic equation.

Multiply (1.2) formally by a function v ∈ C∞
o (E) and formally integrate

by parts in E to obtain
∫

E

(
aijuxivxj + fjvxj + fv

)
dx = 0. (1.3)

This is well defined for all v ∈ C∞
o (E), provided ∇u ∈ Lploc(E), for some p ≥ 1.

In such a case (1.3) is the weak formulation of (1.2), and u is a weak solution.
Such a weak notion of solution coincides with the classical one whenever the
various terms in (1.3) are sufficiently regular. Indeed, assume that f ∈ C(E)
and aij , f ∈ C1(E); if a function u ∈ C2(E) satisfies (1.3) for all v ∈ C∞

o (E),
integrating by parts gives

E. DiBenedetto, Partial Differential Equations  Second Edition,

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2010
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Cornerstones, DOI 10.1007/978-0-8176-4552-6_10,
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∫

E

[(
aijuxi

)
xj

+ div f + f
)]

vdx = 0 for all v ∈ C∞
o (E).

Thus u satisfies (1.2) in the classical sense. It remains to clarify the meaning
of ∇u ∈ Lploc(E) for some p ≥ 1.

1.1 Weak Derivatives

A function u ∈ Lploc(E), for some p ≥ 1, has a weak partial derivative in
Lploc(E) with respect to the variable xj if there exists a function wj ∈ Lploc(E)
such that ∫

E

uvxj dx = −
∫

E

wjv dx for all v ∈ C∞
o (E). (1.4)

If u ∈ C1(E), then wj = uxj in the classical sense. There are functions
admitting weak and not classical derivatives. As an example, u(x) = |x| for
x ∈ (−1, 1) does not have a derivative at x = 0; however it admits the weak
derivative

w =
{−1 in (−1, 0)

1 in (0, 1) as an element of L1(−1, 1).

With a perhaps improper but suggestive symbolism we set wj = uxj , warning
that in general, uxj need not be the limit of difference quotients along xj , and
it is meant only in the sense of (1.4). The derivatives uxj in (1.3) are meant in
this weak sense, and solutions of (1.1) are sought as functions in the Sobolev
space ([142])

W 1,p(E) = {the set of u ∈ Lp(E) such that ∇u ∈ Lp(E)} . (1.5)

A norm in W 1,p(E) is

‖u‖1,p = ‖u‖p + ‖∇u‖p. (1.6)

Proposition 1.1 W 1,p(E) is a Banach space for the norm (1.6). Moreover,
C∞(E) is dense in W 1,p(E) ([105]).

Introduce also the two spaces

W 1,p
o (E) = {the closure of C∞

o (E) in the norm (1.6)} . (1.7)

W̃ 1,p(E) =
{

all u ∈ W 1,p(E) such that
∫

E

u dx = 0
}

. (1.8)

Proposition 1.2 W 1,p
o (E) and W̃ 1,p(E) equipped with the norm (1.6) are

Banach spaces.

Functions in W 1,p(E) are more “regular” than merely elements in Lp(E), on
several accounts. First, they are embedded in Lq(E) for some q > p. Second,
they form a compact subset of Lp(E). Third, they have boundary values
(traces) on ∂E, as elements of Lp(∂E).
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2 Embeddings of W 1,p(E)

Since ∂E is of class C1, there is a circular spherical cone C of height h and solid
angle ω such that by putting its vertex at any point of ∂E, it can be properly
swung, by a rigid rotation, to remain in E. This is the cone condition of ∂E.
Denote by γ = γ(N, p) a constant depending on N and p and independent of
E and ∂E.

Theorem 2.1 (Sobolev–Nikol’skii [143]) If 1 < p < N then W 1,p(E) ↪→
Lp

∗
(E), where p∗ = Np

N−p , and there exists γ = γ(N, p), such that

‖u‖p∗ ≤ γ

ω

{ 1
h
‖u‖p + ‖∇u‖p

}
, p∗ =

Np

N − p
, for all u ∈ W 1,p(E). (2.1)

If p = 1 and |E| < ∞, then W 1,p(E) ↪→ Lq(E) for all 1 ≤ q < N
N−1 and there

exists γ = γ(N, q) such that

‖u‖q ≤ γ

ω
|E| 1q −N−1

N

{ 1
h
‖u‖1 + ‖∇u‖1

}
for all u ∈ W 1,1(E). (2.2)

If p > N then W 1,p(E) ↪→ L∞(E), and there exists γ = γ(N, p) such that

‖u‖∞ ≤ γ

ωhN/p
(‖u‖p + h‖∇u‖p) for all u ∈ W 1,p(E). (2.3)

If p > N and in addition E is convex, then W 1,p(E) ↪→ C1−N
p (Ē), and there

exists γ = γ(N, p) such that for every pair of points x, y ∈ Ē with |x − y| ≤ h
([107])

|u(x) − u(y)| ≤ γ

ω
|x − y|1−N

p ‖∇u‖p for all u ∈ W 1,p(E). (2.4)

Remark 2.1 The constants γ(N, p) can be computed explicitly, and they
tend to infinity as p → N . This is expected as W 1,N (E) is not embedded in
L∞(E). Indeed the function

[|x| < e−1] − {0} 	 x → ln | ln |x|| ∈ W 1,N (|x| < e−1)

is not essentially bounded about the origin. In this sense these embeddings
are sharp ([148]). In (2.2) the value q = 1∗ = N

N−1 is not permitted, and the
corresponding constant γ(N, q) → ∞ as q → 1∗. The limiting embedding for
p = N takes a special form ([31], Chapter IX, Section 13).

Remark 2.2 The structure of ∂E enters only through the solid angle ω and
the height h of the cone condition of ∂E. Therefore (2.1)–(2.4) continue to
hold for domains whose boundaries merely satisfy the cone condition.

Remark 2.3 If E is not convex, the estimate (2.4) can be applied locally.
Thus if p > N , a function u ∈ W 1,p(E) is locally Hölder continuous in E.

A proof of these embeddings is in Section 2c of the Problems and Comple-
ments.



300 9 Linear Elliptic Equations with Measurable Coefficients

2.1 Compact Embeddings of W 1,p(E)

Theorem 2.2 (Reillich–Kondrachov [127, 83]) Let 1 ≤ p < N . Then for
all 1 ≤ q < p∗, the embedding W 1,p(E) ↪→ Lq(E) is compact.

A proof is in 2.2c of the Problems and Complements.

Corollary 2.1 Let {un} be a bounded sequence in W 1,p(E). If 1 ≤ p < N ,
for each fixed 1 ≤ q < Np

N−p there exist a subsequence {un′} ⊂ {un}, and
u ∈ W 1,p(E) such that

{un′} → u weakly in W 1,p(E) and {un′} → u strongly in Lq(E).

3 Multiplicative Embeddings of W 1,p
o (E) and W̃ 1,p(E)

Theorem 3.1 (Gagliardo–Nirenberg [50, 112]) If 1 ≤ p < N , then
W 1,p
o (E) ↪→ Lp

∗
(E) for p∗ = Np

N−p , and there exists γ = γ(N, p) such that

‖u‖p∗ ≤ γ‖∇u‖p p∗ =
Np

N − p
for all u ∈ W 1,p

o (E). (3.1)

If p = N , then W 1,p
o (E) ↪→ Lq(E) for all q > p, and there exists γ = γ(N, q)

such that
‖u‖q ≤ γ‖∇u‖1−p

q
p ‖u‖

p
q
p for all u ∈ W 1,p

o (E). (3.2)

If p > N , then W 1,p
o (E) ↪→ L∞(E), and there exists γ = γ(N, p) such that

‖u‖∞ ≤ γ‖∇u‖
N
p
p ‖u‖1−N

p
p for all u ∈ W 1,p

o (E). (3.3)

Remark 3.1 The constants γ(N, p) can be computed explicitly independent
of ∂E, and they tend to infinity as p → N . Unlike (2.2), the value 1∗ is
permitted in (3.1).

Functions in W 1,p
o (E) are limits of functions in C∞

o (E) in the norm of
W 1,p
o (E), and in this sense they vanish on ∂E. This permits embedding

inequalities such as (3.1)–(2.3) with constants γ independent of E and ∂E.
Inequalities of this kind would not be possible for functions u ∈ W 1,p(E). For
example, a constant non-zero function would not satisfy any of them. This
suggest that for them to hold some information is required on some values of
u. Let

uE =
1
|E|

∫

E

u dx

denote the integral average of u over E. The multiplicative embeddings (3.1)–
(3.3) continue to hold for functions of zero average. Denote by γ = γ(N, E, ∂E)
a constant depending on N , |E|, and the C1-smoothness of ∂E, but invariant
under homothetic transformations of E.
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Theorem 3.2 (Golovkin–Poincarè [59]) If 1 < p < N , then W 1,p(E) ↪→
Lp

∗
(E), where p∗ = Np

N−p , and there exists γ = γ(N, p, E, ∂E) such that

‖u − uE‖p∗ ≤ γ‖∇u‖p, p∗ =
Np

N − p
for all u ∈ W 1,p(E). (3.4)

If p > N , then W 1,p
o (E) ↪→ L∞(E), and there exists γ = γ(N, p) such that

‖u − uE‖∞ ≤ γ‖∇u‖
N
p
p ‖u − uE‖1−N

p
p for all u ∈ W 1,p(E). (3.5)

If p = N , then W 1,p(E) ↪→ Lq(E) for all q > p, and there exists γ = γ(N, q)
such that

‖u − uE‖q ≤ γ‖∇u‖1−p
q

p ‖u − uE‖
p
q
p for all u ∈ W 1,p(E). (3.6)

Remark 3.2 When E is convex, a simple proof of Theorem 3.2 is due to
Poincarè and it is reported in Section 3.2c of the Complements. In such a case
the constant γ(N, E, ∂E) in (3.4) has the form

γ(N, E, ∂E) = C
(diam E)N

|E|
for some absolute constants C > 1 depending only on N .

3.1 Some Consequences of the Multiplicative Embedding
Inequalities

Corollary 3.1 The norm ‖ · ‖1,p in W 1,p
o (E), introduced in (1.6), is equiva-

lent to ‖∇u‖p; that is, there exists a positive constant γo = γo(N, p, E) such
that

γo‖u‖1,p ≤ ‖∇u‖p ≤ ‖u‖1,p for all u ∈ W 1,p
o (E). (3.7)

Corollary 3.2 The norm ‖ · ‖1,p in W̃ 1,p(E), is equivalent to ‖∇u‖p; that is,
there exists a positive constant γ̃o = γ̃o(N, p, E) such that

γ̃o‖u‖1,p ≤ ‖∇u‖p ≤ ‖u‖1,p for all u ∈ W̃ 1,p(E). (3.8)

Corollary 3.3 W 1,2
o (E) and W̃ 1,2(E) are Hilbert spaces with equivalent inner

products

〈u, v〉 + 〈∇u,∇v〉 and 〈∇u,∇v〉 (3.9)

where 〈·, ·〉 denotes the standard inner product in L2(E).
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4 The Homogeneous Dirichlet Problem

Given f , f ∈ L∞(E), consider the homogeneous Dirichlet problem

−(aijuxi

)
xj

= div f − f

u
∣
∣
∂E

= 0

in E

on ∂E.
(4.1)

The PDE is meant in the weak sense (1.3) by requiring that u ∈ W 1,p(E) for
some p ≥ 1. The homogeneous boundary datum is enforced, in a weak form,
by requiring that u be in the space W 1,p

o (E) defined in (1.7). Seeking solutions
u ∈ W 1,p

o (E) implies that in (1.3), by density, one may take v = u. Thus, by
taking into account the ellipticity condition (1.1)

λ

∫

E

|∇u|2dx ≤
∫

E

(|f ||∇u| + |f ||u|)dx.

This forces p = 2 and identifies W 1,2
o (E) as the natural space where solutions

of (4.1) should be sought.

Theorem 4.1 The homogeneous Dirichlet problem (4.1) admits at most one
weak solution u ∈ W 1,2

o (E).

Proof If u1, u2 ∈ W 1,2
o (E) are weak solutions of (4.1)

∫

E

aij(u1 − u2)xivxj dx = 0 for all v ∈ W 1,2
o (E).

This and the ellipticity condition (1.1) imply ‖∇(u1−u2)‖2 = 0. Thus u1 = u2

a.e. in E, by the embedding of Theorem 3.1.

5 Solving the Homogeneous Dirichlet Problem (4.1) by
the Riesz Representation Theorem

Regard (1.3) as made out of two pieces

a(u, v) =
∫

E

aijuxivxj dx and �(v) = −
∫

E

(fjvxj + fv)dx (5.1)

for all v ∈ W 1,2
o (E). Finding a solution to (4.1) amounts to finding u ∈

W 1,2
o (E) such that

a(u, v) = �(v) for all v ∈ W 1,2
o (E). (5.2)

The first term in (5.1) is a bilinear form in W 1,2
o (E). By the ellipticity condi-

tion (1.1) and Corollary 3.1

λγ2
o‖u‖2

1,2 ≤ λ‖∇u‖2
2 ≤ a(u, u) ≤ Λ‖∇u‖2

2 ≤ Λ‖u‖2
1,2.
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Therefore a(·, ·) is an inner product in W 1,2
o (E) equivalent to any one of the

inner products in (3.9). The second term �(·) in (5.1) is a linear functional
in W 1,2

o (E), bounded in ‖ · ‖1,2, and thus bounded in the norm generated by
the inner product a(·, ·). Therefore by the Riesz representation theorem it is
represented as in (5.2) for a unique u ∈ W 1,2

o (E) ([98]).1

6 Solving the Homogeneous Dirichlet Problem (4.1) by
Variational Methods

Consider the non-linear functional

W 1,2
o (E) 	 u → J(u) def=

∫

E

(
1
2aijuxiuxj + fjuxj + fu

)
dx. (6.1)

One verifies that J(·) is strictly convex in W 1,2
o (E), that is

J
(
tu + (1 − t)v

)
< tJ(u) + (1 − t)J(v)

for every pair (u, v) of non-trivial elements of W 1,2
o (E), and all t ∈ (0, 1).

Assume momentarily N > 2, and let 2∗∗ be the Hölder conjugate of 2∗, so
that

2∗ =
2N

N − 2
, 2∗∗ =

2N

N + 2
, and

1
2∗

+
1

2∗∗
= 1.

The functional J(u) is estimated above using the ellipticity condition (1.1),
Hölder’s inequality, and the embedding (3.1):

J(u) ≤ 1
2

Λ‖∇u‖2
2 + ‖f‖2‖∇u‖2 + ‖f‖2∗∗‖u‖2∗

≤ 1
2

Λ‖∇u‖2
2 + (‖f‖2 + γ‖f‖2∗∗) ‖∇u‖2

≤ Λ‖∇u‖2
2 +

1
2Λ

(‖f‖2 + γ‖f‖2∗∗)2 .

Similarly, J(u) is estimated below by

J(u) ≥ 1
4

λ‖∇u‖2
2 −

1
λ

(‖f‖2 + γ‖f‖2∗∗)2 .

Therefore
−Fo + 1

4λ‖∇u‖2
2 ≤ J(u) ≤ Λ‖∇u‖2

2 + Fo (6.2)

for all u ∈ W 1,2
o (E), where

Fo =
1
λ

(‖f‖2 + γ‖f‖2∗∗)2 .

1The Riesz representation theorem is in [31], Chapter VI Section 18. This solution
method is in [98] and it is referred to as the Lax–Milgram theorem.



304 9 Linear Elliptic Equations with Measurable Coefficients

Here γ is the constant appearing in the embedding inequality (3.1). These
estimates imply that the convex functional J(·) is bounded below, and we
denote by Jo its infimum. A minimum can be sought by a minimizing sequence
{un} ⊂ W 1,2

o (E) such that

J(un) < J(un−1) < · · · < J(u1) and lim J(un) = Jo. (6.3)

By (6.2) and (6.3), the sequence {un} is bounded in W 1,2
o (E). Therefore a

subsequence {un′} ⊂ {un} can be selected such that {un′} → u weakly in
W 1,2
o (E), and {J(un′)} → Jo. Since the norm a(·, ·) introduced in (5.1) is

weakly lower semi-continuous

lim inf J(un′) = Jo ≥ J(u).

Thus J(u) = Jo and J(u) ≤ J(w) for all w ∈ W 1,2
o (E). Enforcing this last

condition for functions w = u + εv, for ε > 0 and v ∈ C∞
o (E), gives

J(u) ≤ J(u) +
ε2

2

∫

E

aijvxivxj dx + ε

∫

E

(
aijuxivxj + fjvxj + fv

)
dx.

Divide by ε and let ε → 0 to get
∫

E

(
aijuxivxj + fjvxj + fv

)
dx ≥ 0 for all v ∈ C∞

o (E).

Changing v into −v shows that this inequality actually holds with equality
for all v ∈ C∞

o (E) and establishes that u is a weak solution of the Dirichlet
problem (4.1). In view of its uniqueness, as stated in Theorem 4.1 the whole
minimizing sequence {un} converges weakly to the unique minimizer of J(·).
Summarizing, the PDE in divergence form (4.1) is associated with a natural
functional J(·) in W 1,2

o (E), whose minimum is a solutions of the PDE in
W 1,2
o (E). Conversely, the functional J(·) in W 1,2

o (E) generates naturally a
PDE in divergence form whose solutions are the solutions of the homogeneous
Dirichlet problem (4.1).

6.1 The Case N = 2

The arguments are the same except for a different use of the embedding
inequality (3.1) in estimating the term containing fu in (6.1). Pick 1 < p < 2,
define p∗ as in (3.1), and let p∗∗ be its Hölder conjugate, so that

p∗ =
Np

N − p
, p∗∗ =

Np

N(p − 1) + p
,

1
p∗

+
1

p∗∗
= 1.

One verifies that p∗∗ > 1 and estimates
∫

E

fu dx ≤ ‖f‖p∗∗‖u‖p∗ ≤ γ‖f‖p∗∗‖∇u‖p ≤ γ|E| 2−p
2 ‖f‖p∗∗‖∇u‖2.

The proof now proceeds as before except that the term γ‖f‖2∗∗ is now replaced
by γ|E|2−p2‖f‖p∗∗.
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6.2 Gâteaux Derivative and The Euler Equation of J(·)
If u is a minimum for J(·) the function of one variable t → J(u + tv), for an
arbitrary but fixed v ∈ C∞

o (E), has a minimum for t = 0. Therefore

0 =
d

dt
J(u + tv)

∣
∣
t=0

=
∫

E

(
aijuxivxj + fjvxj + fv

)
dx. (6.4)

This reinforces that solutions of the Dirichlet problem (4.1) are minima of
J(·) and vice versa. The procedure leading to (6.4), which is called the Euler
equation of J(·), has a broader scope. It can be used to connect stationary
points, not necessarily minima, of a functional J(·), for which no convexity
information is available, to solutions of its Euler equation.

The derivative of ε → J(u + εϕ) at ε = 0 is called the Gâteaux derivative
of J(·) at u. Relative variations from J(u) to J(v) are computed along the
“line” in R × W 1,2

o (E) originating at u and “slope” ϕ. In this sense Gâteaux
derivatives are directional derivatives. A more general notion of derivative of
J(·) is that of Fréchet derivative, where relative variations from J(u) to J(v)
are computed for any v however varying in a W 1,2

o (E)-neighborhood of u ([6],
Chapter I, Section 1.2).

7 Solving the Homogeneous Dirichlet Problem (4.1) by
Galerkin Approximations

Let {wn} be a countable, complete, orthonormal system for W 1,2
o (E). Such

a system exists, since W 1,2
o (E) is separable, and it can be constructed, for

example, by the Gram–Schmidt procedure, for the natural inner product
a(u, v) introduced in (5.1). Thus in particular

Ahk =
∫

E

aijwh,xiwk,xj dx = δhk (7.1)

where δhk is the Kronecker delta. Every v ∈ W 1,2
o (E) admits the represen-

tation as v =
∑

vkwk for constants vk. The Galerkin method consists in
constructing the solution u of (4.1) as the weak W 1,2

o (E) limit, as n → ∞, of
the finite-dimensional approximations

un =
n∑

h=1

cn,hwh

where the coefficients cn,h are computed by enforcing an n-dimensional version
of the PDE in its weak form (1.3). Precisely, un is sought as the solution of

∫

E

(
aijun,xi

n∑

k=1

vkwk,xj + fj
n∑

k=1

vkwk,xj + f
n∑

k=1

vkwk

)
dx = 0 (7.2)
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for all v ∈ W 1,2
o (E). From this

n∑

k=1

vk

{ n∑

h=1

cn,h

∫

E

aijwh,xiwk,xj dx +
∫

E

(
fjwk,xj + fwk

)
dx
}

= 0

Setting

Ahk =
∫

E

aijwh,xiwk,xj dx, φk = −
∫

E

(
fjwk,xj + fwk

)
dx

and taking into account that v ∈ W 1,2
o (E) is arbitrary, the coefficients cn,h

are computed as the unique solution of the linear algebraic system

n∑

h=1

cn,hAhk = φk for k = 1, . . . , n. (7.3)

By (7.1), Ahk is the identity matrix, and therefore cn,h = φh for all n, h ∈ N.
With un so determined, put v = un in (7.2), and assuming momentarily that
N > 2, estimate

λ‖∇un‖2
2 ≤ ‖f‖2‖∇un‖2 + ‖f‖2∗∗‖un‖2∗ ≤ (‖f‖2 + γ‖f‖2∗∗) ‖∇un‖2

where γ is the constant of the embedding inequality (3.1). Therefore {un}
is bounded in W 1,2

o (E), and a subsequence {un′} ⊂ {un} can be selected,
converging weakly to some u ∈ W 1,2

o (E). Letting n → ∞ in (7.2) shows that
such a u is a solution of the homogeneous Dirichlet problem (4.1). In view of
its uniqueness, the whole sequence {un} of finite-dimensional approximations
converges weakly to u. The same arguments hold true for N = 2, by the minor
modifications indicated in Section 6.1.

7.1 On the Selection of an Orthonormal System in W 1,2
o (E)

The selection of the complete system {wn} is arbitrary. For example the
Gram–Schmidt procedure could be carried on starting from a countable col-
lection of linearly independent elements of W 1,2

o (E), and using anyone of the
equivalent inner products in (3.9), or the construction could be completely
independent of Gram–Schmidt procedure. The Galerkin method continues to
hold, except that the coefficients Ahk defined in (7.1) are no longer identified
by the Kronecker symbol. This leads to the determination of the coefficients
cn,h as solutions of the linear algebraic system (7.3), whose leading n × n
matrix (Ahk) is still invertible, for all n, because of the ellipticity condition
(1.1). The corresponding unique solutions might depend on the nth approxi-
mating truncation, and therefore are labeled by cn,h.

While the method is simple and elegant, it hinges on a suitable choice
of complete system in W 1,2

o (E). Such a choice is suggested by the specific
geometry of E and the structure of the matrix (aij) ([21]).
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7.2 Conditions on f and f for the Solvability of the Dirichlet
Problem (4.1)

Revisiting the proofs of these solvability methods shows that the only required
conditions on f and f are

f ∈ L2(E) f ∈ Lq(E) where
{

q = 2∗∗ if N > 2
any q > 1 if N = 2.

(7.4)

Theorem 7.1 Let (7.4) hold. Then the homogeneous Dirichlet problem (4.1)
admits a unique solution.

8 Traces on ∂E of Functions in W 1,p(E)

8.1 The Segment Property

The boundary ∂E has the segment property if there exist a locally finite open
covering of ∂E with balls {Bt(xj)} centered at xj ∈ ∂E with radius t, a
corresponding sequence of unit vectors nj , and a number t∗ ∈ (0, 1) such that

x ∈ Ē ∩ Bt(xj) =⇒ x + tnj ∈ E for all t ∈ (0, t∗). (8.1)

Such a requirement forces, in some sense, the domain E to lie locally on one
side of its boundary. However no smoothness is required on ∂E. As an example
for x ∈ R let

h(x) =

{√
|x| sin2 1

x
for |x| > 0

0 for x = 0.
and E = [y > h]. (8.2)

The set E satisfies the segment property. The cone property does not imply the
segment property. For example, the unit disc from which a radius is removed
satisfies the cone property and does not satisfy the segment property. The
segment property does not imply the cone property. For example the set in
(8.2), does not satisfy the cone property. The segment property does not imply
that ∂E is of class C1. Conversely, ∂E of class C1 does not imply the segment
property.

A remarkable fact about domains with the segment property is that func-
tions in W 1,p(E) can be extended “outside” E to be in W 1,p(E′), for a larger
open set E′ containing E. A consequence of such an extension is that func-
tions in W 1,p(E) can be approximated in the norm (1.6) by functions smooth
up to ∂E. Precisely

Proposition 8.1 Let E be a bounded open set in R
N with boundary ∂E of

class C1 and with the segment property. Then C∞
o (RN ) is dense in W 1,p(E).

Proof 8.1c of the Problems and Complements.
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8.2 Defining Traces

Denote by γ = γ(N, p, ∂E) a constant that can be quantitatively determined
a priori in terms of N , p, and the structure of ∂E only.

Proposition 8.2 Let ∂E be of class C1 and satisfy the segment property.
If 1 ≤ p < N , there exists γ = γ(N, p, ∂E) such that for all ε > 0

‖u‖p∗ N−1
N ;∂E ≤ ε‖∇u‖p + γ

(
1 +

1
ε

)
‖u‖p for all u ∈ C∞

o (RN ). (8.3)

If p = N , then for all q ≥ 1, there exists γ = γ(N, q, ∂E) such that for all
ε > 0

‖u‖q;∂E ≤ ε‖∇u‖p + γ
(
1 +

1
ε

)
‖u‖p for all u ∈ C∞

o (RN ). (8.4)

If p > N , there exists γ = γ(N, p, ∂E) such that for all ε > 0

‖u‖∞,∂E ≤ ε‖∇u‖p + γ
(
1 +

1
ε

)
‖u‖p

|u(x) − u(y)| ≤ γ|x − y|1−N
p ‖u‖1,p for all x, y ∈ Ē.

(8.5)

Proof Section 8.2c of the Problems and Complements.

Remark 8.1 The constants γ in (8.3) and (8.5) tend to infinity as p → N ,
and the constant γ in (8.4) tends to infinity as q → ∞.

Since u ∈ C∞
o (RN ), the values of u on ∂E are meant in the classical sense.

By Proposition 8.1, given u ∈ W 1,p(E) there exists a sequence {un} ⊂
C∞
o (RN ) such that {un} → u in W 1,p(E). In particular, {un} is Cauchy

in W 1,p(E) and from (8.3) and (8.4)

‖un − um‖p∗ N−1
N ;∂E ≤ γ‖un − um‖1,p

‖un − um‖q;∂E ≤ γ‖un − um‖1,p

if 1 ≤ p < N

for fixed q ≥ 1 if p ≥ N > 1.

By the completeness of the spaces Lp(∂E), for p ≥ 1

{un
∣
∣
∂E

} → tr(u) in
{

Lp
∗ N−1

N (∂E) if 1 ≤ p < N
Lq(∂E) for fixed q ≥ 1 if p ≥ N > 1.

(8.6)

One verifies that tr(u) is independent of the particular sequence {un}. There-
fore given u ∈ W 1,p(E), this limiting process identifies its “boundary values”
tr(u), called the trace of u on ∂E, as an element of Lr(E), with r speci-
fied by (8.6). With perhaps an improper but suggestive symbolism we write
tr(u) = u|∂E.
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8.3 Characterizing the Traces on ∂E of Functions in W 1,p(E)

The trace of a function in W 1,p(E) is somewhat more regular that merely an
element in Lp(∂E) for some p ≥ 1. For v ∈ C∞(∂E) and s ∈ (0, 1), set

‖|v|‖ps,p;∂E =
∫

∂E

∫

∂E

|v(x) − v(y)|p
|x − y|(N−1)+sp

dσ(x)dσ(y) < ∞ (8.7)

where dσ(·) is the surface measure on ∂E. Denote by W s,p(∂E) the collections
of functions v in Lp(∂E) with finite norm

‖v‖s,p;∂E = ‖v‖p,∂E + ‖|v|‖s,p;∂E . (8.8)

The next theorem characterizes the traces of functions in W 1,p(E) in terms
of the spaces W s,p(∂E).

Theorem 8.1 Let ∂E be of class C1 and satisfy the segment property. If u ∈
W 1,p(E), then tr(u) ∈ W s,p(∂E), with s = 1 − 1

p . Conversely, given v ∈
W s,p(∂E), with s = 1 − 1

p , there exists u ∈ W 1,p(E) such that tr(u) = v.

Proof Section 8.3c of the Problems and Complements.

9 The Inhomogeneous Dirichlet Problem

Assume that ∂E is of class C1 and satisfies the segment property. Given f
and f satisfying (7.4) and ϕ ∈ W

1
2 ,2(∂E), consider the Dirichlet problem

−(aijuxi

)
xj

= div f − f

u
∣
∣
∂E

= ϕ

in E

on ∂E.
(9.1)

By Theorem 8.1 there exists v ∈ W 1,2(E) such that tr(v) = ϕ. A solution of
(9.1) is sought of the form u = w + v, where w ∈ W 1,2

o (E) is the unique weak
solution of the auxiliary, homogeneous Dirichlet problem

−(aijwxi

)
xj

= div f̃ − f

w
∣
∣
∂E

= 0

in E

on ∂E
where f̃j = fj + aijvxi . (9.2)

Theorem 9.1 Assume that ∂E is of class C1 and satisfies the segment prop-
erty. For every f and f satisfying (7.4) and ϕ ∈ W

1
2 ,2(∂E), the Dirichlet

problem (9.1) has a unique weak solution u ∈ W 1,2(E).

Remark 9.1 The class W 1,2(E) where a weak solution is sought character-
izes the boundary data ϕ on ∂E that ensure solvability.
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10 The Neumann Problem

Assume that ∂E is of class C1 and satisfies the segment property. Given f
and f satisfying (7.4), consider the formal Neumann problem

−(aijuxi

)
xj

= div f − f

(aijuxi + fj) nj = ψ

in E

on ∂E
(10.1)

where n = (n1, . . . , nN) is the outward unit normal to ∂E and ψ ∈ Lp(∂E)
for some p ≥ 1. If aij = δij , f = f = 0, and ψ are sufficiently regular, this
is precisely the Neumann problem (1.3) of Chapter 2. Since aij ∈ L∞(E)
and f ∈ L2(E), neither the PDE nor the boundary condition in (10.1) are
well defined, and they have to be interpreted in some weak form. Multiply
formally the first of (10.1) by v ∈ C∞

o (RN ) and integrate by parts over E,
as if both the PDE and the boundary condition were satisfied in the classical
sense. This gives formally

∫

E

(
aijuxivxj + fjvxj + fv

)
dx =

∫

∂E

ψv dσ. (10.2)

If v ∈ C∞
o (RN ) is constant in a neighborhood of E, this implies the necessary

condition of solvability2
∫

E

f dx =
∫

∂E

ψ dσ. (10.3)

It turns out that this condition linking the data f and ψ is also sufficient for
the solvability of (10.1), provided a precise class for ψ is identified. By Proposi-
tion 8.1, if (10.2) holds for all v ∈ C∞

o (RN ), it must hold for all v ∈ W 1,2(E),
provided a solution u is sought in W 1,2(E). In such a case, the right-hand
side is well defined if ψ is in the conjugate space of integrability of the
traces of functions in W 1,2(E). Therefore the natural class for the Neumann
datum is

ψ ∈ Lq(∂E), where

⎧
⎪⎨

⎪⎩

q =
2(N − 1)

N
if N > 2

any q > 1 if N = 2.

(10.4)

Theorem 10.1 Let ∂E be of class C1 and satisfy the segment property. Let
f and f satisfy (7.4) and ψ satisfy (10.4) and be linked by the compatibility
condition (10.3). Then the Neumann problem (10.1) admits a solution in the
weak form (10.2) for all v ∈ W 1,2(E). The solution is unique up to a constant.

Proof Consider the non-linear functional in W 1,2(E)

2This is a version of the compatibility condition (1.4) of Chapter 2; see also
Theorem 6.1 of Chapter 3, and Section 6 of Chapter 4.
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J(u) def=
∫

E

(
1
2aijuxiuxj + fjuxj + fu

)
dx −

∫

∂E

ψtr(u)dσ. (10.5)

By the compatibility condition (10.3), J(u) = J(u − uE), where uE is the
integral average of u over E. Therefore J(·) can be regarded as defined in the
space W̃ 1,2(E) introduced in (1.8). One verifies that J(·) is strictly convex in
W̃ 1,2(E). Assume momentarily that N > 2, let 2∗∗ be the Hölder conjugate
of 2∗, and estimate

∣
∣
∣
∫

E

fjuxj dx
∣
∣
∣ ≤ ‖f‖2‖∇u‖2

∣
∣∣
∫

E

fudx
∣
∣∣ ≤ ‖f‖2∗∗‖u‖2∗ ≤ γ‖f‖2∗∗‖∇u‖2

where γ is the constant in the embedding inequality (3.4). Similarly, using the
trace inequality (8.3)

∣
∣
∫

∂E

ψtr(u)dσ
∣
∣ ≤ ‖ψ‖q;∂E‖tr(u)‖2∗ N−1

N ;∂E

≤ γ‖ψ‖q;∂E (‖u‖2 + ‖∇u‖2) ≤ 2γ2‖ψ‖q;∂E‖∇u‖2

where γ is the largest of the constants in (3.4) and (8.3). Therefore

−F1 + 1
4λ‖∇u‖2

2 ≤ J(u) ≤ Λ‖∇u‖2
2 + F1 (10.6)

for all u ∈ W̃ 1,2(E), where

F1 =
1
λ

(‖f‖2 + γ‖f‖2∗∗ + 2γ2‖ψ‖q;∂E
)2

.

By Corollary 3.2, the ‖u‖1,2 norm of W̃ 1,2(E) is equivalent to ‖∇u‖2. With
these estimates in hand the proof can now be concluded by a minimization
process in W̃ 1,2(E), similar to that of Section 6. The minimum u ∈ W̃ 1,2(E)
satisfies (10.2), for all v ∈ W 1,2(E) and the latter can be characterized as the
Euler equation of J(·).
Essentially the same arguments continue to hold for N = 2, modulo minor
variants that can be modeled after those in Section 6.1.

10.1 A Variant of (10.1)

The compatibility condition (10.3) has the role of estimating J(·) above and
below as in (10.6), via the multiplicative embeddings of Theorem 3.2. Consider
next the Neumann problem

−(aijuxi

)
xj

+ μu = div f − f

(aijuxi + fj) nj = ψ

in E

on ∂E
(10.7)
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where μ > 0, f , f ∈ L2(E), and ψ satisfies (10.4). The problem is meant in its
weak form

∫

E

(
aijuxivxj + fjvxj + μuv + fv

)
dx =

∫

∂E

ψv dσ (10.8)

for all v ∈ W 1,2(E). No compatibility conditions are needed on the data f
and ψ for a solution to exist, and in addition, the solution is unique.

Theorem 10.2 Let ∂E be of class C1 and satisfy the segment property. Let
f , f ∈ L2(E), and let ψ satisfy (10.4). Then the Neumann problem (10.7) with
μ > 0 admits a unique solution in the weak form (10.8).

Proof If u1 and u2 are two solutions in W 1,2(E), their difference w satisfies
∫

E

(
aijwxiwxj + μw2

)
dx = 0.

The non-linear functional in W 1,2(E)

J(u) def=
∫

E

(
1
2aijuxiuxj + 1

2μu2 + fjuxj + fu
)
dx −

∫

∂E

ψtr(u)dσ (10.9)

is strictly convex. Then a solution can be constructed by the variational
method of Section 6, modulus establishing an estimate analogous to (6.2)
or (10.6), with ‖∇u‖2 replaced by the norm ‖u‖1,2 of W 1,2(E). Estimate

∣
∣
∣
∫

E

fjuxj dx
∣
∣
∣ ≤ ‖f‖2‖∇u‖2,

∣
∣
∣
∫

E

fudx
∣
∣
∣ ≤ ‖f‖2‖u‖2

∣
∣∣
∫

∂E

ψtr(u)dσ
∣
∣∣ ≤ γ‖ψ‖q;∂E (‖u‖2 + ‖∇u‖2)

where γ is the constant of the trace inequality (8.3). Then the functional J(·)
is estimated above and below by

−Fμ + 1
4 min{λ; μ}‖u‖2

1,2 ≤ J(u) ≤ 3
2 max{Λ; μ}‖u‖2

1,2 + Fμ (10.10)

for all u ∈ W 1,2(E), where

Fμ =
1

min{λ; μ} (‖f‖2 + ‖f‖2 + γ‖ψ‖q;∂E)2 .

11 The Eigenvalue Problem

Consider the problem of finding a non-trivial pair (μ, u) with μ ∈ R and
u ∈ W 1,2

o (E), a solution of
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−(aijuxi

)
xj

= μu

u = 0

in E

on ∂E.
(11.1)

This is meant in the weak sense
∫

E

(
aijuxivxj − μuv

)
dx = 0 for all v ∈ W 1,2

o (E). (11.2)

If (μ, u) is a solution pair, μ is an eigenvalue and u is an eigenfunction of (11.1).
In principle, the pair (μ, u) is sought for μ ∈ C, and for u in the complex-
valued Hilbert space W 1,2

o (E), with complex inner product as in Section 1 of
Chapter 4. However by considerations analogous to those of Proposition 7.1
of that chapter, eigenvalues of (11.1) are real, and eigenfunctions can be taken
to be real-valued. Moreover, any two distinct eigenfunctions corresponding to
two distinct eigenvalues are orthogonal in L2(E).

Proposition 11.1 Eigenvalues of (11.1) are positive. Moreover, to each
eigenvalue μ there correspond at most finitely many eigenfunctions, linearly
independent, and orthonormal in L2(E).

Proof If μ ≤ 0, the functional

W 1,2
o (E) 	 u →

∫

E

(aijuxiuxj − μu2) dx (11.3)

is strictly convex and bounded below by λ‖∇u‖2
2. Therefore it has a unique

minimum, which is the unique solution of its Euler equation (11.1). Since
u = 0 is a solution, it is the only one. Let {un} be a sequence of eigenfunctions
linearly independent in L2(E), corresponding to μ. Without loss of generality
we may assume they are orthonormal. Then from (11.2), ‖∇un‖2 ≤ √

μ/λ for
all n, and {un} is equi-bounded in W 1,2

o (E). If {un} is infinite, a subsequence
can be selected, and relabeled with n, such that {un} → u weakly in W 1,2

o (E)
and strongly in L2(E). However, {un} cannot be a Cauchy sequence in L2(E),
since ‖un − um‖2 =

√
2 for all n, m.

Let {uμ,1, . . . , uμ,nμ} be the linearly independent eigenfunctions corresponding
to the eigenvalue μ. The number nμ is the multiplicity of μ. If nμ = 1, then μ
is said to be simple.

12 Constructing the Eigenvalues of (11.1)

Minimize the strictly convex functional a(·, ·) on the unit sphere S1 of L2(E),
that is

min
u∈W

1,2
o (E)

‖u‖2=1

a(u, u) = min
u∈W

1,2
o (E)

‖u‖2=1

∫

E

aijuxiuxj dx
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and let μ1 ≥ 0 be its minimum value. A minimizing sequence {un} ⊂ S1

is bounded in W 1,2
o (E), and a subsequence {un′} ⊂ {un} can be selected

such that {un′} → w1 weakly in W 1,2
o (E) and strongly in L2(E). Therefore

w1 ∈ S1, it is non-trivial, μ1 > 0, and

μ1 = lim a(un′ , un′) ≥ lim a(w1, w1) ≥ μ1. (12.1)

Thus

μ1 ≤ a(w1 + v, w1 + v)
‖w1 + v‖2

2

for all v ∈ W 1,2
o (E). (12.2)

It follows that the functional

W 1,2
o (E) 	 v → Iμ1 (v) =

∫

E

(
aijw1,xivxj − μ1w1v

)
dx

+
1
2

∫

E

(
aijvxivxj − μ1v2

)
dx

is non-negative, its minimum is zero, and the minimum is achieved for v = 0.
Thus

d

dt
Iμ1 (tv)

∣
∣
t=0

= 0 for all v ∈ W 1,2
o (E).

The latter is precisely (11.2) for the pair (μ1, w1). While this process identi-
fies μ1 uniquely, the minimizer w1 ∈ S1 depends on the choice of subsequence
{un′} ⊂ {un}. Thus a priori, to μ1 there might correspond several eigenfunc-
tions in W 1,2

o (E) ∩ S1.
If μn and the set of its linearly independent eigenfunctions have been

found, set

En = {span of the eigenfunctions of μn}
W 1,2
n (E) = W 1,2

o (E) ∩ [E1 ∪ · · · ∪ En]⊥

consider the minimization problem

min
u∈W

1,2
n (E)

‖u‖2=1

a(u, u) = min
u∈W

1,2
n (E)

‖u‖2=1

∫

E

aijuxiuxj dx

and let μn+1 > μn be its minimum value. A minimizing sequence {un} ⊂ S1

is bounded in W 1,2
n (E), and a subsequence {un′} ⊂ {un} can be selected

such that {un′} → wn+1 weakly in W 1,2
n (E) and strongly in L2(E). Therefore

wn+1 ∈ S1 is non-trivial, and

μn+1 = lim a(un′ , un′) ≥ lim a(wn+1, wn+1) ≥ μn+1.

Thus

μn+1 ≤ a(wn+1 + v, wn+1 + v)
‖wn+1 + v‖2

2

for all v ∈ W 1,2
n (E).
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It follows that the functional

W 1,2
n (E) 	 v → Iμn+1(v) =

∫

E

(
aijwn+1,xivxj − μn+1wn+1v

)
dx

+
1
2

∫

E

(
aijvxivxj − μn+1v2

)
dx

is non-negative, its minimum is zero, and the minimum is achieved for v = 0.
Thus

d

dt
Iμn+1(tv)

∣
∣
t=0

= 0 for all v ∈ W 1,2
n (E).

This implies ∫

E

(
aijwn+1,xivxj − μn+1wn+1v

)
dx = 0 (12.3)

for all v ∈ W 1,2
n (E). The latter coincides with (11.2), except that the test

functions v are taken out of W 1,2
n (E) instead of the entire W 1,2

o (E). Any
v ∈ W 1,2

o (E) can be written as v = v⊥ + vo, where v ∈ W 1,2
n (E) and vo has

the form

vo =
kn∑

j=1

vjwj

where vj are constants, and wj are eigenfunctions of (11.1) corresponding to
eigenvalues μj , for j ≤ n. By construction

∫

E

(
aijwn+1,xivo,xj − μn+1wn+1vo

)
dx = 0.

Hence (11.2) holds for all v ∈ W 1,2
o (E), and (μn+1, wn+1) is a non-trivial solu-

tion pair of (11.1). While this process identifies μn+1 uniquely, the minimizer
wn+1 ∈ S1 depends on the choice of subsequence {un′} ⊂ {un}. Thus a priori,
to μn+1 there might correspond several eigenfunctions.

13 The Sequence of Eigenvalues and Eigenfunctions

This process generates a sequence of eigenvalues μn < μn+1 each with its own
multiplicity. The linearly independent eigenfunctions {wμn,1, . . . , wμn,nμn

}
corresponding to μn can be chosen to be orthonormal. The eigenfunctions
are relabeled with n to form an orthonormal sequence {wn}, and each is asso-
ciated with its own eigenvalue, which in this reordering remains the same as
the index of the corresponding eigenfunctions ranges over its own multiplicity.
We then write

μ1 ≤ μ2 ≤ · · · ≤ μn ≤ · · ·
w1 w2 · · · wn · · · .

(13.1)
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Proposition 13.1 Let {μn} and {wn} be as in (13.1). Then {μn} → ∞ as
n → ∞. The orthonormal system {wn} is complete in L2(E). The system
{√μnwn} is orthonormal and complete in W 1,2

o (E) with respect to the inner
product a(·, ·).
Proof If {μn} → μ∞ < ∞, the sequence {wn} will be bounded in W 1,2

o (E),
and by compactness, a subsequence {wn′} ⊂ {wn} can be selected such that
{wn′} → w strongly in L2(E). Since {wn} is orthonormal in L2(E)

2 = lim
n′,m′→∞

‖wn′ − wm′‖2 → 0.

Let f ∈ L2(E) be non-zero and orthogonal to the L2(E)-closure of {wn}. Let
uf ∈ W 1,2

o (E) be the unique solution of the homogeneous Dirichlet problem
(4.1) with f = 0, for such a given f . Since f �= 0, the solution uf �= 0 can be
renormalized so that ‖uf‖2 = 1. Then, for all n ∈ N

μn = inf
u∈W

1,2
n (E)

‖u‖2=1

a(u, u) ≤ a(uf , uf ) ≤ ‖f‖2.

It is apparent that {√μnwn} is an orthogonal system in W 1,2
o (E) with respect

to the inner product a(·, ·). To establish its completeness in W 1,2
o (E) it suffices

to verify that a(wn, u) = 0 for all wn implies u = 0. This in turn follows from
the completeness of {wn} in L2(E).

Proposition 13.2 μ1 is simple and w1 > 0 in E.

Proof Let (μ1, w) be a solution pair for (11.1) for the first eigenvalue μ1. Since
w ∈ W 1,2

o (E), also w± ∈ W 1,2
o (E), and either of these can be taken as a test

function in the corresponding weak form (11.2) for the pair (μ1, w). This gives

a(w±, w±) = μ1‖w±‖2
2.

Therefore in view of the minimum problem (12.2), the two functions w± are
both non-negative solutions of

−(aijw±
xi

)
xj

= μ1w±

w± = 0

weakly in E

on ∂E.
(13.2)

Lemma 13.1 The functions w± are Hölder continuous in E, and if w+(xo) >
0 (w−(xo) > 0), for some xo ∈ E, then w+ > 0 (w− > 0) in E.

Assuming the lemma for the moment, either w+ ≡ 0 or w− ≡ 0 in E. There-
fore, since w = w+ − w−, the eigenfunction w can be chosen to be strictly
positive in E. If v and w are two linearly independent eigenfunctions corre-
sponding to μ1, they can be selected to be both positive in E and thus cannot
be orthogonal. Thus v = γw for some γ ∈ R, and μ1 is simple.

The proof of Lemma 13.1 will follow from the Harnack Inequality of Section 9
of Chapter 10.
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14 A Priori L∞(E) Estimates for Solutions of the
Dirichlet Problem (9.1)

A weak sub(super)-solution of the Dirichlet problem (9.1) is a function u ∈
W 1,2(E), whose trace on ∂E satisfies tr(u) ≤ (≥)ϕ and such that

∫

E

(
aijuxivxj + fjvxj + fv

)
dx ≤ (≥)0 (14.1)

for all non-negative v ∈ W 1,2
o (E). A function u ∈ W 1,2(E) is a weak solution

of the Dirichlet problem (9.1), if and only if is both a weak sub- and super-
solution of that problem.

Proposition 14.1 Let u ∈ W 1,2(E) be a weak sub-solution of (9.1) for
N ≥ 2. Assume

ϕ+ ∈ L∞(∂E), f ∈ LN+ε(E), f+ ∈ L
N+ε

2 (E) (14.2)+

for some ε > 0. Then u+ ∈ L∞(E) and there exists a constant Cε that can
be determined a priori only in terms of λ, Λ, N , ε, and the constant γ in the
Sobolev embedding (3.1)–(3.2), such that

ess sup
E

u+ ≤ max
{

ess sup
∂E

ϕ+; Cε
[‖f‖N+ε; |E|δ‖f+‖N+ε

2

]|E|δ} (14.3)+

where
δ =

ε

N(N + ε)
. (14.4)

A similar statement holds for super-solutions. Precisely

Proposition 14.2 Let u ∈ W 1,2(E) be a weak super-solution of (9.1) for
N ≥ 2. Assume

ϕ− ∈ L∞(∂E), f ∈ LN+ε(E), f− ∈ L
N+ε

2 (E) (14.2)−

for some ε > 0. Then u− ∈ L∞(E) and

ess sup
E

u− ≤ max
{

ess sup
∂E

ϕ−; Cε
[‖f‖N+ε; |E|δ‖f−‖N+ε

2

]|E|δ} (14.3)−

for the same constants Cε and δ.

Remark 14.1 The constant Cε in (14.3)± is “stable” as ε → ∞, in the sense
that if f and f± are in L∞(E), then u± ∈ L∞(E) and there exists a constant
C∞ depending on the indicated quantities except ε, such that

ess sup
E

u± ≤ max
{

ess sup
∂E

ϕ±; C∞
[‖f‖∞; |E| 1

N ‖f±‖∞
]|E| 1

N

}
. (14.5)
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Remark 14.2 The constant Cε tends to infinity as ε → 0. Indeed, the propo-
sitions are false for ε = 0, as shown by the following example. For N > 2, the
two equations

Δu = f where f =
N − 2

|x|2 ln |x| −
1

|x|2 ln2 |x|
Δu = fj,xj where fj =

xj
|x|2 ln |x|

are both solved, in a neighborhood E of the origin by u(x) = ln | ln |x|. One
verifies that

f ∈ L
N
2 (E) and f /∈ L

N+ε
2 (E) for any ε > 0

f ∈ LN (E) and f /∈ LN+ε(E) for any ε > 0.

Remark 14.3 The propositions can be regarded as a weak form of the maxi-
mum principle (Section 4.1 of Chapter 2). Indeed, if u is a weak sub(super)-
solution of the Dirichlet problem (9.1), with f = f = 0, then u+ ≤ tr(u)+
(u− ≤ tr(u)−).

15 Proof of Propositions 14.1–14.2

It suffices to establish Proposition 14.1. Let u ∈ W 1,2(E) be a weak sub-
solution of the Dirichlet problem (9.1), in the sense of (14.1) for all non-
negative v ∈ W 1,2

o (E). Let k ≥ ‖ϕ+‖∞,∂E to be chosen, and set

kn = k
(
2 − 1

2n−1

)
, An = [u > kn], n = 1, 2, . . . . (15.1)

Then (u−kn)+ ∈ W 1,2
o (E) for all n ∈ N, and it can be taken as a test function

in the weak formulation (14.1) to yield
∫

E

[
[aijuxi + fj] (u − kn)+xj + f+(u − kn)+

]
dx ≤ 0.

From this, estimate

λ‖∇(u − kn)+‖2
2 ≤ ‖fχAn‖2‖∇(u − kn)+‖2 +

∫

E

f+(u − kn)+dx

≤ λ

4
‖∇(u − kn)+‖2

2 +
1
λ
‖fχAn‖2

2 +
∫

E

f+(u − kn)+dx

≤ λ

4
‖∇(u − kn)+‖2

2 +
1
λ
‖f‖2

N+ε|An|1− 2
N+ε

+
∫

E

f+(u − kn)+dx.
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The last term is estimated by Hölder’s inequality as
∫

E

f+(u − kn)+dx ≤ ‖f+‖ p∗
p∗−1

‖(u − kn)+‖p∗

where
p∗

p∗ − 1
=

N + ε

2
and p∗ =

Np

N − p
. (15.2)

For these choices one verifies that 1 < p < N for all N ≥ 2. Therefore by (3.1)
of the embedding of Theorem 3.1

∫

E

f+(u − kn)+dx ≤ ‖f+‖N+ε
2

‖∇(u − kn)+‖p

≤ ‖∇(u − kn)+‖2‖f+‖N+ε
2

|An| 1p (1− p
2 )

≤ λ

4
‖∇(u − kn)+‖2

2 +
1
λ
‖f+‖2

N+ε
2

|An| 2p−1.

Combining these estimates gives

‖∇(u − kn)+‖2
2 ≤ C2

o |An|1− 2
N +2δ (15.3)

where
C2
o = λ−2 max

{‖f‖2
N+ε; |E|2δ‖f+‖2

N+ε
2

}

and δ is defined in (14.4).

15.1 An Auxiliary Lemma on Fast Geometric Convergence

Lemma 15.1 Let {Yn} be a sequence of positive numbers linked by the recur-
sive inequalities

Yn+1 ≤ bnKY 1+σ
n (15.4)

for some b > 1, K > 0, and σ > 0. If

Y1 ≤ b−1/σ2
K−1/σ (15.5)

Then {Yn} → 0 as n → ∞.

Proof By direct verification by applying (15.5) recursively.

15.2 Proof of Proposition 14.1 for N > 2

By the embedding inequality (3.1) for W 1,2
o (E) and (15.3)

k2

4n
|An+1| ≤

∫

E

(u − kn)2+χ[u>kn+1]dx ≤ ‖(u − kn)+‖2
2

≤ ‖(u − kn)+‖2
2∗ |An| 2

N ≤ γ2‖∇(u − kn)+‖2
2|An| 2

N

≤ γ2C2
o |An|1+2δ.

(15.6)



320 9 Linear Elliptic Equations with Measurable Coefficients

From this

|An+1| ≤ 4nγ2C2
o

k2
|An|1+2δ for all n ∈ N (15.7)

where γ is the constant of the embedding inequality (3.1). If {|An|} → 0 as
n → ∞, then u ≤ 2k a.e. in E. By Lemma 15.1, this occurs if

|A1| ≤ |E| ≤ 2−1/2δ2C−1/δ
o k1/δ.

This in turn is satisfied if k is chosen from k = 21/2δCo|E|δ.

15.3 Proof of Proposition 14.1 for N = 2

The main difference is in the application of the embedding inequality in (15.6),
leading to the recursive inequalities (15.7). Let q > 2 to be chosen, and modify
(15.6) by applying the embedding inequality (3.2) of Theorem 3.1, as follows.
First

‖(u − kn)+‖2 ≤ ‖(u − kn)+‖q|An| 12 (1− 2
q )

≤ γ(q)‖∇(u − kn)+‖1− 2
q

2 ‖(u − kn)+‖
2
q

2 |An| 12 (1− 2
q )

≤ 1
2
‖(u − kn)+‖2 + γ(q)‖∇(u − kn)+‖2|An| 12 .

Therefore

k2

4n
|An+1| ≤

∫

E

(u − kn)2+χ[u>kn+1]dx

≤ ‖(u − kn)+‖2
2 ≤ 2γ(q)C2

o |An|1+2δ.

16 A Priori L∞(E) Estimates for Solutions of the
Neumann Problem (10.1)

A weak sub(super)-solution of the Neumann problem (10.1) is a function
u ∈ W 1,2(E) satisfying

∫

E

(
aijuxivxj + fjvxj + fv

)
dx ≤ (≥)

∫

∂E

ψv dσ (16.1)

for all non-negative test functions v ∈ W 1,2(E). A function u ∈ W 1,2(E) is a
weak solution of the Neumann problem (10.1), if and only if is both a weak
sub- and super-solution of that problem.

Proposition 16.1 Let ∂E be of class C1 and satisfying the segment property.
Let u ∈ W 1,2(E) be a weak sub-solution of (10.1) for N ≥ 2, and assume that

ψ+ ∈ LN−1+σ(∂E), f ∈ LN+ε(E), f+ ∈ L
N+ε

2 (E) (16.2)+
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for some σ > 0 and ε > 0. Then u+ ∈ L∞(E), and there exists a positive
constant Cε that can be determined quantitatively a priori only in terms of the
set of parameters {N, λ, Λ, ε, σ}, the constant γ in the embeddings of Theo-
rem 2.1, the constant γ of the trace inequality of Proposition 8.2, and the
structure of ∂E through the parameters h and ω of its cone condition such
that

ess sup
E

u+ ≤ Cε max
{‖u+‖2; ‖ψ+‖q;∂E ; ‖f‖N+ε; |E|δ‖f+‖N+ε

2

}
(16.3)+

where

q = N − 1 + σ, σ = ε
N − 1

N
, and δ =

ε

N(N + ε)
. (16.4)

Proposition 16.2 Let ∂E be of class C1 and satisfying the segment property.
Let u ∈ W 1,2(E) be a weak super-solution of (10.1) for N ≥ 2, and assume
that

ψ− ∈ LN−1+σ(∂E), f ∈ LN+ε(E), f− ∈ L
N+ε

2 (E) (16.2)−

for some σ > 0 and ε > 0. Then u− ∈ L∞(E)

ess sup
E

u− ≤ Cε max
{‖u−‖2; ‖ψ−‖q;∂E ; ‖f‖N+ε; |E|δ‖f−‖N+ε

2

}
(16.3)−

where the parameters q, σ, δ and Cε are the same as in (16.3)+ and (16.4).

Remark 16.1 The dependence on some norm of u, for example ‖u±‖2, is
expected, since the solutions of (10.1) are unique up to constants.

Remark 16.2 The constant Cε in (16.3)± is “stable” as ε → ∞, in the sense
that if

ψ± ∈ L∞(∂E), f ∈ L∞(E), f± ∈ L∞(E), (16.5)

then u± ∈ L∞(E) and there exists a constant C∞ depending on the indicated
quantities except ε and σ such that

ess sup
E

u± ≤ C∞ max
{‖u±‖2; ess sup

∂E
ψ±; ‖f‖∞; |E| 1

N ‖f±‖∞
}

. (16.6)

Remark 16.3 The constant Cε in (16.3)± tends to infinity as ε → 0. The
order of integrability of f and f required in (16.2)± is optimal for u± to be in
L∞(E). This can be established by the same local solutions in Remark 14.2.
Also, the order of integrability of ψ± is optimal for u± to be in L∞(E), even
if f = f = 0. Indeed, the propositions are false for σ = 0 and f = f = 0,
as shown by the following counterexample. Consider the family of functions
parametrized by η > 0 (Section 8 of Chapter 2)

R × R
+ = E 	 (x, y) → Fη(x, y) =

1
2π

ln
√

x2 + (y + η)2.
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One verifies that Fη are harmonic in E, and on the boundary y = 0 of E

Fη,y
∣
∣
y=0

=
η

2π(x2 + η2)
.

One also verifies that
∫

R

Fη,y(x, 0)dx =
1
2

for all η > 0.

Therefore if an estimate of the type of (16.3)± were to exist for σ = 0, and
with C independent of σ, we would have, for all (x, y) in a neighborhood Eo

of the origin

|Fη(x, y)| ≤ C(1 + ‖Fη,y(·, 0)‖1,∂E) = 3
2C for all η > 0.

Letting η → 0 gives a contradiction. While the counterexample is set in R×R
+,

it generates a contradiction in a subset of Eo about the origin of R
2.

Remark 16.4 The constants Cε in (16.3)± and C∞ in (16.6) depend on the
embedding constants of Theorem 2.1. As such, they depend on the structure
of ∂E through the parameters h and ω of its cone condition. Because of this
dependence, Cε and C∞ tend to ∞ as either h → 0 or ω → 0.

Remark 16.5 The propositions are a priori estimates assuming that a
sub(super)-solution exists. Sufficient conditions for the existence of a solution
require that f and ψ must be linked by the compatibility condition (10.3).
Such a requirement, however, plays no role in the a priori L∞(E) estimates.

17 Proof of Propositions 16.1–16.2

It suffices to establish Proposition 16.1. Let u ∈ W 1,2(E) be a sub-solution
of the Neumann problem (10.1), in the sense of (16.1), and for k > 0 to be
chosen, define kn and An as in (15.1). In the weak formulation (16.1) take
v = (u − kn+1)+ ∈ W 1,2(E), to obtain
∫

E

[(aijuxi + fj)(u − kn+1)+xj + f+(u − kn+1)+]dx ≤
∫

∂E

ψ+(u − kn+1)+dσ.

Estimate the various terms by making use of the embedding (2.1), as follows
∣
∣
∣
∫

E

fj(u − kn+1)+xj dx
∣
∣
∣ ≤ ‖∇(u − kn+1)+‖2‖fχAn+1‖2

≤ λ

4
‖∇(u − kn+1)+‖2

2 +
1
λ
‖f‖2

N+ε|An+1|1− 2
N+ε .

Next, for the same choices of p∗ as in (15.2), by the embedding (2.1) of
Theorem 2.1
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∣
∣∣
∫

E

f+(u − kn+1)+dx
∣
∣∣ ≤ ‖f+‖N+ε

2
‖(u − kn+1)+‖p∗

≤ γ

ω
‖f+‖N+ε

2

( 1
h
‖(u − kn+1)+‖p + ‖∇(u − kn+1)+‖p

)

≤ λ

4
‖∇(u − kn+1)+‖2

2 + ‖(u − kn+1)+‖2
2

+
γ2

ω2

( 1
λ

+
1

4h2

)|E|δ‖f+‖2
N+ε

2
|An+1|1− 2

N +2δ

where γ is the constant of the embedding inequality (2.1), and δ is defined in
(14.4). Setting

F 2 = ‖f‖2
N+ε + |E|δ‖f+‖2

N+ε
2

, C1 =
γ2

ω2

( 1
λ

+
1

4h2

)

the previous remarks imply

λ

2
‖∇(u − kn+1)+‖2

2 ≤ ‖(u − kn+1)+‖2
2 + C1F 2|An+1|1− 2

N +2δ

+
∣∣
∣
∫

∂E

ψ+(u − kn+1)+dσ
∣∣
∣.

The last integral is estimated by means of the trace inequality (8.3). Let

q = N − 1 + σ = (N − 1)
(N + ε

N

)

be the order of integrability of ψ on ∂E and determine p∗ and p from

1 − 1
q

=
1
p∗

N

N − 1
, p∗ =

Np

N − p
,

1
q

=
p − 1

p

N

N − 1
.

One verifies that for these choices, 1 < p < 2 < N , and the trace inequality
(8.3) can be applied. Therefore

∣
∣∣
∫

∂E

ψ+(u − kn+1)+dσ
∣
∣∣ ≤ ‖ψ‖q;∂E‖(u − kn+1)+‖p∗ N−1

N ;∂E

≤ ‖ψ+‖q;∂E
[‖∇(u − kn+1)+‖p + 2γ‖(u − kn+1)+‖p

]

≤ ‖ψ+‖q;∂E
[‖∇(u − kn+1)+‖2 + 2γ‖(u − kn+1)+‖2

]|An+1| 1p− 1
2

≤ λ

4
‖∇(u − kn+1)+‖2

2 + ‖(u − kn+1)+‖2
2

+
(

γ2 +
1
λ

)
‖ψ+‖2

q;∂E |An+1| 2p−1.

Denote by C�, � = 1, 2, . . . generic positive constants that can be determined
quantitatively a priori, only in terms of the set of parameters {N, λ, Λ}, the
constant γ in the embeddings of Theorem 2.1, the constant γ of the trace
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inequality of Proposition 8.2, and the structure of ∂E through the parameters
h and ω of the cone condition. Then combining the previous estimates yields
the existence of constants C2 and C3 such that

‖∇(u − kn+1)+‖2
2 ≤ C2‖(u − kn+1)+‖2

2 + C3F 2
∗ |An+1|1− 2

N +2δ (17.1)

where we have set

F 2
∗ = max

{‖ψ‖2
q;∂E ; ‖f‖2

N+ε ; |E|2δ‖f+‖2
N+ε

2

}
.

17.1 Proof of Proposition 16.1 for N > 2

By the embedding inequality (2.1) of Theorem 2.1 for W 1,2(E) and (17.1)

‖(u − kn+1)+‖2
2 ≤ ‖(u − kn+1)+‖2

2∗ |An+1| 2
N

≤ 2γ2

ω2

(‖∇(u − kn+1)+‖2
2 +

1
h2

‖(u − kn+1)+‖2
2

)|An+1| 2
N

≤ C4‖(u − kn)+‖2
2|An+1| 2

N + C5F 2
∗ |An+1|1+2δ.

(17.2)

For all n ∈ N

Yn
def=

∫

E

(u − kn)2+dx ≥
∫

An+1

(u − kn+1)2+dx ≥ k2

4n
|An+1|.

Therefore the previous inequality yields

Yn+1 ≤ 4nC4

k4δ
Y 1+2δ
n

(
1
k2

∫

E

u2dx

) 2
N+ε

+
F 2∗
k2

42nC5

k4δ
Y 1+2δ
n .

Take k ≥ max
{‖u‖2; F∗}, so that

1
k2

∫

E

u2dx ≤ 1 and
F 2
∗

k2
≤ 1.

This choice leads to the recursive inequalities

Yn+1 ≤ 42nC6

k4δ
Y 1+2δ
n (17.3)

for a constant C6 that can be determined a priori only in terms of {N, λ, Λ},
the constants γ in the embedding inequalities of Theorem 2.1, the trace
inequalities of Proposition 8.2, the smoothness of ∂E through the parameters
ω and h of its cone condition, and is otherwise independent of f , f , and ψ.
By the fast geometric convergence Lemma 15.1, {Yn} → 0 as n → ∞, provided

Y1 ≤ 2−1/δ2C
−1/2δ
6 k2.

We conclude that by choosing

k = 21/2δ2C
1/4δ
6 max{‖u‖2 ; F∗}

then Y∞ = ‖(u − 2k)+‖2 = 0, and therefore u ≤ 2k in E.
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17.2 Proof of Proposition 16.1 for N = 2

The only differences occur in the application of the embedding inequalities of
Theorem 2.1, in the inequalities (17.2), leading to the recursive inequalities
(17.3). Inequality (17.2) is modified by fixing 1 < p < 2 and applying the
embedding inequality (2.1) of Theorem 2.1 for 1 < p < N . This gives

‖(u − kn+1)+‖2
2 ≤ ‖(u − kn+1)+‖2

p∗ |An+1|2
p−1

p

≤ γ(p, h, ω)
(‖∇(u − kn+1)+‖2

p + ‖(u − kn+1)+‖2
p

)|An+1|2
p−1

p

≤ γ(p, h, ω)
(‖∇(u − kn+1)+‖2

2 + ‖(u − kn+1)+‖2
2

)|An+1|
≤ γ‖(u − kn)+‖2

2|An+1| + C5F 2
∗ |An+1|1+2δ.

18 Miscellaneous Remarks on Further Regularity

A function u ∈ W 1,2
loc (E) is a local weak solution of (1.2), irrespective of possible

boundary data, if it satisfies (1.3) for all v ∈ W 1,2
o (Eo) for all open sets Eo

such that Ēo ⊂ E. On the data f and f assume

f ∈ LN+ε(E), f± ∈ L
N+ε

2 (E), for some ε > 0. (18.1)

The set of parameters {N, λ, Λ, ε, ‖f‖N+ε, ‖f‖N+ε
2

} are the data, and we say
that a constant C, γ, . . . depends on the data if it can be quantitatively deter-
mined a priori in terms of only these quantities. Continue to assume that the
boundary ∂E is of class C1 and with the segment property. For a compact
set K ⊂ R

N and η ∈ (0, 1) continue to denote by ‖| ·|‖η;K the Hölder norms
introduced in (9.3) of Chapter 2.

Theorem 18.1 Let u ∈ W 1,2
loc (E) be a local weak solution of (1.2) and let

(18.1) hold. Then u is locally bounded and locally Hölder continuous in E,
and for every compact set K ⊂ E, there exist positive constants γK , and CK
depending upon the data and dist{K; ∂E}, and α ∈ (0, 1) depending only on
the data and independent of dist{K; ∂E}, such that

‖|u|‖α;K ≤ γK(data, dist{K; ∂E}). (18.2)

Theorem 18.2 Let u ∈ W 1,2(E) be a solution of the Dirichlet problem (9.1),
with f and f satisfying (18.1) and ϕ ∈ Cε(∂E) for some ε ∈ (0, 1). Then u
is Hölder continuous in Ē and there exist constants γ > 1 and α ∈ (0, 1),
depending upon the data, the C1 structure of ∂E, and the Hölder norm
‖|ϕ|‖ε;∂E, such that

‖|u|‖α,Ē ≤ γ(data, ϕ, ∂E). (18.3)

Theorem 18.3 Let u ∈ W 1,2(E) be a solution of the Neumann problem
(10.1), with f and f satisfying (16.1) and ψ ∈ LN−1+σ(∂E) for some
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σ ∈ (0, 1). Then u is Hölder continuous in Ē, and there exist constants γ and
α ∈ (0, 1), depending on the data, the C1 structure of ∂E, and ‖ψ‖N−1+σ;∂E,
such that

‖|u|‖α,Ē ≤ γ(data, ψ, ∂E). (18.4)

The precise structure of these estimates in terms of the Dirichlet data ϕ or
the Neumann ψ, as well as the dependence on the structure of ∂E is specified
in more general theorems for functions in the DeGiorgi classes (Theorem 7.1
and Theorem 8.1 of the next chapter). These are the key, seminal facts in the
theory of regularity of solutions of elliptic equations. They can be used, by
boot-strap arguments, to establish further regularity on the solutions, when-
ever further regularity is assumed on the data.

Problems and Complements

1c Weak Formulations and Weak Derivatives

1.1c The Chain Rule in W 1,p(E)

Proposition 1.1c Let u ∈ W 1,p(E) for some p ≥ 1, and let f ∈ C1(R)
satisfy sup |f ′| ≤ M , for some positive constant M . Then f(u) ∈ W 1,p(E)
and ∇f(u) = f ′(u)∇u.

Proposition 1.2c Let u ∈ W 1,p(E) for some p ≥ 1. Then u± ∈ W 1,p(E)
and

∇u± =
{

sign(u)∇u a.e. in [u± > 0]
0 a.e. in [u = 0].

Proof (Hint) To prove the statement for u+, for ε > 0, apply the previous
proposition with

fε(u) =
{√

u2 + ε2 − ε for u > 0
0 for u ≤ 0.

Then let ε → 0.

Corollary 1.1c Let u ∈ W 1,p(E) for some p ≥ 1. Then |u − k| ∈ W 1,p(E),
for all k ∈ R, and ∇u = 0 a.e. on any level set of u.
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Corollary 1.2c Let f, g ∈ W 1,p(E) for some p ≥ 1. Then f ∧ g and f ∨ g
are in W 1,p(E) and

∇f ∧ g =

⎧
⎨

⎩

∇f a.e. in [f > g]
∇g a.e. in [f < g]
0 a.e. in [f = g].

A similar formula holds for f ∨ g.

1.2. Prove Proposition 1.2 and the first part of Proposition 1.1.

2c Embeddings of W 1,p(E)

It suffices to prove the various assertions for u ∈ C∞(E). Fix x ∈ E and let
Cx ⊂ Ē be a cone congruent to the cone C of the cone property. Let n be the
unit vector exterior to Cx, ranging over its same solid angle, and compute

|u(x)| =
∣
∣∣
∫ h

0

∂

∂ρ

(
1 − ρ

h

)
u(ρn)dρ

∣
∣∣ ≤

∫ h

0

|∇u(ρn)|dρ +
1
h

∫ h

0

|u(ρn)|dρ.

Integrating over the solid angle of Cx gives

ω|u(x)| ≤
∫

Cx

|∇u(y)|
|x − y|N−1

dy +
1
h

∫

Cx

|u(y)|
|x − y|N−1

dy (2.1c)

≤
∫

E

|∇u(y)|
|x − y|N−1

dy +
1
h

∫

E

|u(y)|
|x − y|N−1

dy.

The right-hand side is the sum of two Riesz potentials of the form (10.1) of
Chapter 2. The embeddings (2.1)–(2.3) are now established from this and the
estimates of Riesz potentials (10.2) of Proposition 10.1 of Chapter 2. Complete
the estimates and compute the constants γ explicitly.

2.1c Proof of (2.4)

Let Cx,ρ be the cone of vertex at x, radius 0 < ρ ≤ h, coaxial with Cx and
with the same solid angle ω. Denote by (u)x,ρ the integral average of u over
Cx,ρ.
Lemma 2.1c For every pair x, y ∈ E such that |x − y| = ρ ≤ h

|u(y) − (u)x,ρ| ≤ γ(N, p)
ω

ρ1−N
p ‖∇u‖p.

Proof For all ξ ∈ Cx,ρ

|u(y) − u(ξ)| =
∣
∣∣
∫ 1

0

∂

∂t
u
(
y + t(ξ − y)

)
dt
∣
∣∣.
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Integrate in dξ over Cx,ρ, and then in the resulting integral perform the change
of variables y + t(ξ − y) = η. The Jacobian is t−N , and the new domain of
integration is transformed into those η for which |y − η| = t|ξ − y| as ξ ranges
over Cx,ρ. Such a transformed domain is contained in the ball B2ρt(y). These
operations give

ω

N
ρN |u(y) − (u)x,ρ| ≤

∫ 1

0

(∫

Cx,ρ

|ξ − y| |∇u(y + t(ξ − y))|dξ
)

dt

≤
∫ 1

0

t−(N+1)

∫

E∩B2ρt(y)

|η − y||∇u(η)|dη dt

≤ γ(N, p)
∫ 1

0

t−(N+1)(2ρt)N(1− 1
p )+1‖∇u‖pt.

To conclude the proof of (2.4), fix x, y ∈ E, let z = 1
2 (x + y), ρ = 1

2 |x − y|,
and estimate

|u(x)−u(y)| ≤ |u(x)− (u)z,ρ|+ |u(y)− (u)z,ρ| ≤ γ(N, p)
ω

|x−y|1−N
p ‖∇u‖p.

2.2c Compact Embeddings of W 1,p(E)

The proof consists in verifying that a bounded subset of W 1,p(E) satisfies the
conditions for a subset of Lq(E) to be compact ([31], Chapter V). For δ > 0
let

Eδ =
{

x ∈ E
∣
∣dist{x; ∂E} > δ

}
.

For q ∈ [1, p∗) and u ∈ W 1,p(E)

‖u‖q,E−Eδ
≤ ‖u‖p∗μ(E − Eδ)

1
q − 1

p∗ .

Next, for h ∈ R
N of length |h| < δ compute

∫

Eδ

|u(x + h) − u(x)|dx ≤
∫

Eδ

∫ 1

0

∣
∣
∣

d

dt
u(x + th)

∣
∣
∣dtdx

≤ |h|
∫ 1

0

∫

Eδ

|∇u(x + th)|dx dt ≤ |h||E| p−1
p ‖∇u‖p.

Therefore for all σ ∈ (0, 1
q )

∫

Eδ

|Thu − u|qdx =
∫

Eδ

|Thu − u|qσ+q(1−σ)dx

≤
(∫

Eδ

|Thu − u|dx

)qσ(∫

Eδ

|Thu − u| q(1−σ)
1−qσ dx

)1−qσ
.
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Choose σ so that

q(1 − σ)
1 − qσ

= p∗, that is, σq =
p∗ − q

p∗ − 1
.

Such a choice is possible if 1 < q < p∗. Applying the embedding Theorem 2.1
gives

∫

Eδ

|Thu − u|qdx ≤ γ(1−σ)q

(∫

Eδ

|Thu − u|dx

) p∗−q
p∗−1

‖u‖(1−σ)q
1,p

for a constant γ depending only on N, p and the geometry of the cone property
of E. Combining these estimates

‖Thu − u‖q,Eδ
≤ γ1|h|σ‖u‖1,p.

3c Multiplicative Embeddings of W 1,p
o (E) and W̃ 1,p(E)

3.1c Proof of Theorem 3.1 for 1 ≤ p < N

Lemma 3.1c Let u ∈ C∞
o (E) and N > 1. Then

‖u‖ N
N−1

≤
N∏

j=1

‖uxj‖1/N
1 .

Proof If N = 2

∫∫

E

u2(x1, x2)dx1dx2 =
∫∫

E

u(x1, x2)u(x1, x2)dx1dx2

≤
∫∫

E

max
x2

u(x1, x2)max
x1

u(x1, x2)dx1dx2

=
∫

R

max
x2

u(x1, x2)dx1

∫

R

max
x1

u(x1, x2)dx2

≤
∫∫

E

|ux1 |dx

∫∫

E

|ux2 |dx.

Thus the lemma holds for N = 2. Assuming that it does hold for N , set

x = (x1, . . . , xN ) and x = (x̄, xN+1).
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By repeated application of Hölder’s inequality and the induction

‖u‖
N+1

N
N+1

N

=
∫

R

∫

RN

|u(x, xN+1)|N+1
N dxdxN+1

=
∫

R

dxN+1

∫

RN

|u(x, xN+1)||u(x, xN+1)| 1
N dx

≤
∫

R

dxN+1

(∫

RN

|u(x, xN+1)|dx

) 1
N
(∫

RN

|u(x, xN+1)| N
N−1 dx

)N−1
N

≤
(∫

E

|uxN+1|dx

) 1
N
∫

R

N∏

j=1

(∫

RN

|uxj(x̄, xN+1)|dx̄

) 1
N

dxN+1

≤
(∫

E

|uxN+1|dx

) 1
N
(

N∏

j=1

∫

E

|uxj |dx

) 1
N

=
(
N+1∏

j=1

∫

E

|uxj |dx

) 1
N

Next, for 1 ≤ p < N write

‖u‖ Np
N−p

=
(∫

E

w
N

N−1 dx

)N−1
N

N−p
p(N−1)

where w = |u| p(N−1)
N−p

and apply Lemma 3.1c to the function w. This gives

‖u‖ Np
N−p

≤
[
N∏

j=1

(∫

E

|wxj |dx

) 1
N
] N−p

p(N−1)

= γ(N, p)
N∏

j=1

(∫

E

|u| p(N−1)
N−p −1|uxj |dx

) N−p
Np(N−1)

where

γ =
(

p(N − 1)
N − p

) N−p
p(N−1)

.

Now for all j = 1, . . . , N , by Hölder’s inequality

∫

E

|u| p(N−1)
N−p −1|uxj |dx ≤

(∫

E

|uxi |pdx

) 1
p
(∫

E

|u| Np
N−p dx

) p−1
p

.

Therefore

N∏

j=1

(∫

E

|u| p(N−1)
N−p −1|uxj |dx

) N−p
Np(N−1)

=
N∏

j=1

‖uxi‖
N−p

Np(N−1)
p ‖u‖

p−1
p(N−1)
Np

N−p

≤ ‖∇u‖
N−p

p(N−1)
p ‖u‖

p−1
p

N
N−1

Np
N−p

.
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3.2c Proof of Theorem 3.1 for p ≥ N > 1

Let F (x; y) be the fundamental solution of the Laplacian. Then for u ∈
C∞
o (E), by the Stokes formula (2.3)–(2.4) of Chapter 2

u(x) = −
∫

RN

F (x; y)Δu(y)dy =
∫

RN

∇u(y) · ∇yF (x; y)dy

=
∫

|x−y|<ρ
∇u(y) · ∇yF (x; y)dy +

∫

|x−y|>ρ
∇u(y) · ∇yF (x; y)dy.

The last integral can be computed by an integration by parts, and equals
∫

|x−y|>ρ
∇u(y) · ∇yF (x; y)dy =

1
ωNρN−1

∫

|x−y|=ρ
u(y)dσ

since F (x; ·) is harmonic in R
N − {x}. Here dσ denotes the surface measure

on the sphere |x−y| = ρ. Put this in the previous expression of u(x), multiply
by NωNρN−1, and integrate in dρ over (0, R), where R is a positive number
to be chosen later. This gives

ωNRN |u(x)| ≤ N

∫ R

0

(∫

|x−y|<ρ

|∇u(y)|
|x − y|N−1

dy

)
ρN−1dρ

+ N

∫ R

0

(∫

|x−y|=ρ
|u(y)|dσ

)
dρ.

From this, for all x ∈ E

ωN |u(x)| ≤
∫

BR(x)

|∇u(y)|
|x − y|N−1

dy +
N

RN

∫

BR(x)

|u(y)|dy

= I1(x, R) + NI2(x, R).

3.2.1c Estimate of I1(x, R)

Choose two positive numbers a, b < N such that

a

q
+ b

(
1 − 1

p

)
= N − 1.

Since p ≥ N , this choice is possible for the indicated range of q. Now write

|∇u|
|x − y|N−1

= |∇u|p( 1
p− 1

q ) |∇u| p
q

|x − y| a
q

1

|x − y|b(1− 1
p )

and apply Hölder’s inequality with the conjugate exponents
(

1
p
− 1

q

)
+

1
q

+
(

1 − 1
p

)
= 1.



332 9 Linear Elliptic Equations with Measurable Coefficients

This gives

I1(x, R) ≤ ‖∇u‖1−p
q

p

(∫

BR(x)

|∇u(y)|p
|x − y|a dy

) 1
q
(∫

BR(x)

1
|x − y|b dy

)1− 1
p

.

Taking the qth power and integrating over E gives

‖I1(R)‖q ≤ ω
1− 1

p + 1
q

N RN( 1
N − 1

p + 1
q )

(N − a)
1
q (N − b)1−

1
p

‖∇u‖p.

3.2.2c Estimate of I2(x, R)

I2(x, R) ≤ R−N
(∫

|x−y|<R
|u(y)|pdy

) 1
p
(∫

|x−y|<R
1dy

)1− 1
p

≤
(

ωN
N

)1− 1
p

R−N
p ‖u‖1−p

q
p

(∫

|ξ|<R
|u(x + ξ)|pdξ

) 1
q

.

Take the qth power and integrate in dx over R
N to obtain

‖I2‖q ≤
(ωN

N

)1+ 1
q − 1

p

R−N( 1
p− 1

q )‖u‖p.

3.2.3c Proof of Theorem 3.1 for p ≥ N > 1 (Concluded)

Combining these estimates yields

‖u‖q ≤ γ
(
R1−δ‖∇u‖p + R−δ‖u‖p

)
, δ = N

(1
p
− 1

q

)

for a constant γ(N, p, q, a, b). Minimizing the right-hand side with respect to
the parameter R proves the estimate.

3.3c Proof of Theorem 3.2 for 1 ≤ p < N and E Convex

Having fixed x, y ∈ E, let R(x, y) be the distance from x to ∂E along y − x
and write

|u(x) − u(y)| ≤
∫ R(x,y)

0

∣
∣
∣

∂

∂ρ
u(x + ρn)

∣
∣
∣dρ, n =

y − x

|y − x| .

Integrate in dy over E to obtain

|E||u(x) − uE| ≤
∫

E

(∫ R(x,y)

0

|∇u(x + ρn)|dρ

)
dy.
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The integral in dy is calculated by introducing polar coordinates with pole
at x. Therefore if n is the angular variable spanning the sphere |n| = 1, the
right-hand side is majorized by

(diam E)N−1

∫ diamE

0

∫

|n|=1

∫ R(x,y)

0

ρN−1 |∇u(x + ρn)|
|x − y|N−1

dρdndr

≤ (diam E)N
∫

E

|∇u|
|x − y|N−1

dy.

Therefore

|u(x) − uE | ≤ (diam E)N

|E|
∫

E

|∇u(y)|
|x − y|N−1

dy.

The proof is now concluded using the estimates of the Riesz potentials in
Section 10 of Chapter 2. The remaining cases for p ≥ N are left as an exercise
following similar arguments in the analogous multiplicative embeddings of
W 1,p
o (E).

5c Solving the Homogeneous Dirichlet Problem (4.1) by
the Riesz Representation Theorem

Consider formally the linear operator with variable coefficients

L(u) = −(aijuxi + aju
)
xj

+ biuxi + cu (5.1c)

and the associated, formal bilinear form

a(u, v) =
∫

E

(
aijuxivxj + ajuvxj + biuxiv + cuv

)
dx. (5.2c)

Assuming that (aij) satisfies the ellipticity condition (1.1), all the various
terms are well defined for u, v ∈ W 1,2

o (E), provided c ∈ L∞(E) and

a = (a1, . . . , aN )
b = (b1, . . . , bN )

}
∈
{

LN(E) if N > 2
Lq(E) for some q > 2 if N = 2.

(5.3c)

The homogeneous Dirichlet problem (4.1) takes the form

L(u) = div f − f in E, and u
∣
∣
∂E

= 0 on ∂E. (5.4c)

The latter is meant in the weak form of seeking u ∈ W 1,2
o (E) such that

a(u, v) = −
∫

E

(
f · ∇v + fv

)
dx (5.5c)

for all v ∈ W 1,2
o (E). The unique solvability of this problem can be estab-

lished almost verbatim by any one of the methods of Sections 5–7, provided
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the bilinear form a(·, ·) introduced in (5.2c) generates an inner product in
W 1,2
o (E), equivalent to any one of the inner products in (3.9), precisely, if

there are constants 0 < λo < Λo such that

λo‖∇u‖2
2 ≤ a(u, u) ≤ Λo‖∇u‖2

2 for all u ∈ W 1,2
o (E).

This can be ensured by a number of conditions on a, b, and c, and on the size
of E. Let c = c+−c− be partitioned into its positive and negative parts. Prove
that if N > 2, the following condition is sufficient for the unique solvability
of (5.4c):

γ
(‖a‖N + ‖b‖N + γ‖c−‖∞

) ≤ (1 − ε)λ (5.6c)

for some ε ∈ (0, 1), where γ is the constant appearing in the embedding
inequality (3.1). The latter occurs, for example, if c ≥ 0, b ∈ Lq(E) for some
q > N , and |E| is sufficiently small. Prove that another sufficient condition is

c ≥ co > 0 and
1

4(1 − ε)λ
(‖a‖∞ + ‖b‖∞) ≤ co. (5.7c)

6c Solving the Homogeneous Dirichlet Problem (4.1) by
Variational Methods

The homogeneous Dirichlet problem (5.4c), can also be solved by variational
methods. The corresponding functional is

2J(u) =
∫

E

{[aijuxi + biuxi + (aj + bj)u + 2fj]uxj + (b · ∇u + cu + 2f)u}dx.

The same minimization procedure can be carried out, provided b and c satisfy
either (5.6c) or (5.7c).

6.1c More General Variational Problems

More generally one might consider minimizing functionals of the type

W 1,p
o (E) 	 u → J(u) =

∫

E

F (x, u,∇u)dx, p > 1 (6.1c)

where the function

E × R × R
N 	 (x, z, q) → F (x, z, q)

is measurable in x for a.e. (z, q) ∈ R
N+1, differentiable in z and q for a.e.

x ∈ E, and satisfies the structure condition

λ|q|p − f(x) ≤ F (x, z, q) ≤ Λ|q|p + f(x) (6.2c)

for a given non-negative f ∈ L1(E). On F impose also the convexity (elliptic-
ity) condition, that is, F (x, z, ·) ∈ C2(RN ) for a.e. (x, z) ∈ E × R, and

Fqiqj ξiξj ≥ λ|ξ|p for all ξ ∈ R
N for a.e. (x, z) ∈ E × R. (6.3c)
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A Prototype Example

Let (aij) denote a symmetric N × N matrix with entries aij ∈ L∞(E) and
satisfying the ellipticity condition (1.1), and consider the functional

W 1,p
o (E) 	 u → pJ(u) =

∫

E

(|∇u|p−2aijuxiuxj + pfu)dx (6.4c)

for a given f ∈ Lq(E), where q ≥ 1 satisfies

1
p

+
1
q

=
1
N

+ 1 if 1 < p < N, and q ≥ 1 if p ≥ N. (6.5c)

Let v = (v1, . . . , vN ) be a vector-valued function defined in E. Verify that the
map

[Lp(E)]N 	 v =
∫

E

|v|p−2aijvivjdx

defines a norm in [Lp(E)]N equivalent to ‖v‖p. Since the norm is weakly lower
semi-continuous, for every sequence {vn} ⊂ [Lp(E)]N weakly convergent to
some v ∈ [Lp(E)]N

lim inf
∫

E

|vn|p−2aijvi,nvj,ndx ≥
∫

E

|v|p−2aijvivjdx.

The convexity condition (6.3c), called also the Legendre condition, ensures
that a similar notion of semi-continuity holds for the functional J(·) in (6.1c)
(see [108]).

Lower Semi-Continuity

A functional J from a topological space X into R is lower semi-continuous if
[J > a] is open in X for all a ∈ R. Prove the following.

Proposition 6.1c Let X be a topological space satisfying the first axiom of
countability. A functional J : X → R is lower semi-continuous if and only if
for every sequence {un} ⊂ X convergent to some u ∈ X

lim inf J(un) ≥ J(u).

6.3. The epigraph of J is the set

EJ = {(x, a) ∈ X × R
∣
∣ J(x) ≤ a}.

Assume that X satisfies the first axiom of countability and prove that J
is lower semi-continuous if and only if its epigraph is closed.

6.4. Prove that J : X → R is convex if and only if its epigraph is convex.
6.5. Prove the following:
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Proposition 6.2c Let J : W 1,p
o (E) → R be the functional in (6.1c) where

F satisfies (6.2c)–(6.3c). Then J is weakly lower semi-continuous.

Hint: Assume first that F is independent of x and z and depends only on
q. Then J may be regarded as a convex functional from J̃ : [Lp(E)]N → R.
Prove that its epigraph is (strongly and hence weakly) closed in
[Lp(E)]N .

6.6. Prove the following:

Proposition 6.3c Let J : W 1,p
o (E) → R be the functional in (6.1c) where

F satisfies (6.2c)–(6.3c). Then J has a minimum in W 1,p
o (E).

Hint: Parallel the procedure of Section 6.
6.7. The minimum claimed by Proposition 6.3c need not be unique. Pro-

vide a counterexample. Formulate sufficient assumptions on F to ensure
uniqueness of the minimum.

6.8c Gâteaux Derivatives, Euler Equations, and Quasi-Linear
Elliptic Equations

Let X be a Hausdorff space. A functional J : X → R is Gâteaux differentiable
at w ∈ X in the direction of some v ∈ X if there exists an element J ′(w; v) ∈ R

such that

lim
t→0

J(w + tv) − J(w)
t

= J ′(w; v).

The equation

J ′(w; v) = 0 for all v ∈ X

is called the Euler equation of J . In particular, (6.4) is the Euler equation of
the functional in (6.1). The Euler equation of the functional in (6.4c) is

− (|∇u|p−2aijuxi

)
xj

= f. (6.6c)

In the special case (aij) = I this is the p-Laplacian equation

− div |∇u|p−2∇u = f. (6.7c)

The Euler equation of the functional in (6.1c) is

− div A(x, u,∇u) + B(x, u,∇u) = 0, u ∈ W 1,p
o (E) (6.8c)

where A = ∇qF and B = Fz . The equation is elliptic in the sense that
(aij) = (Fqiqj ) satisfies (6.3c). Thus the functional in (6.1c) generates the
PDE in (6.8c) as its Euler equation, and minima of J are solutions of
(6.8c).
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6.8.1c Quasi-Linear Elliptic Equations

Consider now (6.8c) independently of its variational origin, where

E × R × R
N 	 (x, z, q) →

{
A(x, z, q) ∈ R

N

B(x, z, q) ∈ R
(6.9c)

are continuous functions of their arguments and subject to the structure con-
ditions ⎧

⎨

⎩

A(x, z, q) · q ≥ λ|q|p − Cp

|A(x, z, q)| ≤ Λ|q|p−1 + Cp−1

|B(x, z, q)| ≤ C|q|p−1 + Cp
(6.10c)

for all (x, z, q) ∈ E × R × R
N , for given positive constants λ ≤ Λ and non-

negative constant C. A local solution of (6.8c)–(6.10c), irrespective of possible
prescribed boundary data, is a function u ∈ W 1,p

loc (E) satisfying
∫

E

[
A(x, u,∇u)∇v + B(x, u,∇u)v

]
dx = 0 for all v ∈ W 1,p

o (Eo) (6.11c)

for every open set Eo such that Ēo ⊂ E. In general, there is not a function F
satisfying (6.2c)–(6.3c) and a corresponding functional as in (6.1c) for which
(6.8c) is its Euler equation. It turns out, however, that local solutions of (6.8c)–
(6.10c), whenever they exist, possess the same local behavior, regardless of
their possible variational origin (Chapter 10).

6.8.2c Quasi-Minima

Let J : W 1,p
loc (E) → R be given by (6.1c), where F satisfies (6.2c) but not

necessarily (6.3c). A function u ∈ W 1,p
loc (E) is a Q-minimum for J if there is a

number Q ≥ 1 such that

J(u) ≤ J(u + v) for all v ∈ W 1,p
o (Eo)

for every open set Eo such that Ēo ⊂ E. The notion is of local nature. Minima
are Q-minima, but the converse is false. Every functional of the type (6.1c)–
(6.3c) generates a quasi-linear elliptic PDE of the type of (6.8c)–(6.10c). The
converse is in general false. However every local solution u ∈ W 1,p

loc (E) of
(6.8c)–(6.10c) is a Q-minimum, in the sense that there exists some F satisfying
(6.2c), but not necessarily (6.3c), such that u is a Q-minimum for the function
J in (6.1c) for such a F ([53]).

8c Traces on ∂E of Functions in W 1,p(E)

8.1c Extending Functions in W 1,p(E)

Establish Proposition 8.1 by the following steps. Let R
N
+ be the upper-

half space xN > 0 and denote its coordinates by x = (x̄, xN ), where
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x̄ = (x1, . . . , xN−1). Assume first that E = R
N
+ so that ∂E is the hyperplane

xN = 0. Given u ∈ W 1,p(RN+ ), set ([102])

ũ(x̄, xN ) =
{

u(x̄, xN ) if xN > 0
−3u(x̄,−xN ) + 4u(x̄,− 1

2xN ) if xN < 0.

Prove that ũ ∈ W 1,p(RN ), and that C∞
o (RN ) is dense in W 1,p(RN+ ).

If ∂E is of class C1 and has the segment property, it admits a finite covering
with balls Bt(xj) for some t > 0, and xj ∈ ∂E for j = 1, . . . , m. Let then

U = {Bo, B2t(x1), . . . , B2t(xm)}, Bo = E −
m⋃

j=1

B̄t(xj)

be an open covering of E, and let Φ be a partition of unity subordinate to U .
Set

ψj = {the sum of the ϕ ∈ Φ supported in B2t(xj)}
so that

u =
m∑

j=1

uj where uj =
{

uψj in E
0 otherwise.

By construction, uj ∈ W 1,p(B2t(xj)) with bounds depending on t. By choosing
t sufficiently small, the portion ∂E∩B2t(xj) can be mapped, in a local system
of coordinates, into a portion of the hyperplane xN = 0. Denote by Uj an
open ball containing the image of B2t(xj) and set U+

j = Uj ∩ [xN > 0].
The transformed functions ūj belong to W 1,p(U+

j ). Perform the extension as
indicated earlier, return to the original coordinates and piece together the
various integrals each relative to the balls B2t(xj) of the covering U . This
technique is refereed to as local “flattening of the boundary.”

8.2c The Trace Inequality

Proposition 8.1c Let u ∈ C∞
o (RN ). If 1 ≤ p < N , there exists a constant

γ = γ(N, p) such that

‖u(·, 0)‖p∗ N−1
N

,RN−1 ≤ γ‖∇u‖p,RN
+

. (8.1c)

If p > N , there exist constants γ = γ(N, p) such that

‖u(·, 0)‖∞,RN−1 ≤ γ‖u‖1−N
p

p,RN
+
‖∇u‖

N
p

p,RN
+

(8.2c)

|u(x̄, 0) − u(ȳ, 0)| ≤ γ|x̄ − ȳ|1−N
p ‖∇u‖p,RN

+
(8.3c)

for all x̄, ȳ ∈ R
N−1.
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Proof For all x̄ ∈ R
N−1 and all r ≥ 1

|u(x̄, 0)|r ≤ r

∫ ∞

0

|u(x̄, xN )|r−1|uxN (x̄, xN )|dxN .

Integrate both sides in dx̄ over R
N−1 and apply Hölder’s inequality to the

resulting integral on the right-hand side to obtain

‖u(·, 0)‖rr,RN−1 ≤ r‖∇u‖p,RN
+
‖u‖r−1

q,RN
+

, where q =
p

p − 1
(r − 1). (8.4c)

Apply this with r = p∗N−1
N , and use the embedding (3.1) of Theorem 3.1 to

get
‖u(·, 0)‖p∗ N−1

N ,RN−1 ≤ γ‖u‖1− 1
r

p∗,RN
+
‖∇u‖ 1

r

p,RN
+
≤ γ‖∇u‖p,RN

+
.

The domain R
N
+ satisfies the cone condition with cone C of solid angle 1

2ωN
and height h ∈ (0,∞). Then (8.3c) follows from (2.4) of Theorem 2.1, whereas
(8.2c) follows from (2.3) of the same theorem, by minimizing over h ∈ (0,∞).

Prove Proposition 8.2 by a local flattening of ∂E.

8.3c Characterizing the Traces on ∂E of Functions in W 1,p(E)

Set R
N+1
+ = R

N × R+ and denote the coordinates in R
N+1
+ by (x, t) where

x ∈ R
N and t ≥ 0. Also set

∇N =
( ∂

∂x1
, . . . ,

∂

∂xN

)
, ∇ =

(
∇N ,

∂

∂t

)
.

Proposition 8.2c Let u ∈ C∞
o (RN+1

+ ). Then

‖|u(·, 0)|‖1− 1
p ,p;R

N ≤ γ‖ut‖
1
p

p,RN+1
+

‖∇Nu‖1− 1
p

p,RN+1
+

(8.5c)

where γ = γ(p) depends only on p and γ(p) → ∞ as p → 1.

Proof For every pair x, y ∈ R
N , set 2ξ = x−y and consider the point z ∈ R

N+1
+

of coordinates z = (1
2 (x + y), λ|ξ|), where λ is a positive parameter to be

chosen. Then

|u(x, 0) − u(y, 0)| ≤ |u(z) − u(x, 0)| + |u(z) − u(y, 0)|

≤ |ξ|
∫ 1

0

|∇Nu(x − ρξ, λρ|ξ|)|dρ + |ξ|
∫ 1

0

|∇Nu(y + ρξ, λρ|ξ|)|dρ

+ λ|ξ|
∫ 1

0

|ut(x − ρξ, λρ|ξ|)|dρ + λ|ξ|
∫ 1

0

|ut(y + ρξ, λρ|ξ|)|dρ.
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From this

|u(x, 0) − u(y, 0)|p
|x − y|N+(p−1)

≤ 1
2p

(∫ 1

0

|∇Nu(x − ρξ, λρ|ξ|)|
|x − y|N−1

p

dρ

)p

+
1
2p

(∫ 1

0

|∇Nu(y + ρξ, λρ|ξ|)|
|x − y|N−1

p

dρ

)p

+
1
2p

λp
(∫ 1

0

|ut(x − ρξ, λρ|ξ|)|
|x − y|N−1

p

dρ

)p

+
1
2p

λp
(∫ 1

0

|ut(y + ρξ, λρ|ξ|)|
|x − y|N−1

p

dρ

)p
.

Next integrate both sides over R
N × R

N . In the resulting inequality take the
1
p power and estimate the various integrals on the right-hand side by the
continuous version of Minkowski’s inequality. This gives

‖|u(·, 0)|‖1− 1
p ,R

N ≤
∫ 1

0

(∫

RN

∫

RN

|∇Nu(x − ρξ, λρ|ξ|)|p
|x − y|N−1

dxdy

) 1
p

dρ

+ λ

∫ 1

0

(∫

RN

∫

RN

|ut(x − ρξ, λρ|ξ|)|p
|x − y|N−1

dxdy

) 1
p

dρ.

Compute the first integral by integrating first in dy and perform such inte-
gration in polar coordinates with pole at x. Denoting by n the unit vector
spanning the unit sphere in R

N and recalling that 2|ξ| = |x − y|, we obtain
∫

RN

∫

RN

|∇Nu(x − ρξ, λρ|ξ|)|p
|x − y|N−1

dxdy

= 2
∫

|n|=1

dn
∫ ∞

0

d|ξ|
∫

RN

|∇Nu(x + ρn|ξ|, λρ|ξ|)|pdx

= 2
ωN
λρ

∫

R
N+1
+

|∇Nu|pdx.

Compute the second integral in a similar fashion and combine them into

‖|u(·, 0)|‖1− 1
p ,p;R

N ≤ 21/pλ− 1
p ‖∇Nu‖p,RN+1

+

∫ 1

0

ρ− 1
p dρ

+ 21/pλ1− 1
p ‖ut‖p,RN+1

+

∫ 1

0

ρ− 1
p dρ

= 21/p p

p − 1

(
λ− 1

p ‖∇Nu‖p,RN+1
+

+ λ1− 1
p ‖ut‖p,RN+1

+

)
.

The proof is completed by minimizing with respect to λ.
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Prove Theorem 8.1 by the following steps:

8.4. Proposition 8.2c shows that a function in W 1,p(RN+1
+ ) has a trace on

R
N = [xN+1 = 0] in W 1− 1

p ,p(RN ). Prove the direct part of the theorem for
general ∂E of class C1 and with the segment property by a local flattening
technique.

8.5. Every v ∈ W 1− 1
p ,p(RN ) admits an extension u ∈ W 1,p(RN+1

+ ) such
that v = tr(u). To construct such an extension, assume first that v is
continuous and bounded in R

N . Let Hv(x, t) be its harmonic extension in
R
N+1
+ constructed in Section 8 of Chapter 2, and in particular in (8.3),

and set
u(x, xN+1) = Hv(x, xN+1)e−xN+1.

Verify that u ∈ W 1,p(RN+1
+ ) and that tr(u) = v. Modify the construction

to remove the assumption that v is bounded and continuous in R
N .

8.6. Prove that the Poisson kernel K(·; ·) in R
N × R

+, constructed in (8.2)
of Section 8 of Chapter 2, is not in W 1,p(RN × R

+) for any p ≥ 1. Argue
indirectly by examining its trace on xN+1 = 0.

8.7. Prove a similar fact for the kernel in the Poisson representation of har-
monic functions in a ball BR (formula (3.9) of Section 3 of Chapter 2).

9c The Inhomogeneous Dirichlet Problem

9.1c The Lebesgue Spike

The segment property on ∂E is required to ensure an extension of ϕ into
E by a function v ∈ W 1,2(E). Whence such an extension is achieved, the
structure of ∂E does not play any role. Indeed, the problem is recast into one
with homogeneous Dirichlet data on ∂E whose solvability by either methods
of Sections 5–7 use only the embeddings of W 1,2

o (E) of Theorem 3.1, whose
constants are independent of ∂E. Verify that the domain of Section 7.2 of
Chapter 2 does not satisfy the segment property. Nevertheless the Dirichlet
problem (7.3), while not admitting a classical solution, has a unique weak
solution given by (7.2). Specify in what sense such a function is a weak solu-
tion.

9.2c Variational Integrals and Quasi-Linear Equations

Consider the quasi-linear Dirichlet problem

−div A(x, u,∇u) + B(x, u,∇u) = 0

u
∣
∣
∂E

= ϕ ∈ W 1− 1
p ,p(∂E)

in E

on ∂E
(9.1c)

where the functions A and B satisfy the structure condition (6.10c). Assume
moreover, that (9.1c) has a variational structure, that is, there exists a func-
tion F , as in Section 6.1c, and satisfying (6.2c)–(6.3c), such that A = ∇qF
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and B = Fz. A weak solution is a function u ∈ W 1,p(E) such that tr(u) = ϕ
and satisfying (6.11c). Introduce the set

Kϕ =
{

u ∈ W 1,p(E) such that tr(u) = ϕ
}

(9.2c)

and the functional

Kϕ 	 u → J(u) =
∫

E

F (x, u,∇u)dx p > 1. (9.3c)

Prove the following:

9.3. Kϕ is convex and weakly (and hence strongly) closed. Hint: Use the
trace inequalities (8.3)–(8.5).

9.4. Subsets of Kϕ, bounded in W 1,p(E) are weakly sequentially compact.
9.5. The functional J in (9.3c) has a minimum in Kϕ. Such a minimum is

a solution of (9.1c) and the latter is the Euler equation of J . Hint: Use
Proposition 6.2c.

9.6. Solve the inhomogeneous Dirichlet problem for the more general linear
operator in (5.1c).

9.7. Explain why the method of extending the boundary datum ϕ and
recasting the problem as a homogeneous Dirichlet problem might not be
applicable for quasi-linear equations of the form (9.1c). Hint: Examine the
functionals in (6.4c) and their Euler equations (6.6c)–(6.7c).

10c The Neumann Problem

Consider the quasi-linear Neumann problem

− divA(x, u,∇u) + B(x, u,∇u) = 0
A(x, u,∇u) · n = ψ

in E

on ∂E
(10.1c)

where n is the outward unit normal to ∂E and ψ satisfies (10.4). The func-
tions A and B satisfy the structure condition (6.10c) and have a variational
structure in the sense of Section 9.2c. Introduce the functional

W 1,p(E) 	 u → J(u) =
∫

E

F (x, u,∇u)dx −
∫

∂E

ψtr(u)dσ. (10.2c)

In dependence of various assumptions on F , identify the correct weakly closed
subspace of W 1,p(E), where the minimization of J should be set, and find such
a minimum, to coincide with a solution of (10.1c).

As a starting point, formulate sufficient conditions on the various parts of
the operators in (5.1c), (6.6c), and (6.7c) that would ensure solvability of the
corresponding Neumann problem. Discuss uniqueness.
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11c The Eigenvalue Problem

11.1. Formulate the eigenvalue problem for homogeneous Dirichlet data as
in (11.1) for the more general operator (5.1c). Formulate conditions on
the coefficients for an analogue of Proposition 11.1 to hold.

11.2. Formulate the eigenvalue problem for homogeneous Neumann data.
State and prove a proposition analogous to Proposition 11.1. Extend it to
the more general operator (5.1c).

12c Constructing the Eigenvalues

12.1. Set up the proper variational functionals to construct the eigenvalues
for homogeneous Dirichlet data for the more general operator (5.1c). For-
mulate conditions on the coefficients for such a variational problem to be
well-posed.

12.2. Set up the proper variational functionals to construct the eigenvalues
for homogeneous Neumann data. Extend these variational integrals and
formulate sufficient conditions to include the more general operator (5.1c).

13c The Sequence of Eigenvalues and Eigenfunctions

13.1. It might seem that the arguments of Proposition 13.2 would apply to
all eigenvalues and eigenfunctions. Explain where the argument fails for
the eigenvalues following the first.

13.2. Formulate facts analogous to Proposition 13.1 for the sequence of eigen-
values and eigenfunctions for homogeneous Dirichlet data for the more
general operator (5.1c).

13.3. Formulate facts analogous to Proposition 13.1 for the sequence of eigen-
values and eigenfunctions for homogeneous Neumann data.

14c A Priori L∞(E) Estimates for Solutions of the
Dirichlet Problem (9.1)

The proof of Propositions 14.1–14.2 shows that the L∞(E)-estimate stems
only from the recursive inequalities (15.3), and a sup-bound would hold for
any function satisfying them. For these inequalities to hold the linearity of
the PDE in (9.1) is immaterial. As an example, consider the quasi-linear
Dirichlet problem (9.1c) where B = 0 and A is subject to the structure con-
dition (6.10c). In particular the problem is not required to have a variational
structure.
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14.1. Prove that weak solutions of such a quasi-linear Dirichlet problem sati-
sfy recursive inequalities analogous to (15.3). Prove that they are essen-
tially bounded with an upper of the form (14.5), with f = 0 and f = Cp,
where C is the constant in the structure conditions (6.10c).

14.2. Prove that the boundedness of u continues to hold, if A and B satisfy
the more general conditions

A(x, z, q) · q ≥ λ|q|p − f(x)
|B(x, z, q)| ≤ f(x)

for some f ∈ L
N+ε

p (E).

Prove that an upper bound for ‖u‖∞ has the same form as (14.3)± with
f = 0 and the same value of δ.

15c A Priori L∞(E) Estimates for Solutions of the
Neumann Problem (10.1)

The estimates (16.3)± and (16.6) are a sole consequence of the recursive
inequalities (17.3) and therefore continue to hold for weak solutions of equa-
tions from which they can be derived.

15.1. Prove that they can be derived for weak solutions of the quasi-linear
Neumann problem (10.1c), where A and B satisfy the structure conditions
(6.10c) and are not required to be variational. Prove that the estimate
takes the form

‖u‖∞ ≤ Cσ max
{‖u‖2 ; ‖ψ‖N−1+σ ; |E| 1

N

}
.

15.2. Prove that L∞(E) estimates continue to hold if the constant C in
the structure conditions (6.10c) is replaced by a non-negative function
f ∈ L

N+ε
p for some ε > 0. In such a case the estimate takes exactly the

form (16.6) with f = 0.
15.3. Establish L∞(E) estimates for weak solutions to the Neumann problem

for the operator L(·) in (5.1c).
15.4. The estimates deteriorate if either the opening or the height of

the circular spherical cone of the cone condition of ∂E tend to zero
(Remark 16.4). Generate examples of such occurrences for the Laplacian
in dimension N = 2.

15.1c Back to the Quasi-Linear Dirichlet Problem (9.1c)

The main difference between the estimates (14.3)± and (16.3)± is that the
right-hand side contains the norm ‖u±‖2 of the solution. Having the proof
of Proposition 14.1 as a guideline, establish L∞(E) bounds for solutions of
the quasi-linear Dirichlet (9.1c) where A and B satisfy the full quasi-linear
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structure (6.10c), where, in addition, C may be replaced by a non-negative
function f ∈ L

N+ε
p for some ε > 0. Prove that the resulting estimate has the

form
‖u‖∞ ≤ max{‖ϕ‖∞,∂E; Cε[‖u‖2; |E|pδ‖f‖N+ε

p
]}.



10

DeGiorgi Classes

1 Quasi-Linear Equations and DeGiorgi Classes

A quasi-linear elliptic equation in an open set E ⊂ R
N is an expression of the

form
− divA(x, u,∇u) + B(x, u,∇u) = 0 (1.1)

where for u ∈ W 1,p
loc (E), the functions

E 	 x →
{

A
(
x, u(x),∇u(x)

) ∈ R
N

B(x, u(x),∇u(x)
) ∈ R

are measurable and satisfy the structure conditions

A
(
x, u,∇u

) · ∇u ≥ λ|∇u|p − fp

|A(
x, u,∇u

)| ≤ Λ|∇u|p−1 + fp−1

|B(
x, u,∇u

)| ≤ Λo|∇u|p−1 + fo

(1.2)

for given constants 0 < λ ≤ Λ and Λo > 0, and given non-negative functions

f ∈ LN+ε(E), fo ∈ L
N+ε

p (E), for some ε > 0. (1.3)

The Dirichlet and Neumann problems for these equations were introduced
in Sections 9.2c and 10c of the Problems and Complements of Chapter 9,
their solvability was established for a class of functions A and B, and L∞(E)
bounds were derived for suitable data. Here we are interested in the local
behavior of these solutions irrespective of possible prescribed boundary data.
A function u ∈ W 1,p

loc (E) is a local weak sub(super)-solution of (1.1), if
∫

E

[A(x, u,∇u)∇v + B(x, u,∇u)v] dx ≤ (≥)0 (1.4)

for all non-negative test functions v ∈ W 1,p
o (Eo), for every open set Eo such

that Ēo ⊂ E. A local weak solution to (1.1) is a function u ∈ W 1,p
loc (E)
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satisfying (1.4) with the equality sign, for all v ∈ W 1,p
o (Eo). No further

requirements are placed on A and B other than the structure conditions
(1.2). Specific examples of these PDEs are those introduced in the previous
chapter. In particular they include the class of linear equations (1.2), those in
(5.1c)–(5.4c), and the non-linear p-Laplacian-type equations in (6.6c)–(6.7c)
of the Complements of Chapter 9. In all these examples the coefficients of the
principal part are only measurable. Nevertheless local weak solutions of (1.1)
are locally Hölder continuous in E. If p > N , this follows from the embed-
ding inequality (2.4) of Theorem 2.1 of Chapter 9. If 1 < p ≤ N , this follows
from their membership in more general classes of functions called DeGiorgi
classes, which are introduced next. Let Bρ(y) ⊂ E denote a ball of center y
and radius ρ; if y is the origin, write Bρ(0) = Bρ. For σ ∈ (0, 1), consider
the concentric ball Bσρ(y) and denote by ζ a non-negative, piecewise smooth
cutoff function that equals 1 on Bσρ(y), vanishes outside Bρ(y) and such that
|∇ζ| ≤ [(1 − σ)ρ]−1. Let u be a local sub(super)-solution of (1.1). For k ∈ R,
the localized truncations ±ζp(u − k)± belong to W 1,p

o (E) and can be taken
as test functions v in (1.4). Using the structure conditions (1.2) yields

λ

∫

Bρ(y)

|∇(u − k)±|pζpdx

≤
∫

Bρ(y)

|∇(u − k)±|p−1ζp−1(pΛ|∇ζ| + Λoζ)(u − k)±dx

+
∫

Bρ(y)

{
fpζpχ[(u−k)±>0] + pfp−1ζp−1(u − k)±|∇ζ|)}dx

+
∫

Bρ(y)

fo(u − k)±ζpdx

≤ λ

2

∫

Bρ(y)

|∇(u − k)±|pζpdx +
γ(Λ, p)

(1 − σ)pρp

∫

Bρ(y)

(u − k)p±dx

+
∫

Bρ(y)

fpχ[(u−k)±>0]dx +
∫

Bρ(y)

fo(u − k)±ζpdx

where ρ has been taken so small that ρ ≤ max{1; Λo}−1. Next estimate
∫

Bρ(y)

fpχ[(u−k)±>0]dx ≤ ‖f‖pN+ε|A±
k,ρ|1−

p
N +pδ

where we have assumed 1 < p ≤ N , and

A±
k,ρ = [(u − k)± > 0] ∩ Bρ(y) and δ =

ε

N(N + ε)
. (1.5)

The term involving fo is estimated by Hölder’s inequality with conjugate
exponents

N + ε

p
=

q∗

q∗ − 1
, q∗ =

Nq

N − q
.
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Continuing to assume 1 < p ≤ N , one checks that 1 < q < p < N for all
N ≥ 2 and the Sobolev embedding of Theorem 3.1 of Chapter 9, can be
applied since (u − k)±ζ ∈ W 1,q

o (Bρ(y)). Therefore
∫

Bρ(y)

fo(u − k)±ζpdx ≤ ‖fo‖N+ε
p

‖(u − k)±ζ‖q∗

≤ γ(N, p)‖fo‖N+ε
p

‖∇[(u − k)±ζ]‖q
≤ γ(N, p)‖∇[(u − k)±ζ]‖p‖fo‖N+ε

p
|A±
k,ρ|

1
q− 1

p

≤ λ

4

∫

E

|∇(u − k)±|pζpdx +
∫

E

(u − k)p±|∇ζ|pdx

+ γ(N, p, λ)‖fo‖
p

p−1
N+ε

p

|A±
k,ρ|1−

p
N + p

p−1pδ.

Continue to assume that ρ ≤ max{1; Λo}−1 and combine these estimates to
conclude that there exists a constant γ = γ(N, p, λ, Λ) dependent only on the
indicated quantities and independent of ρ, y, k, and σ such that for 1 < p ≤ N

‖∇(u − k)±‖pp,Bσρ(y) ≤
γ

(1 − σ)pρp
‖(u − k)±‖pp,Bρ(y)

+ γp∗ |A±
k,ρ|1−

p
N +pδ

(1.6)

where δ is given by (1.5) and

γp∗ = γ(N, p)
(‖f‖pN+ε + ‖fo‖

p
p−1
N+ε

p

)
. (1.7)

1.1 DeGiorgi Classes

Let E be an open subset of R
N , let p ∈ (1, N ], and let γ, γ∗, and δ be given

positive constants. The DeGiorgi class DG+(E, p, γ, γ∗, δ) is the collection of
all functions u ∈ W 1,p

loc (E) such that (u − k)+ satisfy (1.6) for all k ∈ R, and
for all pair of balls Bσρ(y) ⊂ Bρ(y) ⊂ E. Local weak sub-solutions of (1.1)
belong to DG+, for the constants γ, γ∗ and δ identified in (1.5)–(1.7). The
DeGiorgi class DG−(E, p, γ, γ∗, δ) are defined similarly, with (u−k)+ replaced
by (u−k)−. Local weak super-solutions of (1.1) belong to DG−. The DeGiorgi
classes DG(E, p, γ, γ∗, δ) are the intersection of DG+ ∩ DG−, or equivalently
the collection of all functions u ∈ W 1,p

o (E) satisfying (1.6) for all pair of balls
Bσρ(y) ⊂ Bρ(y) ⊂ E and all k ∈ R. We refer to these classes as homogeneous
if γ∗ = 0. In such a case the choice of the parameter δ is immaterial. The set
of parameters {N, p, γ} are the homogeneous data of the DG classes, whereas
γ∗ and δ are the inhomogeneous parameters. This terminology stems from the
structure of (1.6) versus the structure of the quasi-linear elliptic equations in
(1.1), and is evidenced by (1.7).

Functions in DG have remarkable properties, irrespective of their con-
nection with the quasi-linear equations (1.1). In particular, they are locally
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bounded, and locally Hölder continuous in E. Even more striking is that
non-negative functions in DG satisfy the Harnack inequality of Section 5.1 of
Chapter 2, which is typical of non-negative harmonic functions.

2 Local Boundedness of Functions in the DeGiorgi
Classes

We say that constants C, γ, . . . depend only on the data, and are independent
of γ∗ and δ, if they can be quantitatively determined a priori only in terms
of the inhomogeneous parameters {N, p, γ}. The dependence on the homoge-
neous parameters {γ∗, δ} will be traced, as a way to identify those additional
properties afforded by homogeneous structures.

Theorem 2.1 (DeGiorgi [26]) Let u ∈ DG± and τ ∈ (0, 1). There exists a
constant C depending only on the data such that for every pair of concentric
balls Bτρ(y) ⊂ Bρ(y) ⊂ E

ess sup
Bτρ(y)

u± ≤ max
{

γ∗ρNδ ;
C

(1 − τ)
1
δ

(∫

Bρ

up±dx

) 1
p
}

. (2.1)

For homogeneous DG± classes, γ∗ = 0 and δ can be taken δ = 1
N .

Proof Having fixed the pair of balls Bτρ(y) ⊂ Bρ(y) ⊂ E assume y = 0 and
consider the sequences of nested concentric balls {Bn} and {B̃n}, and the
sequences of increasing levels {kn}

Bn = Bρn(0) where ρn = τρ +
1 − τ

2n−1
ρ

B̃n = Bρ̃n(0) where ρ̃n =
ρn + ρn+1

2
= τρ +

3
2

1 − τ

2n
ρ

kn = k − 1
2n−1

k

(2.2)

where k > 0 is to be chosen. Introduce also non-negative piecewise smooth
cutoff functions

ζn(x) =

⎧
⎪⎪⎨

⎪⎪⎩

1 for x ∈ Bn+1

ρ̃n − |x|
ρ̃n − ρn+1

=
2n+1

(1 − τ)ρ
(ρ̃n − |x|) for ρn+1 ≤ |x| ≤ ρ̃n

0 for |x| ≥ ρ̃n

(2.3)

for which

|∇ζn| ≤ 2n+1

(1 − τ)ρ
.

Write down the inequalities (1.6) for (u− kn+1)+, for the levels kn+1 over the
pair of balls B̃n ⊂ Bn for which (1 − σ) = 2−(n+1)(1 − τ), to get
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‖∇(u − kn+1)+‖pp,B̃n
≤ 2(n+1)pγ

(1 − τ)pρp
‖(u − kn+1)+‖pp,Bn

+ γp∗ |A+
kn+1,ρn

|1− p
N +pδ.

In the arguments below, γ is a positive constant depending only on the data
and that might be different in different contexts.

2.1 Proof of Theorem 2.1 for 1 < p < N

Apply the embedding inequality (3.1) of Theorem 3.1 of Chapter 9 to the
functions (u − kn+1)+ζn over the balls B̃n to get

‖(u − kn+1)+‖pp,Bn+1
≤ ‖(u − kn+1)+ζn‖pp,B̃n

≤ ‖(u − kn+1)+ζn‖
p

p∗
p∗,B̃n

|A+
kn+1,ρ̃n

| p
N

≤ γ‖∇[(u − kn+1)+ζn]‖pp,B̃n
|A+
kn+1,ρ̃n

| p
N

≤ γ

(
2pn

(1 − τ)pρp
‖(u − kn+1)+‖pp,Bn

+ γp∗ |A+
kn+1,ρn

|1− p
N +pδ

)
|A+
kn+1,ρn

| p
N .

(2.4)

Next

‖(u − kn)+‖pp,Bn
=
∫

Bn

(u − kn)p+dx ≥
∫

Bn∩[u>kn+1]

(u − kn)
p
+dx

≥
∫

Bn∩[u>kn+1]

(kn+1 − kn)pdx ≥ kp

2np
|A+
kn+1,ρn

|.
(2.5)

Therefore

|A+
kn+1,ρn

| ≤ 2np

kp
‖(u − kn)+‖pp,Bn

. (2.6)

Combining these estimates yields

‖(u − kn+1)+‖pp,Bn+1
≤ γ

2np
N+p

N

(1 − τ)pρp
1

kp
p
N

‖(u − kn)+‖p(1+
p
N )

p,Bn

+ γγp∗
2np(1+pδ)

kp(1+pδ)
‖(u − kn)+‖p(1+pδ)p,Bn

.

(2.7)

Set

Yn =
1
kp

∫

Bn

(u − kn)
p
+dx =

‖(u − kn)+‖pp,Bn

kp |Bn| , b = 2
N+p

N
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and rewrite the previous recursive inequalities as

Yn+1 ≤ γbpn

(1 − τ)p

(
Y

1+ p
N

n + γp∗
ρNpδ

kp
Y 1+pδ
n

)
. (2.8)

Stipulate to take k so large that

k ≥ γ∗ρNδ, k >

(∫

Bρ

up+dx

) 1
p

. (2.9)

Then Yn ≤ 1 for all n and Y
p
N
n ≤ Y pδ

n . With these remarks and stipulations,
the previous recursive inequalities take the form

Yn+1 ≤ γbpn

(1 − τ)p
Y 1+pδ
n for all n = 1, 2, . . . (2.10)

From the fast geometric convergence Lemma 15.1 of Chapter 9, it follows that
{Yn} → 0 as n → ∞, provided

Y1 =
1
kp

∫

Bρ

up+dx ≤ b
− 1

pδ2 γ− 1
pδ (1 − τ)

1
δ .

Therefore, taking also into account (2.9), choosing

k = max
{

γ∗ρNδ ;
b

1
(pδ)2 γ

1
p2δ

(1 − τ)
1

pδ

(∫

Bρ

up+dx

) 1
p
}

one derives

Y∞ =
1
kp

∫

Bτρ

(u − k)p+dx = 0 =⇒ ess sup
Bτρ

u+ ≤ k.

If γ∗ = 0, then (2.8) are already in the form (2.10) with δ = 1
N .

2.2 Proof of Theorem 2.1 for p = N

The main difference occurs in the application of the embedding inequality
(3.2) of Theorem 3.1 of Chapter 9 to the functions (u − kn+1)+ζn over the
balls B̃n to derive inequalities analogous to (2.4). Let q > N to be chosen and
estimate

‖(u − kn+1)+‖pp,Bn+1
≤ ‖(u − kn+1)+ζn‖pp,B̃n

≤ ‖(u − kn+1)+ζn‖
p
q

q,B̃n
|A+
kn+1,ρ̃n

|1− p
q

≤ γ(N, q)
(
‖∇[(u − kn+1)+ζn]‖1−p

q

p,B̃n
‖(u − kn+1)+ζ‖

p
q

p,B̃n

)p
|A+
kn+1,ρ̃n

|1− p
q

≤ γ(N, q)
(

2pn

(1 − τ)pρp
‖(u − kn+1)+‖pp,Bn

+ γ∗|A+
kn+1,ρn

|pδ
)
|A+
kn+1,ρn

|1− p
q .
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Choose q = 2/δ, estimate |A+
kn+1,ρn

| as in (2.5)–(2.6), and arrive at the ana-
logues of (2.7), which now take the form

‖(u − kn+1)+‖pp,Bn+1
≤ γ

2np(2−
p
2 δ)

(1 − τ)pρp
1

kp(2−
p
2 δ)

‖(u − kn)+‖p(2−
p
2 δ)

p,Bn

+ γγ∗
2np(1+

p
2 δ)

kp(1+
p
2 δ)

‖(u − kn)+‖p(1+
p
2 δ)

p,Bn
.

Set
Yn =

1
kp

∫

Bn

(u − kn)
p
+dx and b = 22−p

2 δ

and rewrite the previous recursive inequalities as

Yn+1 ≤ γbpn

(1 − τ)p

(
Y

1+ p
2 δ+(1− p

2 δ)
n + γp∗

ρN
p
2 δ

kp
Y

1+ p
2 δ

n

)
.

Stipulate to take k as in (2.9) with δ replaced by 1
2δ, and recast these recursive

inequalities in the form (2.10) with δ replaced by 1
2δ.

3 Hölder Continuity of Functions in the DG Classes

For a function u ∈ DG(E, p, γ, γ∗, δ) and B2ρ(y) ⊂ E set

μ+ = ess sup
B2ρ(y)

u, μ− = ess inf
B2ρ(y)

u, ω(2ρ) = μ+ − μ− = ess osc
B2ρ(y)

u. (3.1)

These quantities are well defined since u ∈ L∞
loc(E).

Theorem 3.1 (DeGiorgi [26]) Let u ∈ DG(E, p, γ, γ∗, δ). There exist con-
stants C > 1 and α ∈ (0, 1) depending only upon the data and independent of
u, such that for every pair of balls Bρ(y) ⊂ BR(y) ⊂ E

ω(ρ) ≤ C max
{

ω(R)
( ρ

R

)α
; γ∗ρNδ

}
. (3.2)

The Hölder continuity is local to E, with Hölder exponent αo = min{α; Nδ}.
An upper bound for the Hölder constant is

{Hölder constant} ≤ C max{2MR−α; γ∗}, where M = ‖u‖∞.

This implies that the local Hölder estimates deteriorate near ∂E. Indeed, fix
x, y ∈ E and let

R = min{dist{x; ∂E} ; dist{y; ∂E}}.

If |x − y| < R, then (3.2) implies

|u(x) − u(y)| ≤ C max{ω(R)R−αo ; γ∗}|x − y|αo .

If |x − y| ≥ R, then

|u(x) − u(y)| ≤ 2MR−αo|x − y|αo .
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Corollary 3.1 Let u be a local weak solution of (1.1)–(1.4). Then for every
compact subset K ⊂ E, and for every pair x, y ∈ K

|u(x) − u(y)| ≤ C max
{

2MK

dist{K; ∂E}α ; γ∗

}
|x − y|αo

where MK = ess supK |u|.

3.1 On the Proof of Theorem 3.1

Although the parameters δ and p are fixed, in view of the value of δ in (1.5),
which naturally arises from quasi-linear equations, we will assume δ ≤ 1

N . The
value δ = 1

N would occur if ε → ∞ in the integrability requirements (1.3).
For homogeneous DG classes γ∗ = 0, while immaterial, we take δ = 1/N .
The proof will be carried on for 1 < p < N . The case p = N only differs in
the application of the embedding Theorem 3.1 of Chapter 9, and the minor
modifications needed to cover this case can be modeled after almost identical
arguments in Section 2.2 above. In what follows we assume that u ∈ DG is
given, the ball B2ρ(y) ⊂ E is fixed, μ± and ω(2ρ) are defined as in (3.1), and
denote by ω any number larger than ω(2ρ).

4 Estimating the Values of u by the Measure of the Set
where u is Either Near μ+ or Near μ−

Proposition 4.1 For every a ∈ (0, 1), there exists ν ∈ (0, 1) depending only
on the data and a, but independent of ω, such that if for some ε ∈ (0, 1)

∣
∣[u > μ+ − εω] ∩ Bρ(y)

∣
∣ ≤ ν|Bρ| (4.1)+

then either εω ≤ γ∗ρNδ or

u ≤ μ+ − aεω a.e. in B 1
2 ρ

(y). (4.2)+

Similarly, if ∣∣[u < μ− + εω] ∩ Bρ(y)
∣∣ ≤ ν|Bρ| (4.1)−

then either εω ≤ γ∗ρNδ or

u ≥ μ− + aεω a.e. in B 1
2ρ

(y). (4.2)−

Proof We prove only (4.1)+–(4.2)+, the arguments for (4.1)−–(4.2)− being
analogous. Set y = 0 and consider the sequence of balls {Bn} and {B̃n}
introduced in (2.2) for τ = 1

2 and the cutoff functions ζn introduced in (2.3).
For n ∈ N, introduce also the increasing levels {kn}, the nested sets {An},
and their relative measure {Yn} by
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kn = μ+ − aεω − 1 − a

2n
εω, An = [u > kn] ∩ Bn, Yn =

|An|
|Bn| .

Apply (1.6) to (u− kn)+ over the pair of concentric balls B̃n ⊂ Bn, for which
(1 − σ) = 2−n, to get

‖∇(u − kn)+‖pp,B̃n
≤ γ2np

ρp
‖(u − kn)+‖pp,Bn

+ γp∗ |An|1−
p
N +pδ.

If 1 < p < N , by the embedding (3.1) of Theorem 3.1
[
(1 − a)εω

2n+1

]p
|An+1| = (kn+1 − kn)p|An+1| ≤ ‖(u − kn)+ζn‖pp,B̃n

≤ ‖(u − kn)+ζn‖pp∗,B̃n
|An|

p
N ≤ ‖∇[(u − kn)+ζn]‖p

p,B̃n
|An|

p
N

≤
(

γ2np

ρp
‖(u − kn)+‖pp,Bn

+ γγp∗ |An|1−
p
N +pδ

)
|An|

p
N

≤ γ2np

ρp

(εω

2n
)p

|An|1+
p
N + γγp∗ |An|1+pδ.

From this, in dimensionless form, in terms of Yn one derives

Yn+1 ≤ γ2np

(1 − a)p

[
Y

1+ p
N

n +
(

γ∗ρNδ

εω

)p
Y 1+pδ
n

]
≤ γ2np

(1 − a)p
Y 1+pδ
n

provided εω > γ∗ρNδ. It follows from these recursive inequalities that {Yn} →
0 as n → ∞, provided (Lemma 15.1 of Chapter 9)

Y1 =

∣∣[u > μ+ − εω] ∩ Bρ

∣∣

|Bρ| ≤ (1 − a)1/δ

γ1/pδ21/pδ2
def= ν. (4.3)

Remark 4.1 This formula provides a precise dependence of ν on a and the
data. In particular, ν is independent of ε.

5 Reducing the Measure of the Set where u is Either
Near μ+ or Near μ−

Proposition 5.1 Assume that
∣
∣[u ≤ μ+ − 1

2ω] ∩ Bρ

∣
∣ ≥ θ|Bρ| (5.1)+

for some θ ∈ (0, 1). Then for every ν ∈ (0, 1) there exists ε ∈ (0, 1) that can
be determined a priori only in terms of the data and θ, and independent of ω,
such that either εω ≤ γ∗ρNδ or

∣
∣[u > μ+ − εω] ∩ Bρ

∣
∣ ≤ ν

∣
∣Bρ

∣
∣. (5.2)+
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Similarly, if ∣
∣[u ≥ μ− + 1

2ω] ∩ Bρ

∣
∣ ≥ θ|Bρ| (5.1)−

for some θ ∈ (0, 1), then for every ν ∈ (0, 1) there exists ε ∈ (0, 1) depending
only on the data and θ, and independent of ω, such that either εω ≤ γ∗ρNδ or

∣
∣[u < μ− + εω] ∩ Bρ

∣
∣ ≤ ν

∣
∣Bρ

∣
∣. (5.2)−

5.1 The Discrete Isoperimetric Inequality

Proposition 5.2 Let E be a bounded convex open set in R
N , let u ∈ W 1,1(E),

and assume that |[u = 0]| > 0. Then

‖u‖1 ≤ γ(N)
(diam E)N+1

|[u = 0]| ‖∇u‖1. (5.3)

Proof For almost all x ∈ E and almost all y ∈ [u = 0]

|u(x)| =
∣
∣
∣
∫ |y−x|

0

∂

∂ρ
u(x + nρ)dρ

∣
∣
∣ ≤

∫ |y−x|

0

|∇u(x + nρ)|dρ, n =
x − y

|x − y| .

Integrating in dx over E and in dy over [u = 0] gives

|[u = 0]| ‖u‖1 ≤
∫

E

{∫

[u=0]

∫ |y−x|

0

|∇u(x + nρ)|dρdy

}
dx.

The integral over [u = 0] is computed by introducing polar coordinates with
center at x. Denoting by R(x, y) the distance from x to ∂E along n

∫

[u=0]

∫ |y−x|

0

|∇u(x + nρ)|dρdy

≤
∫ R(x,y)

0

sN−1ds

∫

|n|=1

∫ R(x,y)

0

|∇u(x + nρ)|dρdn.

Combining these remarks, we arrive at

|[u = 0]| ‖u‖1 ≤ 1
N

(diam E)N
∫

E

∫

E

|∇u(y)|
|x − y|N−1

dydx.

Inequality (5.3) follows from this, since

sup
y∈E

∫

E

dx

|x − y|N−1
≤ ωN diam E.

For a real number � and u ∈ W 1,1(E), set

u� =
{

� if u > �
u if u ≤ �.
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Apply (5.3) to the function (u� − k)+ for k < � to obtain

(� − k)|[u > �]| ≤ γ(N)
(diam E)N+1

|[u < k]|
∫

[k<u<�]

|∇u|dx. (5.4)

This is referred to as a discrete version of the isoperimetric inequality ([26]).
A continuous version is in [41].

5.2 Proof of Proposition 5.1

We will establish (5.2)+ starting from (5.1)+. Set

ks = μ+ − 1
2s

ω, As = [u > ks] ∩ Bρ, for s = 1, 2, . . . , s∗ (5.5)

where s∗ is a positive integer to be chosen. Apply (5.4) for the levels ks < ks+1

over the ball Bρ. By virtue of (5.1)+
∣
∣[u < ks] ∩ Bρ

∣
∣ ≥ θ|Bρ| for all s ∈ N.

Therefore

ω

2s+1
|As+1| ≤ γ(N)

θ
ρ

∫

As−As+1

|∇u|dx

≤ γ(N)
θ

ρ

(∫

Bρ

|∇(u − ks)+|pdx

) 1
p ∣
∣As − As+1

∣
∣

p−1
p

Take the p-power of both sides and estimate the term involving ∇(u−ks)+ by
making use of the DG classes (1.6) over the pair of balls Bρ ⊂ B2ρ for which
(1 − σ) = 1

2 . This gives

ωp

2sp
|As+1|p ≤ γpρp

θp

(‖(u − ks)+‖pp,B2ρ

ρp
+ γp∗ρN−p+Npδ

)∣
∣As − As+1

∣
∣p−1

≤ γpρN

θp
ωp

2sp

[
1 +

(
2s

ω
γ∗ρNδ

)p] ∣
∣As − As+1

∣
∣p−1

.

Let ε = 2−(s∗+1) and stipulate that the term in [· · · ] is majorized by 2. Then,
after we divide through by (ω/2s)p and take the 1

p−1 power of both sides, this
inequality yields

|As+1|
p

p−1 ≤
(γ

θ

) p
p−1

ρ
N

p−1
∣
∣As − As+1

∣
∣.

Add both sides over s = 1, . . . , s∗ and observe that the sum on the right-hand
side can be majorized by a telescopic series, which in turn is majorized by
|Bρ|. On the left-hand side the sum is carried over the constant minorizing
term |As∗+1|. Thus
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s∗|As∗+1|
p

p−1 ≤
s∗∑

s=1
|As|

p
p−1

≤
(γ

θ

) p
p−1

ρ
N

p−1
∞∑

s=1

∣
∣As − As+1

∣
∣ ≤

(γ

θ

) p
p−1 |Bρ|

p
p−1 .

From this
|As∗ | ≤

1

s
p−1

p∗

γ

θ
|Bρ| def= ν|Bρ|.

6 Proof of Theorem 3.1

Consider the assumption (5.1)± with θ = 1
2 . Since ω ≥ ω(2ρ), by the defini-

tions (3.1)
(
[u ≤ μ+ − 1

2ω] ∩ Bρ

)⋃ (
[u ≥ μ− + 1

2ω] ∩ Bρ

) ⊃ Bρ.

Therefore not both of (5.1)± can be violated. Assuming the first is in force,
fix the number ν as the one claimed by Proposition 4.1 for the choice a = 1

2 ,
and then, such a number being fixed, determine s∗ and hence ε = 2−(s∗+1) by
the procedure of Proposition 5.1. Then by Proposition 4.1, either εω ≤ γρNδ,
or (4.2)+ holds. The latter implies

ess sup
B 1

2 ρ

u ≤ ess sup
B2ρ

− 1
2ε ess osc

B2ρ

u. (6.1)

Now
− ess inf

B 1
2 ρ

u ≤ − ess inf
B2ρ

u.

Adding these inequalities gives

ω(1
2ρ) ≤ ηω(2ρ), where η = 1 − 1

2
ε. (6.2)

Let BR(y) ⊂ E be fixed and set ρn = 4−nR. The previous remarks imply that

ω(ρn+1) ≤ max{ηω(ρn) ; ε−1γ∗ρNn δ} (6.3)

and by iteration

ω(ρn+1) ≤ max{ηnω(R) ; ε−1γ∗ρNδn }.

Compute

ρn = 4−nR =⇒ −n = ln
(ρn

R

) 1
ln 4

=⇒ ηn =
(ρn

R

)α
for α = − ln η

ln 4
.
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7 Boundary DeGiorgi Classes: Dirichlet Data

Let ∂E be the finite union of portions of (N −1)-dimensional surfaces of class
C1, so that the trace of a function u ∈ W 1,p(E) can be defined except possibly
on an (N−2)-dimensional subset of ∂E. Given ϕ ∈ W 1− 1

p ,p(∂E), the Dirichlet
problem for the quasi-linear equation (1.1) consists in finding u ∈ W 1,p(E)
such that tr(u) = ϕ and u satisfies the PDE in the weak form (1.4), with the
equality sign, for all v ∈ W 1,p

o (E). Weak sub(super)-solutions of the Dirichlet
problem are functions u ∈ W 1,p(E) with tr(u) ≤ (≥)ϕ and satisfying (1.4)
for all non-negative v ∈ W 1,p

o (E). If ϕ ∈ C(∂E), it is natural to ask whether
a solution of the Dirichlet problem, whenever it exists, is continuous up the
boundary ∂E. The issue builds on the Lebesgue counterexample of Section 7.1
of Chapter 2, and can be rephrased by asking what requirements are needed
on ∂E for the interior continuity of functions in the DG classes to extend up
to ∂E. Assume that ∂E satisfies the property of positive geometric density,
that is, there exist β ∈ (0, 1) and R > 0 such that for all y ∈ ∂E

∣
∣Bρ(y) ∩ (RN − E)

∣
∣ ≥ β

∣
∣Bρ

∣
∣ for all 0 < ρ ≤ R. (7.1)

Fix y ∈ ∂E, assume up to a possible translation that it coincides with the
origin, and consider nested concentric balls Bσρ ⊂ Bρ for some ρ > 0 and
σ ∈ (0, 1). Let ϕ ∈ C(∂E) and set

ϕ+(ρ) = sup
∂E∩Bρ

ϕ, ϕ−(ρ) = inf
∂E∩Bρ

ϕ

ωϕ(ρ) = ϕ+(ρ) − ϕ−(ρ) = osc
∂E∩Bρ

ϕ.

(7.2)

Let ζ be a non-negative, piecewise smooth cutoff function, that equals 1 on
Bσρ(y), vanishes outside Bρ(y), and such that |∇ζ| ≤ [(1 − σ)ρ]−1, and let
u be a local sub(super)-solution of the Dirichlet problem associated to (1.1)
for the given ϕ. In the weak formulation (1.4), take as test functions v, the
localized truncations ±ζp(u−k)±. While ζ vanishes on ∂Bρ, it does not vanish
of ∂E ∩ Bρ; however

ζp(u − k)+ is admissible if k ≥ ϕ+(ρ)

ζp(u − k)− is admissible if k ≤ ϕ−(ρ).
(7.3)

Putting these choices in (1.4), all the calculations and estimates of Section 1
can be reproduced verbatim, with the understanding that the various integrals
are now extended over Bρ ∩ E. However, since ζp(u − k)± ∈ W 1,p

o (Bρ ∩ E),
we may regard them as elements of W 1,p

o (Bρ) by defining them to be zero
outside E. Then the same calculations lead to the inequalities (1.6), with
the same stipulations that the various functions vanish outside E and the
various integrals are extended over the full ball Bρ. Given ϕ ∈ C(∂E), the
boundary DeGiorgi classes DG±

ϕ = DG±
ϕ (∂E, p, γ, γ∗, δ) are the collection of
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all u ∈ W 1,p(E) such that for all y ∈ ∂E and all pairs of balls Bσρ(y) ⊂ Bρ(y)
the localized truncations (u − k)± satisfy (1.6) for all levels k subject to the
restrictions (7.3). We further define DGϕ = DG+

ϕ ∩ DG−
ϕ and refer to these

classes as homogeneous if γ∗ = 0.

7.1 Continuity up to ∂E of Functions in the Boundary DG Classes
(Dirichlet Data)

Let R be the parameter in the condition of positive geometric density (7.1).
For y ∈ ∂E consider concentric balls Bρ(y) ⊂ B2ρ(y) ⊂ BR(y) and set

μ+ = ess sup
B2ρ(y)∩E

u, μ− = ess inf
B2ρ(y)∩E

u

ω(2ρ) = μ+ − μ− = ess osc
B2ρ(y)∩E

u.

(7.4)

Let also ωϕ(2ρ) be defined as in (7.2).

Theorem 7.1 Let ∂E satisfy the condition of positive geometric density (7.1),
and let ϕ ∈ C(∂E). Then every u ∈ DGϕ is continuous up to ∂E, and there
exist constants C > 1 and α ∈ (0, 1), depending only on the data defining the
DGϕ classes and the parameter β in (7.1), and independent of ϕ and u, such
that for all y ∈ ∂E and all balls Bρ(y) ⊂ BR(y)

ω(ρ) ≤ C max
{

ω(R)
( ρ

R

)α
; ωϕ(2ρ) ; γ∗ρNδ

}
. (7.5)

The proof of this theorem is almost identical to that of the interior Hölder
continuity, except for a few changes, which we outline next. First, Proposi-
tion 4.1 and its proof continue to hold, provided the levels εω satisfy (7.3).
Next, Proposition 5.1 and its proof continue to be in force, provided the levels
ks in (5.5) satisfy the restriction (7.3) for all s ≥ 1. Now either one of the
inequalities

μ+ − 1
2ω ≥ ϕ+, μ− + 1

2ω ≤ ϕ−

must be satisfied. Indeed, if both are violated

μ+ − 1
2ω ≤ ϕ+ and − μ− − 1

2ω ≤ −ϕ−.

Adding these inequalities gives

ω(ρ) ≤ 2ωϕ(2ρ)

and there is nothing to prove. Assuming the first holds, then all levels ks as
defined in (5.5) satisfy the first of the restrictions (7.3) and thus are admissible.
Moreover, (u − k1)+ vanishes outside E, and therefore

∣
∣[u ≤ μ+ − 1

2ω] ∩ Bρ

∣
∣ ≥ β|Bρ|
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where β is the parameter in the positive geometric density condition (7.1).
From this, the procedure of Proposition 5.1 can be repeated with the under-
standing that (u − ks)+ are defined in the full ball Bρ and are zero outside
E. Proposition 5.1 now guarantees the existence of ε as in (5.2)+ and then
Proposition 4.1 ensures that (6.1) holds.

Remark 7.1 If ϕ is Hölder continuous, then u is Hölder continuous up to
∂E.

Remark 7.2 The arguments are local in nature and as such they require only
local assumptions. For example, the positive geometric density (7.1) could be
satisfied on only a portion of ∂E, open in the relative topology of ∂E, and ϕ
could be continuous only on that portion of ∂E. Then the boundary continuity
of Theorem 7.1 continues to hold only locally, on that portion of ∂E.

Corollary 7.1 Let ∂E satisfy (7.1). A solution u of the Dirichlet problem
for (1.1) for a datum ϕ ∈ C(∂E) is continuous in Ē. If ϕ is Hölder contin-
uous in ∂E, then u is Hölder continuous in Ē. Analogous statements hold if
∂E satisfies (7.1) on an open portion of ∂E and if ϕ is continuous (Hölder
continuous) on that portion of ∂E.

8 Boundary DeGiorgi Classes: Neumann Data

Consider the quasi-linear Neumann problem

− divA(x, u,∇u) + B(x, u,∇u) = 0
A(x, u,∇u) · n = ψ

in E

on ∂E
(8.1)

where n is the outward unit normal to ∂E. The functions A and B satisfy
the structure (1.2), and the Neumann datum ψ satisfies

ψ ∈ Lq(∂E), where

⎧
⎪⎨

⎪⎩

q =
p

p − 1
N − 1

N
if 1 < p < N

any q > 1 if p = N.

(8.2)

A weak sub(super)-solution to (8.1) is a function u ∈ W 1,p(E) such that
∫

E

[A(x, u,∇u)∇v + B(x, u,∇u)v] dx ≤ (≥)
∫

∂E

ψv dσ (8.3)

for all non-negative v ∈ W 1,p(E), where dσ is the surface measure on ∂E.
All terms on the left-hand side are well defined by virtue of the structure
conditions (1.2), whereas the boundary integral on the right-hand side is well
defined by virtue of the trace inequalities of Proposition 8.2 of Chapter 9.

In defining boundary DG classes for the Neumann data ψ, fix y ∈ ∂E,
assume without loss of generality that y = 0, and introduce a local change
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of coordinates by which ∂E ∩ BR for some fixed R > 0 coincides with the
hyperplane xN = 0, and E lies locally in {xN > 0}. Setting

B+
ρ = Bρ ∩ [xN > 0] for all 0 < ρ ≤ R

we require that all “concentric” 1
2 -balls B+

σρ ⊂ B+
ρ ⊂ B+

R be contained in
E. Denote by ζ a non-negative piecewise smooth cutoff function that equals
1 on Bσρ(y), vanishes outside Bρ(y), and such that |∇ζ| ≤ [(1 − σ)ρ]−1.
Notice that ζ vanishes on ∂Bρ and not on ∂B+

ρ . Let u be a local sub(super)-
solution of (8.1) in the sense of (8.3), and in the latter take the test functions
v = ±ζp(u−k)± ∈ W 1,p(E). Carrying on the same estimations as in Section 1,
we arrive at integral inequalities analogous to (1.6) with the only difference
that the various integrals are extended over B+

σρ and B+
ρ , and that the right-

hand side contains the boundary term arising from the right-hand side of
(8.3). Precisely

‖∇(u − k)±ζ‖p
p,B+

ρ
≤ γ

(1 − σ)pρp
‖(u − k)±‖pp,B+

ρ

+ γp∗ |A±
k,ρ|1−

p
N +pδ +

∣
∣∣
∫

xN=0

ψ(u − k)±ζpdx̄
∣
∣∣

(8.4)

where δ is given by (1.5), γp∗ is defined in (1.7), the sets A±
k,ρ are redefined

accordingly, and x̄ = (x1, . . . , xN−1). The requirement (8.2) merely ensures
that (8.3) is well defined. The boundary DG classes for Neumann data ψ
require a higher order of integrability of ψ. We assume that

ψ ∈ Lq(∂E), where

⎧
⎨

⎩
q =

N − 1
p − 1

(
N + ε

N

)
if 1 < p < N

any q > 1 if p = N

(8.5)

for some ε > 0. Using such a q, define p̄ > 1 by

1 − 1
q

=
1
p̄∗

N

N − 1
, p̄∗ =

Np̄

N − p̄
,

1
q

=
p̄ − 1

p̄

N

N − 1
.

One verifies that for these choices, 1 < p̄ < p ≤ N and the trace inequality
(8.3) of Chapter 9 can be applied. With this stipulation, estimate the last
integral as

∣∣
∣
∫

xN=0

ψ(u − k)±ζpdσ
∣∣
∣

≤ ‖ψ‖q;∂E‖(u − k)±ζ‖p̄∗ N−1
N ;∂E

≤ ‖ψ‖q;∂E
[‖∇[(u − k)±ζ]‖p̄ + 2γ‖(u − k)±ζ‖p̄

]

≤ ‖ψ‖q;∂E
[‖∇[(u − k)±ζ]‖p + 2γ‖(u − k)±ζ‖p

]|A±
k,ρ|

1
p̄− 1

p

≤ 1
2
‖∇(u − k)±ζ‖p

p,B+
ρ

+ ‖(u − k)±(ζ + |∇ζ|)‖p
p,B+

ρ

+ γ(N, p)‖ψ‖
p

p−1
q;∂E|A±

k,ρ|(
1
p̄− 1

p ) p
p−1 .
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Combining this with (8.4) and stipulating ρ ≤ 1 gives

‖∇(u − k)±‖pp,B+
σρ

≤ γ

(1 − σ)pρp
‖(u − k)±‖pp,B+

ρ
+ γp∗∗|A±

k,ρ|1−
p
N +pδ (8.6)

where δ is given by (1.5), and

γp∗∗ = γ(N, p)
(‖f‖pN+ε + ‖fo‖

p
p−1
N+ε

p

+ ‖ψ‖
p

p−1
q;∂E

)
. (8.7)

Given ψ ∈ Lq(∂E) as in (8.5), the boundary DeGiorgi classes DG±
ψ =

DG±
ψ (∂E, p, γ, γ∗∗, δ) are the collection of all u ∈ W 1,p(E) such that for all

y ∈ ∂E and all pairs of 1
2 -balls B+

σρ(y) ⊂ B+
ρ (y) for ρ < R, the localized

truncations (u− k)± satisfy (8.6). We further define DGψ = DG+
ψ ∩DG−

ψ and
refer to these classes as homogeneous if γ∗∗ = 0.

8.1 Continuity up to ∂E of Functions in the Boundary DG Classes
(Neumann Data)

Having fixed y ∈ ∂E, assume after a flattening of ∂E about y that ∂E coin-
cides with the hyperplane xN = 0 within a ball BR(y). Consider the “concen-
tric” 1

2 -balls B+
ρ (y) ⊂ B+

2ρ(y) ⊂ B+
R(y) and set

μ+ = ess sup
B+

2ρ(y)

u, μ− = ess inf
B+

2ρ(y)
u, ω(2ρ) = μ+ − μ− = ess osc

B+
2ρ(y)

u. (8.8)

Theorem 8.1 Let ∂E be of class C1 satisfying the segment property. Then
every u ∈ DGψ is continuous up to ∂E, and there exist constants C > 1 and
α ∈ (0, 1), depending only on the data defining the DGψ classes and the C1

structure of ∂E, and independent of ψ and u, such that for all y ∈ ∂E and
all 1

2 -balls B+
ρ (y) ⊂ B+

R (y)

ω(ρ) ≤ C max
{

ω(R)
( ρ

R

)α
; γ∗∗ρNδ

}
. (8.9)

The proof of this theorem is almost identical to that of the interior Hölder
continuity, the only difference being that we are working with “concentric”
1
2 -balls instead of balls. Proposition 4.1 and its proof continue to hold. Since
(u − k)±ζ do not vanish on ∂B+

ρ , the embedding Theorem 2.1 of Chapter 9
is used instead of the multiplicative embedding. Next, Proposition 5.1 relies
on the discrete isoperimetric inequality of Proposition 5.2, which holds for
convex domains, and thus for 1

2 -balls. The rest of the proof is identical with
the indicated change in the use of the embedding inequalities.

Remark 8.1 The regularity of ψ enters only in the requirement (8.5) through
the constant γ∗∗.

Remark 8.2 The arguments are local in nature, and as such they require
only local assumptions.
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Corollary 8.1 Let ∂E be of class C1 satisfying the segment property. A weak
solution u of the Neumann problem for (8.1) for a datum ψ satisfying (8.5),
is Hölder continuous in Ē. Analogous local statements are in force, if the
assumptions on ∂E and ψ hold on portions of ∂E.

9 The Harnack Inequality

Theorem 9.1 ([27, 29]) Let u be a non-negative element of DG(E, p, γ, γ∗, δ).
There exists a positive constant c∗ that can be quantitatively determined a pri-
ori in terms of only the parameters N, p, γ and independent of u, γ∗, and δ
such that for every ball B4ρ(y) ⊂ E, either u(y) ≤ c−1

∗ γ∗ρNδ or

c∗ u(y) ≤ inf
Bρ(y)

u. (9.1)

This inequality was first proved for non-negative harmonic functions (Sec-
tion 5.1 of Chapter 2). Then it was shown to hold for non-negative solutions
of quasi-linear elliptic equations of the type of (1.1) ([109, 134, 154]). It is
quite remarkable that they continue to hold for non-negative functions in the
DG classes, and it raises the still unsettled question of the structure of these
classes, versus Harnack estimates, and weak forms of the maximum principle.

The first proof of Theorem 9.1 is in [27]. A different proof that avoids
coverings is in [29]. This is the proof presented here, in view of its relative
flexibility.

9.1 Proof of Theorem 9.1 (Preliminaries)

Fix B4ρ(y) ⊂ E, assume u(y) > 0, and introduce the change of function and
variables

w =
u

u(y)
, x → x − y

ρ
.

Then w(0) = 1, and w belongs to the DG classes relative to the ball B4,
with the same parameters as the original DG classes, except that γ∗ is now
replaced by

Γ∗ = (2ρ)Nδ
γ∗

u(y)
. (9.2)

In particular, the truncations (w − k)± satisfy

‖∇(w−k)±‖pp,Bσr(x∗) ≤
γ

(1 − σ)prp
‖(w−k)±‖pp,Br(x∗)+Γ p

∗ |A−
k,r |1−

p
N +pδ (9.3)

for all Br(x∗) ⊂ B4 and for all k > 0. By these transformations, (9.1) reduces
to finding a positive constant c∗ that can be determined a priori in terms of
only the parameters of the original DG classes, such that

c∗ ≤ max{inf
B1

w ; Γ∗}. (9.4)
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9.2 Proof of Theorem 9.1. Expansion of Positivity

Proposition 9.1 Let M > 0 and B4r(x∗) ⊂ B4. If
∣
∣[w ≥ M ] ∩ Br(x∗)

∣
∣ ≥ 1

2 |Br| (9.5)

then for every ν ∈ (0, 1) there exists ε ∈ (0, 1) depending only on the data and
ν, and independent of Γ∗, such that either εM ≤ Γ∗rNδ or

∣
∣[w < 2εM ] ∩ B4r(x∗)

∣
∣ ≤ ν

∣
∣B4r

∣
∣. (9.6)

As a consequence, either εM ≤ Γ∗rNδ or

w ≥ εM in B2r(x∗). (9.7)

Proof The assumption (9.5) implies that

∣∣[w ≥ M ] ∩ B4r(x∗)
∣∣ ≥ θ|B4r|, where θ =

1
2

1
4N

.

Then Proposition 5.1 applied for such a θ and for ρ replaced by 4r implies
that (9.6) holds, for any prefixed ν ∈ (0, 1). This in turn implies (9.7), by
virtue of Proposition 4.1, applied with ρ replaced by 4r.

Remark 9.1 Proposition 4.1 is a “shrinking” proposition, in that informa-
tion on a ball Bρ, yields information on a smaller ball B 1

2ρ
. Proposition 9.1

is an “expanding” proposition in the sense that information on a ball Br(x∗)
yields information on a larger ball B2r(x∗). This “expansion of positivity” is
at the heart of the Harnack inequality (9.1).

9.3 Proof of Theorem 9.1

For s ∈ [0, 1) consider the balls Bs and the increasing families of numbers

Ms = sup
Bs

u, Ns = (1 − s)−β

where β > 0 is to be chosen. Since w ∈ L∞(B2), the net {Ms} is bounded.
One verifies that

Mo = No = 1, lim
s→1

Ms < ∞, and lim
s→1

Ns = ∞.

Therefore the equation Ms = Ns has roots, and we denote by s∗ the largest
of these roots. Since w is continuous in B2, there exists x∗ ∈ Bs∗ such
that

sup
Bs∗ (x∗)

w = w(x∗) = (1 − s∗)−β .
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Also, since s∗ is the largest root of Ms = Ns

sup
BR(x∗)

w ≤
(

1 − s∗
2

)−β
, where R =

1 − s∗
2

.

By virtue of the Hölder continuity of w, in the form (3.2), for all 0 < r < R
and for all x ∈ Br(x∗)

w(x) − w(x∗) ≥ −C

{[
sup

BR(x∗)

w − inf
BR(x∗)

w

] ( r

R

)α
+ Γ∗rNδ

}

≥ −C
[
2β(1 − s∗)−β

( r

R

)α
+ Γ∗rNδ

]
.

(9.8)

Next take r = ε∗R, and then ε∗ so small that

C
{
2β(1 − s∗)−βεα∗ + Γ∗εNδ∗

} ≤ 1
2
(1 − s∗)−β .

The choice of ε∗ depends on C, α, Γ∗, N, δ, which are quantitatively determined
parameters; it depends also on β, which is still to be chosen; however the choice
of ε∗ can be made independent of s∗. For these choices

w(x) ≥ w(x∗) − 1
2
(1 − s∗)−β =

1
2
(1 − s∗)−β

def= M

for all x ∈ Br(x∗). Therefore
∣
∣[w ≥ M ] ∩ Br(x∗)

∣
∣ ≥ 1

2

∣
∣Br

∣
∣. (9.9)

From this and Proposition 9.1, there exists ε ∈ (0, 1) that can be quantita-
tively determined in terms of only the non-homogeneous parameters in the
DG classes and is independent of β, r, Γ∗, and w such that either

εM ≤ Γ∗rNδ, where r = 1
2ε∗(1 − s∗)

or
w ≥ εM on B2r(x∗).

Iterating this process from the ball B2jr(x∗) to the ball B2j+1r(x∗) gives the
recursive alternatives, either

εjM ≤ Γ∗(2jr)Nδ or w > εjM on B2j+1r(x∗). (9.10)

After n iterations, the ball B2n+1r(x∗) will cover B1 if n is so large that

2 ≤ 2n+1r = 2n+1 1
2ε∗(1 − s∗) ≤ 4 (9.11)

from which

2εnM = εn(1 − s∗)−β ≤ (2βε)nεβ∗ ≤ 2βεn(1 − s∗)−β = 2β+1εnM.
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In these inequalities, all constants except s∗ and β are quantitatively deter-
mined a priori in terms of only the non-homogeneous parameters of the DG
classes. The parameter ε∗ depends on β but is independent of s∗. The latter is
determined only qualitatively. The remainder of the proof consists in selecting
β so that the qualitative parameter s∗ is eliminated. Select β so large that
ε2β = 1. Such a choice determines ε∗, and

εnM = εn 1
2 (1 − s∗)−β ≥ 2−(β+1)εβ∗

def= c∗.

Returning to (9.10), if the first alternative is violated for all j = 1, 2, . . . , n,
then the second alternative holds recursively and gives

w ≥ εnM ≥ c∗ in B1.

If the first alternative holds for some j ∈ {1, . . . , n}, then a fortiori it holds
for j = n, which, taking into account the definition (9.2) of Γ∗ and (9.11),
implies

c∗u(y) ≤ γ∗(2ρ)Nδ.

10 Harnack Inequality and Hölder Continuity

The Hölder continuity of a function u in the DG classes in the form (3.2) has
been used in an essential way in the proof of Theorem 9.1. For non-negative
solutions of elliptic equations, the Harnack estimate can be established inde-
pendent of the Hölder continuity, and indeed, the former implies the latter
([109]).

Let μ± and ω(2ρ) be defined as in (3.1). Applying Theorem 9.1 to the two
non-negative functions w+ = μ+ − u and w− = u − μ−, gives either

ess sup
Bρ(y)

w+ = μ+ − ess inf
Bρ(y)

u ≤ c−1
∗ γ∗ρNδ

ess sup
Bρ(y)

w− = ess sup
Bρ(y)

u − μ− ≤ c−1
∗ γ∗ρNδ

(10.1)

or
c∗(μ+ − ess inf

Bρ(y)
u) ≤ μ+ − ess sup

Bρ(y)

u

c∗(ess sup
Bρ(y)

u − μ−) ≤ ess inf
Bρ(y)

u − μ−.
(10.2)

If either one of (10.1) holds, then

ω(ρ) ≤ ω(2ρ) ≤ c−1
∗ γ∗ρNδ. (10.3)

Otherwise, both inequalities in (10.2) are in force. Adding them gives

c∗ω(2ρ) + c∗ω(ρ) ≤ ω(2ρ) − ω(ρ).
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From this

ω(ρ) ≤ ηω(2ρ), where η =
1 − c∗
1 + c∗

. (10.4)

The alternatives (10.3)–(10.4) yield recursive inequalities of the same form
as (6.3), from which the Hölder continuity follows. These remarks raise the
question whether the Harnack estimate for non-negative functions in the DG
classes can be established independently of the Hölder continuity. The link
between these two facts rendering them essentially equivalent, is the next
lemma of real analysis.

11 Local Clustering of the Positivity Set of Functions in
W 1,1(E)

For R > 0, denote by KR(y) ⊂ R
N a cube of edge R centered at y and

with faces parallel to the coordinate planes. If y is the origin on R
N , write

KR(0) = KR.

Lemma 11.1 ([33]) Let v ∈ W 1,1(KR) satisfy

‖v‖W 1,1(KR) ≤ γRN−1 and |[v > 1]| ≥ ν|KR| (11.1)

for some γ > 0 and ν ∈ (0, 1). Then for every ν∗ ∈ (0, 1) and 0 < λ < 1,
there exist x∗ ∈ KR and ε∗ = ε∗(ν, ν∗, ε, γ, N) ∈ (0, 1) such that

|[v > λ] ∩ Kε∗R(x∗)| > (1 − ν∗)|Kε∗R|. (11.2)

Remark 11.1 Roughly speaking, the lemma asserts that if the set where u
is bounded away from zero occupies a sizable portion of KR, then there exists
at least one point x∗ and a neighborhood Kε∗R(x∗) where u remains large in
a large portion of Kε∗R(x∗). Thus the set where u is positive clusters about
at least one point of KR.

Proof (Lemma 11.1) It suffices to establish the lemma for u continuous and
R = 1. For n ∈ N partition K1 into nN cubes, with pairwise disjoint interior
and each of edge 1/n. Divide these cubes into two finite sub-collections Q+

and Q− by

Qj ∈ Q+ ⇐⇒ |[v > 1] ∩ Qj| > 1
2ν|Qj |

Qi ∈ Q− ⇐⇒ |[v > 1] ∩ Qi| ≤ 1
2ν|Qi|

and denote by #(Q+) the number of cubes in Q+. By the assumption

∑

Qj∈Q+
|[v > 1] ∩ Qj | +

∑

Qi∈Q−
|[v > 1] ∩ Qi| > ν|K1| = νnN |Q|
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where |Q| is the common measure of the Q�. From the definitions of Q±

νnN
∑

Qj∈Q+

|[v > 1] ∩ Qj|
|Qj| +

∑

Qi∈Q−

|[v > 1] ∩ Qi|
|Qi| < #(Q+)+ 1

2ν(nN−#(Q+)).

Therefore
#(Q+) >

ν

2 − ν
nN . (11.3)

Fix ν∗, λ ∈ (0, 1). The integer n can be chosen depending on ν, ν∗, λ, γ, and
N , such that

|[v > λ] ∩ Qj| ≥ (1 − ν∗)|Qj | for some Qj ∈ Q+. (11.4)

This would establish the lemma for ε∗ = 1/n. We first show that if Q is a
cube in Q+ for which

|[v > λ] ∩ Q| < (1 − ν∗)|Q|, (11.5)

then there exists a constant c = c(ν, ν∗, λ, N) such that

‖v‖W 1,1(Q) ≥ c(ν, ν∗, λ, N)
1

nN−1
. (11.6)

From (11.5)

|[v ≤ λ] ∩ Q| ≥ ν∗|Q| and
∣
∣∣
[
v >

1 + λ

2

]
∩ Q

∣
∣∣ >

1
2

ν|Q|.

For fixed x ∈ [v ≤ λ] ∩ Q and y ∈ [v > (1 + λ)/2] ∩ Q

1 − λ

2
≤ v(y) − v(x) =

∫ |y−x|

0

∇u(x + tn) · ndt, n =
y − x

|x − y| .

Let R(x, n) be the polar representation of ∂Q with pole at x for the solid angle
n. Integrate the previous relation in dy over [v > (1 + λ)/2]∩Q. Minorize the
resulting left-hand side, by using the lower bound on the measure of such a
set, and majorize the resulting integral on the right-hand side by extending
the integration over Q. Expressing such integration in polar coordinates with
pole at x ∈ [v ≤ λ] ∩ Q gives

ν(1 − λ)
4

|Q| ≤
∫

|n|=1

∫ R(x,n)

0

rN−1

∫ |y−x|

0

|∇v(x + tn)| dt dr dn

≤ NN/2|Q|
∫

|n|=1

∫ R(x,n)

0

|∇v(x + tn)| dt dn

= NN/2|Q|
∫

Q

|∇v(z)|
|z − x|N−1

dz.
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Now integrate in dx over [u ≤ λ] ∩ Q. Minorize the resulting left-hand side
using the lower bound on the measure of such a set, and majorize the resulting
right-hand side, by extending the integration to Q. This gives

νν∗(1 − λ)
4NN/2

|Q| ≤ ‖v‖W 1,1(Q) sup
z∈Q

∫

Q

1
|z − x|N−1

dx

≤ C(N)|Q|1/N‖v‖W 1,1(Q)

for a constant C(N) depending only on N , thereby proving (11.6).
If (11.4) does not hold for any cube Qj ∈ Q+, then (11.6) is verified for

all such Qj. Adding (11.6) over such cubes and taking into account (11.3)

ν

2 − ν
c(ν, ν∗, λ, N)n ≤ ‖u‖W 1,1(K1) ≤ γ.

Remark 11.2 While the lemma has been proved for cubes, by reducing the
number ε∗ if needed, we may assume without loss of generality that it contin-
ues to hold for balls.

12 A Proof of the Harnack Inequality Independent of
Hölder Continuity

Introduce the same transformations of Section 9.1 and reduce the proof to
establishing (9.4). Following the same arguments and notation of Section 9.3,
for β > 0 to be chosen, let s∗ be the largest root of Ms = Ns and set

M∗ = (1 − s∗)−β

R =
1 − s∗

4

M∗ = 2β(1 − s∗)−β

Ro =
1 + s∗

2

so that M∗ = 2βM∗ and BR(x) ⊂ BRo for all x ∈ Bs∗ , and

ess sup
BR(x)

w ≤ M∗ for all x ∈ Bs∗ .

Proposition 12.1 There exists a ball BR(x) ⊂ BRo such that either

M∗ ≤ Γ∗RNδ =⇒ u(y) ≤ γ∗ρNδ (12.1)

or
|[w > M∗ − εM∗] ∩ BR(x)| > νa|BR| (12.2)

where

νa =
(1 − a)1/δ

γ1/δ21/pδ2
, a = ε =

√

1 − 1
2β

(12.3)

and where γ is the quantitative constant appearing in (4.3) and dependent
only on the inhomogeneous data of the DG classes.
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Proof If the first alternative (12.1) holds for some BR(x) ⊂ BRo , there is
nothing to prove. Thus assuming (12.1) fails for all such balls, if (12.2) holds
for some of these balls, there is nothing to prove. Thus we may assume that
(12.1) and (12.2) are both violated for all BR(x) ⊂ BRo . Apply Proposition 4.1
with ε = a and conclude, by the choice of a and νa, that

w < (1 − a2)M∗ = M∗ in all balls B 1
2R

(x) ⊂ BRo .

Thus w < M∗ in Bs∗ , contradicting the definition of M∗.

A consequence is that there exists BR(x) ⊂ BRo such that

|[v > 1] ∩ BR(x)| > ν|BR|, where v =
w

(1 − a)M∗ . (12.4)

Write the inequalities (9.3) for w+ (k = 0) over the pair of balls BR(x) ⊂
B2R(x) ⊂ BRo , and then divide the resulting inequalities by [(1 − a)M∗]p.
Taking into account the definition (9.2) of Γ∗, and (12.2), this gives

‖∇v‖pp,BR(x) ≤ γ2pβ/2RN−p.

From this
‖∇v‖1,BR(x) ≤ γ(β)RN−1. (12.5)

Thus the function v satisfies the assumptions of Lemma 11.1, with given and
fixed constants γ = γ(data, β) and ν = νa(data, β). The parameter β > 1
has to be chosen. Applying the lemma for λ = ν = 1

2 yields the existence of
x∗ ∈ BR(x) and ε∗ = ε∗(data, β) such that

|[w > M ] ∩ Br(x∗)| ≥ 1
2 |Br|, where r = ε∗R

and where M = 1
4M∗. This is precisely (9.9), and the proof can now be

concluded as before.

Remark 12.1 The Hölder continuity was used to ensure, starting from (9.8)
that w is bounded below by M in a sizable portion of a small ball Bε∗R(x∗)
about x∗. In that process, the parameter ε∗ had to be chosen in terms of the
data and the still to be determined parameter β. Thus ε∗ = ε∗(data, β). The
alternative proof based on Lemma 11.1, is intended to achieve the same lower
bound on a sizable portion of Bε∗R(x∗). The discussion has been conducted
in order to trace the dependence of the various parameters on the unknown
β. Indeed, also in this alternative argument, ε∗ = ε∗(data, β), but this is the
only parameter dependent on β, whose choice can then be made by the very
same argument, which from (9.9) leads to the conclusion of the proof.
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matières différentes, J. de l’École Polytechnique, Tome XI, Cahier XVIIIème,
(1820), 442–476.

121. M.H. Protter and H.F. Weinberger, Maximum Principles in Differential Equa-
tions, Prentice Hall, 1967.
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125. F. Riesz, Über lineare Functionalgleichungen, Acta Math. 41, (1918), 71–98.
126. F. Riesz, Sur les fonctions subharmoniques at leur rapport à la théorie du
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Appel transformation, 173
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backward
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for the heat equation, 140, 147, 150
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Dirichlet problem

for the heat equation, 158
Banach space, 298
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at a point, 58
at the origin, 59
postulate, 58, 70

Bernoulli law, 14

Bernoulli, Daniel, 14, 190
Bessel function(s), 219, 223
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blow-up

for super-linear heat equation, 176
bounded variation, 2
Burgers equation, 230, 232, 236

explicit solutions, 259
invariant transformations, 259

Calderón–Zygmund estimates, 86
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in potential theory, 82
of a compact set, 82

Cauchy
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inequality, 77
problem(s), 17, 22, 25–27, 39, 137,
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214, 216, 217, 219, 230, 232, 269,
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by similarity solutions, 136
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for the backward heat equation,
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for the wave equation, 208
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117, 119, 125, 132
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o (E), 306, 316
of eigenfunctions, 125

completeness criterion, 124, 125
cone property, 299, 307, 327, 339
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law(s), 5, 233
in one space dimension, 234

of entropy, 13
of mass, 4

continuity equation, 3, 4, 14, 15
continuous dependence, 186
convex functional(s), 303, 304, 313, 334

strictly, 303, 311–313
convexity condition, 335

of Legendre, 335
counterexample

of Lebesgue, 59
of Tychonov, 145

cutoff function(s), 159, 167, 178
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d’Alembert formula, 185, 187, 190, 211,
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d’Alembert, Jean le Ronde, 190
d’Alembertian, 191
Darboux formula, 192, 193, 218
Darboux, Gaston, 27, 28, 192, 205
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Darcy’s law, 5
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boundary
Dirichlet data, 359
Neumann data, 361, 363

boundary continuity
Neumann data, 363

boundary local continuity
Dirichlet data, 360

homogeneous, 349, 350, 353, 359
local boundedness, 350
local Hölder continuity, 353

DeGiorgi, Ennio, 326
derivative(s)
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Frćhet, 305
Gâteaux, 305, 336

descent, method of, 191, 196, 217–219
differential operator(s), 2, 77
Dirichlet data, 24, 39, 43

boundary DeGiorgi classes, 359, 360
Dirichlet kernel, 95
Dirichlet problem, 38, 39, 43, 44, 51, 55,

60, 70, 75, 77
L∞(E) estimates, 317, 343
by integral equations, 94, 105
for a ball, 43, 46, 74
for a disc, rectangle, annulus, 75, 76
for quasi-linear elliptic equations,

341, 347, 359
for the exterior ball, 83
for the heat equation, 136

backward, 158
homogeneous, 154–157, 170

Hölder continuity, 325
homogeneous, 302, 304, 333

by Galerkin methods, 305
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inhomogeneous, 309, 341
sub(super)-solution, 318
uniqueness, 49, 58
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of dipoles, 40
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divergence theorem, 1, 2
domain of dependence, 186, 195, 197,
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double-layer potential, 40, 74, 87–89,

93, 104
jump condition, 91, 93

Duhamel’s principle, 187, 198, 211, 212
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for the Laplacian, 126
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for the Laplacian, 99, 104, 126
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eigenvalue(s), 114, 115, 117, 119
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first, 121, 316
for integral equation(s), 99, 104, 107
for the Laplacian, 126
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of an elliptic matrix, 297
real, 119, 127, 313
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eikonal equation, 273, 276
elliptic

second-order, 297
elliptic equation(s), 18, 19, 23, 25, 297

linear, 297
quasi-linear, 337, 347

Dirichlet problem, 341, 347, 359
Neumann problem, 342, 347, 361

ellipticity condition, 297, 333, 334
embedding(s)

compact, 300, 328
limiting, 299
multiplicative, 300, 311, 329

of W 1,p(E), 300, 301
of W 1,p

o (E), 300, 329
of W 1,p(E), 299, 327
theorem(s), 299

energy identity
for the heat equation, 157

entropy
condition, 248, 249, 251, 252, 261
solution(s), 238, 239, 249, 251

global in time, 256
maximum principle for, 256
stability in L1(RN ), 256

epigraph, 335, 336
equation(s)

p-Laplacian, 335
adjoint homogeneous, 111, 112,

114–118
Burgers, 230, 232, 236
eikonal, 273, 276
elliptic, 18, 19, 25, 297
Euler, 13, 305, 313, 336
Hamilton–Jacobi, 274–276, 281, 283
heat, 5, 19, 33
hyperbolic, 18, 19

in two variables, 183, 196, 204, 222
in divergence form, 6, 230
in non-divergence form, 6
integral, 95, 99, 111, 114, 115, 128

Wiener–Hopf, 131
Lagrange, 277, 278
Laplace, 5, 19, 33
Navier–Stokes, 13
of continuity, 3, 4, 14, 15
of state, 13–15
of steady incompressible fluid, 18
of the porous media, 171
parabolic, 18, 19
Poisson, 68, 69, 72
quasi-linear, 18, 24, 297
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Tricomi, 18

error function, 173
Euler’s equation(s), 13, 305, 313, 336
expansion of Green’s function, 127
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exterior sphere condition, 55, 58, 59, 82
extremal problem(s), 121, 122
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first

axiom of countability, 335
eigenfunction, 127
eigenvalue, 121, 127, 316

for the Laplacian, 155
flattening the boundary, 338, 362, 363
flow(s)

isentropic, 15
potential, 15, 37
sonic, 19
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focal curve, 274
focussing effect, 195
Fourier

coefficients, 189
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series, 125, 126

convergence of, 125, 126
transform, 173, 174, 216

heat kernel, 173, 174
inversion formula, 175

Fourier, Jean Baptiste Joseph, 5, 190
Frc̀het derivative(s), 305
Fredholm

alternative, 114
integral equation(s), 111

Friedman, Avner, 28, 177
Fubini’s theorem, 67
function(s)

Green’s, 43, 70–72, 74, 99
for a ball, 45, 48, 70

rapidly decreasing, 173, 174
Riemann, 208, 210

symmetry of, 210
functional(s)

convex, 303, 304, 334
linear, 303
lower semi-continuous, 335
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non-linear, 310, 312
stationary point(s) of a, 305
strictly convex, 313

fundamental solution, 81
of the heat equation, 137, 223, 224
of the Laplacian, 42, 43, 60, 69, 87,

331
pole of, 42, 60

Gâteaux
derivative(s), 305

Gâteaux derivative(s), 336
Gagliardo, E., 300
Gagliardo–Nirenberg theorem, 300
Galerkin

approximation(s), 305
method, 305

geometric convergence, fast, 319
geometric measure theory, 2
geometrical optics, 273, 276
Gevrey, Maurice, 158
Goursat problem(s), 207, 223

characteristic, 205, 208, 211
Goursat, Edouard Jean Baptiste, 205
Green’s function, 43, 70–72, 74

for a ball, 45, 48, 70
for a half-ball in R
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for a quadrant in R

2, 75
for the half-space, 75
for the Laplacian, 43, 99
for the Neumann problem, 97, 98,

106, 107
kernel generated by, 100

Green’s identity, 41, 43, 47, 71, 74
Green’s theorem, 1, 2, 10, 12
Green, Gabriel, 43

Hölder
continuity

local, 353
continuous, 316, 325, 326, 348

locally, 350
inequality, 319, 330, 339
norm(s), 325

Hadamard, Jacques, 39, 80, 164, 205
Hamilton–Jacobi equation(s), 274–276,

281, 283
Hamiltonian, 276, 277

strictly convex, 290, 291
system, 276

Hammerstein integral equations, 131
Hardy’s inequality, 85
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function(s), 37, 39, 40, 42–45, 49, 51,

53, 56, 70, 74, 77, 79–83
analyticity of, 53, 54
Taylor’s series of, 79

polynomial(s), 74
Harnack inequality, 52, 56, 350, 364

for the heat equation, 163
versus Hölder continuity, 367, 370

Harnack, Axel, 52
heat equation, 5, 19, 33, 137

backward Cauchy problem, 140
Cauchy problem, 136, 139, 147, 149,

173
homogeneous, 153
inhomogeneous, 152, 153, 159
positive solutions, 167

infinite speed of propagation, 140
strong solution(s) of, 155
weak solution(s) of, 155, 156

heat kernel, 137, 171
by Fourier transform, 173, 174

heat operator, 135, 137, 141
adjoint, 135, 137

Heaviside function, 170, 179, 261
Hilbert–Schmidt theorem, 124, 126

for the Green’s function, 126
Hopf

first variational formula, 278
second variational formula, 278
variational solution(s), 277, 279, 281

regularity of, 280
semigroup property, 279
weakly semi-concave, 290, 292, 293

Hopf solution of Burgers equation, 236
Hopf, Eberhard, 236
Huygens principle, 197, 198
hyperbolic equation(s), 18, 19, 23, 183,
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inequality(ies)
Cauchy, 77, 179
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Hardy, 85
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infinite speed of propagation
for the heat equation, 140
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eigenfunction(s) of, 99, 104, 107
eigenvalue(s) of, 99, 104, 107
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inversion formula of the Fourier

transform, 175
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jump condition, 20, 119
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