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Preface

Twenty years have passed since the ink began to dry on the last manuscript pages
of The Surface Chemistry of Soils, a monograph which developed its basic leit-
motivs from classic paradigms in analytical and physical chemistry, those insou-
ciant disciplinary muses of the modern progenitors of natural particle surface
chemistry, Paul Schindler and Werner Stumm. The modus operandi in the mono-
graph was revisionist history: a reinterpretation of well known macroscopic sur-
face chemical phenomena—ion adsorption, electrokinetic motion, and colloidal
flocculation—from the heuristic point of view offered by concepts in coordination
chemistry. On this approach, one hoped, the milieu of understanding could be
transformed, from the noisy antediluvian marketplace of competing (albeit inade-
quate) theories, each clamoring for validation within an ambiguous phenomen-
ology, to an organized modern workshop hosting a pluralistic methodology
guided by a unique molecular perspective. (One thinks here of the wry compar-
ison made between England and France by Voltaire.)

This book is intended to give an account of the extraordinary development of
experiment and theory in natural particle surface chemistry over the two decades
following publication of The Surface Chemistry of Soils. Features of this multi-
faceted development have been traced from time to time in symposium publica-
tions and in critical reviews, but not in an advanced textbook. The purpose of The
Surface Chemistry of Natural Particles is to try to fill this lacuna with a broadly
based discussion of molecular spectroscopy, kinetics, and equilibria as they apply
to natural particle surface reactions in aqueous media, with emphasis on insights
gained over the past few years. This discussion, divided among five chapters, is
complemented by lengthy annotations, augmented by propitious reading sugges-



tions, and punctuated by substantial end-of-chapter problem sets that require a
critical reading of important technical journal articles. The five problem sets, each
listed under the epigram Research Matters, involve careful analysis and close
attention to detail, the distinguishing characteristics of any good scientific inves-
tigation.

Chapter 1 is a review of qualitative notions about ion adsorption by natural
particles in contact with aqueous electrolyte solutions. It begins with an opera-
tional definition of adsorption and a brief description of its phenomenology, then
moves to the molecular picture underlying adsorbate/adsorbent structure as illu-
minated by the Pauling rules, all of this being a prelude to understanding the
origins of particle surface charge and its dependence on pH. The chapter ends
with a discussion of the useful macroscopic synopsis of ion adsorption behavior
provided by the Schindler diagram.

Chapter 2 gives an introduction to the strategies and scientific underpinnings of
four spectroscopic approaches that have proved to be especially effective for
detecting adsorbate species on natural particles: X-ray and infrared absorption
spectroscopy, electron spin resonance spectroscopy, and nuclear magnetic reso-
nance spectroscopy. Examples are presented that illustrate the degree to which
each approach meets the criteria of selectivity, sensitivity, and noninvasiveness
that are essential to the study of adsorbate molecular structure in the presence of
water. Chapters 3 and 4 involve detailed consideration of current models of sur-
face chemical kinetics and equilibria as applied to natural particles. The purview
of these chapters is necessarily broad, ranging from ion adsorption to surface
oxidation-reduction to mineral dissolution, and from specimen minerals to het-
erogeneous organic adsorbents. Chapter 5 describes natural particle colloidal
phenomena as revealed by photon scattering spectroscopy and elucidated by
mass-fractal concepts. This chapter is intended as an introduction to an emerging
subdiscipline of natural particle surface chemistry whose importance in environ-
mental contexts is expanding rapidly.

I thank Professor James J. Morgan for continual encouragement, wisdom, and
support in ways too numerous and subtle to recount here. I am grateful also to
Professor Domenico Grasso and to Rebecca Sutton for their comments on part of
the manuscript for this book while in an early draft form. I owe much to Angela
Zabel for her careful preparation of the typescript and to Cynthia Borcena for her
equally exquisite rendering of the figures that adorn the chapters of this book.
Responsibility for any errors is, of course, my own.
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1

Ions at the Particle–Aqueous
Solution Interface

1.1 Adsorption

Adsorption is the process through which a chemical substance accumulates at the
common boundary of two contiguous phases. If the reaction produces enrichment
of the substance in an interfacial layer, the process is termed positive adsorption. If
instead a depletion of the substance is produced, the process is termed negative
adsorption. If one of the contiguous phases involved is solid and the other fluid,
the solid phase is termed the adsorbent and the matter which accumulates at its
surface is an adsorbate. A chemical species in the fluid phase that potentially can
be adsorbed is termed an adsorptive. If the adsorbate is immobilized on the
adsorbent surface over a time scale that is long, say when compared to that for
diffusive motions of the adsorptive, the adsorbate, together with the site on the
adsorbent surface to which it is bound, are termed an adsorption complex.1

Adsorption experiments typically are performed in a sequence of three essential
steps: (1) reaction of an adsorptive with an adsorbent contacting a fluid phase of
known composition under controlled temperature and applied pressure for a
prescribed period of time; (2) separation of the adsorbent from the fluid phase
after reaction; and (3) quantitation of the chemical substance undergoing adsorp-
tion, both in the supernatant fluid phase and in the separated adsorbent slurry
that includes any entrained fluid phase. The reaction step can be performed in
either a closed system (batch reactor) or an open system (flowthrough reactor),
and can proceed over a time period that is either quite short (adsorption kinetics)
or very long (adsorption equilibration) as compared with the natural timescale for
achieving a steady composition in the reacting fluid phase.2 The separation step is
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similarly open to choice, with centrifugation, filtration, or gravitational settling
being convenient methods to achieve it. The quantitation step, in principle, should
be designed not only to determine the moles of adsorbate and unreacted adsorp-
tive, but also to verify whether unwanted side-reactions, such as precipitation of
the adsorptive or dissolution of the adsorbent, have influenced the adsorption
experiment.3

The quantitative description of adsorption reactions is based on the concept of
surface excess,1 originally developed by Willard Gibbs.4 In the study of adsorp-
tion by natural particles, a convenient mathematical formulation of this concept is

n
jð Þ
i ¼ ni � njxi=xj

� � ð1:1Þ
where n

ðjÞ
i is the specific surface excess of substance i relative to substance j; ni or nj

is the number of moles of substance i or j in the separated adsorbent slurry per
unit mass of dry adsorbent; and xi or xj is the mole fraction of substance i or j in
the supernatant fluid phase. (The mole fraction of a substance in any mixture is the
ratio of moles of the substance in the mixture to the total moles of all substances
in the mixture.5) This definition of relative surface excess assumes no entry of
substance i or j into the bulk interior of the adsorbent.1 Formally, n

ðjÞ
i is the

surface excess of substance i, per unit mass of adsorbent, relative to the partition-
ing of some reference substance j between the separated slurry and the super-
natant fluid phase.1 The role of the reference substance j becomes evident on
noting that, by eq. 1.1,

n
jð Þ
j ¼ nj � njxj=xj

� � � 0 ð1:2Þ
By definition, there is no relative surface excess of j. Thus n

ðjÞ
i is a surface excess of

i referred to an interface at which no net accumulation of j occurs.1 There is no
adsorption of the substance i when the equipartitioning condition,

ni
nj

¼ xi
xj

ð1:3Þ

is met. Otherwise, the value found for n
ðjÞ
i can be either positive or negative,

because eq. 1.1 describes a net interfacial accumulation of the substance i relative
to that of substance j.

The conventional choice for the reference substance j in eq. 1.1 is the solvent in
the fluid phase which contacts a solid adsorbent. Therefore, in the case of a
natural particle adsorbing a solute from an aqueous solution, eq. 1.1 can be
reduced to the expression:

n
ðwÞ
i ¼ ni � �wmi ð1:4Þ

where �w is the mass of water in the adsorbent slurry per unit mass of adsorbent
particles (the gravimetric water content of the slurry) and mi is the molality5 of the
adsorbing substance i in the aqueous solution isolated after reaction. The molality
mi often can be represented accurately by ci, the molar concentration5 of i in the
supernatant aqueous solution phase. Equation 1.4 represents the specific surface
excess of substance i relative to a reference aqueous solution that contains �w
kilograms of water plus substance i at the molality mi. This excess is thus assigned
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to a surface at which there is no net accumulation of water. If water in the
interstitial space of the slurry is not adsorbed, then this surface can be taken to
be congruent with the geometric boundaries of the adsorbing particles.4 If some of
the interstitial water is adsorbed, say, within a region of width 1.0 nm at the
boundary of a particle,6 then the surface of zero net accumulation of water
would differ slightly from the geometric particle surface.

If the reactant fluid phase is air, the reference substance could be nitrogen gas.
In the case of a soil adsorbing a vapor from air, it is expected that the number of
moles of nitrogen gas in the interstitial space will be negligible because of the very
low density of air. For example, a cubic centimeter of soil with a porosity of 0.5
contains only about 1.5 �mol nitrogen gas, but could contain 104 times as many
moles of adsorbed water vapor. Thus nj in eq. 1.1 can be safely neglected, and the
relative surface excess can be expressed accurately by the equation:

n
N2ð Þ
i ¼ ni ð1:5Þ

for any gaseous substance i adsorbed strongly from air by natural particles. Even
if nitrogen gas itself is adsorbed by a soil (e.g., to determine its specific surface
area), then only that gas should be present in the soil interstitial space and eq. 1.5
is still the correct expression with which to calculate the amount adsorbed, since
the number of moles of nonadsorbed gas in the soil interstitial space will again be
negligibly small.

As a numerical example of eq. 1.4,7 consider a montmorillonitic soil containing
calcite (CaCO3) and gypsum (CaSO4 � 2H2O) that is first equilibrated with a
mixed NaCl/CaCl2 solution, followed by centrifugation to separate a supernatant
solution from a soil slurry whose gravimetric water content is 0.562 kg kg�1.
Quantitation of the electrolyte composition in the slurry and the supernatant
solution yields the data set:

nNa ¼ 13.20 mmol kg�1 cNa ¼ 12.67 mmol L�1

nCa ¼ 79.25 mmol kg�1 cCa ¼ 7.28 mmol L�1

nCl ¼ 13.90 mmol kg�1 cCl ¼ 25.03 mmol L�1

nHCO3
¼ 25.10 mmol kg�1 cHCO3

¼ 0.27 mmol L�1

nSO4
¼ 5.00 mmol kg�1 cSO4

¼ 0.98 mmol L�1

It is likely that the presence of bicarbonate and sulfate, and, therefore, a portion
of the calcium present, can be attributed wholly to adsorbent dissolution. Charge-
balance considerations then would reduce nCa and cCa accordingly to the expres-
sions:

n0Ca � nCa � 1
2 nHCO3

� nSO4
¼ 61:70 mmol kg�1

c0Ca � cCa � 1
2 cHCO3

� cSO4
¼ 6:17 mmol L�1

By eq. 1.4, ignoring the minute difference between molar and molal concen-
trations, the specific surface excesses of Na, Ca, and Cl are:
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n
wð Þ
Na ¼ 13:20� ð0:562Þ 12:67 ¼ þ6:07 mmol kg�1

n
wð Þ
Ca ¼ 61:70� ð0:562Þ 6:17 ¼ þ58:23 mmol kg�1

n
wð Þ
Cl ¼ 13:90� ð0:562Þ 25:03 ¼ �0:17 mmol kg�1

Both cations are positively adsorbed by the soil under the conditions of measure-
ment, while chloride is negatively adsorbed, consistent with the montmorillonitic
character of the soil.7

Adsorption data of the type just illustrated, when obtained at fixed tempera-
ture and applied pressure, often are investigated in response to imposed changes
in pH or in the concentration of the adsorptive in the supernatant aqueous solu-
tion. A graph of n

wð Þ
i versus pH which displays an S-curve shape is termed an

adsorption edge (fig. 1.1), whereas a graph that displays the mirror image of an S-
curve is termed an adsorption envelope,8 although significant deviations from these
two generic groups often are observed (fig. 1.2). A graph of n

wð Þ
i versus ci (or mi) is

termed a surface excess isotherm or, less formally, an adsorption isotherm.1

Isotherm data sets also can be classified into generic groups based on the distinc-
tive shapes of their graphs (fig. 1.3).8,9 A variety of model-based equations to
represent these generic shapes is available and can be applied to parameterize
adsorption data sets in a way that facilitates comparison among different adsor-
bents or the discovery of trends with respect to varying composition properties
(pH, background electrolyte, competing adsorptives, etc.).10

Studies of the pH-dependence of n
wð Þ
i usually are performed under a condition

of fixed total moles of substance i, with the dependent variable then more con-
veniently taken as the mole fraction of i found in the adsorbate form. A model-
based equation to represent generic adsorption edges or envelopes in parametric

6 THE SURFACE CHEMISTRY OF NATURAL PARTICLES

Fig. 1.1 Adsorption edges for three trace metal cations (M ¼ Pb2þ, Cu2þ, and Cd2þ)
reacted with amorphous Fe(OH)3 (nTM ¼ 0.33 mol kg�1, cs ¼ 0.06 kg m�3). The inset
graph shows Kurbatov plots of these data, with log D replacing ln D in eq. 1.7. Data from
Z.-J. Wang and W. Stumm, Neth. J. Agric. Sci. 35:231 (1987).



Fig. 1.2 Adsorption envelope for

borate reacted with an Entisol
soil (nTB ¼ 2.31 mmol kg�1, cs ¼
200 kg m�3). The portion of the

graph for pH < 9.5 resembles
the adsorption edge described by

eq. 1.12 for ‘‘metal-like’’
adsorption, whereas for pH >9.5

it resembles the adsorption
envelope described by eq. 1.12
for ‘‘ligand-like’’ adsorption.

Data from S. Goldberg and R.
A. Glaubig, Soil Sci. Soc. Am. J.

50:1173 (1986).

Fig. 1.3 The four generic groups of adsorption isotherm, based on the classification
scheme proposed by Giles and coworkers.8,9 After figure 4.1 in G. Sposito, The Surface
Chemistry of Soils, Oxford University Press, New York, 1984.



form can be applied if a graph of the logarithm of the ratio of adsorbate-to-
supernatant-solution mole fraction of i,

Di �
xiads
xisoln

¼ n
wð Þ
i cs
mi

¼ cs Kdi ð1:6Þ

versus pH is linear over a sufficiently broad range of pH values:

lnDi ¼ aþ b pH ð1:7Þ
where a, b are empirical parameters, cs is the adsorbent solids concentration in
the reacting suspension (kg m�3, equal to 1000/�w), and Kdi (m3 kg�1) is the
distribution coefficient for substance i,8

Kdi �
n

wð Þ
i

mi

ð1:8Þ

The parameter Di is the distribution ratio for substance i, and a graph of ln D
against pH according to eq. 1.7 is a Kurbatov plot,11,12 as illustrated in fig. 1.1
(inset).

A geometric interpretation of the empirical parameters a, b in eq. 1.7 can be
made as follows. The pH value at which half of the moles of substance i added are
in an adsorbed chemical form is designated pH50. Since Di ¼ 1 at this pH value
according to eq. 1.6, it follows from eq. 1.7 that

pH50 ¼
a

b

��� ��� ð1:9Þ

Moreover, after substituting xiads/(1 � xiads) for Di in eq. 1.7, one can derive the
result:

dxiads
dpH

� �
pH¼pH

50

¼ b

4
ð1:10Þ

Therefore, eq. 1.7 can be rewritten in the form:

lnDi ¼ bðpH� pH50Þ ð1:11Þ
or, as a model equation for n

wð Þ
i ,

n
wð Þ
i ¼ nTi 1þ exp �b pH� pH50ð Þ½ �� ��1 ð1:12Þ

where nTi is the (fixed) total moles of i in the system per unit mass of adsorbent
and b is expressed in eq. 1.10.11

The slope parameter b is thus seen to provide a quantitative measure of the
steepness of an adsorption edge or envelope at pH50. These characteristics of a
plot of n

wð Þ
i against pH usually cannot be attributed to any one feature of the

adsorption reaction, but the sign of b can be used to classify the plot as either
‘‘metal-like’’ (b > 0) or ‘‘ligand-like’’ (b < 0), in the spirit of figs. 1.1 and 1.2.13

Under the condition that nTi is very small when compared to the maximum
possible surface excess for substance i, the absolute value of b can sometimes
be related to the stoichiometry of the adsorption reaction.12 The values of pH50

for a series of substances reacted with the same adsorbent solid under identical
chemical conditions provide a relative measure of the adsorptive selectivity of

8 THE SURFACE CHEMISTRY OF NATURAL PARTICLES



the solid phase, with small pH50 values implying an evident high selectivity in the
case of ‘‘metal-like’’ pH-dependence, and the inverse for ‘‘ligand-like’’ pH-depen-
dence.11–13

Adsorption isotherm data also can be rationalized empirically through the
behavior of the distribution coefficient (Kd , now dropping the subscript i) as
the value of the surface excess increases. The C-curve in fig. 1.3, for example,
corresponds to a distribution coefficient that is independent of the surface excess,
whereas the S-curve corresponds to one that increases initially as a power of the
surface excess. The L- and H-curve isotherms, by contrast, correspond to a dis-
tribution coefficient that decreases with increasing surface excess, the rate of
decrease being perforce larger in the case of the H-curve.8 More generally, it is
observed that a graph of Kd against the surface excess is a decreasing function
convex to the x-axis (fig. 1.4). If the value of Kd tends to a finite constant as the
surface excess tends to zero, and if Kd extrapolates to zero at some finite value of
the surface excess, then the corresponding adsorption isotherm data can always be
fit to a two-term series of the form:

n
wð Þ
i ¼ b1K1ci

1þ K1ci
þ b2K2ci
1þ K2ci

ð1:13Þ

where b1, b2, K1, and K2 are empirical parameters and ci is an aqueous-phase
concentration.

Equation 1.13 can be derived rigorously by making use of the mathematical
properties of Stieltjes transforms,14 but its correctness as a universal approxima-
tion can be appreciated along simpler lines of reasoning after using eq. 1.8 to
substitute for ci (or mi) in terms of Kdi and n

wð Þ
i in order to generate the second-

degree algebraic equation (again dropping the subscript i and superscript w):

K2
d þ K1 þ K2ð ÞKdnþ K1K2n

2 � b1K1 þ b2K2ð ÞKd � bK1K2n ¼ 0 ð1:14Þ

IONS AT THE PARTICLE–AQUEOUS SOLUTION INTERFACE 9

Fig. 1.4 Graph of Kd against the
surface excess of phosphate

adsorbed by a clay loam soil. The
lines through the data points

correspond to eqs. 1.16 and 1.19.
After fig. 4.2 in G. Sposito, The

Surface Chemistry of Soils,
Oxford University Press, New

York, 1984.



where b � b1 þ b2 is not to be confused with b in eq. 1.7! The derivative of Kd with
respect to n follows from eq. 1.14:

dKd

dn
¼ � K1 þ K2ð ÞKd þ 2K1K2n� bK1K2

2Kd þ K1 þ K2ð Þn� b1K1 þ b2K2ð Þ ð1:15Þ

As n tends to zero, eqs. 1.14 and 1.15 can be combined to show that

Kd � �0 þ ð�1=�0Þn ðn # 0Þ ð1:16Þ
where

�0 ¼ b1K1 þ b2K2 ð1:17Þ
�1 ¼ � b1K

2
1 þ b2K

2
2

� � ð1:18Þ
Thus, the distribution coefficient is linear in n near the origin, with a slope equal to
�1/�0 < 0. According to eq. 1.16, the x-intercept of the linear expression is
�20= �1

�� ��, as indicated in fig. 1.4. On the other hand, when Kd is zero, n ¼ b
according to eq. 1.14. Equation 1.15 can then be used to demonstrate that

Kd � �20 = �1
�� ��� �þ �0 =�1ð Þn n " bð Þ ð1:19Þ

where

�0 ¼ b ¼ b1 þ b2 ð1:20Þ

�1 ¼ � b1
K1

� b2
K2

ð1:21Þ

Thus the distribution coefficient again becomes linear in n as it tends to b, which is
its maximum value according to eq. 1.13. The slope of the line is �0/�1 < 0, and its
x-intercept is, of course, b. If adsorption data are plotted as in fig. 1.4, then the
limiting slopes and the two x-intercepts can be determined graphically. The values
found can be substituted into eqs. 1.17, 1.18, 1.20, and 1.21 to solve uniquely for
the empirical parameters b1, K1, b2, and K2

14. These parameters, however, like
those in eq. 1.7, have no particular chemical significance in terms of adsorption
reactions. They are, on the other hand, convenient for comparing among adsorp-
tion data sets and for solute transport modeling in terms of purely mathematical
representations of adsorption.15

The lack of mechanistic significance in adsorption isotherm equations has long
been known,16 and is nicely illustrated by a data-fitting exercise discussed by
Kinniburgh et al.,17 who compared eq. 1.13 with a very different model adsorp-
tion isotherm equation (Tóth isotherm) using their own data on the reaction
of Zn2þ with the poorly crystalline hydrous iron oxide, ferrihydrite
Fe2O3 � 2H2OÞn n � 5
� �	

. Both model equations fit the data quite well
(r2 > 0:998, with very small standard deviations of the residuals), despite having
completely different interpretations in terms of ‘‘site affinities’’ for adsorption
(two discrete sites versus a continuum of ‘‘site affinities’’ with strong ‘‘negative
skew’’—see Problem 5 at the end of this chapter).17

No unambiguous mechanistic interpretation of these and other adsorption
isotherm models can be had on the basis of goodness-of-fit criteria alone, a con-
clusion that extends even to the issue of determining whether an adsorption

10 THE SURFACE CHEMISTRY OF NATURAL PARTICLES



reaction has ever occurred, as opposed to a precipitation reaction.16,18 Not only
do the data sets for this latter reaction yield plots similar to that in fig. 1.4 under a
broad variety of experimental settings, but they also are often consistent with
undersaturation conditions because of coprecipitation phenomena,18,19 making
identification of the reaction mechanism even more problematic. When no mole-
cular-scale data on which to base a decision as to mechanism are available, the
prima facie loss of an adsorptive from aqueous solution to the solid phase can be
termed sorption in order to avoid the implication that either adsorption or pre-
cipitation has taken place.20 As a general rule, a surface precipitation mechanism
is favored by high adsorptive concentrations and long reaction times in sorption
processes.21

1.2 Adsorbate Structure

The reactions between adsorptive ions and natural particles can be portrayed
as a web of sorption processes mediated by two parameters, timescale and
surface coverage.20–22 Surface complexes (i.e., adsorption complexes1) are the
expected products of these reactions when timescales are sufficiently short and
surface coverage is sufficiently low, ‘‘sufficiently’’ always being defined opera-
tionally in terms of conditions attendant to the sorption process (fig. 1.5). For
example, timescales on the order of hours and a surface excess below 5.4 mmol
kg�1 are ‘‘sufficiently small’’ to allow surface complexation to be the dominant
mode of adsorption for Co2þ on kaolinite particles suspended in NaNO3

solution at pH 8.23 For Cd2þ reacting at 25�C with goethite particles sus-
pended in NaClO4 solution at pH 7.5,24 the timescale that is ‘‘sufficiently
short’’ is also hours, but the ‘‘sufficiently low’’ surface excess can be as high
as 130 mmol kg�1.

As time scales are lengthened and surface coverage increases, or as chemical
conditions are altered (e.g., pH changes) for a fixed reaction time, adsorbate
‘‘islands’’ comprising a small number of adsorptive ions bound closely together

IONS AT THE PARTICLE–AQUEOUS SOLUTION INTERFACE 11

Fig. 1.5 Regions of stability,
in the two-dimensional field
defined by the quantity of
sorbate and the sorption

reaction time, for the products
of sorption reactions with

natural particles.22



will form. These reaction products are termed multinuclear surface complexes
(fig. 1.5) by analogy with their counterpart in aqueous solution chemistry. They
are more likely for adsorptive ions that readily form polymeric structures in
aqueous solution.24 Multinuclear surface complexes may in turn grow with time
to become colloidal structures that are precursors of surface polymers or, if they
are well organized on a three-dimensional lattice, of surface precipitates.20,25

Figure 1.6 illustrates the growth process from surface complex, to surface
nucleus, to surface precipitate for Cr3þ sorbed by poorly crystalline goethite
at pH 4.26

Adsorption complexes can be classified as outer-sphere surface complexes or
inner-sphere surface complexes.27 By analogy with its counterpart in aqueous
solution, an outer-sphere surface complex has at least one water molecule inter-
posed between the adsorbate species and the adsorbent site to which it is bound to
form an adsorption complex. Thus, an outer-sphere surface complex contains a
solvated adsorbate species. An inner-sphere surface complex, by contrast, has no
water molecule interposed between the adsorbate species and the adsorbent site
that binds it. Therefore, the formation of the complex involves a desolvated
adsorbate species, although the latter may be partially solvated by water mole-
cules that do not intervene in the bond to the adsorbent site.

Figure 1.7 illustrates the structure of the outer-sphere surface complex formed
between Naþ and a surface site on the basal plane of the clay mineral, montmor-
illonite (see the Clay Minerals inset).28 At about 50% relative humidity, this layer-
type aluminosilicate forms a stable hydrate in which there are two monolayers of
water molecules. The Naþ that are counterions for the negative structural charge
developed as a result of isomorphic substitutions within the clay mineral layer
tend to adsorb as solvated species on the basal plane (a plane of hexagonal rings
of oxygen ions known as a siloxane surface) near deficits of negative charge

12 THE SURFACE CHEMISTRY OF NATURAL PARTICLES

Fig. 1.6 Sorption isotherm for Cr3þreacted with poorly crystalline goethite (cs ¼
10 kg m�3) illustrating movement from lower left to upper right in the stability field of
fig.1.5. After Manceau et al.26



originating in the octahedral sheet from substitution of a bivalent cation for
Al3þ.29 This mode of adsorption occurs as a result of the strong solvating char-
acteristics of Naþ and the physical impediment to direct contact between Naþ and
the site of negative charge posed by the layer structure itself. The way in which
this negative charge is distributed on the siloxane surface is not well known, but if
the charge tends to be delocalized there, that would also lend itself to outer-sphere
surface complexation. It is pertinent to note that the structure of the solvation
complex in fig. 1.7 is very similar to that of solvated Naþ in concentrated aqueous
solutions.6,29
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Fig. 1.7 An outer-sphere surface complex formed between Naþ and an octahedral charge
site in montmorillonite (see the Clay Minerals inset). The solvation shell comprises seven
water molecules coordinated to Naþ at distances varying from 0.22 to 0.25 nm, with an

average distance of 0.23 � 0.05 nm, just as is observed in concentrated aqueous solutions of
NaNO3, for example. (Original figure courtesy of S.-H. Park.)

Fig. 1.8 An outer-sphere
surface complex formed

between Pb2þ and surface OH

in the (0001) plane in
corundum (see the Metal

Oxides inset). The complex is

stabilized by hydrogen bonds
(dashed lines) between

solvation shell water molecules
and the surface OH groups.

The cation is coordinated to
five water molecules. After

Bargar et al.31



Clay Minerals

Clay minerals are aluminosilicates that, like the micas, are sandwiches of tetrahedral
and octahedral sheet structures. This bonding of the tetrahedral and octahedral
sheets occurs through the apical oxygen ions in the former. The clay minerals usually
are classified into three layer types, distinguished by the number of tetrahedral and
octahedral sheets combined, and further into five groups, differentiated by the kinds
of isomorphic cation substitutions that occur. Layer types are illustrated below, and
the groups are described in the table beneath. The 1:1 layer type consists of one
tetrahedral and one octahedral sheet. It is represented by the kaolinite group, with
the general chemical formula [Si4]Al4O10(OH)8 � nH2O, where the cation enclosed in
square brackets is in tetrahedral coordination and n is the number of moles of hydra-
tion water. Usually, there is no significant isomorphic substitution in this clay mineral.
As is common with clay minerals in natural particles, the octahedral sheet has two-
thirds cation site occupancy (dioctahedral sheet). The 2:1 layer type has two tetra-
hedral sheets that sandwich an octahedral sheet. The three clay mineral groups with
this structure are illite, vermiculite, and smectite. If a, b, and c are the stoichiometric
coefficients of Si, octahedral Al, and Fe(III), respectively, in the chemical formulas of
these groups, then

x ¼ ð8� aÞ þ ð4� b� cÞ ¼ 12� a� b� c

is the layer charge, the number of moles of excess electron charge per chemical
formula that is produced by isomorphic substitution. As indicated in the table
below, the three 2:1 groups differ from one another in two principal ways. The
layer charge decreases in the order illite > vermiculite > smectite, and the vermiculite
group is further distinguished from the smectite group by a greater extent of iso-
morphic substitution in the tetrahedral sheet. Among the smectites, those in which
the substitution of Al for Si exceeds that of Fe(II) or Mg for Al are called beidellite, and
those in which the reverse is true are called montmorillonite. In any of the 2:1 miner-
als, the layer charge is balanced by cations that reside on the plane of oxygen ions
(siloxane surface) of the tetrahedral sheets. These interlayer cations are represented
by M in the chemical formula.
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Clay Mineral Groups

Group

Layer

Type

Layer

Charge (x) Typical Chemical Formulaa

Kaolinite 1:1 < 0.01 [Si4]Al4O10(OH)8 � nH2O (n ¼ 0 or 4)

Illite 2:1 1.4–2.0

Vermiculite
Smectite

2:1
2:1

1.2–1.8
0.4–1.2

Mx ½SiaAl8�a�AlbFe(III)c (Mg; Fe(II)Þ4�b�cO20(OH)4
ð0 � a � 8;0 � b � 4;0 � c � 4)b



a n ¼ 0 is kaolinite and n ¼ 4 is halloysite; M indicates a monovalent interlayer cation; [ ] indicates a tetra-

hedral sheet.
bFor illite, a ¼ 6:81� 0:04, b ¼ 3:06� 0:08, c ¼ 0:44� 0:06; whereas for smectite, a ¼ 7:67� 0:02,

b ¼ 2:98� 0:02, c ¼ 0:37� 0:02. See C. E. Weaver and L. D. Pollard, The Chemistry of Clay Minerals,

Elsevier, Amsterdam, 1973.

Figure 1.8 illustrates the structure of an outer-sphere surface complex formed
between Pb2þ and a hydrated surface site on an exposed (0001) plane in the Al
oxide, corundum (see the Metal Oxides inset30).31 This plane comprises triangular
rings of six linked oxygen ions in the exposed faces of AlO3�

6 octahedra, with each
O2– bonded to a pair of neighboring Al3þ.31 Like the basal planes in gibbsite, this
surface is protonated to electroneutrality in aqueous media at pH � 7. The outer-
sphere surface complex has Pb2þ coordinated to three water molecules that are
also hydrogen-bonded to surface hydroxyls on the border of an octahedral cavity
in the center of one of the triangular rings of protonated oxygen ions.31,32 Two
other water molecules solvate the adsorbed Pb2þ to give a total solvation-shell
coordination number of five, similar to what is observed for Pb2þ in concentrated
aqueous solutions.31

Figure 1.9 illustrates the structure of an inner-sphere surface complex formed
between Kþ and the siloxane surface of montmorillonite when hydrated by the
two monolayers of water molecules. The Kþ counterion is bound directly to a
negatively charged site on the surface, which has been generated by isomorphic
substitution of Al3þ for Si4þ in one of the SiO4�

4 making up a tetrahedral sheet
in the layer structure.28,30 The negative charge is well localized on the triad of
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Metal Oxides, Oxyhydroxides, and Hydroxides

Name Chemical formulaa Name Chemical formulaa

Anatase TiO2 Goethite �-FeOOH

Birnessite (Na,K,Mn)Mn(IV,III)O2 Hematite �-Fe2O3

Boehmite 	-AlOOH Ilmenite FeTiO3

Corundum �-Al2O3 Manganite 	-MnOOH

Ferrihydrite (Fe2O3 � 2H2O)5 Maghemiteb 	-Fe2O3

Gibbsite 	(-Al(OH)3) Magnetiteb FeFe2O4

a 	 denotes cubic close-packing of anions, whereas � denotes hexagonal close-packing.
b Some Fe(III) are in tetrahedral coordination.
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Metal Oxides

Because of their great abundance in the lithosphere and their low solubility in the
normal range of soil pH values, aluminum, iron, and manganese form the most
important oxide, oxyhydroxide, and hydroxide minerals. These minerals are listed
in the table on page 15, and two representative octahedral structures are shown in
the figure beneath. Among the iron oxide compounds, goethite is the one most
often found in natural particles. However, under oxic condition and in the presence
of iron-complexing ligands that inhibit crystallization (e.g., organic ligands or silicate
anions), ferrihydrite [(Fe2O3 � 2H2O)n, n � 5] may precipitate. This poorly crystalline
solid comprises sheets of octahedra with Fe(III) coordinated to O, OH, and OH2 in a
defect-sprinkled arrangement similar to that in hematite. The oxygen ions in goethite
lie in planes, and the Fe3þ cations are coordinated in distorted octahedra that share
edges. Some of the octahedral vertex ions are hydroxyl groups that form hydrogen
bonds with neighboring oxygen ions. Isomorphic substitution of Al for Fe in goethite
is common. Gibbsite is the most important of the aluminum minerals. The dioctahe-
dral sheets included in the structure are bound together by hydrogen bonds between
opposed hydroxyl groups. Hydrogen bonding also occurs between hydroxyl groups
along the edges of unfilled octahedra within a sheet, thereby producing additional
distortion of the aluminum octahedra beyond the distortion caused by the sharing of
edges. The most common manganese mineral is birnessite. Birnessite contains sheets
of MnO8�

6 octahedra, some of which are empty (cation vacancy) or have Mn(III)
substituted for Mn(IV), the structural charge being compensated by interlayer cations
coordinated to water molecules.



oxygen ions which form the base of the tetrahedron, and this localization,
together with the poor solvating tendency of Kþ facilitates inner-sphere com-
plexation. Note, however, that the adsorbed Kþ is partially solvated by neigh-
boring water molecules in the region between the two clay layers. Removal of
these water molecules by desiccation of the clay mineral can lead to the Kþ

entering the roughly hexagonal cavity bordered by oxygen ions in the siloxane
surface so as to reside nearer to the source of negative charge.8 The nearly
perfect match between the diameter of Kþ and that of the cavity (0.26 nm)
enhances this possibility.

Figure 1.10 illustrates an inner-sphere surface complex between Cd2þ and a
hydroxylated surface site on the (100) plane in goethite.33 This plane features
reactive OH groups bound to just a single Fe3þ, which allows them to proto-
nate, as well as dissociate, protons.34 Adsorbed Cd2þ can bind to a pair of the
OH groups after their protons are dissociated, thereby linking the corners of
two adjacent FeO3(OH)3 octahedra in the mineral structure.33 The Cd2þ com-
plex may also be solvated. Note the similarity between the octahedral structure
of the partially solvated adsorbed Cd2þ and that of the FeO3(OH)3 octahedra
comprised in the mineral structure. Inner-sphere surface complexation of biva-
lent metal cations by metal-oxide minerals often may be conceptualized as a
distorted mode of crystal growth, with the adsorbate playing the role of an added
octahedral unit. Similarly, inner-sphere surface complexation of anions (chiefly
oxyanions, such as arsenite35) by metal oxides may be conceptualized as a
distorted mode of crystal growth, with the adsorbate playing the role of the
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Fig. 1.9 An inner-sphere surface complex formed between Kþ and a tetrahedral charge site
in montmorillonite (see the Clay Minerals inset). The cation is coordinated to eight oxygen
atoms, two of which are in the nearest siloxane surface of the clay mineral. (Original figure
courtesy of R. A. Sutton.)



oxygen or hydroxyl ions it replaces in order to bind directly to the metal cation
in the structure.25

The varieties of adsorbate structures assumed by the surface complexes of
ionic adsorptives are usually adduced from spectroscopic data (see Chapter 2)
informed by the trends observed in adsorption experiments.25 This process, in
turn, is aided by whatever knowledge is available concerning the adsorbent
surface, particularly the stereochemistry and reactivity of its surface functional
groups,27 the molecular units bound into an adsorbent at its periphery that
contribute to the reactions of its adsorption sites. Given a concept of inner-
sphere surface complexation as the attempt of an adsorbent to extend its bulk
structure through the acquisition of an adsorbate, it is logical to consider
whether the guidelines developed for stable ionic crystals can be applied to
surface complexes, as well. These guidelines, known as the Pauling Rules,30

may be summarized as follows:

Rule 1. A polyhedron of anions is formed about each cation. The cation–anion
distance is determined by the sum of the respective radii, and the coor-
dination number is determined by the radius ratio of cation to anion.

Minimum Radius Ratio Coordination Number

1.00 12

0.732 8

0.414 6

0.225 4

Rule 2. In a stable crystal structure, the sum of the strengths of the bonds that
reach an anion from adjacent cations is equal to the absolute value of
the anion valence.

Rule 3. The cations maintain as large a separation as possible and have anions
interspersed between them so as to screen their charges. In geometric
terms, this means that anion polyhedra tend not to share edges or
especially faces. If edges are shared, they are shortened.

Rule 4. In a structure comprising different kinds of cation, those of high valence
and small coordination number tend not to share polyhedron elements
with one another.
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Fig. 1.10 An inner-sphere surface complex
formed between Cd2þ and a pair of ionized

surface OH groups in the (100) plane in
goethite (see the Metal Oxides inset). The
cation is coordinated to six oxygen atoms, two

of which are on the goethite surface in
neighboring FeO3(OH)3 octahedra. The two
surface O are bonded to just one Fe3þ, which
gives them a high propensity for cation
adsorption. After Spadini et al.33



Rule 5. The number of essentially different kinds of ions in a crystal structure
tends to be as small as possible. Thus the number of types of coordina-
tion polyhedra in a close-packed array of anions tends to be a mini-
mum.

The Pauling Rules are evident applications of Euclidean geometry and the
coulomb law that serve to constrain the varieties of molecular structure than
can occur in stable ionic crystals. That they can be employed in the same manner
for adsorbates has only recently been appreciated.32,36 Their utility can be illu-
strated by an application of Rule 2, which involves the concept of bond strength
and local charge balance in a crystal. The bond strength sij from a cation i to an
anion j is defined by the equation:

sij �
Zi

Nij

ð1:22Þ

where Zi is the cation valence (formal oxidation number) and Nij is its coordina-
tion number (number of anions of type j in the polyhedron surrounding a cation
of type i). As an example, consider the bond strength from Al3þ to O2�, which is
equal to 0.5 if an octahedron of O2� (coordination number equal to 6) has formed
around Al3þ (valence equal to 3). Rule 2 states thatX

i
sij ¼ Zj

�� �� ð1:23Þ

where Zj is the valence (formal oxidation number) of an anion j and the sum on
the left side runs over all cations bonded to the anion. For example, in the case of
corundum (�-Al2O3), eq. 1.23 implies that four Al3þ (bond strength equal to 0.5)
are bonded to each O2� (valence equal to –2) in the structure. Any proposed
structure (e.g., three Al3þ bonded to O2�) that would not ‘‘saturate’’ the anion
valence with four Al3þ is considered unstable, according to Rule 2.

The concept of bond strength has been generalized to that of bond valence in
order to account for the common experimental observation that bond strengths
depend on bond length, generally increasing as bond length decreases.37 Thus sij
in eq. 1.23 is expressed sij(Rij), where Rij is the length of the bond between cation i
and anion j. This innovation can be pictured as a way of expressing the incomplete
transfer of electron charge between a cation and an anion in a bond, such that the
Pauling estimate of the number of electron charges transferred per bond (eq. 1.22)
is modified. For example, the bond valence–bond length relation for Al–O bonds
is:32,37

sAlO ¼ exp 0:1651� RAlOð Þ=0:037½ � ð1:24Þ

where RAlO is an Al–O bond length in nanometers. This is an empirical equation
for the bond valence based on extensive statistical analyses of crystal structure
data. In corundum, the Al–O bond lengths observed are either 0.185 nm or 0.197
nm, leading to bond valences equal to 0.584 or 0.422, respectively.32 Therefore,
the left side of eq. 1.23 yields 2.01, in agreement with the required value, 2.0. The
replacement of eq. 1.22 by eq. 1.24 thus permits observed small deviations from

IONS AT THE PARTICLE–AQUEOUS SOLUTION INTERFACE 19



the perfect symmetry implied by Rule 1 to be assimilated into the law of charge
balance as represented in eq. 1.23.

A surface oxygen ion on the (0001) plane in corundum is bonded to only two
Al3þ, not four.31 Therefore, the oxygen ion valence is ‘‘undersaturated’’ unless the
O2� bonds to another cation. This could be a proton, whose bond strength when
coordinated to one oxygen ion would be þ1, according to eq. 1.22. Equation 1.23
is then satisfied by a protonated surface oxygen bound to a pair of structural Al3þ

or, equivalently, by a hydroxyl surface functional group on an exposed (0001)
plane in corundum. The bond valence for Hþ coordinated to O2� can be cal-
culated with the empirical equation:32

sHO ¼ 0:024ðRHO � 0:0677Þ�1 ð1:25Þ

where RHO is approximately 0.1 nm, leading to sHO � 0:74, instead of 1.0 as eq.
1.22 would predict. Either estimate of sHO suggests that a hydroxylated (0001)
plane in corundum would be a stable surface, as is observed experimentally.31

Another possibility for the additional cation bound to a surface oxygen ion is
Pb2þ, for which the bond valence can be calculated with the empirical equation:32

sPbO ¼ exp 0:204� RPbOð Þ=0:037½ � ð1:26Þ

A Pb–O bond length of 0.228 nm37 leads to sPbO ¼ 0.52 according to eq. 1.26. This
result lies well below sHO, suggesting that a single Pb2þ bound to the surface O2�

would leave its valence ‘‘undersaturated’’ using the criterion in eq. 1.23. On the
other hand, merely adding Pb2þ to an already-protonated surface O2� would
result in significant ‘‘oversaturation’’. This line of reasoning is consistent with
the outer-sphere complex structure in fig. 1.8, which features a stably hydroxy-
lated (0001) plane with adsorbed Pb2þ remaining solvated, not in direct contact
with the surface functional groups. Hydrogen bonds between three of the solvat-
ing water molecules and the surface hydroxyl groups then serve to stabilize the
surface complex.32 Pauling Rule 2 is thus useful in understanding how this struc-
ture is preferred over an inner-sphere arrangement for Pb2þ adsorption.

1.3 Surface Charge

Natural particles develop surface charge from isomorphic substitutions and struc-
tural disorder (including defects) in minerals, and from adsorption reactions with
ionic species in aqueous solution for both minerals and organic matter. The
specific surface charge,5 conveniently measured in units of moles of protonic
charge per kilogram (molc kg�1), that is created by these two mechanisms is
classified into three broad categories:38 (i) structural charge, denoted 
o, (ii) net
adsorbed proton charge, denoted 
H, and (iii) net adsorbed ion charge, denoted
�q � qþ � q�, where

qþ �
X

cations

Zin
wð Þ
i q� �

X
anions

Zi

�� ��n wð Þ
i ð1:27Þ
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defines the total adsorbed cation (qþ) and anion (q�) charge in terms of the specific
surface excess, given by eq. 1.4, and the valence of each type of ion that is
adsorbed by a particle. The sum in eq. 1.27 is over all adsorbed cationic or anionic
species, except for protons or hydroxide ions in surface complexes.38 These latter
species are taken into account uniquely in 
H, thus respecting the great impor-
tance of H and OH as constituents of many kinds of surface-reactive natural
particles.22

Structural charge occurs in both metal oxides and clay minerals, in the latter of
which it is proportional to the layer charge:39


o ¼ �103
x

Mr

ð1:28Þ

where Mr is the relative molecular mass of the unit cell.5 According to the table
provided in the Clay Minerals inset,

Mr ¼ 28:1aþ 27 8� aþ bð Þ þ 55:8c

þ 24:3 4� b� cð Þ þ 388
ð1:29Þ

for the relative molecular mass, in daltons, of a 2:1 dioctahedral clay mineral, if
the octahedral sheet has only Mg substitution. Thus Mr � 730 Da, given typical
values of the stoichiometric coefficients in eq. 1.29, and 
o ranges from –2.7 molc
kg�1 for high-charge illite to –0.69 molc kg

�1 for low-charge smectite, based on
eq. 1.28 and the defined ranges of layer charge for these clay minerals.

Structural charge arising from clay minerals in a soil or sediment sample is
quantitated conventionally as Cs-accessible surface charge following a reaction of
the sample with 0.05 m CsCl at pH 5.5–6.0.3,40 Briefly, the adsorbent is saturated
with Cs by repeated washing in CsCl, with a final supernatant solution ionic
strength of 0.05 m. Following centrifugation, the supernatant solution is dis-
carded and the remaining entrained CsCl solution is removed by washing with
ethanol. The samples are then dried at 65�C for 48 h to enhance formation of
inner-sphere Cs surface complexes (see fig. 1.9). Next, the samples are washed in
0.01 m LiCl solution to eliminate outer-sphere surface complexes of Cs. The
suspension is centrifuged, and the supernatant LiCl solution is removed for ana-
lysis, leaving only a slurry containing the adsorbent sample and entrained LiCl
solution. Finally, Cs is extracted with 1 m ammonium acetate (NH4OAc) solution,
and the LiCl and NH4OAc solutions are analyzed for Cs. Permanent structural
charge, 
o, is then calculated as minus the difference between moles Cs in the
NH4OAc extract and moles Cs in the entrained LiCl solution, per kg of dry
adsorbent, as prescribed by eq. 1.4:

�
o ¼ nNH4OAc � �wmLiCl ð1:30Þ
where �w is the mass of entrained solution per unit mass of dry adsorbent. This
method is reliable even for highly heterogeneous samples that comprise both
crystalline and amorphous minerals, organic matter, and biota. Its sensitivity is
such that 
o

�� �� values < 1 mmolc kg
�1 are detectable.40 In general, 
o determined

as Cs-accessible structural charge can be attributed to the presence of 2:1 layer
type clay minerals.41
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Typically, the net adsorbed proton charge, 
H, is determined for aqueous
natural particle suspensions by electrometric titration as a function of pH
under chosen conditions of ionic strength, background electrolyte concentration
and composition, and particle suspension density, at fixed temperature and
pressure.42 A common approach involves the use of a glass electrode and a
double-junction reference electrode in the potentiometric titration cell:

glass
electrode

suspension of solid
particles in background

electrolyte solution

������
������
background
electrolyte
solution

j
j
j
j

liquid
junctions

����� referenceelectrode

The emf of the electrode assembly is measured while known volumes of either
strong acid or strong base are added to the suspension. These data, in turn, are
converted to proton concentrations with the help of a calibration curve prepared
from similar titration data obtained without suspended particles in the cell.42

Values of the apparent net proton surface excess, �nH, measured in moles, are
calculated with the equation:

�nH � cA � cB þ OH�½ � � Hþ	 �� �
V ð1:31Þ

where cA is the concentration of strong acid added, cB is the concentration of
strong base added, [OH�] and [Hþ] are free hydroxide ion and proton concentra-
tions, respectively, and V is the suspension volume. The apparent net adsorbed
proton charge is then:

�
H;titr ¼
�nH
M

ð1:32Þ

where M is the dry mass of particles in the suspension. The experimental para-
meter �
H,titr has units of moles of protonic charge per kilogram.

The definition of �
H,titr indicates that it is a net proton specific surface excess
(specific surface excess of Hþ less that of OH�) measured relative to the net
proton specific surface excess that exists before either strong acid or base is
added to a particle suspension. The initial value of the net proton surface excess
cannot be determined from titration data alone,43 so �
H,titr must be renorma-
lized by adding to it some datum value from an independent experimental
determination. For example, at very low pH, �nH might achieve a maximum
positive value, as it does for synthetic polyelectrolyte anions. In practice, unless
a well-defined plateau appears in �nH as pH decreases or the number of moles of
protonatable surface functional groups is known, this kind of renormalization
procedure is not practicable. Moreover, implicit in the use of �nH to calculate
�
H,titr is the critical assumption that the only protons consumed upon addition
of strong acid or base are those that have reacted with solid particles to form
surface complexes. This assumption cannot be true unless �nH has been cor-
rected for side-reactions of added protons or hydroxide ions with dissolved
chemical species (e.g., CO2) or with the bulk structure of the solid adsor-
bent.41,42,44 To these complications must be added the ambiguities created by
the liquid junctions in the titration cell and by adsorbed protons or hydroxide
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ions that are in the diffuse ion swarm and not immobilized in surface com-
plexes.38 Thus, the relationship between �
H,titr and 
H is problematic.

Net adsorbed ion charge, �q, conventionally is measured by reacting an
adsorbent with an ‘‘index’’ electrolyte solution at a given pH value and ionic
strength, so as to create a homoionic adsorbate (aside from adsorbed Hþ or
OH�), then determining the specific surface excess of the cation and anion in the
‘‘index’’ electrolyte.42 Equation 1.27 is applied to calculate �q with the data
obtained. The reaction of bivalent ‘‘index’’ cations (e.g., Mg2þ or Ba2þ) with a
negatively charged adsorbent leads to what is termed a cation exchange capacity
(CEC)45:

CEC � �q if n wð Þ
� � 0 ð1:33Þ

where n wð Þ
� is the specific surface excess of the ‘‘index’’ anion (usually Cl�). An

anion exchange capacity (AEC) can be defined analogously, given the results of a
measurement of �q using an ‘‘index’’ electrolyte with a monovalent anion and a
positively charged adsorbent42:

AEC � ��q if n
wð Þ
þ � 0 ð1:34Þ

where n
wð Þ
þ is the specific surface excess of the ‘‘index’’ cation (usually Naþ or Liþ).

The important conceptual point here is that negative adsorption of anions
(cations) contributes to CEC (AEC) in addition to positive adsorption of cations
(anions).

To see this point in detail, consider the example calculation of surface excess
quantities in a montmorillonitic soil7 presented in section 1.1. In the soil slurry,
the condition of overall electroneutrality can be expressed:

2n0Ca þ nNa ¼ nCl þ CEC ð1:35Þ

which states that the positive charge carried by Ca2þ and Na� must be balanced
by the negative charge carried by Cl� and by the montmorillonite adsorbent, that
is, its CEC value. In the supernatant solution, the equivalent condition is:

2c0Ca þ cNa ¼ cCl ð1:36Þ

Multiplying both sides of eq. 1.36 by the gravimetric water content of the soil
slurry, �w, and subtracting the result from eq. 1.35, one finds the expression:

2 n0Ca � �wc0Ca
� �þ nNa � �wcNað Þ ¼ nCl � �wcClð Þ þ CEC

or

qþ � q� ¼ CEC ð1:37Þ

upon rearranging the anion term and applying the definitions in eq. 1.27. In the
present example, qþ ¼ 122.53 mmolc kg

�1, q�¼ �0.17 mmolc kg
�1, and, there-

fore, CEC ¼ 122.7 mmolc kg
�1. If q� had been positive, the right side of eq. 1.35
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would contain the difference, CEC – AEC, instead of CEC alone, to account for
positive charge on the adsorbent as well. Therefore, more generally,

qþ � q� ¼ CEC �AEC ð1:38Þ

of which eqs. 1.33 and 1.34 are special cases. Values of CEC for soils range from
0.05 to 1.4 molc kg

�1, generally increasing significantly with the content of humi-
fied organic matter, whose CEC contribution alone ranges from 1–10 molc kg

�1,
far exceeding the surface charge contributed by clay or oxide minerals.46 Values of
AEC for soils range from negligible to about 0.01 molc kg

�1, generally increasing
with the content of iron and aluminum oxide minerals.46

Applications of the three categories of surface charge to interpreting the reac-
tions of natural particles often are facilitated by some auxiliary definitions. The
sum of structural and net adsorbed proton charge defines the intrinsic charge,

in,

38


in � 
o þ 
H ð1:39Þ
which is intended to represent components of surface charge that developed in
toto from adsorbent structure. The net adsorbed ion charge can be decomposed in
molecular-level terms27:

�q � 
IS þ 
OS þ 
d ð1:40Þ

which refer, respectively, to the net charge of ions adsorbed in inner-sphere sur-
face complexes (IS), in outer-sphere surface complexes (OS), or in the diffuse ion
swarm (d).1 The utility of eq. 1.40 depends on the extent to which experimental
detection and quantitation of these surface species is possible.

The partitioning of surface complexes into inner sphere and outer sphere is not
always possible (or required), however, and eq. 1.40 can alternatively be written in
the simpler form:

�q � 
S þ 
d ð1:41Þ
where 
S denotes the Stern layer charge1 representing all adsorbed ions not in the
diffuse ion swarm. This latter conceptual distinction, based largely on adsorbed
ion mobility, is epitomized by defining the net total particle charge, 
p

1,38:


p � 
in þ 
S ð1:42Þ

which is the specific surface charge contributed by the adsorbent structure and by
adsorbed ions that are immobilized into surface complexes, that is, adsorbed ions
that do not engage in translational motions relative to the adsorbent that may be
likened to the diffusive motions of a free ion in aqueous solution. The adsorbed
ions that do engage in more or less free diffusive motions must nonetheless
contribute a net charge that balances the net total particle charge1,27:


p þ 
d ¼ 0 ð1:43Þ

Equation 1.43 is the condition of surface charge balance for an aqueous system of
natural particles. It states simply that, any electric charge natural particles may
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bear in an aqueous system is always balanced by a counterion charge in the swarm
of electrolyte ions near their surfaces. An alternative form of eq. 1.43 can be
written down at once after combining eqs. 1.39, and 1.41–1.43:


o þ 
H þ�q ¼ 0 ð1:44Þ

Equation 1.44 attests to the necessary overall electroneutrality of any sample of
natural particles that has been equilibrated with an aqueous electrolyte solution.
Structural charge and the portion of net particle charge attributable to surface-
complexed protons or hydroxide ions must be balanced with the net surface
charge that is contributed by all other adsorbed ions and by Hþ or OH� in the
diffuse ion swarm.

Equation 1.44 can be used to test experimental surface charge data for self-
consistency. A convenient approach is to plot �q against 
H over a range of pH
values for which these two surface-charge components have been measured.46 A
simple rearrangement of eq. 1.44,

�q ¼ �
H � 
o ð1:45Þ

shows that the slope of this ‘‘Chorover plot’’ must be equal to �1, with both its y-
and x-intercepts equal to �
o. 43,46 Figure 1.11 illustrates the application of eq.
1.45 to a kaolinitic Oxisol (a highly weathered tropical soil comprising kaolinite,
metal oxides, and quartz intermixed with organic matter) that was equilibrated
with LiCl solution at three different ionic strengths over the pH range 2–6.47 The
line through the data is based on a linear regression equation,

�q ¼ �1:01� 0:07
H þ 12:5� 0:8 ðr2 ¼ 0:92Þ

with both �q and 
H expressed in units of mmolc kg
�1, and with 95% confidence

intervals following the values of the slope and intercept. The value of 
o measured
independently is �12.5 � 0.04 mmolc kg

�1, in excellent agreement with the y- and
x-intercepts. Chorover plots confirming charge balance necessarily should precede
any interpretation of experimental surface charge data in terms of a chemical
model of the solid-aqueous solution interface. We note in passing that the com-
bination of eqs. 1.38 and 1.44 exposes immediately the conditional nature of CEC
and AEC data: any chemical factors that influence 
H will also change these
two capacity variables.45,46 Finally, eq. 1.44 shows that a datum value to use in
connection with the renormalization of �
H,titr in eq. 1.32 can be obtained by
determining the pH value at which �qþ 
o ¼ 0 (i.e., 
H ¼ 0Þ:46�48

1.4 Points of Zero Charge

Points of zero charge have been defined as pH values for which one of the
categories of surface charge is equal to zero, at some ambient temperature,
applied pressure, and aqueous solution composition.1,38,42 Other variables than
pH (for example, the negative logarithm of the aqueous solution activity of any
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ion that adsorbs primarily through inner-sphere surface complexation) can be
utilized to define a point of zero charge,49 but pH remains the exemplary variable.
Four standard definitions are listed in the table below1,38,42:

IUPAC Symbol Name Definition

p.z.n.p.c. point of zero net proton charge 
H ¼ 0

p.z.n.c. point of zero net charge 
in ¼ 0

p.z.c. point of zero charge 
p ¼ 0

i.e.p. isoelectric point u ¼ 0

where u is electrophoretic mobility.50

The p.z.n.p.c. is the pH value at which the net adsorbed proton charge is equal
to zero. The most straightforward method to determine this pH value would be to
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Fig. 1.11 A Chorover plot for surface charge on a cultivated kaolinitic Oxisol suspended in

LiCl background electrolyte solution (cs ¼ 10 kg m�3). The ionic strength of the back-
ground electrolyte solution was varied from 1 mol m�3 (open circles), to 5 mol m�3

(crosses), to 10 mol m�3 (filled circles), whereas pH was varied from 2 to 6. The straight

full line is a regression line, whereas the dotted lines define the two coordinate axes. Charge
balance (eq. 1.44) requires a Chorover plot to be linear, with unit slope and with x- and
y-intercepts both equal to the absolute value of the structural charge. (Original figure
courtesy of J. D. Chorover.)



measure�q as a function of pH and then locate the pH value at which �q ¼ � 
o,
thus taking direct advantage of eq. 1.44 (fig. 1.12), given that a separate measure-
ment of 
o has been made. Most published reports of p.z.n.p.c. values based on the
use of potentiometric measurements to determine 
H resort to the device of choos-
ing 
o � 0 at the crossover point of two �
H,titr versus pH curves that have been
determined at different ionic strengths.50 Unfortunately, each such curve is, in
principle, offset differently from a true 
H curve by an unknown �
H;titr that corre-
sponds to the particular initial state of the titrated system, thus making the cross-
over point illusory.

Equation 1.44 also imposes a constraint on changes in the net adsorbed proton
charge and/or net adsorbed ion charge that may occur in response to imposed
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Fig. 1.12 Graph of net adsorbed ion charge versus pH for an uncultivated kaolinitic Oxisol
suspended in LiCl background electrolyte solution under the same conditions as in fig. 1.11.

The curves through the data points are quadratic regression lines. The horizontal line in the
middle of the graph denotes the absolute value of the structural charge, and its intersections
with the �q curves define the p.z.n.p.c. (6.0, 5.2, and 4.5 for ionic strengths 1(*), 5(þ), and
10 (	) mol m�3, respectively). The lower horizontal line defines the p.z.n.c. (3.6, 2.6, and

3.0, for ionic strengths 1 (*), 5(+), and 10 mol m�3, respectively). Note the strong ionic
strength dependence of these two points of zero charge. Data from Chorover and
Sposito.47



changes in adsorbate or adsorptive composition at fixed temperature (T) and
applied pressure (P):

�
H þ ��q ¼ 0 ð1:46Þ
where � represents an infinitesimal shift caused by any mechanism that does not
alter the adsorbent bulk structure or composition (i.e., 
o is to remain constant
during any process causing the shift �). For example, if the ionic strength (I) of the
aqueous solution equilibrated with a solid adsorbent is changed at fixed T and P,

@
H
@I

� �
T;P

þ @�q

@I

� �
T;P

¼ 0 ð1:47Þ

This constraint may be applied to the definition of the point of zero salt effect
(p.z.s.e.),42

@
H
@I

� �
T;P

¼ 0 pH ¼ p:z:s:e:ð Þ ð1:48Þ

to show that the crossover point of two 
H versus pH curves must also be that of
two �q versus pH curves,51 a fact that can be used to check illusory p.z.s.e. values
inferred from the crossover point of 
H,titr curves instead of that of 
H curves.

To see this point in detail, consider the data in the table on p. 29, which lists
components of surface charge for a California Alfisol measured at two ionic
strengths (NaCl background electrolyte). The crossover point for �q evidently
occurs at pH 9 4.2, whereas that for �
H,titr is around pH 7.5. This large dis-
crepancy results from the dependence of the initial value of 
H (
H

init in column 5)
on ionic strength, making each curve of �
H,titr offset significantly from 
H by a
different datum value, thus leading to an illusory crossover point. The value of

H

init can be calculated with eq. 1.44 and the definition, �
H,titr � 
H � 
H
init,

given 
o ¼ �64.5 mmolc kg�1 for this vermiculite-containing soil. (The 10%
variability in 
H

init values calculated at each titration point in the table below is
typical of the data as a whole.) Adding the average value of 
H

init to �
H,titr we
obtain 
H (column 6), which goes to zero around pH 4.3. Thus, p.z.n.p.c. � 4.3 �
p.z.s.e. in this example. Note that �
H;titr ¼ 0 near pH 7.3, which is nowhere near
the true p.z.n.p.c.

The p.z.n.c. is the pH value at which the intrinsic surface charge is equal to
zero. Comparison of eqs. 1.39 and 1.44 shows that surface charge balance requires
the condition:


in þ�q ¼ 0 ð1:49Þ
that is, the net adsorbed ion charge vanishes at the p.z.n.c. (fig. 1.12). It is common
practice to utilize index ions, such as Kþ and Cl�, in the determination of p.z.n.c.
from a �q versus pH curve.42 Evidently, the value of p.z.n.c. will depend on the
choice of ‘‘index’’ ions, although this dependence is small if the ions are chosen
from the following group: Liþ, Naþ, Kþ, ClO�

4 ; and NO�
3 . Standard methods of

measuring p.z.n.c. for soils and sediments have been reviewed by Zelazny et al.,42

who also provide tabulations of representative p.z.n.c. values for specimen miner-
als. As a broad rule, p.z.n.c. values for silica, humus, clay minerals, and most
manganese oxides or oxyhydroxides are below pH 4, whereas those for aluminum
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and iron oxides or oxyhydroxides and for calcite are above pH 7. Thus, the p.z.n.c.
tends to increase as chemical weathering of a soil proceeds, with attendant loss of
humus and silica.

The p.z.c. is the pH value at which the net total particle charge is equal to zero.
Thus, by eq. 1.43, at the p.z.c., there is no surface charge to be neutralized by ions
in the diffuse swarm and any adsorbed ions that exist must be bound in surface
complexes. Therefore, the p.z.c. could be measured by ascertaining the pH value
at which a perfect charge balance exists among the ions in an aqueous solution
with which particles have been equilibrated. More commonly, p.z.c. is inferred
from the pH value at which a suspension flocculates rapidly,49 or from that at
which the particle electrophoretic mobility vanishes, the i.e.p.1 Equality between
i.e.p. and p.z.c., however, is problematic, because it requires demonstrating that
no part of the diffuse ion swarm will be advected with a particle as it moves
steadily in response to a uniform, constant electric field. Otherwise, the i.e.p.
corresponds to the vanishing of 
p plus some poorly defined fraction of the diffuse
swarm charge. Fair and Anderson52 have performed a very illuminating model
calculation of the electrophoretic mobility for ellipsoidal particles that carry zero
net total charge, that is, 
p ¼ 0, but have a heterogeneous surface charge distribu-
tion (zero net particle charge because of mutually canceling patches of positive
and negative surface charge), much like natural particles should. These model
particles, whose shape can range broadly from prolate to oblate, also were
assumed to have a ‘‘no-slip’’ boundary condition at the solid–liquid interface,
thus obviating the problem of diffuse swarm advection. With any heterogeneous
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[NaCl]

(mol dm�3) pH �q

�
H;titr
(mmolc kg

�1)


initH

(mmolc kg
�1)


H
(mmolc kg

�1)

0.02a 4.3 81 56 �72b �7b

4.8 (84)b 37 (�63)c �25

5.4 103 25 �63 �38

5.8 108 17 �61 �46

6.5 124 7.5 �67 �55

7.1 128 0.24 �54 �63

7.6 122 �0.17 �58 �63

7.9 128 �0.19 �63 �63

�63� 6d

0.05a 4.2 63 48 �46b 4b

4.6 72 35 �44 �9

5.5 94 16 �46 �28

5.8 91 12 �39 �32

6.5 102 2.5 �41 �41

7.0 104 0.03 �39 �44

7.3 117 �0.08 �53 �44

7.8 115 �1.50 �48 �46

�44� 5d

a Data from S. J. Anderson and G. Sposito.48

b �
Hinit � 
o þ �
H,titr þ �q for each titration point, then 
H � �
H,titr þ 
initHave.
c qCl not determined, so 
H

init � 
initHave
d 
initHave � std. dev.



distribution of surface charge on the particles that yields a nonzero electric quad-
ruple moment, there also will be a nonzero electrophoretic mobility, despite the
existence of zero net surface charge overall. Fair and Anderson52 illustrate this
conclusion for an ellipsoid of revolution that has a band of positive charge sand-
wiched between two canceling bands of negative charge distributed along the
ellipsoid symmetry axis. If its shape is either prolate or oblate, this electrically
neutral particle will have a nonzero electrophoretic mobility. Thus, 
p ¼ 0 would
not be sufficient to imply that the i.e.p. has been achieved for nonspherical,
charge-heterogeneous particles.

The charge balance conditions in eqs. 1.43 and 1.44, together with the con-
straints imposed in eqs. 1.46 and 1.50 (see the Thermodynamic Stability inset), lead
to a set of broad statements about the points of zero charge known as PZC
Theorems.53 The first of these theorems concerns the relationship between
p.z.n.p.c. and p.z.n.c. At the latter point of zero charge, eq. 1.44 reduces to the
condition:


o þ 
H ¼ 0 ðpH ¼ p:z:n:c:Þ ð1:51Þ
If p.z.n.c. > p.z.n.p.c., 
H must have a negative sign in eq. 1.51 because of the

stability condition on 
H in eq. 1.50 and the fact that 
H � 0 at p.z.n.p.c. (table 1).
It follows that 
o > 0 if p.z.n.c. > p.z.n.p.c. Similarly, if p.z.n.c. < p.z.n.p.c.,

o < 0. Therefore,

1. The sign of the difference (p.z.n.c. � p.z.n.p.c.) is the sign of the structural
charge, 
o.

QED

For example, p.z.n.c. < p.z.n.p.c. typically for kaolinitic Oxisols (fig. 1.12) and
specimen kaolinite samples,41,47 indicating at once that structural charge exists in
these materials, likely from the presence of 2:1 layer type clay minerals, given the
lack of isomorphic substitutions in kaolinite. More generally, natural particles
whose surface chemistry is dominated by 2:1 clay minerals (
o < 0) must always
have p.z.n.c. values below their p.z.n.p.c. values.

A corollary of PZC Theorem 1 is that, for natural particles without 2:1 clay
minerals (and, strictly speaking, without oxide or oxyhydroxide minerals having
structural charge39) p.z.n.c. ¼ p.z.n.p.c. Equality of the two points of zero charge
means that the pH value at which 
H is equal to zero can be determined through
ion adsorption measurements alone.51 On the other hand, natural particles for
which 
H=
o

�� ��
 1 at any pH value permit the determination of 
o through
conventional ion adsorption measurements as a maximal CEC value (eq. 1.33).45

The difference between p.z.n.c. and p.z.c. is that a diffuse swarm can exist at the
former pH value, whereas it cannot at the latter pH value. The use of suspension
flocculation to infer p.z.c.49,50 is compromised by the fact that flocculation usually
occurs in the presence of a small—but nonzero—electrostatic repulsive force
which is not strong enough to preclude van der Waals attraction from inducing
flocculation. The use of electrokinetic methods to infer p.z.c. is problematic, as
described above, because there may be no unique relationship between electro-
kinetic motion and surface charge for heterogeneous nonspherical particles.
Surface charge balance, as expressed by combining eqs. 1.42 and 1.43,
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Thermodynamic Stability

A necessary and sufficient condition for an aqueous system comprising natural par-
ticles to be in a state of equilibrium is that the Gibbs energy of the system be a
minimum under constraints of controlled T, P, and mole numbers of all components.
This condition is expressed mathematically by a zero value of the first-order and a
positive value of the second-order infinitesimal variation of the Gibbs energy, under
the three constraints mentioned, for all changes between equilibrium states. The
vanishing of the first-order variation leads to the uniformity of the chemical potential
of each component among all phases in the system [e.g., equality of the chemical
potential of a component in the aqueous solution phase (adsorptive) with that in the
solid phase (adsorbate)].
A positive second-order variation of the Gibbs energy in turn requires positive

values of certain partial derivatives of the chemical potentials of the components,
one of which is (at fixed T, P):

@�i

@ni

� �
T;P

> 0

where �i is the chemical potential of a component i whose mole number is ni . For the
case of an equilibrated adsorbate, n can be replaced with the relative surface excess,
and �i can be equated to the chemical potential of the corresponding adsorptive in
aqueous solution,

�i ¼ �0
i þ RT lnððiÞÞ

where �0
i is the standard-state chemical potential of the adsorptive with which the

adsorbate has come into equilibrium, R is the molar gas constant, and (i) is the
activity of the adsorptive in the aqueous solution contacting the adsorbent. It follows
that thermodynamic stability imposes the following constraint:

@ lnððiÞÞ
@nðwÞ

i

 !
T;P

> 0

Therefore, increases in the amount of an adsorbate must follow increases in the
aqueous solution activity of the adsorptive with which it is equilibrated, if the system
is thermodynamically stable.
An important application is to the response of net adsorbed proton surface charge


H � nðwÞ
H � nðwÞ

OH

to changes in pH [� �log (Hþ)]:

@
H
@pH

� �
T;P

< 0 ð1:50Þ

showing that decreases in 
H must follow increases in pH in a stable adsorbent-aqueous
solution system at fixed T and P. Equation 1.50 prescribes an essential stability con-
dition to which each curve of 
H versus pH must adhere.
A useful discussion of the thermodynamic stability concepts used here can be

found in Chapter 6 of A. Münster, Classical Thermodynamics, John Wiley, New
York, 1970.




in þ 
S þ 
d ¼ 0 ð1:52Þ

however, yields a relationship between p.z.n.c. and p.z.c. Suppose that 
S ¼ 0 at
the p.z.n.c. Then 
d must also vanish because of eq. 1.52 and the fact that 
in ¼ 0
at the p.z.n.c. But 
d ¼ 0 means pH ¼ p.z.c. Therefore, p.z.c. ¼ p.z.n.c. if 
S ¼ 0
at the p.z.n.c. Conversely, if p.z.c. ¼ p.z.n.c., then 
in ¼ 0 ¼ 
d and, again by eq.
1.52, 
S ¼ 0 of necessity. The general conclusion to be drawn is in the theorem:

2. The p.z.c. is equal to the p.z.n.c. if and only if the Stern layer charge, 
S, is zero
at the p.z.n.c.

QED

Note that PZC Theorem 2 is trivially true if the only adsorbed species are those
in the diffuse ion swarm. If surface complexes exist, Theorem 2 will not hold
unless the ions adsorbed in them (other than Hþ or OH�) meet a condition of
zero net charge at the p.z.n.c. This might occur for monovalent ions adsorbed
‘‘indifferently’’ in outer-sphere surface complexes by largely electrostatic interac-
tions (e.g., Liþ and Cl�). Electrolytes for which 
S ¼ 0 at the p.z.n.c. are indeed
termed indifferent electrolytes, in the sense that relatively weak electrostatic inter-
actions dominate their adsorption. The p.z.c. of natural particles contacting solu-
tions of indifferent electrolytes thus can be determined by ion adsorption
measurements.

As originally conceived,54 the Stern layer comprises both inner-sphere and
outer-sphere surface complexes. If these species do not combine to yield zero
net charge at the p.z.n.c., p.z.c. 6¼ p.z.n.c., according to Theorem 2. The close
relationship between p.z.c. and 
S can be exposed further by consideration of the
charge balance constraint in eq. 1.46 at the p.z.c.:

�
H þ �
S ¼ 0 ðpH ¼ p:z:c:Þ ð1:53Þ

which refers to changes under which 
p remains equal to zero. If the Stern layer
charge is made to increase, say, by increasing the amount of surface-complexed
cation charge, then the net proton charge must compensate this change by
decreasing, which, according to the stability condition in eq. 1.50, requires the
p.z.c. also to increase: the pH value at which 
H þ 
S balances 
o must be higher,
as 
S becomes higher, in order that 
H will be negative enough to meet the
condition of charge balance. In the same way, the pH value at which 
d ¼ 0
must be lower, as 
S becomes lower, in order that 
H will become positive enough
to compensate exactly the decrease in 
S. This line of reasoning is epitomized in
the theorem:

3. If the Stern layer charge increases, the p.z.c. also increases, and vice versa.
QED

Theorem 3 indicates the role of cation surface complexation in increasing
p.z.c., and that of anion surface complexation in decreasing p.z.c. It does not
imply, however, that shifts in p.z.c. necessarily signal the effect of strong ion
adsorption, since changes in the number of outer-sphere surface complexes are
sufficient to change p.z.c.
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These properties of the points of zero charge, although useful in the char-
acterization of particle charge, also illustrate the essential ambiguity of macro-
scopic chemical measurements when faced with adducing molecular
mechanisms. The lack of uniqueness among points of zero charge as signatures
of underlying molecular behavior is poignantly expressed in eq. 1.47, which
provides a rigorous macroscopic connection between p.z.s.e. and a true point
of zero charge. If �q and its first derivative with respect to ionic strength both
vanish at the same pH value, then p.z.s.e. ¼ p.z.n.c. If 
o ¼ 0 also, then p.z.s.e.
¼ p.z.n.p.c., as desired. Little more can be said without some detailed model of
the electrical double layer, which, of course, may turn out to be incomplete as a
molecular description.

1.5 Ion Adsorption Trends

The three categories of adsorbed ion species identified in sections 1.2 and 1.3, and
further epitomized as the contributors to adsorbed ion surface charge on the right
side of eq. 1.40, can be related as well to conventional parlance in the study of
natural particle reactions with aqueous electrolyte solutions.39,50 The diffuse ion
swarm and outer-sphere surface complex mechanisms of adsorption are likely to
involve electrostatic bonding, whereas inner-sphere surface complex mechanisms
are likely to involve bonding in which electron configurations become shared.
Since this latter type of bonding depends significantly on the electron distribution
of both the surface functional group and the complexed ion, it is appropriate to
consider inner-sphere surface complexation as a molecular basis for the term
specific adsorption. Correspondingly, diffuse ion adsorption and outer-sphere sur-
face complexation are a molecular basis for the term, nonspecific adsorption, the
‘‘nonspecificity’’ referring to a very weak dependence on the electron configura-
tion of the surface functional group and adsorbed ion, as would be expected for
the reactions of solvated species.

Readily exchangeable ions are adsorbed ions that can be displaced easily from
natural particles by leaching with an indifferent electrolyte solution of prescribed
composition, concentration, and pH value. Despite the empirical nature of this
concept, there is consensus55 that ions adsorbed specifically are not to be consid-
ered readily exchangeable. From this point of view, only fully solvated adsorbed
ions are readily exchangeable ions. Operationally, these ions will therefore exhibit
adsorption edges or envelopes that are shifted significantly by changes in the
concentration of the background electrolyte solution.56

Additional insight into the differences in behavior between readily exchange-
able and specifically adsorbed ions can be obtained through the use of Schindler
diagrams.57 A Schindler diagram is a banded rectangle in which the charge prop-
erties of an adsorbent and an adsorptive are compared as a function of pH in the
range normally observed for natural particles, say, pH 3–9.5. The top band con-
tains a vertical line denoting the p.z.n.c. of the adsorbent (fig. 1.13). The central
band contains vertical lines denoting either the p*K value for hydrolysis (that
based on water as a reactant, for metal cations) or the log K value for protonation
(that based on the proton as a reactant, for ligands) of the adsorptive. The bottom
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band depicts with a horizontal line the range of pH over which adsorption is to be
expected when based solely on unlike-charge attraction for the adsorbent and the
adsorptive. This pH range, therefore, indicates a condition under which the adsor-
bent can surely function as a cation or anion exchanger. If adsorption is observed
experimentally to occur at pH values outside this range, specific adsorption mechan-
isms are implied.

As a first very simple example of a Schindler diagram, consider an adsorbent
composed of clay minerals and humus primarily, with the adsorptive being an ion
of an indifferent electrolyte (e.g., Liþ, Naþ, Cl�, or NO�

3 ). The p.z.n.c. of the
adsorbent will not likely exceed 4.0,39,41 and the p*K value for metal hydrolysis as
well as log K for anion protonation of the indifferent adsorptives always will lie
outside the range between 3 and 9. Therefore, the Schindler diagram will feature a
top band with a vertical line at pH 4 (or to its left), a central band that has no
vertical lines, and a bottom band with either a horizontal line extending to the
right of pH 4 (cations) or one extending to the left of pH 4 (anions). It follows that
adsorbents comprising principally humus and clay minerals (e.g., soils from tem-
perate grassland regions) will function effectively as cation exchangers under most
conditions. Conversely, adsorbents comprising principally iron and aluminum
oxides (e.g., uncultivated soils from the humid tropics), for which p.z.n.c. > 7
typically,39,42 will function effectively as anion exchangers. These trends are illu-
strated for adsorptive cations in fig. 1.13.

A second example can be developed for the particle-aqueous solution system
described in fig. 1.1, in which the adsorbent is amorphous Fe(OH)3 and the
adsorptives are the trace metal cations Pb2þ, Cu2þ, and Cd2þ. The relevant
p.z.n.c. value is 7.9,58 and the respective p*K values are 7.7, 8.1, and 10.1.
Therefore, the Schindler diagram for this system features a top band with a
vertical line at pH 7.9, a central band with vertical lines at pH 7.7 and 8.1, and
a bottom band with a horizontal line from pH 7.9 to 9.5 (fig. 1.14). The rather
narrow range of pH over which the adsorbent can function as a cation exchanger
is apparent, as is the conclusion that specific adsorption mechanisms must be
operating in the reactions of Pb2þ and Cu2þ with Fe(OH)3 (am), since their
adsorption edges (fig. 1.1) plateau at pH 9 p.z.n.c. while the adsorbent surface
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Fig. 1.13 Prototypical Schindler

diagram for an adsorbent with low
p.z.n.c. (clay minerals, humus, silica)
reacting with monovalent cations,

showing its broad pH range of
functioning as a cation exchanger.



is still positively charged. The adsorption edge for Cd2þ, on the other hand, only
commences for pH > p.z.n.c. and, therefore, is consistent with a cation exchange
mechanism.

The same approach can be used to analyze the adsorption envelope in fig. 1.2,
which refers to a calcareous soil reacting with borate in a NaCl background
electrolyte solution. The relevant p.z.n.c. value is 9.5,58 and log K for B OHð Þ�4
is 9.23. Therefore, the corresponding Schindler diagram has a top band with
uniformly positive adsorbent surface charge indicated, a central band with a
vertical line at pH 9.2, and a bottom band with a horizontal line extending
over the very narrow range of pH between 9.2 and 9.5 (fig. 1.15). Quite clearly,
then, specific adsorption mechanisms are involved in the reaction of borate with
this soil. The relatively sharp peak in the adsorption envelope at a pH value
approximately equal to log K for borate protonation, however, bears scrutiny
(fig. 1.2). At pH values below 9.2, borate anions exist to some degree and are
attracted to the positively charged adsorbent in increasing numbers as pH
increases from 7 to 9. At pH values above 9.2, the adsorptive is predominantly
anionic, but now the adsorbent is also becoming increasingly negatively charged,
leading to a sharp fall-off in the adsorption envelope at pH > p.z.n.c. Thus, the
resonance feature in fig. 1.2 can be interpreted as the net effect of interplay
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Fig. 1.14 A Schindler diagram for the
system described in fig. 1.1, showing the

typical functioning of iron oxides as
anion exchangers over a broad range of

pH. The pH values for the onset of
metal cation hydrolysis (reduction of

cation charge) are indicated for Pb2þ

and Cu2þ. The narrow range of pH for
which purely electrostatic cation

adsorption mechanisms are possible
(pH > 8) is noteworthy.

Fig. 1.15 A Schindler diagram for the
system described in fig. 1.2, showing the

broad range of pH over which particles
in a calcareous soil can attract anions,
and the extremely narrow range of pH

over which borate adsorption can be
governed by purely electrostatic

mechanisms.



between ligand charge and adsorbent charge. Because specific adsorption mechan-
isms play a strong role in the reaction between ligand and absorbent, however,
the resonance feature will be broadened relative to that resulting from charge
relationships alone.

The Schindler diagram is not restricted to inorganic adsorptives, of course.
Adsorption envelopes for aromatic carboxylic acids reacting with 	-Al2O3, for
example, exhibit shapes that are similar to that for borate in fig. 1.2.59 An inter-
esting example is phthalic acid, whose two carboxyl groups have log K values of
2.95 and 5.41 for protonation. Given the p.z.n.c. value of 8.7 for the aluminum
oxide adsorbent,58 a Schindler diagram for this system would indicate that anion
exchange is possible up to pH 8.7. The observed ‘‘ligand-like’’ adsorption envel-
ope (fig. 1.16) is consistent with this prediction and can be deconvoluted concep-
tually into a pair of broad resonances that represent the adsorption of the two
possible anionic species.59 If the values of log K for a diprotic ligand adsorptive
are even more widely separated (e.g., glycine, with log K values of 2.35 and 9.78),
then the pair of corresponding resonances will appear as two distinct peaks in the
adsorption envelope.57 The overall conclusion to be drawn is that the interplay of
ligand and adsorbent charge can produce resonances in an adsorption envelope.

A comparison of the sequence of pH50 values for the adsorption edges in fig.
1.1 with the sequence of p*K values for the three adsorptive metal cations shows
quickly that the two parameters are correlated positively, that is, low selectivity
implies a high pH value for hydrolysis. This kind of positive correlation, noted
long ago,60 has been apparent in many studies of metal cation adsorption by oxide
or oxyhydroxide minerals.61 It is not surprising. In conceptual terms, it amounts
to the general rule, that metal cations which hydrolyze readily will adsorb strongly
(i.e., adsorb at pH values well below their p*K value). From a local coordination
perspective, the complexation of a metal cation with OH� in aqueous solution is
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Fig. 1.16 A Schindler
diagram for the reactions of
	-Al2O3 with phthalic acid

anions, showing a close
correspondence with the
observed59 adsorption edge.

A chemical model of the
reactions based on the two
postulated surface species

indicated was used to
deconvolute the adsorption
edge into a broad resonance,
with a plateau between pH 3

and 5, and a narrower
resonance with a maximum
near pH 6.7.



analogous to the inner-sphere complexation of the metal cation to an ionized
surface hydroxyl group, with the role of the proton in solution now being played
by the metal in the adsorbent structure to which the surface hydroxyl is bonded.
Similarly, the strength of adsorption of an anion to an oxide mineral has been
observed to be correlated positively with its log K for protonation.62 From a local
coordination perspective, anions that protonate strongly will adsorb strongly, the
complexation of a proton in aqueous solution being analogous to that with a
proton on a positively charged adsorbent.
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and Schindler is provided by L. Charlet, (see note 20).
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structure and surface reactivity represents the consensus of fourteen leading scientists
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chemistry, including microbial interactions with mineral surfaces.
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oriented surveys of the concepts discussed in the present chapter.

Research Matters

1. E. M. Murphy and J. M. Zachara [Geoderma 67:103 (1995)] have compared
typical ‘‘metal-like’’ adsorption edges for trace metals (e.g., Cu2þ) with typical
‘‘ligand-like’’ adsorption envelopes for humic substances (e.g., humic acid) on
metal oxide surfaces. They predicted that the metal adsorption edge would be
shifted upward at low pH but downward at high pH, thereby exhibiting a max-
imum at some intermediate pH, if the metal binds strongly to the humic sub-
stance and the latter is present along with the metal oxide absorbent (see fig. 8 in
their article). Given that eq. 1.12 applies simultaneously to (1) metal adsorption
by the oxide, (2) metal binding by the humic substance, and (3) humic substance
adsorption by the oxide, develop an explanation for this conclusion that is related
to the parameters, b and pH50, based on three separate applications of eq. 1.12.

2. R. Kummert and W. Stumm [J. Colloid Interface Sci. 75:373 (1980)] investigated
the adsorption of four aromatic organic acids by an aluminum oxide (	-Al2O3)
suspended in 100 mol m�3 NaClO4 solution.
(a) Evaluate their method by which a 
H versus pH curve (their fig. 3a) for the

adsorbent was determined (their eq. [9] is the same as eq. 1.32, with their a the
same as cs in the present chapter). Estimate the p.z.n.c. using the data pre-
sented in their fig. 3.

(b) Evaluate the shift of the titration curve as a result of phthalic acid addition
(0.5 mol m�3), that is, the graph of pH versus cA � cB

�� �� in their fig. 4a, in
terms of the stability condition in eq. 1.46. N.B. This evaluation requires
careful scrutiny of their eq. [10].
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(c) Prepare Schindler diagrams for the four organic acids investigated using the
graphs in their fig. 7. Compare the predictions of these diagrams with the
adsorption envelopes shown in the figure.

(d) Estimate pH50 for each adsorption envelope in their fig. 7 using the ‘‘ligand-
like’’ portion (ignore that for benzoic acid, since Dben < 1 for all pH values).
Examine your results for positive correlation with the sum of log K values for
protonation of the organic acids:

Organic Acid log K1 log K2

Catechol 9.4 12.80

Phthalic 2.95 5.41

Salicylic 2.97 13.74

N.B. Correlation with the sum of log K values is indicated by the participation of both aqueous

solution species in the proposed surface speciation of the adsorbates.

3. J. R. Bargar, S. N. Towle, G. E. Brown, and G. A. Parks [J. Colloid Interface Sci.
185:473 (1997)] have applied the bond valence concept and Pauling Rule 2 (eq.
1.23) to evaluate the Brønsted acidity of surface hydroxyl groups on aluminum
oxides. Using eqs. 1.24 and 1.25, prepare a table of surface species like those in
tables 2 and 3 in their article for surface oxygen ions coordinated to 1, 2, or 3
Al3þ and, for each type of coordination to Al3þ, coordinated as well to 0, 1, or 2
Hþ. Take |ZO| ¼ 2.0 in making your evaluation of how closely eq. 1.23 is satis-
fied. Ignore hydrogen bonding and, for the species with protonated surface oxy-
gen ions, replace the terms ‘‘most stable,’’ ‘‘plausible,’’ and ‘‘doesn’t occur’’ with
your own terms indicating their relative Brønsted acidity.

4. J. Chorover and G. Sposito [Geochim. Cosmochim. Acta 59:875 (1995)] have
measured the three components of surface charge in eq. 1.44 for several kaolinitic
soils from the humid tropics. The principal data are presented in table 1 and in
figs. 1 and 2 of their article.
(a) Estimate the p.z.n.p.c. for each soil at each background electrolyte (LiCl)

concentration. What correlation exists between p.z.n.p.c. and LiCl concen-
tration? Explain this correlation in terms of the stability condition in eq. 1.47
by considering both positive and negative shifts in the LiCl concentration, at
pH ¼ p.z.n.p.c., from 0.005 mol kg�1 taken as the initial value.

(b) Why is it not generally appropriate to use p.z.n.p.c. to determine the range of
pH over which soils can function as cation exchangers?

5. D. G. Kinniburgh, J. A. Barker, and M. Whitfield [J. Colloid Interface Sci. 95:370
(1983)] compare the ‘‘two-site Langmuir’’ isotherm (eq. 1.13) with the Tóth
isotherm, n

ðwÞ
i ¼ bKc1=½1þ ðKciÞ��1=�ð0 < � < 1Þ where b, K , and � are empirical

parameters, in respect to modeling the sorption of Ca2þ and Zn2þ by ferrihydrite.
(a) Derive an equation for Kdi as a function of n wð Þ

i analogous to eq. 1.14 by
making use of eq. 1.8. Then plot Kd versus n for 0 � n � b and compare your
result to the trend in the data plotted in fig. 1.4. Are the two conditions met in
your plot for fitting Tóth adsorption isotherm data to eq. 1.13?

(b) Show that the Tóth isotherm parameters b and K are related to the ‘‘two-site
Langmuir’’ isotherm parameters according to the equations b ¼ b1 þ b2,
K ¼ b1K1 þ b2K2ð Þ=b.

(c) Show that the Tóth parameter � is the solution to the optimization problem
of finding the value of the exponent that makes the equation y� þ x� ¼ 1 true
for all 0 � y � 1, 0 � x � 1, where y � Kd=bK;x � n=b and y is the function
of x that follows from the relation between Kd and n derived in (a).

(d) Kinniburgh et al. show that the ‘‘two-site Langmuir’’ and Tóth isotherms
correspond to dramatically different ‘‘site affinity distribution functions’’
(SADFs; see their fig. 6), which describe the distribution of Langmuir affinity
parameters in a heterogeneous adsorbent whose sites have been grouped into
classes, each of which is assumed to adsorb according to the classic Langmuir
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isotherm, n
wð Þ
i ¼ bKci=ð1þ KciÞ where b is the maximum value of the surface

excess and K is the Langmuir affinity parameter. Evidently, eq. 1.13 corre-
sponds to a SADF with two sharp spikes, at K ¼ K1 and K2. The Tóth
SADF is, by contrast, a continuous distribution with strong ‘‘negative
skew’’ toward very small values of K . Review the commentary on the inter-
pretation of SADFs given by Kinniburgh et al., then develop your own
position on the issue of the chemical interpretation of a SADF.
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2

The Spectroscopic Detection
of Surface Species

2.1 Strategy

Surface complexation models have been applied successfully to soil colloids to bring
matters full circle; but, like their predecessors, they rely solely on prior molecular

concepts and are tested only by goodness-of-fit to adsorption data. Since the model
assumptions are so different and the models so plausible, one is left to wonder what
physical truth they bear. One fears that the fog will lift only to reveal a Tower of Babel.
It is inevitable that methodologies not equipped to explore molecular structure will

produce ambiguous results in the study of surface speciation. The method of choice
for investigating molecular structures is spectroscopy. Surface spectroscopy, both
optical and magnetic, is the way to investigate surface species, and thus to verify

directly the molecular assumptions in surface speciation models. When the surface
species are detected they need not be divined from adsorption data, and the choice of
a surface speciation model from the buffet of available software becomes a matter

unrelated to goodness-of-fit.1

As in all subdisciplines of chemical science, the surface chemistry of natural
particles has as its ultimate goal a mechanistic understanding of the surficial
reactions these particles undergo in aqueous media.2 Taking for example the
adsorption of Cd2þ by an hydroxylated mineral surface, one can envision at
least two different chemical equations on which to base the mathematical model-
ing of the adsorption edge (illustrated in fig. 1.1):

� FeOHþ Cd2. � FeO� � � �Cd2þ þHþ ð2:1aÞ
� FeOHþ Cd2þ. � FeOCdþ þHþ ð2:1bÞ
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where � FeOH represents a reactive hydroxyl group bound to Fe(III) on the
surface of Fe(OH)3 (am) and the adsorbed Cd2þ products on the right side are
either outer-sphere (eq. 2.1a) or inner-sphere (eq. 2.1b) surface complexes, respec-
tively. (Left out of this simple example are the possible formation of diffuse layer
species and hydrolyzed Cd2þ species bound in surface complexes.) The thermo-
dynamic equilibrium constants2 for the two alternative adsorption reactions in eq.
2.1 have the same mathematical form in terms of activities because both reactions
exhibit the same stoichiometry:

KOS
ads ¼

� FeO� � � �Cd2þ� �
Hþ� �

� FeOHð Þ Cd2þ
� � ð2:2aÞ

KIS
ads ¼

� FeOCdþ
� �

Hþ� �
� FeOHð Þ Cd2þ

� � ð2:2bÞ

where the superscript on the left side of each equation identifies the type of surface
complex formed and ( ) represents thermodynamic activity.2 But any theoretical
model of the corresponding conditional equilibrium constant,2 which has to pro-
vide a calculation of the activity coefficient of adsorbed Cd2þ, must then differ-
entiate significantly between the mathematical forms of KOS

adsC and KIS
adsC, because

the molecular structures of outer-sphere and inner-sphere surface complexes differ
considerably. (See figs. 1.7–1.10, in which the dipolar nature of outer-sphere
complexes, indicated on the right side of eq. 2.1a, is clearly apparent.)
Accordingly, the pH dependence of Cd2þ adsorption—manifest in fig. 1.1 and
rooted theoretically in the pH-dependent behavior of the conditional equilibrium
constant for the adsorption reaction—would reflect the details of the model used
to calculate an adsorbate activity coefficient.3

At least this would be true if the model featured no adjustable parameters,
requiring as input only molecular properties determined independently of adsorp-
tion data (e.g., ionic radii). Unfortunately, extant models of adsorbate activity
coefficients suitable for natural adsorbents do contain parameters that are difficult
to measure independently (e.g., surface densities of reactive functional groups or
capacitance densities determined by the degree of local charge separation in sur-
face complexes) and, therefore, are treated as adjustable.4 Current mathematical
models thus have sufficient flexibility through parameter ambiguity to provide an
accurate representation of adsorption edges, envelopes, or isotherms.5 For exam-
ple, the adsorption edge for Pb2þ on the hydroxylated adsorbent, 	-Al2O3, has
been modeled equally well with either an outer-sphere or an inner-sphere surface
complexation mechanism assumed,6 and the net adsorbed proton charge on this
adsorbent can be described accurately as a function of pH with a variety of
models that assume any mechanism of background electrolyte adsorption, from
diffuse layer to inner-sphere surface complex.7 This kind of mechanistic ambiguity
calls directly for molecular-level experimentation designed to detect the surface
species that actually have formed.8

Spectroscopic techniques suitable for the detection of surface species on
natural particles have undergone much development in instrumentation and
accessibility over the past decade.9 Out of this development has come a sharper
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understanding of the four key physical criteria necessary to an accurate spectro-
scopic identification of adsorption reaction products. A spectroscopic method
must be: selective, able to distinguish adsorbate from both adsorbent and adsorp-
tive when all three contain the same ion or molecule; sensitive, able to detect
surface species at environmentally relevant concentrations; noninvasive, able to
characterize adsorbate structure in the presence of an aqueous solution, and with
minimal sample preparation; interpretable, amenable to accurate deconvolution
when complex spectra result, and to realistic modeling in terms of a few molecular
parameters. The spectroscopic approaches to be surveyed in the present chapter
have, in the consensus of experts,8 proven to meet these four criteria reasonably
well.

Spectroscopic methods are designed to yield data on the transitions among the
energy levels accessible to a chemical species, in the present case, an adsorbed
species. These data (the spectral response of an adsorbate over a range of input
photon energy) are then interpreted to elucidate molecular structure, often by
comparison with related spectra of suitable model compounds or, more quantita-
tively, by a calculation of molecular properties (coordination number, ligation,
bond length and orientation, oxidation state, etc.) based on a theoretical model of
adsorbate molecular structure. This kind of interpretation is possible because
spectral data are assumed to provide information about local bonding environ-
ments in an adsorbate through their effects on the transitions among adsorbate
energy levels. Thus, the ion, atom, or molecule of an adsorbate is expected to
show a different spectral response from what it does when it is an adsorptive not
interacting with an adsorbent surface.

Two important, long-standing variations on this strategy to deduce molecular
structures of adsorbates should be mentioned at this juncture.10 One is the use of
adsorbate surrogates as in situ probes to explore adsorption mechanisms. The
concept here is to select a chemical species whose spectral response in a variety
of molecular environments is well characterized, then utilize this species as an
adsorbate to determine the bonding environment for homologous adsorptives.
For example, o-phosphate ions could be reacted with an hydroxylated mineral
surface and their spectral response as an adsorbate (e.g., vibrational or nuclear
magnetic resonance spectra) could be used to determine the generic characteristics
of inner-sphere surface complexation of oxyanions by the mineral.11 Similarly,
Cu2þ, which has well-characterized electron-spin-resonance and X-ray absorption
spectra, or 113Cd2þ, which exhibits nuclear magnetic resonance, could be doped
into a 2:1 clay mineral-water system primarily adsorbing Ca2þ to explore adsorp-
tion mechanisms for bivalent cations.12 A second useful variation on the direct
application of spectroscopy to an adsorbate is the use of reporter units in an
adsorbent to signal the presence and bonding characteristics of an adsorbate.
Examples of this approach include monitoring of: the vibrational spectra or
13C, 1H nuclear magnetic resonance spectra of carboxylate groups exposed on
the surface of humus; the vibrational spectra of reactive structural hydroxyls in
mineral adsorbents; and the nuclear magnetic resonance spectra of structural
29Si4þ or 27Al3þ in mineral adsorbents.13 The information provided by these
two common alternatives to direct probing of an adsorbate can add much to
the credibility of a proposed adsorption mechanism.
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Irrespective of the transition processes investigated by a spectroscopic method,
the spectral data produced always represent the spatially integrated response of an
adsorbate, adsorbate surrogate, or reporter unit, with the averaging lengthscales
ranging from micrometers to centimeters. This inherent feature of spectroscopic
methods, a facet of instrumental design and sensitivity, has significant implica-
tions for the interpretation of spectral data. The first is that these data will not
distinguish any effects of molecular-scale heterogeneity in the structure of an
adsorbent surface, unless these effects result in a major shift of adsorption
mechanism. For example, variability in layer charge among single-layer particles
of 2:1 clay minerals will be averaged in the spectral response of adsorbed metal
cations, since their mode of adsorption does not change dramatically as layer
charge increases.14 On the other hand, variability in the distribution and reactivity
of surface hydroxyl groups on different crystallographic planes of mineral adsor-
bents often is dramatic and can be detected in the spectral response of adsorbed
metal cations.15

A second important implication of spatial averaging in spectral data is their
resultant convolution of spectra from several different kinds of adsorbed chemical
species associated with different adsorbent phases in the admixtures characteristic
of natural particles. Deconvolution of the spectrum of an adsorbate to infer
speciation in this case depends sensitively on whether the number of different
adsorbed species is sufficiently small to ensure a unique resolution into component
spectra; whether the spectroscopic method is sufficiently sensitive to detect all
adsorbed species present; whether the spectral response of each species is truly
a measure of its population size; and whether the database of model compound
spectra available is sufficiently large to permit accurate comparisons with in situ
sample spectra.16

Spectroscopic techniques are legitimate probes of adsorbate molecular struc-
ture, not because of their spatial resolution of molecular behavior, but because
they explore adsorbate states over molecular time scales (fig. 2.1). Transitions
among energy levels corresponding to different accessible states are provoked
by the photons input to an adsorbate from a spectral source, the type of transition
(or elementary excitation) being dependent on the energy borne by the photon
and, therefore, on the frequency of the electromagnetic radiation it constitutes.

Figure 2.1 illustrates a broad range of electromagnetic radiation categories
(gray boxes in the second column) and the components of atomic or molecular
structure that adsorb them to undergo transitions among energy levels. These
transitions are known to be affected by the local coordination environment of
the atom or molecule in which they occur, a point that will emerge clearly in
subsequent sections of the present chapter. Thus, the spectral response associated
with each type of excitation in fig. 2.1 provides useful information about the local
molecular structure surrounding the nucleon, electron, or chemical bond that is
perturbed by an input of photons to engage in transitions among accessible energy
levels. With each category of input photon there is an associated frequency of
electromagnetic radiation, and with each frequency there is an associated time
scale (inverse of frequency), shown in the first column of fig. 2.1. This time scale,
during which excitation occurs and molecular behavior is probed by a spectro-
scopic method, ranges over 18 orders of magnitude.
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The physical significance of the timescales in fig. 2.1 can be appreciated more
fully once a set of convenient ‘‘time markers’’ has been introduced. This is usually
done in terms of the molecular behavior of liquid water.17 The time scale for the
vibration of a hydrogen bond in liquid water under ambient conditions is about
10-13 s (or 0.1 ps), approximately in the center of the ‘‘Infrared & Raman’’ box in
the second column of fig. 2.1. Therefore, the transitions provoked in an adsorbate
by 	-ray, X-ray, UV-visible, and some infrared photons will occur on time scales
smaller than that over which the bond between two water molecules in the bulk
liquid can vibrate once. In particular, X-ray and UV-visible photons cause transi-
tions that are effectively instantaneous on the vibratory time scale. This disparity
implies that chemical bonds in the vicinity of an adsorbate molecule undergoing
transitions from X-ray or UV-visible photons will be in a variety of instantaneous
states corresponding to the panoply of configurations that can occur for chemical
bonds (e.g., many different stretched or bent configurations of the bonds). By
contrast, microwave and radio wave photons cause transitions that occur over
rather long timescales compared to the vibratory one and, therefore, they will be
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with spectroscopic probes of
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affected only by vibrationally averaged states of an adsorbate that correspond to
the average vibratory structure of its chemical bonds.

Another useful time marker is the time scale for the diffusion of a ‘‘tagged’’
water molecule in the bulk liquid. This time scale is about 5 ps—say 10�11 s for
simplicity. It follows that, for example, X-ray, UV-visible, and infrared photons
induce transitions that are largely unaffected by translational motions in the
vicinity of an adsorbate, whereas microwave and especially radio wave photons
induce transitions that will be affected by translational motions of neighboring
molecules. Thus, these latter transitions reflect diffusionally averaged molecular
structure to some degree; that is, the coordination environment probed is more
nearly like the ‘‘equilibrium structure’’ deduced with techniques, such as X-ray or
neutron diffraction, which explore the ordered arrangements of atoms on long
time scales.18 What should be apparent from this brief summary is that different
spectroscopic methods operate over different intrinsic time scales and, therefore, give
complementary information about adsorbate molecular structure.

These perspectives can be illustrated by a brief consideration of two examples
drawn from opposite extremes of the range of time scale in fig. 2.1. On the shortest
timescales indicated in the figure, surface Mössbauer spectroscopy can provide
information about the instantaneous molecular structure of an adsorbate. This
technique involves the absorption of 	-ray photons by the nuclei of certain iso-
topes of a small group of chemical elements, most importantly 57Fe, with inter-
pretation of the resulting spectral data as to the oxidation state [Fe(III) versus
Fe(II)] and the local coordination environment (octahedral versus tetrahedral,
degree of structural disorder, etc.).19 Surface Mössbauer spectroscopy extends
the approach taken to characterize bulk mineral structures by examining the
interfacial region of an Fe-bearing adsorbent which has been 57Fe enriched.20

Enrichment of an adsorbate provides direct insight as to the configurations of
adsorbed metal cations, whereas surface enrichment of the adsorbent permits its
structural 57Fe to serve as reporter units.

This latter methodology21 is optimal for use with specimen Fe-oxide minerals
that have been synthesized with 56Fe only—thus making them transparent to
Mössbauer spectroscopy—which then are reacted with an FeCl3 solution contain-
ing only 57Fe ions. For reaction times of minutes to hours, enrichment of the
structural Fe at or near the adsorbent surface occurs by isotopic exchange. The
57Fe-enriched adsorbent then can be reacted with an adsorptive of choice and the
Mössbauer spectra of the 57Fe reporter units can be used to characterize adsor-
bate structure. Application of this protocol to strong arsenate adsorption by
ferrihydrite21 gave the interesting result that arsenate coordination to a surface
site decreased the degree of disorder in the vicinal Fe(III) bonding environment;
that is, arsenate adsorption (by inner-sphere surface complexation22) stabilized
nearby Fe(III) octahedra at the adsorbent surface. Prior to reaction with arsenate
ions, comparison of the 57Fe Mössbauer spectra of a surface-enriched and a
natural-abundance sample of ferrihydrite revealed significant disorder in the sur-
face Fe(III) octahedra (elongated and weakened Fe-O bonds), as would be
expected for polyhedra not ensconced in a bulk crystalline structure. Because of
the very short time scale over which the nuclear transitions producing Mössbauer
spectra take place, these differences in disorder must reflect all possible vibrational
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configurations of the Fe-O bonds under conditions in which the participating ions
are effectively stationary. The reduction in distortion of the surficial Fe(III) octa-
hedra induced by arsenate adsorption then can be interpreted broadly as addi-
tional evidence for the concept of inner-sphere surface complexation being an
organizing process akin to crystal growth (section 1.2).

At the other extreme of time scale relative to Mössbauer spectroscopy are the
techniques of X-ray and neutron diffraction. These methodologies determine the
angular distribution of photons or neutrons which have been scattered elastically
and coherently by either electrons or nuclei, respectively, in an adsorbate.17 Since
coherent scattering phenomena refer to macroscopic time intervals, diffraction
methods provide information about the diffusionally averaged molecular struc-
ture of an adsorbate. Recent studies of concentrated aqueous solutions23 have
made use of isotopic-difference neutron diffraction to examine molecular structure
in significant detail. This technique involves the subtraction of diffraction patterns
of samples whose only difference in composition and state is in enrichment with
an isotope of a metal cation that has a significantly different coherent scattering
probability from the most abundant isotope (e.g., replacement of 7Liþ, which
constitutes 92.5% of natural Liþ and is effectively incapable of coherent neutron
scattering, by 6Liþ, which scatters neutrons coherently quite well). This approach
has been applied with great success to a variety of aqueous electrolyte solutions23

and currently is proving useful in elucidating adsorbate molecular structure on the
basal planes of hydrated 2:1 clay minerals.24 For example, 6Li/7Li neutron dif-
fraction experiments have revealed outer-sphere surface complexes between Liþ

and sites on the siloxane surface of vermiculite hydrated by two layers of water
molecules.25 These surface complexes, whose distorted octahedral character was
revealed by 2H/1H neutron diffraction experiments on the interlayer water,25

represent the equilibrium or static structure of the adsorbate which survives in
spite of exchange among both adsorbed Liþ and adsorbed water molecules over
time scales on the order of hundreds of picoseconds.17

2.2 X-ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) involves the detection and quantification of
X-ray attenuation by a sample containing chemical elements of interest whose
atoms have electrons in energy levels that are sufficiently low-lying (‘‘inner-core’’)
to respond to input X-ray photons. In practice, given the four criteria for optimal
spectroscopic studies of natural particles, as stated in section 2.1, chemical ele-
ments with atomic numbers above 20 are the most accessible to XAS, although
the lower limit can be placed even at 5 if the four criteria are relaxed somewhat.26

As indicated in fig. 2.1, XAS probes molecular structure on a time scale that is
very short when compared to that for the vibration of a hydrogen bond in liquid
water. Therefore, XAS gives information about the ‘‘instantaneous’’ configura-
tions of adsorbed species and, of course, it averages their spatial distribution in a
sample over length scales of micrometers and above.

The principal applications of XAS in surface geochemistry characterize surface
complexes,26 although coherent X-ray scattering techniques can be applied to
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detect both diffuse layer species and surface complexes.26, 27 The two most widely
used XAS methods investigate the near-edge structure (XANES) and the
extended fine structure (EXAFS) of an X-ray absorption spectrum for a selected
chemical element, as illustrated in fig. 2.2.26 The XANES portion of the spectrum
arises from the absorption of incident photons whose energies form a narrow
band around that at which the chemical element begins to attenuate X-rays
(termed the absorption edge, E0, whose value increases with atomic number).
These photons excite bound electrons into unoccupied energy levels that still
represent bound electronic states in the absorber atom (fig. 2.2). Eventually the
electrons return to their initial states through the emission of X-ray photons or
through the transfer of energy—without radiation—to another electron, which
then is ejected from the atom.28 The spectral features observed in XANES are
particularly indicative of the oxidation state of an absorber atom because of the
strong effect of valence and of electron delocalization on the ‘‘inner-core’’ elec-
trons that can absorb radiation at X-ray frequencies. The symmetry properties of
the local coordination environment of the absorber atom also influence XANES,
with high coordination symmetry restricting the classes of participating electronic
orbitals and, therefore, decreasing the likelihood of the necessary compatibility
between initial and final states of an electronic transition. For example, both the
oxidation state and coordination symmetry for Mn (II versus III or IV; tetra-
hedral versus octahedral) can be adduced from XANES analysis.26
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Fig. 2.2 Schematic drawing of an X-ray absorption spectrum, showing the XANES and

EXAFS portions with energy measured relative to E0 (the absorption edge). XANES
spectra result from excitation into bound states, whereas EXAFS spectra result from the
ejection of photoelectrons. After fig. 8 in Schulze and Bertsch.26



The EXAFS portion of the spectrum, by contrast, arises from the absorption
of photons energetic enough to eject electrons completely from the absorber atom
(fig. 2.2). These photoelectrons can be scattered coherently by neighboring atoms
positioned within a few tenths of a nanometer from the absorber atom. This
molecular-scale distance is comparable in magnitude to the de Broglie wavelength
of the photoelectron (�B),

28 which means that interference is possible between the
matter waves associated with the ejected and scattered electrons. The interference
phenomenon, in turn, modulates the X-ray absorption spectrum in predictable
ways, with peak amplitude affected by the type and population of the scattering
atoms, and peak separation affected by their distance from the absorber atom.26

Therefore, EXAFS analysis can give information about the ligation, coordination
number, and bond distances in the local molecular environment of an absorber
atom. Because XAS is a multielement technique, this information can be obtained
about more than one atom in an adsorbate (and about atoms in the adsorbent
selected to serve as reporter units) by tuning the spectrometer to different incident
photon energies. The broad applicability and the inherent sensitivity of XAS have
thus made it a spectroscopic method of choice in many studies of the surface
chemistry of natural particles.26, 29

An EXAFS portion of an X-ray absorption spectrum [(k)] is obtained by
subtracting from an experimental spectrum that for an isolated absorber atom
(as approximated by suitable fitting polynomials) and plotting the result against
the de Broglie wavenumber of the photoelectron k [� 2�/�B; ( �hk)

2 � 2me (E –
E0)].

28 Often the product k3(k) or k2(k) is plotted instead of the unweighted
EXAFS spectrum to emphasize high-wavenumber oscillations.30 If the EXAFS
spectrum is a superposition of spectra associated with each different type of
scattering atom near an absorber atom, then it is reasonable to deconvolute it
using Fourier transformation to yield, by definition,26 a one-dimensional repre-
sentation of the relative probability of encountering a scattering atom at a mole-
cular distance R (the Fourier transform variable conjugate to k) from the
absorber atom. This mathematical representation of local structure around the
absorber is a radial distribution function whose peaks indicate the significant pre-
sence of nearby atomic neighbors. Each peak is then separately back-transformed
to yield a partial EXAFS spectrum. This piece of the original (k) is examined
carefully for its compatibility with a suitable mathematical model, based on a
selected ligation and coordination geometry, in order to identify the type, number,
and distance of separation of the scattering atoms. The entire effort is facilitated
by having at hand a catalog of experimental EXAFS spectra for the absorber
atom studied in a variety of coordination environments, including those of differ-
ing crystalline structure but with the same pairing of absorber and scattering
atoms as the one under investigation. As a rule, EXAFS analysis along these
lines can provide accurate pictures of ligation; coordination number estimates
good within a few percent; and bond distance estimates good within a few
picometers for adsorbates containing a wide variety of chemical elements.26

These concepts of data analysis can be illustrated by a consideration of the
experimental underpinnings31 for the outer-sphere surface complex of Pb(II) that
is depicted in fig. 1.8. The adsorbent is corundum (�-Al2O3), obtained in single-
crystal form with its (0001) plane exposed preferentially (fig. 2.3). Examination of

THE SPECTROSCOPIC DETECTION OF SURFACE SPECIES 51



the adsorbent surface using conventional methods showed it to be molecularly flat
and clean, and free of dramatic effects of structural relaxation after exposure. This
surface was reacted under CO2-free N2 gas with dilute Pb(NO3)2 in a 0.1 m
NaNO3 background electrolyte solution at pH 7 for 1.5 hours, then checked
for adsorbate surface excess (�Pb ¼ 0.10 � 0.05 �mol m�2) and composition
(no nitrate present, 2 to 8 water monolayers estimated) using X-ray photoelectron
spectroscopy before its investigation by XAS while under the N2 atmosphere.

The spectrometer was tuned to the Pb(II) LIII-adsorption edge (E0 � 13:055
keV) to produce fluorescence-yield XANES spectra with energy resolution
between 6 and 16 eV.32 The XANES portion of the spectrum occupied a band
of energies running to about 100 eV above E0, whereas the EXAFS portion of the
spectrum ranged to about 1 keV above E0. The latter spectral component was
extracted after the background contribution (extrapolation of the pre-E0 part of
the spectrum to energies in the EXAFS region) and the single-absorber compo-
nent [a quartic polynomial function of �B optimized for Pb(II) LIII-edge XAS]
were removed numerically from the experimental spectrum.30 The resulting
EXAFS oscillations were then plotted as the k3(k) form of weighted spectrum.

A small catalog of Pb(II) XANES spectra is provided in fig. 2.4.31 The spec-
trum of Pb(II) adsorbed on the (0001) plane appears to be similar to that for the
aquo-ion of Pb2þ, whereas it differs from the XANES spectra for Pb2þ adsorbed
in known inner-sphere surface coordination; hydrolyzed in aqueous solution;
bonded to oxygen in an oxide mineral; or bonded to oxygen in a lead nitrate
precipitate. The feature in the adsorbed Pb(II) spectrum around 13.09 keV does
differ from the broad second peak in the Pb2þ spectrum, suggesting that spectral
effects of the adsorbent are present. It may be noted in passing that Pb2þ aquo-
ions in aqueous solution or in crystalline hydrates are known to be coordinated to
five or more oxygen atoms. The principal peak near 13.06 keV in their XANES
spectra corresponds to a 2p ! 6d electronic transition in the metal cation,32

which has the orbital configuration (5d)10(6s)2.
The EXAFS portion of the spectrum was assumed to be a superposition of

terms having the sinusoidal form26

jðkÞ ¼ AjðkÞ sin½2kRj þ �jðkÞ� ð2:3Þ
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Fig. 2.3 The (0001) plane in �-Al2O3,

showing six possible sites for Pb2þ

adsorption: (1) bridging surface OH;
(2), (3) octahedral edges; (4) octahedral

faces; (5), (6) octahedral interstices.
After fig. 1 in Bargar et al.33



where

AjðkÞ ¼ FjðkÞ exp �2 
2j k
2 þ Rj=�j

� �	 �� �
Nj=kR

2
j ð2:4Þ

is the amplitude of a partial EXAFS spectrum contributed by a scattering atom j
located at a distance Rj from the absorber atom and �jðkÞ is the phaseshift of the
oscillation in jðkÞ. The first two factors on the right side of eq. 2.4 are the
scattering amplitude (Fj) and its damping, which is caused by thermal motions
and structural disorder among the scattering atoms (
j), as well as comparability
between Rj and the mean free path (�j) of the photoelectron. These factors are
either calculated theoretically or deduced from EXAFS spectra of known struc-
tural provenance which describe the same absorber-scattering atom pair, leaving
only the coordination number (Nj) and Rj as adjustable parameters.26,32 The
phaseshift �j comprises terms for both the absorber and the scattering atom
that are usually computed with theoretical models.26,30,32 Experience indicates
that the estimates of Nj and Rj based on this approach are accurate to within
20% and 0.005 nm, respectively.

The weighted EXAFS spectrum and corresponding Fourier transform to yield
a radial distribution function are shown in fig. 2.5 for Pb(II) adsorbed on the
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Fig. 2.4 A catalog of Pb(II) XANES spectra showing, from the top down, Pb(ClO4)2 in
aqueous solution (*); Pb(II) adsorbed on the (0001) plane of �-Al2O3 bearing two to eight

monolayers of water (‘‘ex situ’’); Pb(II) adsorbed on the 1102
� �

plane of �-Al2O3 in
aqueous suspension (‘‘in situ,’’); Pb(II) in an inner-sphere surface complex on �-Al2O3;
aqueous Pb(OH)3

�; and two Pb(II) solids. After fig. 2 in Bargar et al.33 with additional

data.32



(0001) and 1�1102
� �

planes in �-Al2O3.
33 The spectra for the inner-sphere surface

complex on the latter plane differs markedly from that for the (0001) plane, which
features a major peak at about 0.2 nm (2 Å) and a minor peak at about 0.5 nm
(5 Å). (The ripple at about 0.38 nm is an artifact of the Fourier transform.)
Independent back-transformation of these two peaks followed by the least-
squares fitting of the resultant partial spectra to eq. 2.3 indicated that the layer
peak can be attributed to 2.7 � 0.5 O at 0.251 � 0.003 nm from Pb2þ, while the
smaller peak represents 3.5 � 0.7 Al at 0.578 � 0.003 nm from Pb2þ. The Pb-O
distance is too large for direct coordination to a surface O (0.22 – 0.23 nm), but is
consistent with those determined for Pb2þ aquo-ions (0.247 – 0.253 nm). The Pb-
Al distance and coordination number are consistent with a solvated adsorbate
cation that is bound to ‘‘site 5’’ indicated in fig. 2.3. (Sites 1 to 4 and 6 can be
eliminated because their Pb-Al coordination number must be < 2 and/or their
Pb-Al distances must be > 0:6 nm:Þ

An outer-sphere surface complex on an octahedral interstice is suggested,
therefore, by the EXAFS analysis. (Strictly speaking, the Pb-Al coordination
number for this complex should be exactly 3.0. The somewhat larger value
observed experimentally indicates that structural relaxation of the adsorbent sur-
face may have taken place, allowing some next-nearest neighbor Al3þ also to
approach the adsorbed Pb2þ.)33 The visualization in fig. 1.8 is based on the for-
mation of hydrogen bonds between the three solvating water molecules (the
observed Pb-Al distance permits only one solvation shell) and OH on the exposed
(0001) plane of corundum. In section 1.2, Pauling Rule 2 (eq. 1.23) was applied to
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Fig. 2.5 Weighted EXAFS spectra (left) and their Fourier transforms (right, uncorrected
for phase shift) for Pb(II) adsorbed on �-Al2O3. The peak at 0.49 nm (4.9Å) in the (0001) ex
situ spectrum corresponds to 0.578 nm after phase-shift correction. The smooth curves

through the EXAFS spectra correspond to model fits based on eq. 2.3. After fig. 2 in
Bargar et al.31



show that the stable state of the doubly coordinated oxygen ions on this plane is
single protonation to form an uncharged, hydroxylated surface. This surface can
adsorb water through hydrogen bonding, and the configuration in fig. 1.8 can be
viewed as an example that serves also to stabilize the outer-sphere complex. If the
hydrogen bonds give typical O-H � � � O distances of 0.272 nm, the Pb2þ cation
will be located about 0.42 nm above the centers of the surface OH, as shown in the
figure. Two additional solvating water molecules depicted so as to conform to the
usual coordination number (05) observed for Pb2þ aquo-ions.30–32

2.3 Infrared Spectroscopy

Infrared absorption spectroscopy involves the detection and quantification of
optical radiation with wavelengths in the range 1 to 100 �m, corresponding to
a time scale in the range 10�15 to 10�12 s (fig. 2.1). This time scale includes that for
vibrational motions of molecular structures and, therefore, infrared spectroscopy
is applied quite broadly to investigate these motions both in adsorbates and for
reporter units (e.g., surface OH groups) in adsorbents.34 However, it must be
added that this spectroscopic approach does not fare so well as does XAS in
respect to the four criteria for optimal spectroscopic studies of natural particles,
described in section 2.1. In particular, the presence of water, a very strong absor-
ber of infrared radiation, is not accommodated as well.35

Infrared spectrometers operate as Michelson interferometers in order to
enhance their sensitivity. The interference pattern created by an absorbing sam-
ple that has been placed in the path of one beam in the matched pair produced
by a beamsplitting mirror is detected in the time domain, then Fourier-trans-
formed into the frequency domain.34 Fourier-transform infrared spectroscopy
(FTIR) is applied to study adsorbates in two principal ways, as diffuse reflection
(DRIFT) or as attenuated total reflection (ATR) spectroscopy. The former
methodology examines infrared radiation that emerges from a sample, after
absorption, refraction, and scattering by its constituent particles, as a diffusely
reflected beam. This beam typically has explored a depth below the sample
surface ranging from 1 to 10 �m, with preferential spectral weighting accorded
to components that are weak absorbers of infrared radiation.36 A DRIFT spec-
trum thus can yield information about adsorbate structure readily, but it can
also be confounded by absorption from liquid water, if the sample is wet, and
by specular reflection, if the sample is high in clay content. The ATR metho-
dology, on the other hand, does not suffer from these problems because the
multiply reflected beam explores a much smaller depth below the sample sur-
face, thus making ATR the technique selected for most FTIR studies of adsor-
bates. Sample presentation is usually as a wet paste which is deposited on the
crystal reflection element, then isolated to mitigate evaporation. Companion
FTIR spectra of the supernatant solution and the adsorbent without adsorbate
are also obtained and used to bring out features of the adsorbate spectrum by
digital subtraction. Careful control of the spectrometer settings, supernatant
solution composition, and sample temperature are necessary to ensure a reliable
subtraction of spectra, particularly in reference to liquid water.
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The ATR methodology has been applied extensively to examine the configura-
tions of organic and inorganic anions adsorbed on hydroxylated mineral sur-
faces.37 Figure 2.6 shows ATR-FTIR spectra of salicylate [C6H4OHCOO�, pKa

¼ 2.97] adsorbed on the edge surface of the clay mineral, illite,38 evidently in
surface complexes with exposed Al3þ in Lewis acid sites, by analogy with its
adsorption on alumina.39 Comparison spectra of salicylic acid in solid form as
a crystal and in the dried supernatant solution also are shown. The adsorbent
itself has no significant absorption peaks in the wavenumber range of the spectra.

Conventional interpretation of FTIR spectra is based on the assumption that
similar vibrational frequencies for the same bond between two atoms will be
observed regardless of the molecule in which the bond occurs. Thus, for example,
the peaks in fig. 2.6 near 1600, 1550–1570, and 1450–1470 cm�1 may be assigned
to stretching vibrations of the carbon–carbon bonds in the benzene ring of sali-
cylate, whereas those near 1510–1530 and 1320–1340 cm�1 may be assigned to
stretching vibrations of the COO� group.40 Differences in peak shape, as well as
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Fig. 2.6 ATR-FTIR spectra of salicylate in crystalline form; in a precipitate from a super-
natant solution at pH 3; and adsorbed on the edge surface of illite at pH 3 or pH 6. After
fig. 1 in Kubicki et al.38



wavenumber between spectra of salicylate in aqueous solution or in an adsorbate
often have been useful guides to deducing the molecular configuration in the
latter. Recently, this comparative approach has been replaced by molecular mod-
eling of candidate structures for surface complexes with predictions of the corre-
sponding vibrational frequencies. Some results of this approach are shown in fig.
2.7.38 The x-axis of the graph at the bottom of the figure refers to the peak
wavenumbers in the ATR-FTIR spectrum of salicylate adsorbed on illite at pH
3 (fig. 2.6), which matches the pKa of the adsorptive and, therefore, should be
near a resonance in its adsorption envelope (see section 1.5). The y-axis of the
graph refers to the peak wavenumbers in the observed ATR-FTIR spectrum of
salicylate adsorbed on Al2O3 at pH 5 (filled circles)39 and to the vibrational
frequencies calculated for the Al(H2O)5-salicylate complex illustrated above the
graph (open squares). The slope of both plots in the graph is equal to 1 and the
correlations between peak wavenumbers are very strong. The model complex
features bonds between both O in the COO� group and two Al3þ, together
with a hydrogen bond between the phenolic OH group and one of the carboxyl
O. This configuration results in a strong redshift of the carbonyl stretching vibra-
tion from near 1700 cm�1 in aqueous solution to near 1520 cm�1 in the model
complex, thus providing a useful criterion for interpreting the ATR-FTIR spec-
trum. Moreover, the strong peak at 1389 cm�1 in the adsorbate spectrum (fig. 2.6)
was found to correspond to bending vibrations of the CCH and COH benzene
ring substituents, as would be supposed on the basis of aqueous solution spec-
tra.40

Figure 2.8 shows ATR-FTIR spectra of phthalate [C6H4 (COO�)2,
pKa1 ¼ 2:95, pKa2 ¼ 5:41] adsorbed on goethite (upper two spectra) along with
the spectrum of the adsorptive in aqueous solution.41 The two spectra of the
adsorbate were obtained by deconvolution of ATR-FTIR spectra of adsorbed
phthalate obtained over a broad range of pH and background electrolyte ionic
strength.41,42 The uppermost spectrum in fig. 2.8 is essentially that of the adsor-
bate at low pH and high ionic strength, whereas the middle spectrum is that of
the adsorbate at high pH and low ionic strength. The upper spectrum has a
prominent peak near 1420 cm�1 that has been assigned to a blueshifted C-O
stretching vibration on the basis of a comparison to the FTIR spectrum of the
inner-sphere Al(H2O)4-phthalate complex in aqueous solution.43 The adsorbate
spectrum is accordingly concluded to reflect inner-sphere surface complexa-
tion.41–43 The lower spectrum, which is quite similar to that of phthalate in
solution (bottom spectrum in fig. 2.8), shows a C-O stretching vibration near
1405 cm�1 and is attributed to an outer-sphere surface complex on the basis of a
comparison to the spectrum of the outer-sphere Ca-phthalate complex in aqu-
eous solution.43 The observed ATR-FTIR spectrum of adsorbed phthalate over
a broad range of pH and ionic strength can be fit well by a linear combination
of these two ‘‘end-member’’ spectra, and the adsorption edge for phthalate can
be reproduced by a linear combination of suitably normalized peak areas for the
two C-O stretching vibrations.41,42 These conclusions have been extended to
other carboxylic acids and adsorbents.41–43 Figure 2.9 illustrates the molecular
configuration of the outer-sphere surface complex between phthalate and
goethite.41 Its similarity to the inner-sphere surface complex of Cd2þ with
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Fig. 2.7 Correlations between peak wavenumbers in the ATR-FTIR spectrum of salicylate
adsorbed on Al2O3 at pH 5 (filled circles),39 or of a model Al(H2O)5-salicylate complex
(open squares, with the model complex itself shown above the graph), and peak wavenum-

bers in the ATR-FTIR spectrum of salicylate adsorbed on illite at pH 3. Numbers on the
cartoon of the model complex are bond lengths (Å) or angles (8). After fig. 4 in Kubicki et
al.38



goethite (fig. 1.10) is notable. This surface complex is proposed to involve
coordination to two adjacent FeO3(OH)3 octahedra through protonated surface
OH groups, with stabilization by hydrogen bonding and a range of bond dis-
tances, consistent with the breadth of the C-O stretching peak for this surface
species in fig. 2.8.41

Figure 2.10 shows ATR-FTIR spectra of borate [B(OH)4
�, pKa ¼ 9:23]

adsorbed on amorphous Fe(OH)3 at two pH values and for several total boron
concentrations.44 On the basis of the ATR-FTIR spectrum of aqueous boric acid
as a function of pH, the peaks in the wavenumber range 1200–1400 cm�1 were
assigned to B(OH)03, whereas that near 960–990 cm�1 was assigned to B(OH)4

�.
Their simultaneous presence in the spectrum indicates that surface complexes with
both –B(OH)2 and –B(OH)3 units bonded through an O ion to Fe(III) in the
adsorbent have formed on Fe(OH)3 (am). The former surface complex would
be favored for pH < 9.2, thus explaining the rising portion of the borate adsorp-
tion envelope in fig. 1.2. Indeed, inclusion of this neutral species in a chemical
model of the adsorption envelope based on inner-sphere surface complexation
leads to a better description than an approach involving only the charged spe-
cies.45 Similar interplay between ATR-FTIR spectroscopy and chemical modeling
is useful for other oxyanion adsorptives (see section 4.2).46
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Fig. 2.8 ATR-FTIR spectra of phthalate (a) adsorbed on goethite at low pH and high

ionic strength, (b) adsorbed on goethite at high pH and low ionic strength, and (c) in
aqueous solution. After Boily et al.41



2.4 Electron Spin Resonance Spectroscopy

Electron spin resonance (ESR) spectroscopy involves the detection of optical
radiation in the microwave region that is produced as a result of transitions
between electron spin states in a paramagnetic ion.47 These transitions have char-
acteristic time scales between 10�11 and 10�9 s (fig. 2.1), long enough to be
affected by translational and rotational molecular motions of an adsorbate and
reflect only vibrationally averaged states of the molecular structure containing a
paramagnetic species. In the study of adsorption by natural particles, ESR spec-
troscopy is applied mainly to in situ probes of the local coordination environment
in an adsorbate, with the principal choices of probe being paramagnetic transition
metals in certain oxidation states [V(IV), Cr(III), Mn(II), Fe(III), Mo(V), and,
most importantly, Cu(II)] and stable organic radicals.48 This approach fares rea-
sonably well with respect to the four criteria of quality for spectroscopic studies of
natural particles (section 2.1), its principal limitation being the relatively small set
of paramagnetic species that is suitable for use. Especially successful are the many
investigations of adsorbed water structure based on inferences from the ESR
spectra of surrogate adsorbates on hydrated adsorbents.49

An ESR spectrum is generated by transitions between electron spin states when
a sample, after placement in a static magnetic field, Bo, is irradiated with micro-
wave photons polarized at a 90� angle to the field direction.47 The spectral line-
shape depends on the local coordination environment (e.g., complexing ligands)
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Fig. 2.9 Cartoon of an outer-sphere surface complex of phthalate on the (110) plane of
goethite. Reprinted with permission from Boily et al.41



of the electrons undergoing the transitions, including the coupling of their spin
magnetism with that of the nucleus of the atom in which they reside. These
transitions are illustrated in fig. 2.11 for the single unpaired electron in Cu2þ,
the exemplar probe species. An applied magnetic field in the kG range lifts the
twofold degeneracy of the spin state |1/2>, so that resonance transitions can be
induced by photons of frequency � in the GHz range. Thus the ESR spectrum
reports the energy required to reverse the spin direction of an electron (‘‘spin flip’’)
in an applied magnetic field. Fine structure (termed ‘‘hyperfine splitting’’) occurs
in an ESR spectrum because of interactions between the electron spin and the
nuclear spin (63Cu or 65Cu, I ¼ 3

2, fourfold degeneracy). The lineshape for Cu2þ in
its typical tetragonal coordination (octahedral coordination, but with longer
metal-ligand distances along the tetrad symmetry axis, around which, by defini-
tion, rotations through 90� leave the complex looking the same as originally) thus
comprises a quadruplet of closely spaced peaks (fig. 2.11), if the tetrad symmetry
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Fig. 2.10 ATR-FTIR spectra of
borate adsorbed on Fe(OH)3 (am) in

the presence of NaCl solution at

25�C. (a) pH 7 and three borate
supernatant solution concentrations,

(b) pH 10 and three borate

supernatant solution concentrations.
After Su and Suarez.44



axis of the complex is either parallel or perpendicular to the direction of Bo over
the ca. 100 ps time scale of the ESR transitions. This latter condition arises
because the electron-nuclear interaction has different components along or at
right angles to the tetrad symmetry axis.47 Studies of adsorbates on natural par-
ticles usually involve powder samples, in which a broad range of orientations of
the symmetry axis relative to Bo is likely, and, therefore, the resonance condition
in fig. 2.11 will occur over a range of Bo values (for fixed �, the usual convention
in ESR spectroscopy). In this case, detection of the orientationally broadened
peaks and measurement of the components of the interaction are facilitated by
recording the first derivative of the lineshape with respect to Bo while the magnetic
field is varied. The derivative-ESR spectrum exhibits ‘‘ripple’’ features at the
positions of peaks in the absorption spectrum (see fig. 2.12, upper right side).47,48

An illustrative application of ESR spectroscopy is summarized in fig. 2.12. In
the center of the figure is a visualization of an inner-sphere surface complex
formed between Cu2þ and two oxygen sites on the surface of �-Al2O3. The coor-
dination of Cu2þ to oxygen ligands is tetragonal, with four of the ligands supplied
by water molecules, two of which are positioned on the tetrad axis (z-axis) of the
complex. The upper right corner of the figure shows a first-derivative ESR spec-
trum obtained at 25�C.50 The left side of this spectrum is resolved into the four
characteristic ‘‘ripples’’ that typify the electronic transitions in fig. 2.11. Their
positions are marked by a line of tics, below which is given the value of the
spectroscopic g-factor (fig. 2.11) associated with a parallel alignment between
Bo and the tetrad symmetry axis.47,50 The right side of the spectrum has only a
single large ‘‘ripple’’ because the four characteristic transitions are not resolved. It
corresponds to Bo directed perpendicularly to the tetrad symmetry axis. That
g|| > g? for this ESR spectrum is a signal of a Cu2þ complex with tetragonal
symmetry, as depicted in the visualization.47,50

The evident appearance of spectral signatures for both orientations of the
surface complex demonstrates that it is not rotating at 25�C on the ESR time
scale (ca. 100 ps). By contrast, in liquid water at 25�C, the Cu(H2O)2þ6 solvation
complex produces a first-derivative ESR spectrum that features only a single large
‘‘ripple’’ at a g-value intermediate between g|| and g?.

50 This is because the solva-
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Fig. 2.11 Energy-level diagram for ESR

‘‘spin-flip’’ transitions (arrows) by the
unpaired electron in Cu2þ (spin state
|1/2>) in the presence of an applied mag-
netic field Bo and a magnetic nucleus (spin

state j3=2 >). The resonance equation
involves the g-factor (g � 2) and the Bohr
magneton (� � �B ¼ 9.274 � 10�24 J T�1)

along with the Planck constant (h ¼ 6.626
� 10�34 J s).



tion complex is tumbling on the ESR time scale. Reduction of the temperature to
cryogenic levels is required in order to suppress the tumbling motion on the ESR
time scale and resolve this spectrum into its two main components. This difference
between the surface complex and the solvation complex of Cu2þ is reflected in the
sketch of d-orbital energy levels that appears in the lower right corner of fig. 2.12.
The measured separation of the levels between which the ‘‘spin-flip’’ transitions
occur �0

1;�
0
2

� �
is larger in the surface complex than in the solvation complex

�1;�2ð Þ, indicating that some of the oxygen ligands in the former are bound
more strongly to Cu2þ than in the latter.47,50 Evidently these ligands are the
adsorbent surface oxygens, which should constrain the surface complex against
rotation.51

The ESR spectrum of Cu2þ adsorbed on �-Al2O3 provides definitive evidence
for surface complex formation, as opposed to adsorption in the diffuse swarm,
which would yield a single-‘‘ripple’’ lineshape like that for the solvation com-
plex.49 However, no quantitative information about the structure of the surface
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Fig. 2.12 Inner-sphere surface complex of Cu2þ on �-Al2O3 (center), with the correspond-
ing d-orbital ESR transitions diagrammed in the lower right corner [�0 is an orbital level

separation in the surface complex, whereas � is that in the solvation complex, Cu(H2O)2þ6 ].
The first-derivative ESR spectrum of the surface complex is shown in the upper right
corner, while its proton ENDOR and two-pulse ESEEM spectra are shown on the left side.



complex is provided, and the issue of whether it is truly inner-sphere is not settled
unambiguously. One approach to resolving this conundrum is electron-nuclear
double resonance (ENDOR) spectroscopy.52 In this technique, both microwave
(GHz) and radiowave (MHz) photons irradiate a sample simultaneously, the
former being of high enough intensity to saturate an ESR transition (i.e., fully
populate an upper energy level), while the latter induces transitions between
nuclear spin states [nuclear magnetic resonance (NMR); see section 2.5] in a mag-
netic nucleus proximate to the paramagnetic ion undergoing ESR transitions. (As
a general rule, this latter nucleus must be within 0.5 nm of the paramagnetic ion.)
The result of this ‘‘double resonance’’ condition is a perturbation of the ESR
lineshape that depends on frequencies of the NMR transitions and the strength
of the electron spin-nuclear spin interactions induced.52 The ESR spectral line-
shape is thus altered in the radiofrequency range, such that pairs of NMR peaks
appear with separations determined mainly by the distance between the interact-
ing ion and nucleus.53

For the example of Cu2þ adsorbed on �-Al2O3, the obvious choice of prox-
imate magnetic nucleus is the proton, and a proton ENDOR spectrum obtained
at cryogenic temperature is shown in the upper left corner of fig. 2.12.52 The
prominent doublet in the spectrum is split around the Larmor frequency for 1H
(13.3 MHz, denoted �H in the figure), which occurs because of the induced NMR
transition. This frequency is defined analogously to the frequency � in fig. 2.10,
but for induced transitions between nuclear spin-12 energy levels (see section 2.5).
The ENDOR pairs of NMR peaks are separated equidistantly from this fre-
quency.52 The very narrow doublet itself represents protons that are far away
in the aqueous environment surrounding the surface complex (‘‘matrix protons’’).
This conclusion follows on the basis of the inverse-cube dependence of an
ENDOR peak separation on the distance between the paramagnetic ion and
the stimulated magnetic nucleus (magnetic dipole-dipole interaction).53 For the
solvation complex, Cu(H2O)2þ6 , the two peaks corresponding to the NMR spec-
trum of protons in the water molecules located on the tetrad axis have a separa-
tion of about 3.3–3.4 MHz.53 These protons on the tetrad axis are the farthest
removed from the Cu2þ ion in the solvation complex and, therefore, the tiny peak
separation in the prominent doublet in fig. 2.12, 0.5 MHz, indicates that the
‘‘matrix protons’’ associated with it must be rather far from the adsorbed Cu2þ

ion. Indeed, the two Cu-H distances should scale as (3.35/0.5)
1
3 ¼ 1.9, indicating

that the narrow-doublet protons are about twice the distance from Cu2þ as are the
water protons along the tetrad axis of the Cu(H2O)2þ6 complex. The two peaks to
be associated with these latter protons in the surface complex are marked ‘‘axial’’
in fig. 2.12. Their separation is about 2.6 MHz, corresponding to a distance ratio
of (3.35/2.6)

1
3 ¼ 1.1. Thus, the two water molecules on the tetrad axis of the

surface complex are about 10% further away from adsorbed Cu2þ than they
are in the solvation complex; that is, the surface complex is more elongated
along its tetrad axis than is the solvation complex. Their distance from Cu2þ

works out to be around 0.26 nm.53 The protons in the two water molecules
coordinated to Cu2þ in the same plane as the surface oxygen ions give rise to
the broad feature in the ENDOR spectrum that extends from about 16 MHz to
about 18.5 MHz (marked ‘‘equatorial’’), which is also where it appears in the
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ENDOR spectrum of the solvation complex.53 Therefore, these water molecules
must reside at a distance from Cu2þ that is similar to that for the four ‘‘in-plane’’
H2O in the solvation complex, ca. 0.2 nm.53 This latter distance is quite typical of
Cu-O separations that are deduced from diffraction experiments on solvation
complexes in aqueous Cu solvations.17

The proton ENDOR spectrum for the surface complex formed by Cu2þ on
�-Al2O3 has provided data consistent with the visualization of the complex in fig.
2.12, but no conclusive evidence for inner-sphere surface complexation was forth-
coming, since nothing emerged that distinguished among the equatorial oxygen
ligands binding to adsorbed Cu2þ. A technique that can add insight to this situa-
tion is electron spin-echo envelope modulation (ESEEM). In this technique, two or
three microwave pulses are applied to a paramagnetic species to generate an
‘‘echo’’ (an induced magnetization that decays like the magnetization produced
from a single pulse) whose amplitude, as a function of the time interval between
pulses, is modulated by (dipolar) interactions between the paramagnetic electron
and neighboring magnetic nuclei (e.g., protons) for which ‘‘spin flips’’ have been
induced by the pulsed input.52 The modulation pattern is sensitive to the type and
number of nearest-neighbor nuclei and to their distance from the paramagnetic
species. By computer simulation of the modulation pattern, one can estimate the
coordination number of the species in terms of the nuclei.54 Fourier transforma-
tion of the modulation pattern produces a spectrum whose principal peaks cor-
respond to the Larmor frequencies of the vicinal nuclei and permit their
identification.52 In a logical sense, this technique is analogous to EXAFS spectro-
scopy (section 2.2), in that near-neighbor species modulate the amplitude of a
signal induced by a perturbation of a target species in such a way as to reveal their
number and identity.

The lower left corner of fig. 2.12 shows a two-pulse ESEEM spectrum of Cu2þ

adsorbed on �-Al2O3, obtained at cryogenic temperature.55 Both the Larmor
frequency and its first harmonic occur in the spectrum for 1H (�H ¼ 13.3 MHz)
and 27Al (�Al ¼ 3.4 MHz) nuclei, showing that they are indeed near-neighbors of
the paramagnetic Cu2þ species. Unfortunately, however, the difference in line-
shape produced by inner-sphere versus outer-sphere complexation of Cu2þ to the
surface oxygen ions appears only subtly, beyond the resolution of the spectrum.55

Other ESEEM studies of Cu2þ adsorbed by clay minerals,54,56 silica,57 bacteria,58

and calcium carbonate,59 however, have been more successful in demonstrating
the existence of inner-sphere surface complexation through direct simulation of
the modulation pattern,54–57 comparison of the Fourier-transform spectrum to
that of suitable model complexes,58,59 or resolution of unique features in the
Fourier-transform spectrum that can be attributed to equatorial water molecules
in the surface complex.59

2.5 Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy involves the detection of radio-
frequency optical radiation produced by transitions between nuclear spin states in
an atomic nucleus having either an odd number of nucleons or an odd number of
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protons.60 These transitions occur on time scales between 10�9 s and 10�7 s (fig.
2.1), which means that they reflect not only vibrationally averaged states, but also
rotationally and translationally averaged states of the molecular structure in
which a magnetic nucleus is imbedded. The populations of these two latter states,
however, are very sensitive to temperature, such that lowering the sample tem-
perature to cryogenic levels (say, 173 K) can lengthen the time scales for rotations
and translations sufficiently to free the NMR spectral lineshape from their effects.
In this way, the details of atomic exchange between chemical species that differ in
local molecular environment can be explored on time scales as long as milli-
seconds.61 A variety of nuclei that figure prominently in the surface chemistry
of natural particles is accessible to NMR spectroscopy,60 among them 1H, 2H, 7Li,
13C, 15N, 17O, 19F, 23Na, 27Al, 29Si, 31P, 35Cl, 39K, 113Cd, 133Cs. The proton and
alkali metals among these elements are suitable in situ probes of adsorbates, as are
the first-row nonmetals, P, and Cd; whereas Al and Si are useful as reporter units
for oxide and silicate minerals. Thus NMR spectroscopy does well in meeting the
four criteria of quality for spectroscopic studies of natural particles mentioned in
section 2.1, the only exception being sensitivity. Adsorbate concentrations near
millimolar (along with sample enrichment in the magnetic isotope of interest)
usually are required in order to obtain spectra with good resolution.

A NMR spectrum provides information on the transitions between nuclear
spin states that are promoted when a static magnetic field Bo is applied, with
gradually increasing intensity, to a sample irradiated by radiofrequency photons
polarized at a 90� angle to the field direction.60 These nuclear spin transitions are
analogous to that diagrammed in fig. 2.11 for two electron-spin energy levels if the
nuclear spin quantum number also is 1

2 (e.g.,
1H or 29Si), with the difference for

nuclei being that the factor � (� �N ¼ 5.051 � 10�27 J T�1) in the resonance
equation is about three orders of magnitude smaller than � for electron spin
transitions (� �B ¼ 9.274 � 10�24 J T�1), a reduction that is equal to the ratio
of electron to proton mass.60 It follows that the photon frequency leading to
magnetic resonance (Larmor frequency) will similarly be reduced, and the mole-
cular time scale probed will be increased inversely to this reduction (cf. fig. 2.1).

The NMR spectral lineshape is sensitive to the local molecular environment of
a magnetic nucleus because neighboring electrons respond to Bo by reducing its
magnitude, and, therefore, shielding the nucleus from the full effect of Bo.

62 This
diminishing of the field intensity acting on the magnetic nucleus is accounted for
by introducing a factor (1�
) next to Bo in the resonance equation, where 
 is the
mean principal chemical shielding, a quantity of the order of 10�4 or less. It is equal
to the average of the three elements along the principal diagonal of the chemical
shielding tensor, 
, whose nine elements describe the dependence of chemical
shielding on the relative orientation of the magnetic nucleus.60 The magnitudes
of these tensor elements depend on the detailed nature of the electron density
vicinal to the magnetic nucleus and, therefore, yield information about its local
molecular environment. This information is conventionally summarized in the
chemical shift (in units of ppm),60,61

� � �sample � �ref
�ref

� �
� 106 ð2:5Þ
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where � is the resonance frequency (Larmor frequency) determined by adjusting
the value of Bo and �ref is the resonance frequency for the magnetic nucleus in a
sample selected as a convenient reference for interpreting NMR spectra. For most
metal nuclei, the reference sample is an aqueous solution of known concentration,
whereas for 1H, 13C, and 29Si, tetramethylsilane [Si(CH3)4] is often chosen. The
factor 106 appears in eq. 2.5 to anticipate the otherwise very small value of �,
which is simply proportional to the difference in 
 values for the reference and
sample nuclei, determined at a fixed Bo.

If the effects of the local molecular environment on a magnetic nucleus are
isotropic, 
 can be replaced by the scalar quantity, 
. This situation is expected in
aqueous solutions because of rapid translational motions. It is not expected,
therefore, in adsorbates. For these compounds, a broadening of the NMR line-
shape from the single sharp peak characteristic of isotropicity will occur in pow-
der samples because each of the three principal elements of 
 yields a different
resonance frequency and a nearly random set of orientations of the magnetic
nucleus exists in these samples.61 (There is an additional broadening, caused by
interactions of the magnetic nucleus with other magnetic nuclei or with paramag-
netic electrons and by structural disorder,61 analogous to the effect of ‘‘hyperfine
splitting’’ in fig. 2.11 in that a multiplicity of transitions is promoted.)

Broadening of the NMR lineshape (including the contributions from magnetic
interactions) can be obviated to a large extent by an experimental technique,
known as Magic-Angle Spinning (MAS), in which a sample is rotated about an
axis making an angle of 54.7� with Bo at a rate larger than the spread of resonant
frequencies across the broadened NMR peak.60,61 (For example, if the resonant
frequency is 80 MHz and the broadening, as measured by the range of �-values, is
150 ppm, the rate of rotation must be larger than 1.5 � 10�4 � 80 � 106 Hz ¼ 12
kHz.) This technique is effective because the orientation dependence of the che-
mical shielding (and that of most of the magnetic interactions, but not the struc-
tural disorder) goes as 1–3 cos2 �, where � is the angle between a principal axis
characteristic of the anisotropy and Bo, a quantity which equals zero when � ¼
54.7�. Rotation forces the magnetic nuclei in the sample to experience this ‘‘magic
angle’’ preferentially, eliminating most of the causes of broadening and yielding a
NMR peak corresponding to 
 (as opposed to the elements of 
) alone.63

Static disorder in the molecular environment of the magnetic nucleus (or,
equivalently, the existence of more than one distinct adsorbate species) will still
contribute to broadening the MAS NMR peak, as will molecular motions whose
time scales are comparable to the inverse of the resonance frequency. This latter
‘‘dynamic’’ disorder can be explored by lowering the sample temperature from a
regime in which a narrow peak appears because molecular motions are rapid, to
one in which broadening and eventually multiple peaks appear because molecular
motions are slow on the NMR time scale.61 Variable-temperature-MAS experi-
ments can be especially illuminating when dynamic disorder is prevalent.64

Anisotropic chemical shielding is illustrated by the NMR spectrum in fig.
2.13,65 which shows the chemical shift for 113Cd2þ (resonance frequency of
79.88 MHz for Bo ¼ 8.4T) adsorbed on the two-layer hydrate of montmorillonite
(1.5 nm layer spacing). The dashed curve through the spectrum is calculated by
convoluting a gaussian broadening function (conventionally used to simulate
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spectral broadening caused by static disorder and magnetic interactions61) with a
theoretical NMR spectrum corresponding to 
 with three principal diagonal ele-
ments, 
|| ¼ � 92 � 5 ppm and two 
? ¼ 8 � 5 ppm, where || refers to parallel
alignment of the crystallographic c-axis of the clay mineral (the direction perpen-
dicular to its siloxane surfaces) and Bo. These elements of 
 are referenced to the
spectrum of 113Cd2þ in a 100 mol m�3 solution of CdSO4

65 and, therefore, 
|| is
smaller, while 
? is larger than 
 for 113Cd in the reference aqueous solution. The
mean principal value of the relative chemical shielding is 
 ¼ 1

3 �92þ 8þ 8ð Þ ¼
�25 � 9 ppm for 113Cd adsorbed on the clay mineral. According to eqs. 2.4 and
2.5, the NMR spectrum in fig. 2.13 reflects a resonance near � ¼ 92 ppm for
chemical shielding contributed by 
||, whereas a resonance near –8 ppm, contrib-
uted by the two 
? elements, gives rise to the pronounced absorption near 0 ppm.
This interpretation is substantiated by 113Cd NMR spectra obtained for a clay–
film sample oriented at several angles relative to the direction of Bo.

64 A modest
peak corresponding to 
|| appears when the film (with the clay particles made to
lie in the plane of the film) is perpendicular to Bo, whereas a gradual shift in
position toward 0 ppm, and a large increase in peak intensity, occurs as the film is
rotated to lie in a plane parallel to Bo and 
? begins to dominate the lineshape.

The negative value of 
|| indicates decreased shielding while the slightly positive
value of 
? indicates slightly increased shielding of adsorbed 113Cd2þ relative to
113Cd2þ in 100 mol m�3 CdSO4 solution. Moreover, the existence of just two
nonzero elements of 
 for adsorbed 113Cd2þ implies a local molecular environ-
ment that is symmetric about an axis perpendicular to the siloxane surface of the
clay mineral. In the two-layer hydrate of montmorillonite, this environment com-
prises a solvation shell with six or more water molecules and two opposing layers
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Fig. 2.13 A static 113Cd NMR spectrum for Cd2þ adsorbed on montmorillonite, with the
chemical shift referenced to a 100 mol m�3 solution of CdSO4. The dashed curve through
the spectrum is a model fit based on a chemical shielding tensor with three nonzero

elements, 
jj ¼ �92 ppm and two 
? ¼ 8 ppm. (Note that the chemical shift and the
chemical shielding have opposite sign.) After Tinet et al.65



of the clay mineral (cf. fig. 1.9). This kind of local configuration is expected
generally for bivalent metal cations, such as Ca2þ, adsorbed in the interlayer
region of montmorillonite, for which Cd2þ can serve as a NMR-active in situ
probe.66 The chemical shielding data for 113Cd2þ suggest that the bonding of a
bivalent cation to the two opposing clay layers through only two solvating water
molecules reduces the shielding electron density in its environment relative to the
solvation complex formed in aqueous solution.67 Consistently with this interpre-
tation, the chemical shift associated with 
|| was observed to decrease from 92
ppm to near 0 as the water content was increased, while that associated with 
?
did not change. This trend suggests that the influence of proximate clay layers is
the major cause of the chemical shift.

The effect of dynamic disorder on NMR spectra is illustrated in fig. 2.14,68

which portrays the chemical shift (relative to a 100 mol m�3 solution of CsCl at
25�C) for 133Cs (resonance frequency at 65.5 MHz for Bo ¼ 11.7 T) adsorbed on
illite exposed to water vapor at 100% relative humidity. Magic-angle spinning at
4–5 kHz was used to suppress anisotropic chemical shielding and magnetic inter-
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Fig. 2.14 A MAS NMR
spectrum for 133Csþ

adsorbed on illite exposed

to 100% relative humidity
and variable temperature.

After Kim et al.68



actions, such that the NMR peak corresponds to the mean principal value of 

for the adsorbate. At 25�C (‘‘Room T’’) a single peak appears at � ¼ 9.4 ppm,
indicating a molecular environment for 133Csþ that is slightly less shielded than in
a 100 mol m�3 solution of CsCl at the same temperature. Below 0�C, however,
two peaks are observed, one corresponding to 133Csþ in a deshielded molecular
environment (� � 36–55 ppm) and the other corresponding to a molecular envir-
onment similar to that in aqueous solution (� � 0). The impact of decreasing
temperature is much greater on the former NMR peak. These peaks can be
assigned to Csþ in inner-sphere and outer-sphere surface complexes, respec-
tively.69 Like Kþ (cf. fig. 1.9), Csþ does not solvate strongly and, therefore, is
likely to coordinate directly with negatively charged sites on the adsorbent. This
species can exchange with solvated Csþ adsorbed on the clay mineral and, at
25�C, this exchange is sufficiently rapid to produce only a single, motionally
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Fig. 2.15 A MAS NMR
spectrum for 133Csþ adsorbed

on illite at 25�C after
exposure to variable relative
humidity. After Kim et al.68



averaged NMR peak. The rate of this exchange can be estimated approximately
by measuring the width of the narrower of the two peaks after conversion to
frequency units.70 Taking this width to be about 20 ppm, one estimates a rate
of exchange in excess of several kHz, in agreement with the rate of MAS required
for the NMR experiment. A simple model calculation70 suggests that this rate
may be as high as 100 kHz.

Figure 2.15 shows 133Cs NMR MAS spectra for the same system as in fig. 2.14,
but this time the spectra were collected at 25�C for varying relative humidity
(RH).69 (The asterisks denote experimental artifacts created in the spectra from
modulation of the applied radiofrequency signal by the spinning of the sample.60)
At 100% RH, a motionally averaged peak near � ¼ 0 ppm is observed, but this
peak separates into two as the RH decreases (i.e., at lower water content of the
illite sample) toward ambient RH (� 35%). As in the case of the MAS spectra in
fig. 2.14, the peak at �> 0 is assigned to strongly bound Csþ, whereas that at �9
0 is assigned to solvated adsorbed Csþ. (The spectrum at 0% RH comprises two
peaks as well, but the low-intensity, broad peak ranging over 0 < �< 200 ppm is
not readily observable in the figure.68)
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chapters on IR, ESR, and NMR spectroscopy as applied to soil materials.

Research Matters

1. Manceau et al. [Environ. Sci. Technol. 30:1540 (1996)] have obtained a Pb(II)
EXAFS spectrum for an agricultural soil contaminated because of its proximity
to an alkyllead production facility. This spectrum was analyzed as described in
section 2.2, with the weighted EXAFS spectrum and corresponding radial dis-
tribution function graphed similarly to the example in fig. 2.5 (sample ‘‘P’’ in figs.
6 and 7 in the article by Manceau et al). A catalog of reference Pb(II) EXAFS
spectra appears in fig. 8 of this article. Evaluate the method used by Manceau et
al. to conclude that alkyllead contaminants in the soil have become transformed
to Pb-humic substance complexes. As background for your evaluation, review
the comparative analysis of fig. 2.5 given in section 2.2. and the ‘‘Background’’
section in the article of Manceau et al.

2. Xia et al. [Geochim. Cosmochim. Acta 61:2211 (1997)] present Pb(II) EXAFS
spectra for Pb-organic matter complexes, the organic matter having been
extracted by reaction of a chelating resin with a Mollisol soil in aqueous suspen-
sion. The EXAFS spectra of Pb-organic matter complexes prepared at pH 4, 5,
and 6 were analyzed as described in section 2.2 (eq. 2.3), but with 
j as well as Rj

and Nj in eq. 2.4 as adjustable parameters. Figures 7 and 8 in the article by Xia et
al. (1997) are exactly analogous to fig. 2.5, with the major peak near 0.2 nm (2 Å)
in fig. 8 of Xia et al. (1997) assigned to 4 O at 0.230 to 0.244 nm from Pb2þ, while
the minor peak near 0.27 nm (2.7 Å) is attributed to 2 C at about 0.33 nm from
Pb2þ. These results suggest a complex in which Pb2þ is coordinated to two
carboxyl groups and a pair of water molecules as nearest neighbors. In support
of this concept, Xia et al. (1997) perform a bond valence calculation (Pauling
Rule 2, discussed in section 1.2), assigning sPbO values in the range 0.4 to 0.6 for
any O in the complex. Evaluate the method used by Xia et al. (1997) to deduce the
molecular structure of the Pb-organic matter complex, applying in your evalua-
tion the discussion in sections 1.2 and 2.2, and that in the ‘‘Background’’ section
of the article by Manceau et al. (1996), cited in problem 1.

3. Kubicki et al. [Geochim. Cosmochim. Acta 63:2709 (1999)] have obtained ATR-
FTIR spectra of salicylate adsorbed on the edge surfaces of illite and kaolinite at
pH 3. The positions of the absorption peaks observed in the spectra are listed
below in cm�1. Make assignments of these peaks to vibrational motions of the
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salicylate molecule, then perform a linear regression analysis of the observed peak
wavenumbers on the calculated peak wavenumbers for the 10 model salicylate
surface complexes listed in table 2 in the article by Kubicki et al. (1999), following
the example in fig. 2.7 while consulting Kubicki et al., Environ. Sci. Technol.
28:763 (1994). It will be necessary to make a table of corresponding wavenumbers
between experimental and theoretical spectra in order to do the regression calcu-
lation. Be sure to report confidence intervals for the slope and intercept of the
regression line. On the basis of your regression calculations, select the most
probable surface complex model for each spectrum.

Illite Kaolinite

1247 1249

1265 1390

1326 1464

1337 1485

1392 1529

1460 1554

1471 1575

1511 1610

1555 1745

1570

1604

4. Schlosseler et al. [Geochim. Cosmochim. Acta 63:1955 (1999)] have employed
Cu2þ as an in situ probe of the local coordination environment on the surface
of calcite (CaCO3). Their ESR spectrum of Cu2þ adsorbed on the calcite surface
[10 min reaction with micromolar Cu(NO3)2 at pH 8.5] appears very similar to
that in the upper right corner of fig. 2.12, with g|| ¼ 2.37 and g? ¼ 2.07. Their
two-pulse ESEEM spectrum of adsorbed Cu2þ resembles that in the lower left
corner of fig. 2.12, except that peaks at the Larmor frequency and its first har-
monic occur for 13C (�C ¼ 3.38 MHz) instead of 27Al. Their four-pulse ESEEM
spectrum can be compared to the 1H ENDOR spectrum in the upper left corner
of fig. 2.12, in that there are shoulder features attributable to axial and equatorial
protons in a tetragonal Cu2þ complex. These features are diminished sharply in
adsorbed Cu2þ when compared to the solvation complex, Cu(H2O)2þ6 . Basing
your discussion on the analysis of fig. 2.12 given in section 2.4, evaluate the
conclusion by Schlosseler et al. (1999), that Cu2þ experiences ‘‘strong adsorption
at the mineral–water interface with rapid dehydration and formation of highly
coordinated monodentate complexes in a thin, structured calcium carbonate
surface layer.’’

5. Nordin et al. [Geochim. Cosmochim. Acta 63:3513 (1999)] report MAS 19F NMR
spectra (resonance frequency at 376.45 MHz for Bo ¼ 9.6 T; MAS at 16.5 kHz)
for F� adsorbed on alumina at pH 5 (‘‘ligand-like’’ adsorption). Their spectra can
be deconvoluted into two peaks whose relative intensities shift with increasing F�

surface excess [fig. 4 in the article by Nordin et al. (1999)]. One peak is centered at
–131 ppm while the other is at –142 ppm, both chemical shifts being measured
relative to CFCl3. (A third peak, at � ¼ �151 ppm, attributed to soluble Al-
fluoride complexes in micropores, appeared in some of their spectra as well.)
Given � ¼ �224 ppm for solid-phase NaF; � ¼ �132 ppm for F replacing OH
bound to a pair of structural Al3þ in a dioctahedral sheet; and � ¼ �174 ppm for
solid AlF3, explicate the two chemical shift values observed for F� adsorbed on
alumina in terms of chemical shielding. The chemical shift for F at an apex of two
edge-sharing Al octahedra was measured by Huve et al. [Clays Clay Miner.
40:186 (1992)].
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3

Surface Chemical Kinetics

3.1 Phenomenology

Surface chemical kinetics encompass the time-dependent processes observed
during equilibration between an adsorbate and the two phases it contacts.
These processes are conditioned on pressure, temperature, composition, and
whether the system observed is open (flowthrough reactor) or closed (batch
reactor) with respect to the adsorptive. The time scales of observation vary
widely, from microseconds to millennia, because the processes themselves equi-
librate over a broad range of time scale, with ion exchange reactions generally
being fastest and mineral dissolution reactions generally being slowest. A variety
of experimental techniques and apparatus has been developed to address this
variability and to provide quantitation of the kinetic species involved under
controlled conditions.1

The principal laboratory measurements in surface chemical kinetics involve
the time dependence of composition variables at fixed total volume, applied
pressure, and temperature. For example, the decrease in adsorptive concentra-
tion with time during the equilibration of a surface complexation process can be
monitored, or the time evolution of transformation products from a surface
redox reaction can be followed, while pH or pE are controlled at constant
temperature and pressure.2 These time-dependent data are usually converted
to reaction rates for purposes of conceptual interpretation. The reaction rate
is defined as the time derivative of the extent of reaction �, which, in turn, is
equal to the change in mole number of a substance as a chemical reaction
proceeds, divided by the stoichiometric coefficient of the substance in the reac-
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tion. This coefficient is conventionally taken to be negative for reactants, posi-
tive for products.3 Regardless of the sign of �, d�/dt, the reaction rate, is always
non-negative. Since most surface reactions are investigated at fixed total volume
(V), it proves to be convenient in practice to define the rate of concentration
change, d(�/V)/dt, with �/V being the change in concentration (mol m�3) of a
substance as a chemical reaction proceeds.4 The time derivative d(�/V)/dt is then
conventionally termed the rate of reaction for the sake of simplicity.3 Note again
that the rate of reaction is a positive-definite quantity, and that it depends on
the stoichiometry of the reaction it characterizes.

Measured values of reaction rates are interpreted conceptually by rate laws in
which the rate of reaction is expressed mathematically as a function of tempera-
ture, pressure, composition, and any other variables deemed essential to model
rate behavior. There are no general constraints on the functional form of a rate
law, except that it must yield a positive-definite reaction rate whenever the Gibbs
energy of the reactants is larger than that of the products in the reaction whose
rate is being modeled.5 Thus, for example, a rate law need not be written as the
difference between two terms (‘‘forward rate’’ minus ‘‘backward rate’’), nor does
it have to be expressed in terms of powers of concentration variables. Even if a
rate law is written as the difference between forward and backward rates, with
each rate proportional to powers of the concentrations of reactants or products,
respectively, there is no general requirement that, at equilibrium, the ratio of
forward to backward rates can be factored to yield an equilibrium constant,
but only that the ratio can be factored to yield some positive-valued function
(otherwise left unspecified) of the equilibrium constant.5 In short, the formulation
of rate laws is strictly an empirical exercise, subject only to very broad constraints.

These concepts can be illustrated with the example of a redox reaction between
ferrous iron and chromate [Cr(VI)] in aqueous solution,6 a process whose rate law
also will prove useful in sections 3.3 and 3.5. The redox reaction may be written in
a schematic form:

FeðIIÞ þ CrðVIÞ ! FeðIIIÞ þ CrðVÞ ð3:1Þ

in which Fe is oxidized and Cr is reduced. This overall redox reaction represents a
one-electron transfer process that is believed to be the rate-limiting step in the
three-electron transfer that ultimately produces Cr(III) from Fe(II) and perforce
requires a 3:1 stoichiometric ratio overall between Fe and Cr.7,8 The thermody-
namic constraint on the reaction in eq. 3.1, with the direction of reaction as
indicated, is that the pE value for the redox couple Cr(VI)/Cr(III) must be larger
than that for the redox couple Fe(III)/Fe(II) under the conditions of the reaction.9

The rate of the reaction is then expressed:

� d

dt
Cr VIð Þ½ � ¼ � d

dt
Fe IIð Þ½ � ð3:2Þ

where [ ] is a molar concentration and the minus sign indicates division of d½ �=dt
by the stoichiometric coefficient –1 according to convention.4 This rate is positive-
definite so long as pEfCrðVIÞ=CrðVÞg  pEfFeðIIIÞ=FeðIIÞg during the reaction in
eq. 3.1.
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A rate law for the redox reaction in eq. 3.1 can be formulated quite generally
as:

� d

dt
Cr VIð Þ½ � ¼ � Cr VIð Þ½ �; Fe IIð Þ½ �; envð Þ ¼ � d

dt
Fe IIð Þ½ � ð3:3Þ

where �( ) is a positive-valued function of its arguments and ‘‘env’’ refers to all
variables on which the rate may depend, other than the concentrations of the two
reactants (e.g., temperature, ionic strength, pH, pE, etc.). The mathematical form
of �( ) can be determined by fixing one of the reactant concentrations (say,
[Cr(VI)]) and monitoring the decline of the other with time as the redox reaction
proceeds from an initial state far from equilibration (fig. 3.1).8 For example, at
25�C and pH 5.9,8 the observed time dependence of either reactant concentration
is exponential, i.e.,

� d

dt
Cr VIð Þ½ � ¼ K Fe IIð Þ½ �; envð Þ Cr VIð Þ½ � ð3:4aÞ

� d

dt
Fe IIð Þ½ � ¼ K0 Cr VIð Þ½ �; envð Þ Fe IIð Þ½ � ð3:4bÞ

where K and K0 are functions of all variables held fixed. These functions can be
determined by applying eqs. 3.4 to experiments conducted at several values of the
(excess) fixed reactant concentration, with the result that:8

� d

dt
Cr VIð Þ½ � ¼ k Fe IIð Þ½ �� Cr VIð Þ½ �� ð3:5Þ

where � ¼ 0.9 � 0.3 and � ¼ 1.2 � 0.3.7,8 The exponents � and � in eq. 3.5 are
called partial reaction orders with respect to each reactant and their sum is termed
the overall reaction order (n � � þ �).4 In general, these kinetics parameters will
not necessarily have integer values, nor will they necessarily be equal to the
stoichiometric coefficients in the reaction whose rate they describe. Moreover,
since a rate law need not be expressed in terms of powers of concentrations, a
reaction order need not even exist. (No reaction order exists for the Michaelis-
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Fig. 3.1 Pseudo first-order time
dependence of [Fe(II)] observed

during the reduction of chromate
by ferrous iron.8 The initial

concentration of Fe(II) (0.5
mmol m�3) is well below that of
Cr(VI), so that eq. 3.4b applies.



Menton rate law,3 whereas the stoichiometry for the two-step reaction that the
rate law describes is 1:1.)

Within experimental precision, the rate law in eq. 3.5 is first order in each of the
reactant concentrations and is second order overall. The parameter k in eq. 3.5 is
accordingly termed a second order rate coefficient (dm3 mol�1 s�1) and the para-
meters K and K0 in eqs. 3.4 are termed pseudo first-order rate coefficients (s�1), the
adjective ‘‘pseudo’’ being added because they do not depend solely on ‘‘env’’
variables, as does k in eq. 3.5.3 That the overall order of the reaction in this
example is the same as the sum of stoichiometric coefficients of the reactants in
eq. 3.1, and that there is equality between � or � and the stoichiometric coefficient
of Fe(II) or Cr(VI), do not imply that the reaction mechanism involves the com-
bination of one Fe(II) species with one Cr(VI) species. This latter property of the
reaction refers to its molecularity (number of each type of reactant species that
combine), whereas the stoichiometry refers to the moles of each reactant that
combine, and, of course, order is a strictly empirical concept arising from
kinetics.3 When all three concepts do coincide, a reaction is said to be elementary;
otherwise, it is overall or composite.3 Most reactions investigated in the surface
chemistry of natural particles are composite.

The pseudo first-order rate coefficient in eq. 3.4a shows a pronounced depen-
dence on pH (fig. 3.2),6 indicating that pH is an important ‘‘env’’ variable for the
redox reaction in eq. 3.1. A pH dependence might be expected on the basis of the
chemical speciation of Fe(II) and Fe(III), which is strongly affected by hydrolysis
reactions. Three reduction half-reactions involving these species are known:

Fe3þ þ e� ¼ Fe2þ logKR ¼ 13:0 ð3:6aÞ
FeOH2þ þ e� ¼ FeOHþ logKR ¼ 5:79 ð3:6bÞ
FeðOHÞþ2 þ e� ¼ FeðOHÞ02 logKR ¼ �2:8 ð3:6cÞ

These half-reactions suggest that a reasonable model of the pH dependence of
K([Fe(II)], pH) can be expressed by the equation:7,8

Kð½FeðIIÞ�; pHÞ ¼ k0½Fe2þ� þ k1½FeOHþ� þ k2½FeðOHÞ02� ð3:7Þ
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Fig. 3.2 Measured values of the pseudo first-
order rate coefficient in eq. 3.4a at 10�C as a
function of pH at two fixed Fe(II)

concentrations in a 100 mol m�3 NaCl
background.6 The initial concentration of
Cr(VI) (0.95 mmol m�3) is well below that of
Fe(II), so that eq. 3.4a applies. The two

branches of each parabolic curve are nearly
straight lines of unit negative or positive slope,
irrespective of Fe(II) concentration.6



Equation 3.7 reflects each reduction half-reaction in eqs. 3.6, with the second-
order rate coefficients ki (i ¼ 0; 1; 2) being implicit functions of the speciation of
Cr(VI) and the ‘‘env’’ variables other than pH. The pH dependence is assumed,
therefore, to derive mainly from that of the Fe(II) hydrolytic species:

Fe2þ þH2O ¼ FeOHþ þH
þ

log� K1 ¼ �9:51 ð3:8aÞ
Fe2þ þ 2H2O ¼ FeðOHÞ02 þ 2Hþ log� �2 ¼ �20:6 ð3:8bÞ

with

½FeðIIÞ� � ½Fe2þ� þ ½FeOHþ� þ ½FeðOHÞ02� ð3:9Þ
Nonlinear least-squares fitting of data taken at 23�C on the pH dependence of K
ð½FeðIIÞ�; pHÞ between pH 4.4 and 7.2 then leads to the parameter values:7,10

k0 ¼ 0:3� 0:5 dm3 mol�1 s�1 k1 ¼ 1:4� 0:3� 105dm3 mol�1s
�1

k2 ¼ 2:8� 0:9� 109dm3mol
�1
s�1

The second-order rate coefficient k0 is not necessarily different from zero,
implying that the direct oxidation of Fe2þ by Cr(VI) may be a thermodynamically
unfavorable process. Indeed, the pE value corresponding to the reduction half-
reaction,

H2CrO
0
4 þHþþ e� ¼ H3CrO

0
4 log KR ¼ 9:3 ð3:10Þ

with pE ¼ 9.3 � pH,9 is always below that for the half-reaction in eq. 3.6a.
Therefore, the redox reaction,

Fe2þ þH2CrO
0
4 þHþ ! Fe3þ þH3CrO

0
4 ð3:11Þ

yields a positive �rG value when (Fe3þ) (H3CrO
0
4) ¼ (Fe2þ) (H2CrO

0
4).

9 In this
circumstance, one expects k0 ¼ 0. On the other hand, k0 6¼ 0 is consistent with
data from studies of eq. 3.11 at pH < 2, which extrapolate to give the value k0 �
0:2 dm3 mol�1 s�1 at pH 4.4. A nonzero k0 also is predicted by the linear correla-
tion equation,

log ki ¼ 8:034� 0:6271 log KRi ði ¼ 0; 1; 2; r2 ¼ 0:983Þ ð3:12Þ
that results from log–log least-squares fitting of the three ki values given above to
the inverse of the three corresponding KR values given in eqs. (3.6). The correla-
tion in eq. 3.12 is an example of a linear free energy relationship (LFER), which is
a linear log–log relation between the rate coefficients for a suite of similar reac-
tions and a set of corresponding equilibrium constants.3,9 In the present case, the
formation of a hydroxy complex donates electron density to Fe2þ, thereby facil-
itating electron transfer to Cr(VI).11 This effect increases dramatically with the
number of OH� in the complex (i.e., k0 
 k1 
 k2). For example, at pH 6, the
relative contributions of the three terms on the right side of eq. 3.7 are, respec-
tively, 1:144:23 for any [Fe2þ], showing that the reaction in eq. 3.6b dominates in
the pseudo first-order rate coefficient K([Fe2þ], pH) at this pH value.

It is noteworthy that the species FeOHþ accounts for only 0.3% of all the
Fe(II) species (eq. 3.9) at pH 6, while Fe2þ accounts for 99.7%! This remarkable
discrepancy illustrates the very important point that the concentrations of kinetic
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species are unrelated to their role in a reaction mechanism if their formation is rapid
on the time scale of the reaction. That the fraction of Fe(II) in the form of FeOHþ

is tiny has no relevance to its dominance in the mechanism of Fe(II) oxidation, so
long as the formation of this kinetic species through the hydrolysis reaction in eq.
3.8a is much faster than its loss through oxidation. Conversely, the fact that Fe2þ

accounts for almost all of the equilibrium species of Fe(II) formed by hydrolysis at
pH 6 is irrelevant to its importance as a kinetic species in the mechanism of Fe(II)
oxidation.

The LFER exemplified in eq. 3.12, like the power-law expression for the rate of
Cr(VI) reduction in eq. 3.5, is not a general result of kinetics theory, since there is
no necessary connection between reaction rates and equilibria other than the
constraint of positive-definiteness on the rate when �rG < 0.5 In picturesque
terms, the rate of a reaction depends on the reactants overcoming an ‘‘energy
barrier’’ to form products, the magnitude of the barrier being inversely related to
the likelihood of overcoming it. The magnitude of �rG, on the other hand, is
related to the stability of the products of a reaction relative to the reactants,
irrespective of the existence of an ‘‘energy barrier’’ along the pathway from one
to the other. This stability is greater, the deeper is the ‘‘energy valley,’’ whose
depth is measured relative to the initial state for the reactants. In principle, the
height of an ‘‘energy barrier’’ reactants must surmount is unrelated to the depth of
the ‘‘energy valley’’ they tumble into as products. Thus, no general LFER
between rate coefficients and standard Gibbs energy changes for reactions can
be expected.12

The magnitude of the ‘‘energy barrier’’ for a reaction often is estimated on the
basis of the observed temperature dependence of a rate coefficient, the rationale
being that the likelihood of surmounting the barrier should be proportional to a
Boltzmann probability factor.3 One mathematical model realizing this picture is
the Arrhenius equation,3

k ¼ A exp ð�Ea=RT Þ ð3:13Þ
where k is a rate coefficient, A is termed the pre-exponential factor, R is the gas
constant (8.3145 J mol�1 K�1), T is absolute temperature, and Ea is termed the
apparent activation energy, an empirical measure of the magnitude of the ‘‘energy
barrier.’’ Equation 3.13 has been applied to measurements of the pseudo first-
order rate coefficient in eq. 3.7.6,8 At pH 4, little or no variation with temperature
is observed, the rate coefficient increasing by roughly a factor of two or less over
the temperature range 5 to 40�C. At this pH value, and for 25�C, the first two
terms on the right side of eq. 3.7 make approximately equal contributions to the
pseudo first-order rate coefficient for any [Fe2þ]. Evidently the ‘‘energy barriers’’
implicit in these two terms are rather small relative to RT , the magnitude of an
‘‘energy barrier’’ that can be overcome by purely random thermal motions. At pH
6, however, a significant temperature effect on the rate coefficient is observed that
is consistent with Ea � 85 kJ mol�1.6 This temperature effect must be dominated
by the behavior of the second and third terms on the right side of eq. 3.7. Their
change with temperature will be determined by the activation energies implicit in
k1 and k2, as well as by those required for formation of the two hydrolytic species,
which in turn, depend on �rH

0 for the hydrolysis reactions in eqs. 3.83,5 [�rH
0 ¼
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55.8 kJ mol�1 (*K1) and 103.3 kJ mol�1 (*�2)]. That the observed value of Ea falls
between these two �rH

0 values suggests again that the ‘‘energy barriers’’ implicit
in k1 and k2 are small.8

3.2 Specific Adsorption Reactions

Specific adsorption was attributed to inner-sphere surface complexation in section
1.5. This mechanism is characterized by adsorption edges or envelopes that are
robust against changes in ionic strength of a background electrolyte solution (or,
equivalently, by adsorption isotherms that are robust against the introduction of
competing adsorptives from addition of an indifferent electrolyte),13 and by
strong, positive correlations between adsorptive affinity for an hydroxylated
adsorbent and affinity for OH� (cations) or Hþ (anions). Thus, cations prone
to form hydrolytic species at low pH values and anions remaining protonated at
circumneutral pH values are likely to adsorb specifically. Intrinsic to the under-
lying mechanism for this process is the desolvation of the adsorptive ion necessary
to ensure its direct contact with the adsorbent surface (section 1.2).

Studies of inner-sphere complexation by metals and ligands in aqueous solu-
tion have led to the elucidation of is mechanism in terms of a two-step process
that may be termed the Eigen-Wilkins-Werner mechanism.14 The elementary reac-
tions that attend this mechanism are the formation of an outer-sphere surface
complex by the metal and ligand, followed eventually by the desolvation of both
to form an inner-sphere surface complex, with desolvation of the metal often
being the rate-limiting step. This latter condition implies that the rate of inner-
sphere complexation should be correlated positively with the rate of water
exchange in the first solvation shell of the metal cation, at least to the extent
that the replacement of a solvating water molecule by exchange with another
ligand emulates water molecule self-replacement. This correlation is observed in
many cases,14 lending credibility to the mechanism. The rate coefficient for the
water-exchange reaction,

MðH2OÞmþ
n þH2O

� !MH2O
�ðH2OÞmþ

n�1 þH2O ð3:14Þ

whereMmþ is a metal cation, has been investigated extensively,15 often by isotopic
dilution with labeled solvent (*) or by 17O NMR spectroscopy combined with
temperature variation to expose the chemical shift of solvation-shell H2O.14 The
second-order rate coefficient that follows naturally from a single rate law for the
elementary reaction in eq. 3.14 usually is reported as the pseudo first-order rate
coefficient that is obtained after multiplying by the molality of pure liquid H2O
(55.5 m). This latter rate coefficient, termed kwex, is found to vary over about 16
orders of magnitude,14,15 from just above 10�7 s�1 for Cr3þ to near 1010 s�1 for
Csþ. The data for most bivalent and trivalent metal cations can be described,
within the spread of differing reported kwex values for the same metal M in eq.
3.14, by the linear correlation equation (r2 ¼ 0:872):16

log kwex ¼ 13:538� 0:2365ðZ=RÞ ð3:15Þ
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where kwex is in units of s�1, Z is the valence and R is the ionic radius of the metal
cation expressed in nm. For example, taking Z ¼ 2 and R ¼ 0:1 nm for Ca,17 one
estimates kwex ¼ 6 � 109 s�1, as compared with the literature spread15 of 6 � 9 �
108 s�1; or taking Z ¼ 3 and R ¼ 0:054 nm for Al,17 one estimates kwex ¼ 1.9 s�1,
as compared with the literature spread15 of 0.2 � 16 s�1. The physical basis of the
correlation in eq. 3.15 is evident: solvation-shell water exchange is slower, the
larger is the coulomb potential at the metal cation periphery. Strong cation-dipole
interactions thus imply a sluggish replacement of solvation-shell water molecules
by an incoming ligand.14

In the spirit of the Eigen-Wilkins-Werner mechanism, a two-step elementary
reaction can be proposed for the specific adsorption of a metal cation by an
hydroxylated adsorbent, taking alumina as an example:18

� AlOHþMmþ ,k1
k�1

� AlOH � � �Mmþ

,k2
k�2

� AlOM m�1ð Þþ þHþ
ð3:16Þ

where the symbols are used in consonance with the adsorption reactions in eq. 2.1
and the ki ði ¼ �1;�2) are rate coefficients for the reactions in the forward (þ) or
backward (�) directions of the arrows. According to the Eigen-Wilkins-Werner
mechanism, one expects the forward rate coefficient for the first step in eq. 3.16 to
be much larger than that for the second step, and this condition can be used to
simplify the modeling of a rate law describing the adsorption of the metal cation
Mmþ.

On the assumption that molecularity, stoichiometry, and reaction order are
identical in the specific adsorption of the metal Mmþ by an hydroxylated surface,
the rate laws for the generic elementary reaction sequence,19

Aþ B,
kf

kb

C,
k0f

k0
b

Dþ E ð3:17Þ

are applicable:

� dcA
dt

¼ � dcB
dt

¼ kf cAcB � kbcC ð3:18aÞ

dcD
dt

¼ dcE
dt

¼ k0f cC � k0bcDcE ð3:18bÞ

where c refers to an appropriate concentration variable (either aqueous solution
molarity or the product of a surface excess with the solids concentration).
Equations 3.18 constitute a pair of coupled bilinear rate laws for the consecutive
reactions in eq. 3.17. Note that a rate law for the intermediate adduct C can be
derived by subtracting eq. 3.18b from eq. 3.18a according to the stoichiometry of
eq. 3.17. Because a common experimental method through which eq. 3.16 has
been investigated involves the measurement of only small deviations of the con-
centrations in eqs. 3.18 from their equilibrium values,18 it is useful to consider
linearized versions of the right sides of the coupled rate laws.20
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The linearization of eqs. 3.18 is initiated by setting cA � ceqA þ�cA; cB � ceqB þ
�cB, and so on, where ceq is an equilibrium concentration and �c is a small
deviation (�c=c 
 1). This produces the pair of equations:

� d�cA
dt

¼ kf ceqA �cB þ ceqB �cA
� �þ kf�cA�cB � kB�cC ð3:19aÞ

d�cE
dt

¼ k0f�cC � k0b ceqD�cE þ ceqE �cD
� �� k0b�cD�cE ð3:19bÞ

where dceqA =dt ¼ dceqE =dt � 0 has been used to simplify the left side and terms
containing only equilibrium concentrations have been deleted from the right
side because they must sum algebraically to zero:

ceqC =c
eq
A ceqB ¼ kf =kb ð3:20aÞ

ceqD ceqE =c
eq
C ¼ k0f =k

0
b ð3:20bÞ

Thus far no approximation has been made. The linearization approximation
involves deletion of the bilinear term �cA�cB from eq. 3.19a and �cD�cE
from eq. 3.19b:

� d�cA
dt

� kf ceqA �cB þ ceqB �cA
� �� kb�cC ð3:21aÞ

d�cE
dt

� k0f�cC � k0b ceqD�cE þ ceqE �cD
� � ð3:21bÞ

A final simplification is made by incorporating the stoichiometry of the reactions
in eq. 3.17,

�cA ¼ �cB; �cC ¼ ��cA ��cD; �cD ¼ �cE ð3:22Þ
to obtain the coupled, linearized rate laws:

� d�cA
dt

� kf ceqA þ ceqB
� �þ kb

	 �
�cA þ kb�cE ð3:23aÞ

d�cE
dt

� �k0f�cA � k0b ceqD þ ceqE
� �þ k0f

	 �
�cE ð3:23bÞ

Although the rate laws in eqs. 3.23 are first-order in all concentration variables,
they are coupled as a relict of their connection to the intermediate species C (eqs.
3.22). If the second term on the right side of eq. 3.23a and the first term on the
right side of eq. 3.23b were not present, two simple first-order rate laws would
result whose solutions each exhibit the familiar decreasing exponential time
dependence characterized by a time constant, �.3 Because of the linearity of the
coupled rate laws, however, a theorem of algebra21 has it that the solutions of eqs.
3.23 also exhibit this time dependence, the only complication being that they are
linear combinations of �cA and �cD. Moreover, the theorem tells us that, irre-
spective of the explicit mathematical form these linear combinations may take, the
two associated time constants are subject to the constraints:20

SURFACE CHEMICAL KINETICS 87



1

�1
þ 1

�2
¼ a11 þ a22 ð3:24aÞ

1

�1

� �
1

�2

� �
¼ a11a22 � a12a21 ð3:24bÞ

where

a11 � kf ðceqA þ ceqB Þ þ kb ð3:24cÞ

a12 � kb; a21 � k0f ð3:24dÞ

a22 � k0bðceqD þ ceqE Þ þ k0f ð3:24eÞ
in a convenient matrix notation. Equations 3.24 are sufficient to yield explicit
mathematical expressions for the two time constants:

1

�1
¼ 1

2
a11 þ a22ð Þ þ a11 þ a22ð Þ2�4 a11a22 � a12a21ð Þ	 �1

2

n o
ð3:25aÞ

1

�2
¼ 1

2
a11 þ a22ð Þ � a11 þ a22ð Þ2�4 a11a22 � a12a21ð Þ	 �1

2

n o
ð3:25bÞ

with the aij (i; j ¼ 1; 2) given by eqs. 3.24c – 3.24e. Two special cases of eqs. 3.25
are of interest. First, if there were no coupling, a12 ¼ a21 � 0 and eqs. 3.25 reduce
to the simple expressions:

1

�1
¼ a11;

1

�2
¼ a22 ð3:25cÞ

which also follows directly from eqs. 3.23 and 3.24c � 3.24e. Second, if the
condition a11 � a21 or a22 is met, i.e., the first reaction step in eq. 3.17 occurs
on a much shorter time scale than the second step, eqs. 3.25 reduce to the approx-
imate expressions:

1

�1
� a11;

1

�2
� a22 �

a12a21
a11

� �
ð3:25dÞ

In this special case, the smaller time constant (�1) is decoupled from the other one
because the reaction step it represents has equilibrated long before the other step
is significantly underway.

Returning to eq. 3.16, one can make the associations:

A $ � A1OH;B $ Mmþ;C $ � AlOH � � �Mmþ;D $ � AlOMðm�1Þþ;E $ Hþ

ð3:26Þ
which then lead to an explicit equation for the larger time constant, �2, under the
condition that the second step in eq. 3.16 is rate determining (eq. 3.25d):

1

�2
�k�2 � AlOM m�1ð Þþ

h i
eq
þ Hþ	 �

eq

� �
þ k2

� k2 1þ KOS � AlOH½ �eqþ Mmþ	 �
eq

 �n o�1
ð3:27Þ
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where

KOS �
� AlOH � � �Mmþ	 �

eq	 � AlOH
�
eq

	
Mmþ�

eq

¼ k1
k�1

ð3:28Þ

by analogy with eq. 3.20a, is the conditional equilibrium constant for the forma-
tion of the outer-sphere surface complex in eq. 3.16, with [ ] defined for surface
species as the product of surface excess and solids concentration (cf. eq. 1.6). The
subscript ‘‘eq’’ implies only equilibration of the first step in eq. 3.16 prior to the
second step. The time constant on the left side of eq. 3.27 can be measured by a
pressure-jump method,18,20,22 in which a submillisecond pulse of high pressure is
applied to an equilibrated aqueous suspension containing all of the chemical
species indicated in eq. 3.27, after which the electrolytic conductivity of the sus-
pension is monitored as the system restores itself to equilibrium. On the assump-
tion that the pressure pulse has impulsively desorbed Mmþ to increase its aqueous
solution concentration, and given the fundamental hypothesis that the system
relaxes by the same mechanisms as it would had the small concentration increase
occurred as a spontaneous fluctuation, the time-decay of the electrolytic conduc-
tivity can be analyzed mathematically to extract a value for �2. (Companion
experiments are necessary to demonstrate that no relaxation occurs in suspensions
containing only the adsorbent and background electrolyte solution or in aqueous
solutions of the adsorptive.) Measurements of �2 as pH and [Mmþ]eq are varied
then lead to a determination of the kinetics parameters in eq. 3.27.

Figures 3.3 and 3.4 show the dependence of 1/�2 on pH and [Mmþ]eq for
the adsorption of five bivalent metal cations by 	-Al2O3 (p.z.n.p.c. � 8.3, as �
100 m2 g�1) suspended in 7.5 mol m�3 NaNO3 (cs ¼ 30 kg m�3) at 25�C.23 The
data indicate millisecond time scales for the adsorption process. In addition,
�2 decreases sharply with increasing pH and, more gradually, with increasing
metal cation concentration over the ranges of these two variables that were
observed. These trends imply that the adsorption process is faster as pH and
metal cation concentration are increased. The effect of concentration is consistent
with eq. 3.27 if the second term in curly brackets on the right side is much smaller
than 1.0, thus permitting the approximation,

f1þ KOS ð½� AlOH�eq þ ½Mmþ�eqg�1 � 1� KOS ð½� AlOH�eq þ ½Mm¼�eqÞ ð3:29Þ

such that eq. 3.27 takes the form:

1

�2
� k�2 � AlOM m�1ð Þþ

h i
eq
þ Hþ	 �

eq

� �

þ k2KOS=k�2ð Þ � AlOH½ �eqþ Mmþ	 �

eq

 �o ð3:30Þ

A plot of 1/�2 versus the quantity inside curly brackets in eq. 3.30 is shown in
fig. 3.5.23 Straight lines through the origin can be calculated by linear regression
analysis, leading to estimates of the rate coefficient k�2 (as the slope parameter).
The parameter k2KOS/k�2 in eq. 3.30 is equal to the product of the equilibrium
expressions in eqs. 3.20:
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k2KOS=k�2 ¼ k2k1=k�1k�2 ¼
� AlOMþ	 �

eq
Hþ	 �

eq

� AlOH½ �eq M2þ	 �
eq

ð3:31Þ

where eq. 3.28 has been incorporated in the first step. This equilibrium parameter
can be measured independently of the kinetics experiments,24 then used to calcu-
late the product k2KOS with the associated value of k�2. Some results of this
computational scheme are shown in the following table:23

Metal

Cation

k�2

dm3 mol�1 s�1
k2KOS

dm3 mol�1 s�1
kwex
s�1

Pb2þ 4.1 � 1.0 � 106 6.4 � 1.6 � 104 7 � 109

Cu2þ 3.1 � 0.9 � 105 7.4 � 2.0 � 103 1 � 109

Zn2þ 1.3 � 0.2 � 105 5.1 � 0.8 � 102 7 � 107

Mn2þ 1.8 � 0.3 � 106 3.2 � 0.5 � 101 3 � 107

Co2þ 6.9 � 1.9 � 104 1.5 � 0.4 � 101 2 � 106

90 THE SURFACE CHEMISTRY OF NATURAL PARTICLES

Fig. 3.3 Measured values of 1/�2 (eq.
3.27) in a suspension of 	-Al2O3 for

four trace metal cations using the
pressure-jump technique with varying
pH (Hachiya et al.18. The curves

through the data points were
calculated with eq. 3.30.

Fig. 3.4 Dependence of 1/�2
on metal cation
concentration in suspensions
of 	-Al2O3 (Hachiya et

al.18). The curves through
the data points were
calculated with eq. 3.30.



The chemical significance of k2KOS can be deduced by returning to eq. 3.18b,
keeping in mind the associations in eq. 3.26:

dcD
dt

¼ k0f cC � k0bcDcE ¼ k0f
kf

kb

� �
cAcB � k0bcDcE ð3:18bÞ

and, therefore,

d

dt
� AlOMþ	 � ¼ k2KOS � AlOH½ � M2þ	 �� k�2 � AlOMþ	 �

Hþ	 � ð3:32Þ

where the rapid equilibration of species C with species A and B has been assumed
so as to insert eq. 3.20a into the rate law for species D. (Note that ‘‘eq’’ in eq.
3.20a applies to species A and B only in relation to species C, not to species D or
E.) The parameter k2KOS is the second-order rate coefficient for the specific
adsorption ofM2þ by the alumina adsorbent. It is this parameter that, by analogy
with the Eigen-Wilkins-Werner mechanism for inner-sphere complexes in aqueous
solution,13,14 should correlate positively with kwex for the metal cation. The values
of kwex do indeed correlate positively with k2KOS, yielding the linear regression
equation (r2 ¼ 0:999):

log k2KOS ¼ �5:272þ 1:02 log kwex ð3:33Þ

This proportionality between k2KOS and kwex, which also has been observed for
bivalent metal cation adsorption on goethite,25 lends strong support to eq. 3.16.

An elementary reaction sequence analogous to eq. 3.16 for specific anion
adsorption by a ligand-exchange mechanism to form an inner-sphere surface
complex can be exemplified by iron oxyhydroxide as the adsorbent:

� FeOHþ
2 þL‘� ,k1

k�1

� FeOH2
þ � � �L‘� ,k2

k�2

� FeL 1�‘ð Þ þH2O ð3:34Þ
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Fig. 3.5 Graph of the 1/�2 data in fig.
3.3 (filled symbols) and 3.4 (open

symbols) versus the quantity inside
curly brackets in eq. 3.30 expressed in
mol m�3 (Hachiya et al.18). The slope

of each line is equal to the rate
coefficient k�2 in eq. 3.30.



where L‘� is the adsorptive anion and pH < p.z.n.p.c. has been assumed. This
reaction sequence can be identified with that in eq. 3.17 after making the associa-
tions:

A $ � FeOHþ
2 B $ L‘� C $ � FeOH2

þ � � �L‘�
D $ � FeL 1�‘ð Þ E $ H2O

ð3:35Þ

In this application, however, any concentration deviation of H2O (‘‘species E’’)
will be quite negligible and, therefore, cE ¼ ceqE in the steps leading from eqs. 3.18
to 3.19. Moreover, the third stoichiometric condition in eq. 3.22 is not applicable
and eq. 3.21b must be replaced by the rate law:

d�cD
dt

¼ k0f �cC � k0b c
eq
E �cD ð3:19cÞ

The coupled, linear rate laws in eqs. 3.23 then become:

� d�cA
dt

¼ kf ceqA þ ceqB
� �þ kb

	 �
�cA þ kb�cD ð3:36aÞ

d�cA
dt

¼ �k0f�cA � k0f þ k0bcE
� �

�cD ð3:36bÞ

The time constants that characterize these rate laws are given by eqs. 3.25, but
with

a22 � k0bcE þ kf � K 0
b þ k0f ð3:24fÞ

instead of the definition in eq. 3.24e. In the likely special case that a11 � a12 or
a22, corresponding to a very rapid first step in eq. 3.34, eq. 3.25d applies, and

1

�1
� k1 � FeOHþ

2

	 �
eq
þ L‘�
	 �

eq

 �
þ k�1 ð3:37aÞ

1

�2
� k2 k1 � FeOHþ

2

	 �
eq
þ L‘�
	 �

eq

 �
�1

n o
þ K�2 ð3:37bÞ

where K�2 � K�2 [H2O]eq. Equations 3.37 have been applied to pressure-jump
kinetics data on the adsorption of molybdate (L‘� � MoO2�

4 ) by goethite.26 The
resulting values of the rate coefficients, obtained from linear regression of mea-
sured values of 1

�1
on the term in parentheses in eq. 3.37a and of 1

�2
on the term in

curly brackets in eq. 3.37b, were:

k1 ¼ 4� 103 dm3 mol�1 s�1 k�1 ¼ 3:9� 102 s�1

k2 ¼ 1:9 dm3 mol�1 s�1 k�2 ¼ 42 s�1

from which it follows that KOS ¼ 10 dm3 mol�1 (eq. 3.28), a value comparable to
what is found for outer-sphere complexes in aqueous solution.13 As was observed
in fig. 3.3 for specific bivalent metal adsorption, the time scales for �1 and �2 were
millisecond and both time constants decreased as pH increased.26

It is important to bear in mind that the expressions for characteristic time
constants in eqs. 3.27, 3.30, and 3.37 are not unique. The elementary reactions
in eqs. 3.16 and 3.34 are hypotheses whose validation cannot be accomplished by
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goodness-of-fit of kinetics models to rate data any more than can those of surface
complexation models (section 2.1). Even if the premise that the Eigen-Wilkins-
Werner mechanism applies to inner-sphere surface complexation is sound, more
than one way exists to realize this mechanism through elementary reactions.23 In
the broadest terms, the relaxation of an adsorptive-adsorbate system as observed
in pressure-jump experiments typically can be deconvoluted into a pair of expo-
nentially decaying processes whose characteristic time scales are significantly dif-
ferent from one another.18,22–26 The time constants that characterize these
exponential decays usually display monotonic dependence on the initial pH and
adsorptive concentration, and it is this variation that a kinetics model interprets
with one or two adjustable parameters. Disagreement with the observed pH or
concentration dependence of the time constants can invalidate a proposed kinetics
model, but consistency with the observations cannot logically validate it.

For example, eq. 3.34 describes an elementary reaction between an anion and a
single Lewis acid site on the surface of an iron oxide, but it is well established that
oxyanions often react with a pair of adjacent Lewis acid sites to form a binuclear
inner-sphere surface complex (fig. 2.7).27 Therefore, a two-step elementary reac-
tion alternative to that eq. 3.34 could be of the form:

� FeOHþ
2

FeOHþ
2

þ L‘� ,k1
k�1

� FeLð1�‘Þ

FeOHþ
2

þH2O

,k2
k�2

� Fe

Fe
Lð2�‘Þ þH2O

ð3:38Þ

Because in both steps water is a product whose concentration is not perturbed by
the pressure jump, this reaction sequence is a special case of the generic two-step
process:

Aþ B,
kf

kb

C,
k0f

k0
b

D ð3:39Þ

for which the coupled, linearized rate laws are:28

� d�cA
dt

¼ kf ceqA þ ceqB
� �þ kb

	 �
�cA þ kb�cD ð3:40aÞ

d�cD
dt

¼ �k0f�cA � k0f þ k0b
� �

�cD ð3:40bÞ

in exact analogy with eqs. 3.36. Equations 3.40 can be decoupled to derive eqs.
3.24 and 3.25 for the two characteristic time constants, but with the aij (i; j ¼ 1, 2)
defined by:

a11 � kf ðceqA þ ceqB Þ þ kb ð3:41aÞ

a12 � kb; a21 � k0f ð3:41bÞ

a22 � k0f þ k0b ð3:41cÞ
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In applications,28 Eqs. 3.24 are often the most useful:

1

�1

� �
þ 1

�2

� �
¼ kf ðceqA þ ceqB Þ þ kb þ k0f þ k0b ð3:42aÞ

1

�1

� �
1

�2

� �
¼ kf ðk0f þ k0bÞðceqA þ ceqB Þ þ kbk

0
b ð3:42bÞ

Graphs of the sum and product of the measured values of �1 and �2 then yield the
rate coefficients from linear regression analysis:

kf ¼ slope of eq. 3:42a ð3:43aÞ

kb ¼ y-intercept of eq. 3.42a� ðslope of eq. 3.42b� kf Þ ð3:43bÞ

k0b ¼ ðy-intercept of eq. 3.42b� kbÞ ð3:43cÞ

k0f ¼ y-intercept of eq. 3.42a ¼ kb � k0b ð3:43dÞ
Note that eqs. 3.42 are exact and do not depend on any assumption about the
relative magnitudes of �1 and �2.

Equations 3.42 have been applied to pressure-jump kinetics data for arsenate
and chromate on goethite.29 However, the reactant adsorbent species was
assumed to be � FeOH (despite the fact that pH < p.z.n.p.c. in the experiments),
with each surface OH group reacting independently (despite the binuclear nature
of the surface complex assumed). Time constants with millisecond time scales
were observed, and rate coefficients roughly comparable to those tabulated
above for molybdate adsorption were reported. This example serves to illustrate
the inherent ambiguity in attempting to deduce adsorption mechanisms solely
from adsorption kinetics modeling.30

3.3 Surface Oxidation-Reduction Reactions

Surface oxidation-reduction (or redox) reactions are electron-transfer processes in
which the oxidant and reductant interact as adsorbate species. The adsorbent does
not participate directly in the redox reaction. Surface redox reactions are ubiqui-
tous and important agents of transformation in soils, sediments, and aquatic
systems.31 Their usual pathway follows a sequence initiated by inner-sphere sur-
face complexation of either the oxidant or the reductant. Then a complex forms
between the adsorbed species and its counterpart reactant as a precursor to an
electron-transfer step, after which this ternary surface complex becomes destabi-
lized by the production of newly reduced and oxidized species.32 If the complex
formed between oxidant and reductant is outer-sphere, the electron-transfer step
is termed a Marcus process, whereas if it is inner-sphere, the electron-transfer step
is termed a Taube process.33 Electron transfer is likely to be the rate-limiting step
in surface redox reactions proceeding by the Marcus process.32,33

A prototypical surface redox reaction based on the two-step sequence outlined
above can be expressed as a special case of the generic reaction in eq. 3.39:
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� Aþ B,
kf

kb

� A� B!kET � P ð3:44Þ

where � A represents an adsorbate species that may be either the oxidant or the
reductant, B represents its counterpart reactant in the vicinal aqueous solution, �
A� B is the ternary surface complex they form, either outer-sphere or inner-
sphere, and � P represents the oxidized/reduced products formed after electron
transfer has taken place. These products may then desorb (for example, CO2

produced from the oxidation of an organic reductant may desorb) or remain in
the adsorbate, eventually becoming any one of the surface species introduced in
fig. 1.4.31–33 The rate laws describing the kinetics of this two-step process may be
expressed by a set of coupled ordinary differential equations (cf. eqs. 3.18):

� dcA
dt

¼ � dcB
dt

¼ kf cAcB � kbcAB ð3:45aÞ

dcAB
dt

¼ kf cAcB � kb þ kETð ÞcAB ð3:45bÞ

dcp

dt
¼ kETcAB ð3:45cÞ

For the important special case that the concentration of reactant B is held
constant (e.g., by maintaining cB � cA) while the kinetics of the reaction in eq.
3.44 are monitored, eqs. 3.45a and 3.45b can be linearized through the introduc-
tion of the pseudo first-order rate coefficient, Kf � kf cB:

� dcA
dt

¼ Kf cA � kbcAB ð3:46aÞ

dcAB
dt

¼ Kf cA � kb þ kETð ÞcAB ð3:46bÞ

This pair of coupled linear differential equations can be solved exactly:34

cA tð Þ ¼ cA 0ð Þ Kf k� kETð Þ
k k� k0ð Þ exp �ktð Þ � Kf k0 � kET

� �
k0 k� k0ð Þ exp �k0t

� �� �
ð3:47aÞ

cAB tð Þ ¼ Kf cA 0ð Þ
k� k0

exp �k0t
� �� exp �ktð Þ	 � ð3:47bÞ

where (k > k0):

k � 1

2
Kf þ kb þ kET þ Kf þ kb þ kET

� �2� 4Kf kET

h i1
2


 �
ð3:48aÞ

k0 � 1

2
Kf þ kb þ kET � Kf þ kb þ kET

� �2� 4Kf kET

h i1
2


 �
ð3:48bÞ

SURFACE CHEMICAL KINETICS 95



are composite first-order rate coefficients. Equation 3.47b then can be introduced
into eq. 3.45c to produce the solution:

cP tð Þ ¼ cA 0ð Þ Kf kET

k0 k� k0ð Þ 1� exp �k0t
� �	 �� Kf kET

k k� k0ð Þ 1� exp �ktð Þ½ �

 �

ð3:47cÞ

Note that the exponential decay of the concentrations of the species � A;
� A� B, and � P is governed by the two composite rate coefficients, k and k0,
not by any one of the three rate coefficients in eqs. 3.46. This behavior is a direct
result of the coupling between eqs. 3.46a and 3.46b.

Equations 3.47 can be applied to describe the reduction of adsorbed Cr(VI) on
TiO2 by organic reductants in aqueous solution,35 a heterogeneous redox process
analogous to the homogeneous process in eq. 3.1, but with the organic reductant
replacing Fe and � Cr(VI) replacing dissolved chromate. This heterogeneous
process can be initiated by rapid (< 12 h) adsorption of Cr(VI) on TiO2

(p.z.n.p.c. ¼ 6.5) in the presence of excess organic reductant at pH 4.7
[20 mmol m�3 Cr(VI) and 200 mmol m�3 organic reductant initially added to
1 kg m�3 TiO2 suspended in 100 mol m�3 NaClO4 solution]. Thus, A $ Cr(VI)
and B $ organic reductant in eqs. 3.44 to 3.47, given that the initial excess of
organic reductant [i.e.,10:1 molar ratio with initial Cr(VI)] is sufficient to validate
the condition of constant concentration during the redox reaction. The empirical
rate law that has been used to describe this reaction,36

� d

dt
Cr VIð ÞT ¼ K � Cr VIð Þ½ � ð3:49Þ

where

CrðVIÞT ¼ ½CrðVIÞ� þ ½� CrðVIÞ� ð3:50Þ
and K is a pseudo first-order rate constant, is based on the hypothesis that the rate
of total Cr(VI) decline is governed principally by the interaction of the organic
reductant with adsorbed Cr(VI). [Independent experiments have demonstrated
that chromate reduction in aqueous solution alone (i.e., the homogeneous
redox reaction) does not occur on the time scale of the heterogeneous process
(about 200 h).35,36] Therefore, this rate law should be consistent with eqs. 3.45 to
3.47.

The initial concentration of Cr(VI) was selected low enough to justify the use of
a distribution ratio (eq. 1.6) to relate the two Cr(VI) concentrations on the right
side of eq. 3.50:36

½� CrðVIÞ� ¼ DCr½CrðVIÞ� ð3:51Þ
where DCr ¼ 0.43 at pH 4.7.35 Given that this relationship is established on a time
scale much shorter than that over which eq. 3.49 applies, the empirical rate law
can be expressed entirely in terms of [�Cr(VI)]:

� d

dt
� Cr VIð Þ½ � ¼ K DCr

1þDCr

� Cr VIð Þ½ � ð3:52Þ

This rate law can be compared to the one in eq. 3.46a, since A$� Cr(VI). It is
evident that eq. 3.52 does not contain the concentration of the intermediate
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species, � A� B $ � Cr(VI)-organic reductant. Consistency between the two
rate laws is possible either if the back-reaction in eq. 3.44 is negligible over the
time scale of observation (kb 
 Kf ) or if the intermediate species concentration is
at steady-state (dcAB=dt ¼ 0).37 In this latter case, eq. 3.46a takes the form:

� dcA
dt

¼ Kf kET

kb þ kET
cA ð3:53Þ

with the composite pseudo first-order rate coefficient on the right side also
replacing kET in eq. 3.45c. Thus two alternative chemical interpretations,

K DCr

1þDCr

¼ Kf ð3:54aÞ

K DCr

1þDCr

¼ Kf kET

kb þ kET
ð3:54bÞ

are possible for the empirical rate coefficient, K . We note in passing that eq. 3.49
can also be expressed in terms of [Cr(VI)] instead of [� Cr(VI)] by introducing eq.
3.51.35 The pseudo first-order rate coefficient linking the reaction rate to [Cr(VI)],
termed kobs,

35,36 is then equal to the left side of eqs. 3.54. This approach is useful
because [Cr(VI)] is much less difficult to measure than [� Cr(VI)], but leads to the
same kinetics data.

Values of the empirical rate coefficients, kobs and K , for several organic reduc-
tants are listed in the table below:35

Organic Reductant R-Substituenta kobsð10�3 h�1Þ Kð10�2h�1Þb

Glycolic acid H 4.2 � 0.7 2.0 � 0.3

Lactic acid CH3 6.5 � 0.9 2.6 � 0.3

Mandelic acid C6H5 43 � 7 16 � 3

Tartaric acid CH(OH)COOH 4.8 � 0.7 3.9 � 0.5

Methyl glycolate H 4.8 � 0.7 1.4 � 0.2

Methyl lactate CH3 3.3 � 0.5 1.0 � 0.1

Methyl mandelate C6H5 7.8 � 0.3 2.5 � 0.8

Glyoxylic acid H 6.0 � 0.9 4.1 � 0.6

Oxalic acid OH 2.1 � 0.2 2.4 � 0.2

a Chemical formulas for the three categories of reductant are: R-CH(OH)COOH;

R-CH(OH)COOCH3; and R-COCOOH. Thus, the second group of reductants is

the methyl ester of the first group. The pKa values are < 4 at 25�C 35 for the car-

boxyls in the first and third groups of reductants.
b Calculated as K ¼ (1 þ DCr)kobs/DCr, where DCr is the distribution ratio measured

in the presence of the reductant at pH 4.7. In general, 0.095 < DCr < 0.54,35 the

difference from 0.43 (the value measured in the absence of reductant) being attri-

buted to reductant competition with Cr(VI) for adsorption by TiO2.

The rate coefficient K (fourth column in the table above) shows important
trends with the substituents that distinguish among the reductants in a given
category (column 2 in the table) and with the substituents on either carbon
atom in the ‘‘backbone’’ of the reductant molecule. For example, the value of
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K is increased significantly if the substituent on the �-hydroxy group [R-CH(OH)-]
is a benzene ring (C6H5), but it is decreased by methylation of the carboxyl bound
to the �-hydroxy group (e.g., mandelic acid versus methyl mandelate).
Replacement of the �-hydroxy group by a carbonyl (glycolic acid versus glyoxylic
acid) also decreases K. These trends are associated with differing oxidation path-
ways of the organic reductants,35 which implies that K reflects electron-transfer
rates and, therefore, that eq. 3.54b is the more likely chemical interpretation of
this empirical rate coefficient. The dependence of K for mandelic acid on pH and
on the type of hydroxylated adsorbent adds to this interpretation35. The value of
K decreases with increasing pH and with increasing p.z.n.p.c. of the adsorbent,
suggesting that strong adsorbent Brønsted acidity enhances the rate of the redox
reaction between adsorbed Cr(VI) and a dissolved organic reductant.35 This prop-
erty, in turn, derives from surface OH groups coordinated to a single metal ion in
the adsorbent, with stronger Brønsted acidity favored by a larger bond valence of
the metal ion (section 1.2 and problem 3 in chapter 1). If chromate adsorbs
according to the inner-sphere surface complexation mechanism in eq. 3.34, the
metal cation plays a role similar to that of a proton (section 1.5), but the metal
cation does so more effectively because of its much larger valence. The result of
this interaction is a shift in electron density away from Cr(VI) to the adsorbent
metal cation, which then facilitates electron transfer to Cr(VI) from an organic
reductant. Moreover, as with protonation, coordination of chromate to a metal
cation makes the oxygen ions in the anion easier to replace and thereby facilitates
inner-sphere complex formation with the reductant.33

The reaction in eq. 3.44 and its kinetics model in eqs. 3.45 and 3.47 can also be
applied to a variant of eq. 3.1 in which the Fe(II) reductant is adsorbed while
Cr(VI) remains an aqueous solution species.39 In this case, by analogy with eqs.
3.5 and 3.7, the empirical rate law,

� d

dt
CrðVIÞ½ � ¼ k1 FeOHþ	 �

Cr VIð Þ½ � þ ksurf1 � Fe IIð Þ½ � Cr VIð Þ½ � ð3:55Þ

can be used to describe the kinetics of Cr(VI) reduction in the presence of
dissolved and adsorbed Fe(II), where k1 ¼ 1.4 � 0.3 � 105 dm3 mol�1 s�1

for the homogeneous reaction,7 which cannot be vitiated in an experiment
performed with an aqueous suspension of the adsorbent. [The choice of
FeOHþ as the reactant species is appropriate for Cr(VI) reduction at circum-
neutral pH values, as is evident from examining the contribution of each term to
the right side of eq. 3.7 in this pH range.] If Fe(II) adsorption is rapid and is
described accurately by a distribution ratio, then the second term in eq. 3.55 [a
special case of eq. 3.45a with the identifications A $ Fe(II), B $ Cr(VI)] is
proportional to [Fe(II)] throughout the redox reaction. If pH is constant, the
same is true for the first term. Under these circumstances, eq. 3.55 can be recast
into the convenient form:39

� d

dt
Cr VIð Þ½ � ¼ kobs Fe IIð ÞT Cr VIð Þ½ � ð3:56Þ
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where Fe(II)T is defined analogously to eq. 3.50 and

kobs ¼ k1
FeOHþ	 �
Fe IIð ÞT

þ ksurf1

� Fe½ �
Fe IIð ÞT

ð3:57Þ

is a composite, second-order rate coefficient for Cr(VI) reduction by Fe(II).
Values of kobs measured in suspensions of amorphous SiO2 (i.e.p. ¼ 2.3) con-

taining 60 mmol m�3 Fe(II) and 20 mmol m�3 Cr(VI) initially in 10 mol m�3 KCl
at pH 4.9 are listed in the table below for several solids concentrations:39

cs (kg m�3Þ 1.0 2.0 5.0 10.0

kobs (dm
3 mol�1 s�1) 4.6 9.6 19.8 34.7

ksurf1 (m3 mol�1 s�1) 2.9 � 1.0 7.4 � 1.9 7.9 � 2.0 7.5 � 1.9

The low point of zero charge for SiO2(am) ensures the positive adsorption of Fe2þ

and the negative adsorption of chromate. It is evident that kobs increases in
approximate proportion to the solids concentration, thus indicating the impor-
tance of adsorbed Fe(II) in the reduction reaction. At pH 4.9, its first term (eq.
3.57) has the value 3.4 � 0.3 dm3 mol�1 s�1, according to eq. 3.8a and the value of
k1 given below it. That this term is always smaller than kobs is also evidence
supporting the participation of � Fe(II) as a reductant. Given the observed
distribution coefficient for Fe2þ adsorption on SiO2(am),39 KdFe ¼ 0.42 � 0.11
L kg�1 and eq. 1.6, eq. 3.57 leads to the values of ksurf1 given in the third row of the
table above. The mean of the three clustered values is 7.6 � 2.0 � 103 dm3 mol�1

s�1. This value is smaller than k1 (¼ 1.4 � 0.3 �105 dm3 mol�1 s�1),7 indicating
that adsorption by SiO2(am) is not as effective as formation of the hydrolytic
species FeOHþ is at enhancing the rate of Cr(VI) reduction by Fe(II). On the
other hand, k1

surf � k0 (¼ 0.3 � 0.5 dm3 mol�1 s�1),7 demonstrating the catalytic
effect of adsorption relative to Cr(VI) reduction solely by the aqueous species
Fe2þ. This catalytic effect can be understood in the same way as for hydrolytic
species: formation of surface complexes donates electron density to Fe2þ, thereby
facilitating its electron transfer to Cr(VI).32

Given this mechanistic conclusion, it is reasonable to ask whether the LFER in
eq. 3.12 can also relate k1

surf to the corresponding equilibrium constant for the
reduction half-reaction,

� Fe3þþ e� ¼ � Fe2þ ð3:58Þ
No directly measured value of log KR for this redox couple is available, but
an estimate, log KR ¼ 6.1,40 has been made on the basis of a LFER analysis
of the oxidation of Fe(II) by O2(g). This estimate and the value of
ksurf1 � 7:6� 103 dm3 mol�1 s�1 can be compared with a rather complete LFER
for the second-order rate coefficient characterizing Cr(VI) reduction by Fe(II) in a
variety of complexed forms: 41

log k ¼ 8:129� 0:6021 logKR ðr2 ¼ 0:946Þ ð3:59Þ
which is very nearly the same as eq. 3.12. As can be seen in fig. 3.6, the data for
Cr(VI) reduction by surface-complexed Fe(II) are very compatible with eq. 3.59.
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This strong correlation over 16 orders of magnitude is satisfying evidence for
the electron-density donation interpretation of the role of Fe complexation in the
kinetics of the reaction in eq. 3.1.11 We note in passing that the clustering of data
points around that for FeOHþ suggests intense competition for Cr(VI) will occur
among hydrolyzed, organic, and adsorbed forms of Fe(II) in natural waters.41

These examples of surface redox reactions illustrate several important general
features of their kinetics that can be understood in a unified fashion with reference
to eqs. 3.44, 3.45, and 3.47. In most experimental studies, the chemical termed A
in eq. 3.44 is redox-active both as an adsorptive and as an adsorbate, such that the
rate law for its transformation takes the form:

� d

dt
AT ¼ k1 A½ � B½ � þ ksurf1 � A½ � B½ � ð3:60Þ

where

AT ¼ ½A� þ ½� A� ð3:61Þ
is its total concentration in both chemical forms. If experimental conditions are
such that adsorption is rapid on the time scale of eq. 3.60 and can be described by
a constant distribution ratio (eq. 1.6),

DA ¼ � A½ �
A

¼ xAads

xAsoln

ð3:62Þ

then eq. 3.60 can be expressed in two equivalent forms:

� d

dt
� A½ � ¼ xAsoln k1 þ xAads k

surf
1

 �
� A½ � B½ � ð3:63aÞ

� d

dt
A½ � ¼ xAsoln k1 þ xAads k

surf
1

 �
A½ � B½ � ð3:63bÞ
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Fig. 3.6 Linear free energy
relationship for the rate
coefficient k in the rate law:
�d=dt Cr VIð Þ½ � ¼
k FeLn½ � Cr VIð Þ½ � where
FeLn is a soluble complex
of Fe(II). Plotted on the

ordinate are values of log k

at pH 5, while on the
abscissa are values of log

KR for the reduction half-
reaction: Fe(III)Ln þ e� ¼
Fe(II)Ln (n ¼ 1; 2). The
ligand L is: citrate (cit),

hydroxide (OH),
nitrilotriacetate (nta),
oxalate (ox), salicylate (sal),

surface O (�O), tartrate
(tar), or water (H2O).



Equation 3.63a can be compared to the second-order term in eq. 3.45a, showing
that a mixed homogeneous/heterogeneous redox reaction leads to a rate law that
is similar to that for the heterogeneous reaction alone. Equation 3.63b demon-
strates that the rate coefficient can be measured by monitoring the time depen-
dence of A as the aqueous species, a fact of great practical importance.

In the special case, k1 
 k1
surf, eq. 3.63a reduces to a rate law like eq. 3.52 (K �

k1
surf [B]). This case is expected when the donation of electron density to an

adsorbed reductant or the removal of electron density from an adsorbed oxidant
by a surface site greatly exceeds that which occurs for the reductant or oxidant as
an aqueous solution species. In the example of �Cr(VI) reduction by carboxylic
acids, this case was observed (the aqueous species H�O�CrO3

� versus the sur-
face species �Ti�O�CrO3

�), whereas in the example of Cr(VI) reduction by
�Fe(II), it did not (the hydrolytic species HOFeþ versus the surface species
�SiOFeþ).

Measured values of the composite rate coefficient in eqs. 3.63 can be decom-
posed into homogeneous and heterogeneous parts by subtracting the value of
xAsolnk1 obtained in separate kinetics and adsorption experiments. If the pH
dependence of the composite rate coefficient, of k1, and of the distribution ratio
DA is known, that of k1

surf also can be determined. A relation between k1
surf and

Kf in eq. 3.46a then can be developed under several different conditions. The
simplest is kb 
 Kf , which is characteristic of very strong intermediate complex
formation, in which case

xAadsk
surf
1 ¼ Kf ð3:64aÞ

and no information about the electron-transfer process is per se contained in
k1

surf. Alternatively, the intermediate species may be at steady state, in which
case the left side of eq. 3.45b is zero, and

xAadsk
surf
1 ¼ Kf kET

kb þ kET
ð3:64bÞ

Since cB is maintained constant, both cA and cP will show an exponential time
dependence governed by k1

surf, which in turn depends on all three rate coefficients
in eqs. 3.46. It is under constant cB also that the most general time dependence of
cA is given by the two-term exponential series in eq. 3.47a. The absence of this
general time dependence should be verified by a careful statistical analysis of the
observed behavior of cAðtÞ before invoking an approximate rate law such as that
in eq. 3.60, whose common use begs the question of the applicability of the exact
result in eq. 3.47a.

3.4 Proton-Promoted Mineral Dissolution Reactions

Mineral dissolution reactions are termed surface-controlled if a surface complex is
involved as an intermediate kinetic species. Otherwise, these reactions are con-
sidered to be transport-controlled and are described by rate laws whose parameters
reflect ion diffusion and advection processes, not surface chemistry. Minerals that
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comprise metal carbonates, oxyhydroxides, and silicates typically exhibit surface-
controlled dissolution phenomena.42

A surface-controlled dissolution reaction can occur in the presence of liquid
water alone according to the schematic two-step sequence:43

� SRþHþ , � SRHþ ! P ð3:65aÞ

� SRþH2O , � SRHOH ! P ð3:65bÞ

� SRþOH� , � SROH� ! P ð3:65cÞ
where � SR is a reactive functional group exposed at the surface of a mineral
(e.g., � AlOH or � MgCO3H) and P represents the products of the dissolution
reaction [e.g., Al(III) or Mg(II) species in aqueous solution]. Equations 3.65
illustrate proton-, solvation-, and hydroxide-promoted dissolution, respectively,
in terms of an adsorption step followed by a rearrangement/detachment step at
the mineral surface. The adsorption step occurs on a time scale that is orders of
magnitude smaller than that of the subsequent step, which usually encompasses
days to months.44

A rate law for d[P]/dt evidently can be formulated in terms of the concentra-
tions of the surface complexes that appear as intermediate species in eqs. 3.65,
under the assumption of additivity for the three parallel reactions.3 In many
studies of mineral dissolution, however, the overall rate law for conditions far
from equilibrium is expressed in terms of the concentrations or activities of the
three adsorptives in eqs. 3.65, with the concentration of H2O merely subsumed
into a pseudo zero-order rate coefficient:

d P½ �
dt

¼ kH Hþ	 �nHþKH2O þ kOH OH�½ �nOH ð3:66Þ

where nH and nOH are partial reaction orders whose observed values often lie in
the interval (0,1).44 Fractional reaction orders for the adsorptives can be
expected—even if the rate law is first-order with respect to the concentration of
the intermediate adsorbed species—on the basis of rapid equilibration of the first
step in eqs. 3.65 and a nonlinear adsorption isotherm (such as that in eq. 1.13)
relating the concentration of the adsorbate species to that of the corresponding
adsorptive. If the mineral surface is heterogeneous with respect to the affinity of
the surface group � SR for adsorptive Hþ or OH�, then a power-law adsorption
isotherm (van Bemmelen-Freundlich model45) is known to result, leading natu-
rally to power-law terms in eq. 3.66. We note in passing that a dissolution rate law
based on Eqs. 3.65a or 3.65c will be greater than first-order in the concentration
of the intermediate adsorbed species if there are multiple adsorption-desorption
steps before the final rearrangement/detachment step.46

Mineral dissolution experiments typically involve measurements of the evol-
ving aqueous solution concentration of one or more of the cationic constituents
found in a mineral in order to quantify the left side of eq. 3.66.44 Given the
absence of [P] on the right side of the equation, a constant value of its left side
should be observed at a given pH, with either [P] or the equivalent extent of
reaction parameter, � (section 3.1) showing linear dependence on the elapsed
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time of reaction.3 For example, a 1.3 g sample of the olivine, forsterite (Mg2SiO4),
dissolves in water congruently at 25�C to release Mg and Si at the constant rate,47

d�/dt ¼ 5.7 � 0.8 � 10�11 mol s�1 at pH 5, where d�/dt is either the rate of Si
release or one-half the rate of Mg release ([Mg]/[Si] ¼ 1.8 � 0.2 experimentally47).
A time scale for this proton-promoted dissolution reaction can be calculated with
the expression:48

�dis � Mr d �=mð Þ=dt½ ��1 ð3:67Þ
where Mr is the relative molecular mass of a dissolving mineral whose initial mass
(in grams) is m. In the present example, Mr ¼ 140:7 Da, yielding �dis � 4 years for
an initial 1 g (or 7.1 mmol) of forsterite to dissolve. Dissolution time scales
ranging from decades to millennia are typical for minerals in soils and sedi-
ments.48

It is almost universally assumed that the dissolution rate of a mineral is
proportional to its specific surface area, with the resulting practice of reporting
the rate in units of mol m�2 s�1 [division of dð�=mÞ=dt by the specific surface
area as or of dð�=VÞ=dt by ascs, where cs is the solids concentration of the
dissolving mineral].44 This convention raises the important issue of whether
measurements of as (by gas adsorption or microscopy methods)49 prior to a
dissolution experiment are sufficient.50 Recent experimental studies of the depen-
dence of dð�=mÞ=dt on as suggest that the relationship between the two variables
is proportionality, irrespective of whether specific surface area is measured
before or after a dissolution reaction. It is important to bear in mind, however,
that, like reaction order, the dependence of a dissolution rate on specific surface
area is an empirical issue, not a theoretical one. It may be noted in passing that,
if dð�=mÞ=dt is modeled with a rate law which is first-order in the adsorbed
intermediate species concentration (eqs. 3.65a,c),51 then the area-normalized
rate, dð�=ascsVÞ=dt will be proportional to the surface excess of the intermediate
species. With the latter expressed in units of mol m�2, as is often done,48

normalization by as is quite redundant, since it appears in the denominator of
both the area-normalized rate and the area-normalized surface excess to which
the rate is assumed proportional.

Figure 3.7 shows the pH dependence of the mass-normalized rate of dissolution
[dð�=mÞ=dt] of the clay mineral, kaolinite [Si4Al4O10(OH)8], at 25

�C.52 Zero-order
kinetics were observed after 25 days of reaction, with a congruent release of Si and
Al, except in the range of pH between 5 and 9, within which secondary gibbsite
[	-Al(OH)3] precipitation was likely.52 The reaction rate in fig. 3.7 has been
normalized by the initial sample mass (80 mg) on the assumption that the release
of Si and Al by the mineral will scale with its mass. The data in the log-log plot
can be fit to the rate law in eq. 3.66 to yield the expression:

d �=mð Þ
dt

¼ 10�8:28 Hþ� �0:55þ10�10:45 þ 10�6:80 OH�ð Þ0:75 ð3:68Þ

where ( ) is thermodynamic activity for an aqueous species and the reaction rate is
in units of mol kg�1 s�1. The fractional reaction orders, nH ¼ 0.55 and nOH ¼
0.75, lie within the typical interval (0, 1) observed for layer silicate minerals.53 A
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dissolution rate described by eq. 3.66 has a minimum value at pHm ¼ (nH þ
nOH)

�1 log (nHkH=nOHkOHKw). In the present example, with Kw ¼ 10�14,
pHm ¼ 9:5 is predicted by eq. 3.68, in good agreement with the observed value,
pHm ¼ 9:7.52 Note that this latter pH value can be used to reduce the number of
adjustable parameters in eq. 3.66 to four while introducing the useful constraint,
nHkH < nOHkOH, given the typical range of values for nH, nOH. The dissolution
time scale at pH 5 that follows from eq. 3.68 is approximately 1,370 years for an
initial 1 g (1.9 mmol, Mr ¼ 516.3 Da). On the basis of an equal initial number of
moles, this time scale is three orders of magnitude larger than that found for
olivine, illustrating the much more refractory nature of kaolinite.54

The temperature dependence of mineral dissolution rates has been investigated
often in connection with climatic effects on weathering and biogeochemical
cycling.55 In a typical application, the dissolution rate normalized by specific
surface area [dð�=asmÞ=dt or dð½P�=ascsÞ=dt] is modeled with the Arrhenius equa-
tion (eq. 3.13) to extract values of the pre-exponential factor and the apparent
activation energy. Values of this latter parameter usually fall in the range 20 to 90
kJ mol�1, irrespective of mineral structure and composition, or of pH. As a
typical example,56 the proton-promoted dissolution rate of quartz (�-SiO2) is
described over the temperature range 25 to 300�C (fig. 3.8) by the Arrhenius
equation:

dð½Si�=ascsÞ=dt ¼ 24 exp½�ð87:7� 4:7� 103=RTÞ� ð3:69Þ
where the prefactor is in units of mol m�2 s�1, the exponential numerical factor is
in units of J mol�1, and as is a specific surface area measured by gas adsorption
techniques. In some studies, the temperature dependence of one or more terms on
the right side of the rate law in eq. 3.66 is measured to obtain estimates of A and
Ea in eq. 3.13. For example, the temperature dependence of the low-pH dissolu-
tion rate of forsterite47 can be described by the multiple-regression equation:

kH Hþ� �nH¼ 0:124� 0:040ð Þ exp � 42:6� 0:8� 103=RT
� �	 �

Hþ� �0:5 ð3:70Þ
where the prefactor on the right side is now in units of mol g�1 s�1 and the
exponential numerical factor is in units of J mol�1. The reaction order in this
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Fig. 3.7 Log-log plot of the rate
of kaolinite dissolution (as ¼
8.16 m2 g�1, cs ¼ 2 kg m�3)
versus proton concentration in 1
mol dm�3 NaCl solution: (*)

rate based on Al release, (	) rate
based on Si release.52



example is independent of temperature over the range 25 to 45�C (1.7 < pH <
4.0).47 In other studies, the reaction order is found to depend on temperature and,
therefore, the apparent activation energy varies with pH,57 evidently reflecting a
temperature dependence of the proton adsorption process.58

Scrutiny of the database on the pre-exponential factor, A, and the apparent
activation energy, Ea, has led to the discovery of a strong correlation between the
two parameters, such that A increases when Ea increases. This kind of positive
correlation is termed a compensation effect and the correlation equation linking A
with Ea is termed a compensation law.59 In general terms, compensation laws can
arise if the energetics of a rate-limiting process (Ea) are coupled to configurational
changes of its participating reactant species in such a way that a large ‘‘energy
barrier’’ for the reactants to overcome is compensated by a correspondingly large
configurational change in the reactants which facilitates the process.59 These
configurational changes are manifest in the rate coefficient through the pre-
exponential factor, A. The mathematical expression of this compensation effect
usually takes the form:

lnA ¼ aþ bEa ð3:71Þ

where a and b > 0 are adjustable parameters. Equation 3.71 has been applied
successfully to a variety of data on the temperature dependence of proton-
promoted mineral dissolution rate coefficients normalized by specific surface
area.59
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Fig. 3.8 Arrhenius plot of
quartz dissolution data
taken under varying pH

and background electrolyte
conditions. (Tester et al.56)
The straight line through

the data points represents
eq. (3.69).



Equations 3.13 and 3.71 provide constraints on the values of the Arrhenius
parameters, A and Ea. If the compensation law parameters, a and b are known,
for example, then the Arrhenius parameters can be calculated with a single
measured rate coefficient for a chosen temperature:

ln A ¼ ln k Tð Þ þ ln k Tð Þ=a½ �
bRT � 1

ð3:72aÞ

Ea ¼ RT
ln k Tð Þ=a½ �
bRT � 1

ð3:72bÞ

as follows from solving eqs. 3.13 and 3.71 simultaneously for the two Arrhenius
parameters. Equations 3.72 represent a powerful ramification of the compensa-
tion effect. Another important result of the compensation law is the existence of
an isokinetic temperature, T iso, at which all rate coefficients whose Arrhenius
parameters are related through eq. 3.71 have the same value, kiso:

Tiso � 1=bR kðTisoÞ � kiso ¼ expðaÞ ð3:73Þ
which follows after introducing the compensation law into the Arrhenius equation
and setting T ¼ 1=bR.59 Note that the compensation law parameters, a and b, can
be determined, according to eq. 3.73, simply by plotting several sets of rate
coefficient data as a function of temperature (say, in Arrhenius plots like that
in fig. 3.8) and extracting the values of kiso and Tiso at their observed common
point of intersection.

As a numerical example of an application of the compensation law, proton-
promoted dissolution rates for andalusite (Al2SiO5), forsterite, kaolinite, and
quartz60 yield the regression equation:

lnA ¼ �19:146þ 0:387Ea ðr2 ¼ 0:887Þ ð3:74Þ
with A in units of mol kg�1 s�1 (mass-normalized dissolution rate) and Ea in units
of kJ mol�1. For the typical range of Ea values (20 to 90 k J mol�1),48 eq. 3.74
predicts A values in the broad range 10�5 to 107 mol kg�1 s�1. The isokinetic
temperature is about 310 K (37�C), with kiso � 5� 10�9 mol kg�1 s�1. The order-
of magnitude quality of this prediction can be appreciated by noting that, at 37�C,
quartz and forsterite have dissolution rates equal approximately to 10�10 and
10�8 mol kg�1 s�1, respectively.61

3.5 Ligand-Promoted Mineral Dissolution Reactions

Ligand-promoted mineral dissolution reactions are surface-controlled processes in
which a ligand adsorptive forms a surface complex with a reactive constituent of a
mineral as an intermediate species in a pathway ultimately leading to detachment
of the constituent into aqueous solution.43 Similarly, metal-promoted dissolution
reactions involve surface complex formation between an adsorptive metal cation
and a detachable mineral constituent,62 whereas complex-promoted dissolution
reactions have ternary mineral constituent-metal-ligand surface complexes as
intermediate species prior to the detachment of the mineral constituent into aqu-
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eous solution.63 Examples of these three processes include gibbsite dissolution
promoted by sulfate ligands;64 quartz dissolution promoted by alkali metal
cations;62 and goethite dissolution promoted by transition metal-EDTA (ethyl-
enedinitrilotetraacetate) complexes.63 In each type of dissolution reaction,
prior formation of a surface complex is critical to the destabilization of a
mineral structure unit that constrains the detachable constituent (i.e., Al3þ,
Si4þ, and Fe3þ in the three examples cited).65

Ligand-promoted dissolution reactions have been studied extensively because
of their evident connection to mineral weathering processes in biologically active
zones below the land surface.66 The consensus of these studies is that organic
ligands can enhance the rate of mineral dissolution relative to the proton-
promoted rate, although a strong pH modulation of this enhancement still exists
and has the same character as the data trend in fig. 3.7.67 A useful illustrative
example is provided by oxalate-promoted dissolution rates far from equilibrium
(H2C2O4, pKa1 ¼ 1:25, pKa2 ¼ 4:27). The table below lists mass-normalized
steady-state rates at pH 5 in the presence of 1 mol m�3 oxalate (total concentra-
tion) at laboratory temperature.68

Mineral dð�=mÞ=dt
(mol kg�1 s�1)

Alumina 4.3 � 10�7

Andesine plagioclase 2.2 � 10�8

Bytownite (plagioclase) 5.8 � 10�8

Goethite 4.1 � 10�8

Hematite 1.1 � 10�7

Kaolinite 1.0 � 10�8

Goethitea 1.5 � 10�6

Manganitea 5.1 � 10�3

Pyrolusitea 3.6 � 10�5

aReductive dissolution by oxalate at pH 5.

Oxalate is a ubiquitous organic ligand in terrestrial weathering zones, particu-
larly those under humid climate and forest canopy. Its concentration in pore
waters ranges up to 1 mol m�3 in bulk soil, but larger concentrations can occur
in localized zones with high microbial populations.69 Notable in the table of
oxalate-promoted dissolution rates above is the clustering of the first half-dozen
values around 10�7 mol kg�1 s�1, irrespective of mineral composition and struc-
ture, suggesting that the key steps in the mechanism of ligand-promoted dissolu-
tion are more sensitive to the local coordination environment of the detachable
metal center (Al3þ or Fe3þ) than to the structure of the unit cell in which it resides.
Another general trend is the marked decrease in dissolution time scale relative to
that for proton-promoted kinetics at the same pH value. In the case of goethite,
for example, the proton-promoted dissolution time scale is about 240 years for an
initial 1 g (or 11.3 mmol, Mr ¼ 88.9 Da) to dissolve at pH 5 ½dð�=mÞ=dt ¼ 1:5�
10�9 mol kg�1 s1],70 whereas �dis � 9 years for oxalate-promoted dissolution
under the same initial condition, according to the table above. Similarly, the
time scale for the proton-promoted dissolution of 1.9 mmol kaolinite at pH 5,
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calculated in section 3.4 as 1,370 years, may be compared to �dis � 6 years for the
oxalate-promoted dissolution rate under the same initial conditions. These large
enhancements of the dissolution rate at pH 5 illustrate the typical effectiveness of
millimolar concentrations of bidentate carboxylate ligands over protons in the
destabilization of surface structures in metal oxide and aluminosilicate minerals.

Figure 3.9 is a schematic cartoon of the proton-promoted (1) and ligand-
promoted (2) pathways of mineral dissolution, as exemplified by gibbsite
[	-Al(OH)3] and fluoride ligands at pH 4. The inner-sphere surface complex
between F� and Al3þ on a gibbsite edge surface is facilitated by the protonation
of OH� groups there which, according to Pauling Rule 2 (Section 1.2), should be
bound to a pair of Al3þ, each contributing a bond valence of about 0.5, but are
instead bound only to one peripheral Al3þ. Protonation thus produces a Lewis acid
site �Al�OH2

þ that is very reactive, the water molecule being easily replaced by
F� to form the surface complex.

The effect of coordination of F� to Al3þ is to donate electron density to the
metal cation, thereby making its bonds to OH� in the mineral structure more
labile.71 This effect can be appreciated by comparing the values of kwex for
Al(H2O)6

3þ and AlF(H2O)5
2þ in dilute aqueous solutions:72

AlðH2OÞ3þ6 : kwex ¼ 1:3� 2:0 s�1 AlFðH2OÞ2þ5 : kwex ¼ 1:1� 0:2� 102 s�1

These data show that inner-sphere complex formation between Al3þ and F�

increases the rate of water exchange by two orders of magnitude. Similarly,
inner-sphere surface complex formation between the metal and ligand should
enhance the lability of the remaining Al–O bonds and, therefore, increase the
likelihood of their breaking, with replacement of structural OH by water mole-
cules and release of the AlF2þ complex into aqueous solution.73 This tendency to
lability in Al–O bonds should increase with the Lewis basicity of the ligand
coordinating to Al3þ, since high basicity means high ability to donate electron
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of gibbsite dissolution.42



density in bond formation. Lewis basicity, in turn, can be quantified conveniently
by log K for the protonation of a ligand, with high values of log K associated with
high Lewis basicity. Thus a LFER is expected between the common logarithm of
kwex for AlL(H2O)n

3�‘ and log K for the equilibrium protonation of the co-
ordinating ligand, L�‘. This kind of correlation is exemplified in the table
below:71–75

Ligand ð‘; nÞ kwex ðs�1Þ log �KKa
G logKb

H2O (0, 6) 1.3 � 0.6 0 0

Oxalate (2, 4) 1.09 � 0.13 � 102 2.7 5.97

Fluoride (1, 5) 1.11 � 0.14 � 102 3.17 7.11

Methylmalonate (2, 4) 6.60 � 0.20 � 102 4.39 5.65

Sulfosalicylate (2, 4) 3.00 � 0.08 � 103 7.69 11.71

Salicylate (2, 4) 4.90 � 0.07 � 103 8.34 12.77

Hydroxide (1, 5) 3.10 � 0.25 � 104 14.0 8.48

a log �KKG � Q‘
i¼1 Ki

h i1
‘

is the geometric mean value of the ‘ equilibrium

constants for protonation of the ligand, where ‘ > 1.
b K is the stability constant for a 1:1 Al-ligand complex (I ¼ 0.6 m).

The LFER implicit in this set of data can be epitomized by the linear regression
equation:

log kwex ¼ 1:007þ 0:2883 log �KKG r2 ¼ 0:869
� � ð3:75Þ

where �KKG is the geometric mean value of the protonation constants for a multi-
protic ligand, serving as an aggregated measure of its overall basicity. It is note-
worthy that log �KKG spans the entire range of pH in this linear regression equation,
which predicts log kwex to within about 0.4 log units. In section 1.5, the strong
positive correlation between log KG and the affinity of an adsorptive ligand for a
metal oxide surface was mentioned. Equation 3.75 adds to this concept the further
insight that strong ligand adsorption tends to destabilize the metal-oxygen bonds
that restrain the metal-ligand surface complex from detachment into aqueous
solution. Completing the circle of this argument, one can hypothesize that the
stability constant for a metal-ligand complex in aqueous solution should correlate
with kwex for the complex in the same manner as does log �KKG in eq. 3.75.75 Indeed,
the LFER that emerges from the data in the second and fourth columns of the
table above is:

log kwex ¼ 0:5826þ 0:2826 logK ðr2 ¼ 0:702Þ ð3:76Þ
with the same slope as in eq. 3.75, illustrating a close connection between ligand
protonation and ligand-metal complexation.73

If strong ligand adsorption enhances mineral dissolution, then strong metal
cation adsorption may inhibit mineral dissolution. As pointed out in section 1.2,
inner-sphere surface complexation of a metal cation by a mineral adsorbent is
qualitatively akin to a crystal growth process, particularly if the metal adsorptive
is a constituent of the dissolving mineral. Moreover, if the metal adsorbate is
chelated by a pair of adjacent sites on a mineral surface (fig. 1.10), inhibition of
dissolution should be facile. Metal-inhibited dissolution can be pictured as a result
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of sufficient electron density being donated to the metal cation adsorbate by a
surface site to preclude the site from adsorbing a proton, a reaction that would
destabilize its bonding to metal centers in the mineral structure. In this sense,
metal inhibition of proton-promoted dissolution is the result of simply ‘‘blocking’’
pronatable sites on a mineral surface with a more recalcitrant cation.76 These
concepts of ligand promotion and metal inhibition of mineral dissolution reac-
tions can be captured by considering the inner-sphere surface complexation reac-
tions exemplified in eqs. 3.16 and 3.34 as parallel pathways to adsorption, but
with the two adsorption reactions followed by a metal-center detachment step:77

� SOHþMmþ !ads � SOM m�1ð Þþ þHþ !detP00 ð3:77aÞ

� SOHþHþ ,ads � SOHþ
2 !detP ð3:77bÞ

� SOHþ
2 þL‘� !ads � SL 1�‘ð Þ þH2O!detP0 ð3:77cÞ

where all symbols are used in consonance with eqs. 3.16, 3.34, and 3.65 (R ¼ OH
in eq. 3.65a), the primes denoting the possibility of a dissolution product that can
differ from the one induced by the proton-promoted pathway in eq. 3.77b. The
corresponding rate laws for dissolution far from equilibrium can be expressed in
terms of the concentrations of either the surface species (e.g., �SOH2

þ) or the
aqueous solution adsorptives (e.g., Hþ) under the assumption that the adsorption
steps in eqs. 3.77 occur on a time scale much smaller than that for the detachment
steps.77

Metal cation inhibition of proton-promoted dissolution can be modeled kine-
tically by assuming that eqs. 3.77a and 3.77b contribute to the overall rate law:

d P½ �
dt

þ d P00	 �
dt

¼ � Hþ	 �
; Mmþ	 �

; env
� � ð3:78Þ

where � ( ) is a positive-valued function of its arguments and ‘‘env’’ refers to all
variables other than the concentrations of the two adsorptive cations (see eq. 3.3).
If Mmþ inhibits proton-promoted dissolution, the detachment step in eq. 3.77a
must occur on a time scale that is much larger than that for the detachment step in
eq. 3.77b and, therefore, the second term on the left side of eq. 3.78 can be
neglected. The right side of eq. 3.78 then must depend on the concentrations of
the two adsorptives through those of the reactants on the left side of eq. 3.77b,
given that the adsorption step equilibrates rapidly. The concentration of the
reactant �SOH indeed does depend on both [Hþ] and [Mmþ] because of the
mass balance condition:

SOHT ¼ ½� SOH� þ ½� SOHþ
2 � þ ½� SOMðm�1Þþ� ð3:79Þ

The explicit dependence on [Hþ] and [Mmþ] is determined by the order of the rate
law with respect to [�SOH] and by the relations between the two adsorbate
concentrations on the right side of eq. 3.79 and their corresponding adsorptive
concentrations (i.e., their adsorption isotherms). Figure 3.10 shows an application
of eq. 3.78 to proton-promoted dissolution data for three aluminosilicates, with
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Fig. 3.10 Log-log plots of the dissolution rate versus Al concentration (m) for three
aluminosilicate minerals.78 The curve through the data points represents eq. 3.80.



Al3þ as the inhibiting metal cation.78 The functional form of �ð½Hþ�; ½Mmþ], env)
selected was:

� Hþ	 �
;AlTS

� � ¼ k 1� F K AlTS
1þ K AlTS

� �
Hþ� � ð3:80Þ

where AlTS is the total soluble Al concentration and with (OH�) substituted for
(Hþ) if pH > 7. Equation 3.80 may be considered as a generalization of eq. 3.66
to permit kH (or kOH) to depend on the total molal concentration of the inhibiting
metal cation, AlTS. [In this context, nH ¼ 1 (or nOH ¼ 1) in eq. 3.66.] Equation
3.80 features a Langmuir adsorption isotherm for [�SOAl2þ] (eq. 1.13), with
‘‘affinity parameter’’ K and ‘‘capacity parameter’’ F (evidently equal to the
ratio of the maximum value of [�SOAl2þ] to SOHT � [�SOH2

þ]), and an
area-normalized, pseudo first-order rate coefficient k. Because the area-normal-
ized dissolution data were obtained at fixed pH values, a pH dependence of F and
K is not manifest. The dotted curves through the rather scattered data points
represent eq. 3.80 with the parameter values (F � 1):78

Mineral pH k (mol m�2 s�1) K (kg mol�1)

Albite 9a 9.5 � 10�6 1.7 � 105

Kaolinite 2 1.52 � 10�6 4 � 105

K-feldspar 9a 1.8 � 10�6 3.2 � 104

a (OH�) appears in the rate law at pH 9 (eq. 3.80).

Equations (3.77a) and (3.77b) not only describe the enhancement or inhibition
of mineral dissolution resulting from the donation of electron density to or from a
surface site by an adsorbate species, but also can describe these two effects on
mineral dissolution when they involve complete electron transfer to or from a
surface site by an adsorbate species. (The distinction here is between Lewis acid-
base reactions and oxidation-reduction reactions.) These latter processes are
termed reductive or oxidative dissolution reactions.79 They differ from surface
redox reactions (section 3.3) because the adsorbent participates directly in the
electron transfer process and is transformed into a different chemical species
because of this participation. Like surface redox reactions, reductive or oxidative
dissolution reactions are common in soils, sediments, and aquatic systems and
offer major pathways for the biogeochemical cycling of both nutrient and toxicant
chemical species.80

Examples of reductive dissolution reactions include those of oxalate (and many
other natural and synthetic organic ligands) with Fe(III), Mn(IV), and Mn(III)
oxides or oxyhydroxides, some rate coefficients for which are listed near the
bottom of the tabulation of oxalate-promoted dissolution kinetics given
above;68,79,80 those of Fe(II) and Co(II) with Mn(IV, III) oxides;81 those of
NH4

þ with Mn(IV) oxides;82 and those of pollutant elements, such as Cr(III),
As(III), or Se(IV), with Fe(III) and Mn(IV) oxides.83 Examples of oxidative
dissolution reactions include those of NO3

�, NO2
�, HCrO4

�, and HSeO4
�

with elemental iron and green rust [‘‘fougérite,’’ Fe(III)x Fe(II)1�x (OH)2
(Lx � nH2OÞ1=‘ where L‘�= Cl�, CO2�

3 , or SO2�
4 and x ¼ 1=4 or 1/384];85 and
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those of Fe(III), Cu(II), V(V), and Cr(VI) with Fe(II)-bearing micas, ilmenite,
goethite, and magnetite (Section 1.2, Metal Oxides inset).86 Thus, a broad variety
of important oxidant and reductant species adsorb on and destabilize solid-phase
adsorbents containing Fe or Mn metal centers.

This kind of dissolution reaction can be exemplified by the reductive dissolu-
tion of hydrated Na-birnessite (‘‘Na-buserite’’) by Cr(III).87 This form of birnes-
site (Section 1.2, Metal Oxides inset) has a layer spacing of 1.0 nm, with both
Mn(III) and Mn(IV) in the octahedral sheet. The principal interlayer cation is
(solvated) Naþ, the unit cell formula being Na0.3Mn(III, IV)O2 � 0.9H2O, although
interlayer Mn2þ and OH also exist in the mineral.88 The overall redox reaction
between Mn(IV) and Cr(III) can be expressed schematically as it was in eq. 3.1:

CrðIIIÞþ � MnðIVÞ ! CrðIVÞ þ ðIIIÞ ð3:81Þ
where the Mn reactant is an exposed metal center at the periphery of the mineral
and a one-electron process is assumed to be rate-limiting in the three-electron
transfer which ultimately produces Cr(VI) with a 3:1 stoichiometric ratio between
Mn and Cr.89

A rate law for the redox reaction in eq. 3.81 can be formulated analogously to
that in eq. 3.3:

� d Cr IIIð Þ½ �
dt

¼ � Cr IIIð Þ½ �; � Mn IVð Þ½ �; envð Þ ¼ d Cr VIð Þ½ �
dt

ð3:82Þ

where �( ) is a positive-valued function of its arguments. At pH 4, with a fixed
[�Mn(IV)], measurements87 of the loss of Cr(III) and the production of Cr(VI)
show that both sides of eq. 3.82 are equal and proportional to [�Mn(IV)] if
[�Mn(IV)] < 10 mol m�3, although the left side of eq. 3.82 is strictly proportional
to [�Mn(IV)] up to 60 mol m�3. Moreover, the loss of Cr(III) follows first-order
kinetics as in eq. 3.4a for the analogous case of Cr(VI) loss.87 Therefore, the rate
law for eq. 3.81 can be expressed:

� d Cr IIIð Þ½ �
dt

¼ k Cr IIIð Þ½ � � Mn IVð Þ½ � ¼ d Cr VIð Þ½ �
dt

ð3:83Þ

where k is a second-order rate coefficient. Figure 3.11 shows an application of eq.
3.83 with k ¼ 0.6 dm3 mol�1 s�1 based on curve-fitting.87 It is noteworthy that, as
indicated by the rate law, there is no lag in the production of Cr(VI), substantiat-
ing the hypothesis that electron-transfer steps subsequent to that in eq. 3.81 are
rapid. There is, however, a difference between the total concentration loss of
Cr(III) and the total concentration gain of Cr(VI) that increases with the initial
concentration of �Mn(IV), as shown by the open squares plotted in fig. 3.11. This
discrepancy is likely caused by adsorbed Cr intermediates that figure in the steps
following the initial one-electron transfer.89

In eq. 3.81, Cr(III) is the reductant, playing a role analogous to that of Fe(II) in
eq. 3.1. It is therefore reasonable to consider eq. 3.83 in the pseudo first-order
form,

� d Cr IIIð Þ½ �
dt

¼ K Cr IIIð Þ½ �; pHð Þ � Mn IVð Þ½ � ð3:84Þ
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where, by analogy with eq. 3.7,

Kð½CrðIIIÞ; pHÞ ¼k0½Cr3þ�þk1½CrOH2þ�þk2½CrðOHÞþ2 � ð3:85Þ
provides a model for the pH dependence of the rate coefficient k in eq. 3.83. The
half-reactions analogous to those in eqs. 3.6 are:87

Cr4þ þ e� ¼ Cr3þ logKR ¼ 35:5 ð3:86aÞ
CrOH3þ þ e� ¼ CrOH2þ logKR ¼ 31:8 ð3:86bÞ

CrðOHÞ2þ2 þ e� ¼ CrðOHÞþ2 logKR ¼ 25:5 ð3:86cÞ
And the corresponding hydrolysis reactions are:

Cr3þ þH2O ¼ CrOH2þ þHþ log� K1 ¼ �4:0 ð3:87aÞ
Cr3þ þ 2H2O ¼ CrðOHÞþ2 þ 2Hþ log� �2 ¼ �10:7 ð3:87bÞ

Figure 3.12 shows the fit of eq. 3.85 to the observed pH dependence of k (eq. 3.83)
based on the parameter values:87

k0 ¼ 0:19 dm3 mol�1s�1; k1 ¼ 0:775 dm3 mol�1 s�1; k2 ¼ 1:95 dm3 mol�1s�1

In this example, as the closeness of the log KR values in eqs. 3.86 also suggest, the
second-order rate coefficients in eq. 3.85 do not vary over as broad a range as did
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Fig. 3.11 Time dependence of the concentration of Cr(III) (	), Cr(VI) (*), and adsorbed Cr

(&) during the reaction in eq. 3.81 at pH 4, with an initial Cr(III) concentration of 0.5 mol
m�3 and the initial solids concentration of �Mn(IV) varied: (a) 0.75 mol m�3, (b) 2.9 mol
m�3, (c) 7.4 mol m�3, and (d) 15 mol m�3. Note the increase in adsorbed Cr with increasing
solids concentration. The curves through the soluble Cr concentration data represent eq.

3.83, while the adsorbed Cr data represent the difference between CrT and the sum of
soluble Cr concentrations (after Manceau et al.87).



those for the Fe(III)/Fe(II) couples in eq. 3.7. The LFER analogous to that in eq.
3.12 reflects this behavior in its small slope parameter:

log ki ¼ 2:832� 0:09787 logKRi ði ¼ 0; 1; 2; r2 ¼ 0:953Þ ð3:88Þ
Thus, donation of electron density to Cr3þ through its complexation by OH�

has less impact on Cr3þ electron transfer to Mn(IV) than it did on Fe2þ electron
transfer to Cr(VI).
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important class of naturally occurring silicate mineral.

Research Matters

1. The reaction sequences in eqs. 3.17, 3.39, 3.44, 3.65, and 3.77 are similar in
structure, with the last four being special cases, for the most part, of the first
one. The rate laws corresponding to these sequences can be solved exactly (as
ordinary differential equations) after linearization by either (i) assuming constant
values of the concentrations of one reactant and one product in eq. 3.17 or (ii)
assuming small deviations from the equilibrium values of the concentrations of
the five species in eq. 3.17, then neglecting all terms that are bilinear in the
concentration deviations. The first approach is described in section 3.3, whereas
the second approach appears in section 3.2.
(a) Consider again the coupled, linear rate laws in eqs. 3.21 and add to them a

linearized rate law for the intermediate species C in eq. 3.17 to produce three
coupled rate laws with three dependent variables. Under what conditions are
eqs. 3.47 the exact solutions of these three rate laws? Make a table of corre-
spondence for the concentration variables and constant parameters in eqs.
3.21 and 3.47 to confirm your conclusions.

(b) What is the relationship among eqs. 3.24a,b; 3.25a,b; and 3.48?
(c) Answer the same questions posed in (a) and (b) for the kinetics analysis of the

reaction sequence in eq. 3.34.
(d) Show that eqs. 3.47a,c are, in fact, formally exact solutions of eqs. 3.23, 3.36,

and 3.40 by substituting eqs. 3.47a,c into the three sets of coupled differential
equations to develop a new set of correspondences for the parameters Kf ,
kET, k, and k0. (N.B. Equation 3.47a will require your adding a constant term
on its right side to reflect the nonzero value of the second-order rate coeffi-
cient, kb0 in eqs. 3.17 and 3.39.)

2. B. Wehrli, S. Ibric, and W. Stumm [Colloids Surf. 51:77 (1990)] have determined a
rate law for VO2þ adsorption on �-Al2O3 (p.z.n.p.c. ¼ 8.7) in aqueous suspension
[2.1 mol �AlOH m�3, 0.1 mol VO2þ m�3 initial concentrations]. Their data were
interpreted in the context of eq. 3.32 (M2þ¼VO2þ) under the assumption of
negligible desorption.
(a) Establish a relationship between the second-order rate coefficient k2KOS in

eq. 3.32 and [Hþ] based on the data presented in fig. 3(a) of the article by
Wehrli et al. Use this relationship and the line of reasoning in eqs. 3.7 and 3.8
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to develop a new second-order rate law that features [VOOHþ] instead of
[VO2þ]. N.B. The hydrolysis reaction analogous to eq. 3.8a for vanadyl ion
is: VO2þ þH2O ¼ VOOHþ þHþ log�K1 ¼ �5:67:

(b) Calculate the pH-independent, second-order rate coefficient that is analogous
to k1 in eq. 3.7 (and equivalent to k2KOS in eq. 3.32 if M2þ $ VOOHþ).
Compare your result with the value of k2KOS predicted by eq. 3.33 using kwex
¼ 3 � 104 s�1 for VOOHþ. Given that kwex ¼ 300 s�1 for VO2þ, explain why
the rate law for vanadyl adsorption does not feature [VO2þ] with a pH-
independent rate coefficient analogous to k0 in eq. 3.37.

(c) Estimate the fraction of the total vanadyl ion concentration that is in the
form of VOOHþ over the pH range of the adsorption kinetics data in fig. 2(a)
of the article by Wehrli et al. How can the very small values of this fraction be
reconciled with the explicit appearance of [VOOHþ] in the rate law for
vanadyl adsorption (eq. 4 in the article)?

3. S. H. R. Davies and J. J. Morgan [J. Colloid Interface Sci. 129:63 (1989),
Geochim. Cosmochim. Acta 62:361 (1998)] have studied the kinetics of Mn(II)
oxidation by O2 gas in aqueous solution and in the presence of the iron oxides,
goethite (�-FeOOH, p.z.n.p.c. ¼ 7.6) and lepidocrocite (	-FeOOH, p.z.n.p.c. ¼
7.1 � 0.1). Equation 3.60 provides a rate law that can be adapted to describe their
data.
(a) The data in table IV of the 1989 article can be used to calculate the rate

coefficient k1 (eq. 3.60) given KH ¼ 1:26� 10�3 mol dm�3 atm�1 for O2(g).
Determine the pH dependence of this rate coefficient in the form, k1 ¼ K1

[OH�]n, taking advantage of insight provided by fig. 4 in P. J. von Langen,
K. S. Johnson, K. H. Coale, and V. A. Elrod, Geochim. Cosmochim. Acta
61:4945 (1997). Use linear regression analysis to establish confidence intervals
for the parameters, K1 and n.

(b) Calculate DMn (eq. 1.6) for goethite and lepidocrocite using the adsorption-
edge data in fig. 2 of the 1989 article. Then calculate xMnads.

(c) Measured values of the composite second-order rate coefficient in eq. 3.63b
can be reconstructed from the data in table V of the 1989 article after division
of the pseudo first-order rate coefficient (third column) by the corresponding
concentration of O2(aq), followed by addition of the value of k1 as deter-
mined in (a) for the appropriate pH value. Tabulate the composite second-
order rate coefficient for each iron oxide, then use the results obtained in (a)
and (b) to calculate k1

surf in eq. 3.63b. Compare k1
surf to k1 at the same pH

value and interpret their difference. (N.B. Comment on the relation of figs. 1
and 4 and table V in the 1989 article, as well as figs. 1a and 1b in the 1998
article, to the basic assumptions underlying the rate law in eq. 3.60.)

4. Y. Chen and S. L. Brantley [Chem. Geol. 135:275 (1997)] have reported measure-
ments of the rate of proton-promoted dissolution of albite (NaAlSi3O8) under
conditions of varying pH, temperature, and Al(III) concentration.
(a) Use the data in tables 2 and 3 of the article by Chen and Brantley to calculate

the dissolution time scale parameter, �dis as a function of pH and tempera-
ture. Compare your results to that cited for forsterite below eq. 3.67. What
are the trends in �dis with pH and temperature?

(b) Apply eq. 3.66 to the rate data [dð�=mÞ=dt] used in (a) under the assumption
that nH ¼ 0.5 (see table 4 in the article by Chen and Brantley). Calculate kH
in mol kg�1 s�1 for each dð�=mÞ=dt value and determine the apparent activa-
tion energy (Ea) governing its temperature dependence.

(c) Use the value of Ea obtained in (b) to predict the Arrhenius parameter, ln A
according to the compensation law in eq. 3.74. Compare your result with the
value of ln A obtained as the y-intercept of the Arrhenius plot developed in
(b). How does the value of kiso based on eq. 3.74 compare with the estimated
value of kH at 37�C? (N.B. The compensation law in eq. 3.74 is averaged over
pH.)
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(d) Discuss the relationship between eq. 3.80 and eq. 18 in the article by Chen
and Brantley. Show that both model equations have the generic mathema-
tical form: � Hþ	 �

; Al3þ
	 �� � ¼ k Hþ	 �

=1þ K Al3þ
	 �� �n

after the observed
numerical values of the parameters F and KH are considered carefully.

5. C. A. Johnson and A. G. Xyla [Geochim. Cosmochim. Acta 55:2861 (1991)] have
investigated the kinetics of reductive dissolution of manganite (	-MnOOH,
p.z.n.p.c. ¼ 6.2) by Cr(III) in aqueous suspension [7.27 mmol �Mn(III) m�3,
0.5 mmol Cr(III) m�3 initial concentrations].
(a) Use the data in figs. 2 to 5 of the article by Johnson and Xyla to establish the

concentration dependence of the rate of Cr(III) oxidation (following the
example in eq. 3.82), as well as its overall Mn:Cr stoichiometry.

(b) The data in fig. 1 of the article show the existence of an adsorbed Cr inter-
mediate species (>MnCr) whose concentration achieves a maximum value of
about 0.07 mmol m�3 after 20 s of reaction, when the concentration of
Cr(III) has declined to 0.25 mmol m�3. [The concentration of �Mn(III) is
effectively constant because of its large value relative to that of Cr(III).]
Adapt the rate laws in eqs. 3.46 to describe the kinetics data in fig. 1, with
Kf ¼ kf [�Mn(III)] ¼ 0.01 s�1, according to the data in table 1 of the article,
and kb ¼ 0 (no Cr desorption). Show that eqs. 3.47 are consistent with the
data in fig. 1 of the article for [Cr(III)], [>MnCr], and [Cr(VI)], respectively,
with the value of kET determined by applying eq. 3.46b to the maximum in
[>MnCr] at t ¼ 20 s.

(c) Use the data in table 1 of the article by Johnson and Xyla to calculate the
apparent activation energy at pH 4.5 for the rate coefficient Kf as defined in
(b) above.
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4

Modeling Ion Adsorption

4.1 Modeling the Diffuse Ion Swarm

A net particle surface charge different from zero signals the existence of
adsorbed ions that are not bound in surface complexes. These ions constitute
a diffuse swarm (or diffuse layer), the contribution of which to surface charge
balance is epitomized in eq. 1.43. Diffuse swarm species are relatively free to
move about in the aqueous solution contacting a charged particle, although
they are expected to respond to surface charge by distributing themselves in
order to screen it effectively, either by accumulating near an adsorbent (counter-
ions) or by depleting themselves from the interfacial region (coions). Screened
particle charge, in turn, mediates interparticle interactions in colloidal suspen-
sions, with important consequences for suspension structure and stability (see
section 5.3).

Description of the diffuse ion swarm in molecular terms begins with considera-
tion of an aqueous electrolyte solution as influenced significantly by a charged
solid surface, excluding, however, any chemical bonding that would imply strong
ion adsorption. This straightforward concept is, nonetheless, made complicated
by ion-ion and ion-solvent interactions in an aqueous solution (including soluble
complex formation) and by the vagaries of the topographic and charge-producing
properties that are found typically on examination of the surface of a solid adsor-
bent over molecular spatial scales. Development of a comprehensive molecular
description of the diffuse ion swarm thus remains an important and difficult item
on the agenda of natural particle surface chemistry.1
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Given the absence of chemical bonding to the adsorbent surface, the principal
features of a diffuse ion swarm should be explicable in terms of adsorptive and
adsorbent charge and size, much in the spirit of a Schindler diagram (see section
1.5). The fundamental question to be posed, then, is how a swarm of aqueous ions
of given valence and radius distributes itself near a particle of given surface charge
and radius according to the dictates of the coulomb force. This basic question can
be answered in perhaps the simplest way by means of a purely physical model, the
electrostatic theory of an ion swarm that is immersed in a continuum dielectric
medium. With its mathematical description being taken to the level of approx-
imation known as modified Gouy-Chapman theory,2 a quantitative description of
the diffuse ion swarm results that is tractable enough to be used in software
applied routinely to compute the surface speciation of natural particles.2,3

The principal objective of the modified Gouy-Chapman model is to calculate
the distribution of counterions and coions in the vicinity of a uniformly charged,
molecularly smooth surface. This distribution is calculated by combining the
Poisson equation, a differential equation that relates the mean electrostatic poten-
tial in a swarm of ions to the net charge density in the swarm, with the potential of
mean force, which is the average energy required to move an ion from a reference
point, defined to be at zero mean electrostatic potential, to a point somewhere
in the diffuse swarm.4 Implicit in the use of the Poisson equation are two key
postulates:

. The charged surface is uniform and smooth, characterized by a charge density

 and by high symmetry, such that the diffuse-swarm electrostatic potential
varies spatially only along a coordinate axis perpendicular to the charged
surface.

. The liquid phase is a uniform continuum characterized solely by its dielectric
permittivity.

These two postulates have the effect of smoothing the molecular structure of both
the adsorbent and the solvent in the aqueous phase. (The first postulate above can
be weakened a bit, however, to admit a spatially variable surface charge density or
an electrostatic potential that varies in three dimensions because of irregular
surface topography.5) Only the ions in the diffuse swarm now retain a discrete
molecular character; but this, too, is highly constrained by a third postulate
concerning the potential of mean force:

. The potential of mean force, WiðxÞ, is proportional to  ðxÞ, the mean elec-
trostatic potential, as measured into the aqueous solution phase along an axis
perpendicular to the charged surface.

The potential of mean force, by definition,4 includes interactions other than the
coulomb force which creates a mean electrostatic potential in the diffuse swarm.
For example, an ion must endure short-range repulsive interactions with other
ions, irrespective of their charge, along its path from the reference point, where
 ¼ 0, to its place in the swarm, these interactions coming as a direct effect of
finite ion size. Moreover, the clustering of counterions against a charged surface is
likely, in turn, to attract nearby coions, because the effect of like surface charge
has been mitigated by counterion screening. These kinds of short-range spatial
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correlations are not reflected in the mean electrostatic potential, which depends
only on the averaged coulomb interaction. Thus, in modified Gouy-Chapman
theory, there are no short-range correlations except those which may follow from
long-range correlations.6 The impact of this dictum is to leave only a ‘‘distance of
closest ion approach’’ to the charged surface, d0=2, as a relict of any direct
manifestation of the molecular character of the electrolyte ions.7

The Poisson equation for the mean electrostatic potential in a diffuse ion
swarm has the generic mathematical form:2

d2 

dx2
þ 1� 2�ð Þ

x

d 

dx
¼ � 1

"0D

X
i
ZiFci xð Þ ð4:1Þ

where D is the dielectric constant of water (78.3 at 298 K), "0 is the permittivity of
vacuum (8.85419 � 10-12 C V�1 m�1) and F is the Faraday constant (96, 485 C
mol�1). The coordinate x in eq. 4.1 is measured along an axis normal to the
particle surface and extending from the center of the particle into the aqueous
solution phase. The particle surface may be planar (� ¼ 1

2); cylindrical (� ¼ 0); or
spherical (� ¼ �1

2). Naturally occurring examples of these three surface geometries
include nanoparticles formed by 2:1 clay minerals (� ¼ 1

2), goethite or halloysite
(� ¼ 0), and ferrihydrite (� ¼ �1

2), respectively. Particle aggregates can have any of
the three shapes.

The sum on the right side of eq. 4.1 includes each different type of counterion
or coion in the diffuse swarm. The quantity ciðxÞ is the concentration of ions of
type i at a point x. It is subject to the theoretical constraint:4

RT
d ln ci
dx

¼ � dWi

dx
ð4:2Þ

and to its boundary value, ci0, the concentration at the reference point, where Wi

vanishes. Equation 4.2 is the defining relationship between gradients of ciðxÞ and
the mean force acting on an ion of type i that produces them [hence the name,
‘‘potential of mean force,’’ for WiðxÞ�. The premise in modified Gouy-Chapman
theory is that the right side of eq. 4.2 can be approximated as proportional to the
coulomb force, that is, to minus the gradient of the mean electrostatic potential:

RT
d ln ci
dx

¼ �ZiF
d 

dx
ð4:3Þ

It follows that, in the modified Gouy-Chapman model, ciðxÞ has the explicit
mathematical form which is obtained by integration of eq. 4.3:

ciðxÞ ¼ ci0 exp½�ZiF ðxÞ=RT � ð4:4Þ
subject to the boundary condition at the reference point. Therefore, eq. 4.1
now can be rewritten as a nonlinear differential equation solely in the dependent
variable,  ðxÞ:

d2 

dx2
þ 1� 2�ð Þ

x

d 

dx
¼ � 1

"0D

X
i
ZiFci0 exp

�ZiF 

RT

� �
ð4:5Þ

This nonlinear differential equation is termed the Poisson-Boltzmann equation.4,8
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The chemical significance of the Poisson-Boltzmann equation, whose solution
is ultimately to be substituted into eq. 4.4 to calculate the spatial distribution of
each ion species in a diffuse swarm, can be understood through an examination of
the intrinsic scales of electrostatic potential and length (along the x-axis) that are
implicit in it. (Note that eq. 4.5 is not invariant in form under multiplication of
either  or x by an arbitrary scale factor, which means that the modified Gouy-
Chapman model must exhibit intrinsic scales of both electrostatic potential
and length.) The intrinsic scale of electrostatic potential is RT=F (¼ 25.693 mV
at 298 K), which appears in the exponent on the right side of eq. 4.5. On scaling
both sides of the equation with this factor to create the dimensionless dependent
variable, y ¼ F =RT , the quantity

� � 2F2="0DRT

¼ 1:08335 � 1016 m mol�1 298 Kð Þ
ð4:6Þ

appears naturally as a coefficient of the summation on the right side, the factor 2
being introduced ad hoc to avoid its appearance in several important special cases
of the equation to be considered. The product �ci0 has the dimensions of inverse
length-squared, thus leading to the definition of an intrinsic length scale as the
inverse square-root of the parameter,

�2i � �ci0 ð4:7Þ
The value of the length scale ��1

i ranges from 1 to 30 nm at 298 K as ci0 ranges
from 0.1 to 100 mol m�3, typical of natural freshwaters (��1 � 0:36 nm for sea-
water). Thus, nanometer length scales characterize the spatial variability of  ðxÞ,
whereas millivolt scales characterize the variation in its magnitude.

Upon consideration of the full boundary-value problem for  ðxÞ, two other
length scales are implicit in the Poisson-Boltzmann equation. One is an extrinsic
length scale determined by the distance of closest approach of an ion to the
particle surface, which is measured from an origin placed arbitrarily at the center
of the particle, considered in eq. 4.5 as either a rhombohedron (or a disc), a
cylinder, or a sphere. This distance, which ranges typically from tens of nan-
ometers to tens of micrometers, may be denoted a and set equal to the sum of
the distance from the center of a particle to its surface (R) plus the distance d0=2
defined above: a � Rþ d0=2. This length scale, a, which has no intrinsic signifi-
cance for eq. 4.5, is nonetheless a convenient scale factor for the independent
variable x, such that x0 � x=a becomes a new dimensionless independent variable,
always defined on the same semiopen interval [1,1) for systems described by eq.
4.5. The correspondent scaling for �i is then "i � �ia.

A second intrinsic length scale (i.e., besides that defined in eq. 4.7) appears
through the boundary condition on  ðxÞ. It involves the surface charge density,

p:

‘ � "0DRT=F 
p
�� ��

¼ 2F=� 
p
�� ��

¼ 0:111= ~

 ‘ in nm; T ¼ 298 Kð Þ
ð4:8Þ
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where ~

 � NA 
p
�� ��=F is the absolute value of the net total particle surface charge

density expressed in units of protonic charges per square nanometer, which is
convenient for use in applications, and NA is the Avogadro constant (6.02214
� 1023 mol�1). Given the typical range of 
0

�� �� for smectite and vermiculite clay
minerals, 0.5 < ~

 < 2.0 nm�2 (see section 1.3), and the maximal value, ~

H

�� �� �
2 nm�2 for oxide minerals,9 the minimal range of ‘ is between 0.05 and 0.25 nm.
Thus the minimal ‘ lies much below the typical values for ��1

i cited above. On the
other hand, if charge neutralization by surface complexes reduces ~

j j to values
near zero, the length scale ‘ will grow correspondingly large.

The physical significance of the parameter ‘ is seen after dividing the conven-
tional boundary condition on eq. 4.5,8,10

d 

dx

� �
x¼a

¼ � 
p
"0D

ð4:9Þ

by the electrostatic potential scale factor, RT=F , in order to derive the result:

dy

dx

� �
x¼a

¼ � sgn 
p
� �
‘

ð4:10Þ

where sgn(�) is the signum function,

sgn 
ð Þ ¼ þ1 
p > 0
�1 
p < 0



ð4:11Þ

Equation 4.10 shows that ‘ defines an intrinsic length scale for spatial variation of
 ðxÞ at the distance of closest approach of an ion to a particle surface (as measured
from the center of the particle). Thus, small values of ‘ translate to large spatial
variation of  ðxÞ outward from the particle surface.

The three spatial scales attendant to the Poisson-Boltzmann equation are sum-
marized in the table below. Note that the corresponding dimensionless extrinsic/
intrinsic length ratios, �ia ¼ "i and a=‘, give measures of particle size in units of
the length scales over which  ðxÞ varies either in the diffuse swarm or at its
boundary (the particle surface), respectively. Thus, charged particles are
‘‘small’’ if the aqueous solution phase is very dilute or if the particle surface
charge density is very low.

��1 spatial variability of  ðxÞ in the diffuse ion swarm

‘ spatial variability of  ðxÞ at the particle surface

a lower boundary for x, an extrinsic measure of particle size

Equations 4.5 and 4.10, along with the stipulation that  ðxÞ is to vanish at
some reference point, constitute a well-defined boundary-value problem for the
mean electrostatic potential in the diffuse swarm.8,10 Without yet solving this
boundary-value problem, one can prove some rather general statements about
its solution that transcend any particular results that may be obtained by inte-
grating eq. 4.10.11 These statements, known as PBE Theorems, also are useful to
developing a chemical interpretation of the modified Gouy-Chapman model that
is uncluttered by the complexities of detailed numerical calculations. The PBE
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Theorems apply to the mathematical problem posed by the scaled nonlinear
differential equation,

d2y

dx02
þ 1� 2�ð Þ

x0
dy

dx0
¼ � 1

2

X
i
"2i Zi exp �Ziyð Þ ð4:12Þ

subject to the scaled boundary conditions,

dy

dx0

� �
x0¼1

¼ �sgn 
p
� � a

‘
ð4:13Þ

with yðx0Þ � 0 at the reference point, where ciðx0Þ ¼ ci0. It is important to note that
eqs. 4.12 and 4.13 are invariant in mathematical form under the transformation of
variables defined by:

x� ¼ x0; y ¼ �y; Z�
i ¼ �Zi; 
p� ¼ �
p ð4:14Þ

This means that any particular solution of eq. 4.12, yðx0Þ, can be transformed
immediately to another solution y�ðx�Þ, corresponding to opposite ion and surface
charge. It also means that the PBE Theorems need be demonstrated solely for the
case 
p > 0, with no loss of generality.

The PBE Theorems are facilitated by consideration of eq. 4.12 after it is
rearranged to have the form:

d2y

dx02
¼ � 1

2

X
i
"2i Zi exp �Ziyð Þ � 1� 2�ð Þ

x0
dy

dx0
ð4:15Þ

with the added proviso that x0" [1,1) and 
p > 0. The left side of eq. 4.15 is
termed the curvature of a graph of yðx0Þ. The first term on the right side of eq. 4.15
is the curvature induced by the presence of ions in the diffuse swarm, whereas the
second term stems from the geometry of the particle surface. The former con-
tribution has the same sign as y, a fact readily proved by noting that anions
contribute terms of the form Zi

�� �� exp Zi

�� ��y� �
to the sum (including its prefactor

coefficient, �1), while cations contribute terms of the form � Zi

�� �� exp � Zi

�� ��y� �
:

The parameter "2i is subject to the electroneutrality condition,X
i
"2i Zi ¼ 0 ð4:16Þ

that must obtain at the reference point, where y � 0. Thus, as an example, for the
case of a 2:1:1 mixed electrolyte solution (e.g., Ca2þ and Na2þ mixed with Cl�):

�
X

i
"2i Zi exp �Ziyð Þ ¼ �2"2Ca exp �2yð Þ � "2Na exp �yð Þ

þ "2Cl exp yð Þ ¼ 2"2Ca exp yð Þ � exp �2yð Þ½ �
þ "2Na exp yð Þ � exp �yð Þ½ �

which always has the same sign as y.
Suppose that the scaled potential at x0 ¼ 1 were to be negative [i.e., yð1Þ < 0].

Since dy=dx0 < 0 at x0 ¼ 1 (eq. 4.13 with 
p > 0), while y ¼ 0 at the reference
point, a negative initial value of y implies the existence of a minimum value for y
at some x00 > 1: This is evident from the fact that a negative-valued function
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which initially is decreasing must ‘‘turn around’’ somewhere in order ultimately
to increase to the value zero out at the reference point. At the point x00,
dy=dx0
� �

x0¼x0
0

¼ 0 by definition of a minimum. Moreover, the assumed negative
value of y at x00 makes the first term on the right side of eq. 4.15 negative. But
this implies that the curvature of y at the hypothesized minimum is also negative
(the second, ‘‘geometry’’ term on the right side of eq. 4.14 can make no contribu-
tion at x0 ¼ x00

�
: But, by elementary calculus, if the curvature is negative, the value

y x00
� �

is then a maximum, in contradiction with the hypothesis that a minimum
value exists at x00! Therefore, the initial hypothesis, that yð1Þ is negative, must be
wrong. This argument yields

Theorem 1: If 
 > 0, y(1) > 0.

QED

The result above can be made even stronger. Given yð1Þ > 0, is it possible, for
some x0" (1,1), that there is still somewhere a value yðx0) < 0? Suppose there is.
Then, at a point yet further out from the particle surface, y must have a minimum
value at which it ‘‘turns around’’ finally to increase toward the value zero at the
reference point. Following the same line of reasoning used to prove PBE Theorem
1, one concludes, once again, that negative curvature is implied by such a mini-
mum value with y < 0, which is a contradiction. Therefore, quite generally, we
have

Theorem 2: If 
 > 0, y(x0) 0 for all x0  1.
QED

With the positive-definite character of yðx0Þ now established, the next item of
attention is its first derivative, which has been mandated to be negative at the
particle surface, x0 ¼ 1, by eq. 4.13 and the imposed condition, 
p > 0. But suppose
that dy=dx0 were to turn positive for some x0" (1,1). Because yðx0Þ > 0 by PBE
Theorem 2, there must then also be a maximum value of yðx0Þ somewhere in the
open interval (x0,1), in order that yðx0Þ can ‘‘turn around’’ to decrease to the value
zero out at the reference point. Let x02 > 1 be this supposed point of
maximum y-value, where dy=dx0

� �
x0¼x0

2

¼ 0 necessarily. Equation 4.14 and the

positive- valuedness of yðx0Þ for all x0  1 then imply that the curvature at
x02 is positive, which means that x02 is a point of minimum value for yðx0Þ. This
contradiction shows that positive derivatives of yðx0Þ are impossible, yielding

Theorem 3: If 
 > 0, dy=dx0 � 0 for all x0  1.
QED

The PBE Theorems develop two broad characteristics of the solution of eq.
4.5 subject to a zero value at some reference point and the boundary condition
in eq. 4.10: (1) the sign of  ðxÞ is the same as that of 
p, and (2)  ðxÞ tends
monotonically to its zero reference value with increasing x > a. There can be no
oscillations of  ðxÞ along this pathway and, therefore,  ðxÞ <  (a) if 
p > 0 [or
 ðxÞ >  (a) if 
p < 0] for all x > a. Note also that, by PBE Theorems 2 and 3,
the curvature of  ðxÞ always must have the same sign as 
p. Equation 4.14 with
its two terms on the right side indicates that both the ion concentrations in the
diffuse swarm and the geometry of the particle surface contribute to this cur-
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vature, and these two contributions always have the same sign. For a planar
particle surface, of course, there is only a contribution to the curvature of  ðxÞ
from the diffuse ion swarm.

Additional fundamental insight into the Poisson-Boltzmann equation can be
gained by consideration of the special case in which each exponent on the right
side of eq. 4.12 is small enough to warrant approximation of each exponential
term by the first two terms of its MacLaurin expansion i.e., [jZijy90:5�: Under
this condition, eq. 4.12 becomes the linear differential equation:

d2y

dx02
þ 1� 2�ð Þ

x0
dy

dx0
¼ �Ia2y x0

� � ð4:17Þ

where

I ¼ 1

2

X
i
ci0Z

2
i ð4:18Þ

is the ionic strength in the ion swarm at the reference point and � is defined in eq.
4.6. Equation 4.17, the Debye-Hückel approximation to eq. 4.12, has an intrinsic
length scale defined by the inverse square-root of

�2 � �I ¼ 1

2

X
i
�2i Z

2
i ð4:19Þ

where �i is defined in eq. 4.7. The general solution of eq. 4.17 which tends to zero
as x0 tends to a reference point at infinity is:

yDH
� zð Þ ¼ A z�K� zð Þ � ¼ � 1

2
; 0

� �
ð4:20Þ

where z ¼ "x0 ¼ �x ð" ¼ �aÞ, K�ðzÞ is termed a modified Bessel function of the third
kind of order �,12 and A is a constant parameter to be determined by eq. 4.13. For
the three values of � under consideration,

K1 ⁄2 zð Þ ¼ K�1 ⁄2 ðzÞ ¼ ð�=2zÞ1 ⁄2 exp �zð Þ ð4:21aÞ
for planar or spherical particle surfaces, and, asymptotically,

K0 zð Þ �
z#0

� ln z=2ð Þ � 0:577216; K0 zð Þ �
z"1

�=2zð Þ1 ⁄2exp �zÞð ð4:21bÞ

for a cylindrical particle surface.13

Equation (4.21) indicates that, in the Debye-Hückel approximation, the elec-
trostatic potential exhibits an exponential decay with increasing distance from
the particle surface, with ��1 being the length scale that characterizes this expo-
nential decay. Note that the decline of yDH

� zð Þ with increasing z is more pro-
nounced, the greater is the curvature of the particle surface: planar <
cylindrical < spherical. Thus, at a given z > ", the electrostatic potential is
strongest for a flat surface [exp (�z)] and weakest for a spherical surface [exp
(�z)/z]. These differences arise as a result of the differing values of � in z�, the
coefficient of K�ðzÞ in eq. 4.20, since all three modified Bessel functions have the
same mathematical form at large z.
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The explicit forms of eq. 4.20 that satisfy the boundary condition in eq. 4.10 are
(
p > 0; x  aÞ:
Planar (� ¼ 1

2)

yDH
1 ⁄2 ðxÞ ¼ ð�‘Þ�1 exp ��ðx� aÞ½ � ð4:22aÞ

Cylindrical (� ¼ 0)

yDH
0 ðxÞ ¼ ð�‘Þ�1 K0ð�xÞ

K1ð�aÞ
ð4:22bÞ

Spherical (� ¼ �1 ⁄2)

yDH
�1 ⁄2 ðxÞ ¼ ð�‘Þ�1 �a

1þ �a
exp½��ðx� aÞ�

x=að Þ ð4:22cÞ

where12

K1ðzÞ � � dK0

dz
¼

z�1

1þ 1

2z

� �
K0ðzÞ

z # 0

z " 1

8<: ð4:23Þ

corresponding to two the limiting values of K0(z) in eq. 4.21b. Solutions of eq.
4.17 for 
p < 0 are obtained from eq. 4.22 by the transformation in eq. 4.14. The
upper bound on the values of yDH

� xð Þ in eq. 4.22 is �‘ð Þ�1; the ratio of the intrinsic
length scale for the spatial variation of yðxÞ in the diffuse ion swarm to that for its
spatial variation at the particle surface. If ��1 takes on values typical for natural
waters and ‘ takes on its minimal values for charged natural particles, 0.0015 <
�‘< 0.25, thus invalidating the Debye-Hückel approximation, which requires the
inequality,

�‘ > 2 ð4:24Þ
if the reasonable condition yDH

� xð Þ < 0.5 is to be met.14 An alternative is to
consider values of ‘ that are well above the minimal range, 0.05 < ‘< 0.25 nm,
which implies that the values of ~

 are well below the maximal range. In particular,
according to eq. 4.8, ~

 must be less than 0.05 protonic charges per square nan-
ometer if � lies in the typical range, 0.03 < � < 1 nm�1 and eq. 4.24 is imposed.
The root cause of this difficulty with validation of the Debye-Hückel approxima-
tion is that the low diffuse-swarm potentials to which eq. 4.22 applies in turn
require very high ionic strength (� > 8 nm�1) in order for there to be enough
counterions near a particle surface to screen the surface charge effectively (i.e.,
large ‘=��1). If there is a natural limit as to how high the ionic strength can be,
there may be no range of yðxÞ that can be described by eq. 4.22. In general, over
the normal variation of ionic strength, eq. 4.22 requires |
p| values below 0.008 C
m�2 in order to describe yðxÞ accurately.

Although the Poisson-Boltzmann equation can be solved analytically for the
cases � ¼ 1

2, 0, and – 1
2 in the Debye-Hückel approximation, the same does not hold

for eq. 4.12, with the notable exception of the case � ¼ 1
2 (flat particle surface), for

which the ‘‘geometry’’ contribution to the curvature of y x0
� �

vanishes.15,16 The
scaled electrostatic potential for this case has been found exactly and analytically
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for symmetric electrolytes (e.g., NaCl, CaSO4), 2:1 electrolytes (e.g., CaCl2), and
2:1:1 mixed electrolytes (e.g., CaCl2/NaCl mixtures). The scaled potential for the
mixed 2:1:1 electrolyte solution, in fact, includes the other two as ‘‘end members’’
of a continuous sequence of mixture compositions. This potential function can be
expressed:17

yf xð Þ ¼ ln
1þ 3f

1þ 2f
tanh

1

2
1þ 3fð Þ12 � x� að Þ þ Af

	 ��2sgn 
ð Þ
� �� �

� f

1þ 2f


 �
ð4:25Þ

where f � c2þ=cþ is the mole fraction of bivalent cations in the mixture at the
reference point (equal to the ratio of bivalent to monovalent cation concentra-
tions there), �2 � �c2þ (with � given in eq. 4.6),

Af � 2 1þ 3fð Þ�1
2 tanh�1 f þ 1þ 2fð Þ exp yf að Þ	 �

1þ 3f

� ��1
2 sgn 
ð Þ( )

ð4:26Þ

with the potential yf ðaÞ to be determined by the boundary condition at x ¼ a
(eq. 4.10),

‘�1 ¼ � exp sgn 
p
� �

yf að Þ	 �� 1
� �

f þ 1þ 2fð Þ exp �sgn 
p
� �

yf að Þ	 �� �1
2 ð4:27Þ

and sgn(
) is defined in eq. 4.11. The two hyperbolic functions in eqs. 4.25 and
4.26 are defined conventionally by the equations:18

tanh uð Þ � exp uð Þ � exp �uð Þ
exp uð Þ þ exp �uð Þ ð4:28aÞ

tanh�1 vð Þ � 1

2
ln

1þ v

1� v

� �
ð4:28bÞ

from which follows the inversion relation:

tanh�1 tanh uð Þ½ � ¼ u ð4:28cÞ
For a 1:1 electrolyte, f ¼ 0 and eq. 4.25 reduces to the expression:17

y0 xð Þ ¼ �2 sgn 
p
� �

ln tanh
1

2
� x� að Þ þ tanh�1 exp � 1

2
sgn 
p

� �
y0 að Þ

� �� �
 �� �
¼ 4 tanh�1 tanh

1

4
y0 að Þ

� �
exp �� x� að Þ½ �


 �
ð4:29Þ

where the second step is derived after repeated use of eq. 4.28. The potential for a
symmetric electrolyte (Z : Z) is then obtained by the transformation:
y0ðxÞ ! Zy0ðxÞ; �! Z�, where Z is the valence of the cation in the electrolyte.
The potential for a 2:1 electrolyte is found by letting f " 1 in eq. 4.25, noting
that f

1
2� ¼ �c2þ. Because the solutions of the Poisson-Boltzmann equation are

invariant under the transformation in eq. 4.14, the potential for a 1:2 electrolyte
can be obtained from that for a 2:1 electrolyte by changing the signs of yf and 

in eq. 4.25 while changing þ to � in the subscripts that appear in the definitions
of f and �.17
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A connection can be made between y0ðxÞ in eq. 4.29 and yDH
�2 zð Þ in eq. 4.22a by

considering the MacLaurin series for tanh�1(v)18 at the lowest order in v [i.e.,
tanh�1ðvÞ � v]:

y0 xð Þ ¼ 4 tanh�1 tanh
1

4
y0 að Þ

� �
exp �� x� að Þ½ �


 �
� 4 tanh

1

4
y0 að Þ

� �
exp �� x� að Þ½ �

ð4:30Þ

which shows that, for sufficiently small values of the exponential factor [e.g., if
exp[� �(x� a)] < 0.4], the spatial dependence of y0ðxÞ is identical to that of
yDH

1
2

ðzÞ. Therefore, as x " 1 and y0ðxÞ # 0, a rescaled Debye-Hückel approxima-
tion (with A � 4 tanh½14 y0ðaÞ�Þ becomes accurate.14 Moreover, this result shows
that the interpretation of ��1 as the intrinsic length scale for the spatial variation
of the diffuse-swarm potential is applicable to y0ðxÞ at any value of x. Equation
4.30 is a good approximation at spatial points located a distance from the particle
surface greater than this intrinsic length scale.

Equation 4.27 can be applied to calculate yf ðaÞ if � and ‘ have been specified. If
0.1 < cþ < 100 mol m�3, then 0.03 < �< 1 nm�1 and, if ~

 ¼ 0:78 nm�2, typical
of 
0 for the clay mineral montmorillonite,9 then ‘ ¼ 0:14 nm (eqs. 4.6 to 4.8). The
corresponding values of y0ðaÞ (1:1 electrolyte) then follow:

��1 (nm) y0ðaÞ

30 10.73

6 7.48

5 7.12

4 6.67

3 6.10

2 5.29

1 3.93

These values, which show an increase as the intrinsic length scale grows (and cþ
decreases), are much larger than the electrostatic potentials inferred from electro-
kinetic measurements on smectites, which suggest y0ðaÞ � 2 for ��1 < 30 nm.19

This discrepancy brings to mind the question of the inherent accuracy of eq.
4.25 as a description of a diffuse ion swarm imbedded in a dielectric continuum,
which can be assessed by comparing the resulting predictions of ion concentra-
tions (eq. 4.4) with the results of exact Monte Carlo calculations for a system of
mobile hard-sphere ions immersed in a continuum dielectric fluid that contacts a
planar charged surface.20 Some of these results are reproduced in fig. 4.1, which
shows the concentration of cations (cþ) or anions (c�) in a 1:1 electrolyte plotted
against a renormalized, scaled distance from the charged surface (x=d0, with
a � d0=2). The value of the ‘‘bulk’’ solution concentration (c0) is 100 mol m�3,
and 
p (� 
) takes on two values (equivalent to ~

 ¼ 0:54 and 1.3 nm�2) that
bracket the normal range of permanent surface charge density for smectites.9

(Note that these values are much larger than that for which the Debye-Hückel
approximation is valid.) The graphs demonstrate that eq. 4.29 is indeed a self-
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consistent model of a 1:1 electrolyte solution comprising mobile hard-sphere ions
and a continuum dielectric solvent near a uniformly charged plane, at least for c0
up to 100 mol m�3. Above this concentration, however, the model fails to describe
the effect of ion-ion correlations on local ion concentrations. Because of this
neglect of ion-ion correlations, eq. 4.25 is completely inaccurate for electrolyte
solutions containing bivalent ions at concentrations as low as 5 mol m�3. More
comprehensive diffuse ion swarm models that include these correlations provide
an excellent description of the swarm on planar surfaces bearing adsorbed
bivalent cations.1,2

These considerations encourage further exploration of the implications of eq.
4.29 for cþ9 100 mol m�3. Modified Gouy-Chapman theory in fact provides an
accurate description, for 1:1 electrolytes, of two characteristic properties of a
diffuse ion swarm, counterion condensation and coion exclusion, both of which
are evident in fig. 4.1. The first property is signaled by the very high concentration
of cations (about 20 times cþ) at the distance of closest approach for the surface
with 
 ¼ � 0.087 C m�2 in fig. 4.1. Even at this relatively low surface charge
density, the counterion swarm is compressed. In more concrete terms, let ’ðxÞ be
the fraction of the surface charge density 
 that is screened by diffuse swarm
counterions occupying a region between the distance of closest approach to the
particle surface and a point located at x > a. This fraction will of course depend
on the surface charge density and the ‘‘bulk’’ electrolyte concentration. But coun-
terion condensation is said to exist if ’ðxÞ does not vanish even as the bulk
electrolyte concentration goes to zero in a limiting sense.21 This means that a
fraction of the counterions remains close to the charged surface even if the aqu-
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eous solution which contacts it becomes infinitely dilute and the intrinsic length
scale ��1 becomes infinitely large. Evidently the electrostatic attraction to the
charged surface is strong enough to prevent the counterions from moving out
to the bulk solution as the latter decreases in concentration. This ‘‘condensation’’
effect pertains strictly to the electrostatic forces that govern the diffuse swarm.
Therefore, the ‘‘condensed’’ counterions remain mobile and do not form surface
complexes.

The quantitative side of counterion condensation is exposed by the definition:21

’ xð Þ � F= 
j jð Þ
Z x

a

c sð Þ � c0½ �ds

¼ Fc0= 
j jð Þ
Z x

a

exp y sð Þ�� ��� 1
� �

ds

¼ 1

2
�2=‘
� � Z y0 xð Þj j

y0 að Þj j
exp y

�� ��� 1
	 �

dy=dx
dy

¼ 1

2
�=‘ð Þ

Z y0 að Þj j
y0 xð Þj j

exp y=2ð Þdy

¼ �=‘ð Þ exp y0 að Þ=2�� ��� exp y0 xð Þ=2�� ��	 �

ð4:31Þ

for monovalent counterions (eq. 4.30). Equation 4.4 has been used to obtain the
second step, eqs. 4.6 to 4.8 were needed for the third step, and eq. 4.27 (with
f ¼ 0) was used to get the fourth step. The limiting value of the right side of eq.
4.31 as � # 0 can be deduced with the help of eqs. 4.27 and 4.28:21

lim
�#0

’ xð Þ ¼ 1� 1þ 1=2‘ð Þ x� að Þ½ �� ��1 ð4:32Þ

Values of this limiting fraction of neutralized surface charge appear in the table
below for two values of ~

 (corresponding to those in fig. 4.1) and several values of
(x-a):

lim
�#0

’ xð Þ
½x� a�
(nm)~

 ¼ 0.54 nm�2 ~

 ¼ 1.3 nm�2

0.20 0.37 0.1

0.33 0.54 0.2

0.55 0.75 0.5

0.71 0.85 1.0

0.79 0.90 1.5

This table shows that, even at ‘‘infinite dilution,’’ the counterions cluster strongly
near the particle surface, screening more than 75% of the surface charge within
about 1 nm of the distance of closest approach. This result can be appreciated
fully after noting that, in respect to ‘‘indifferent electrolytes’’ (section 1.4), the
diameter of Cl� (assumed unsolvated) is 0.362 nm, whereas the diameters of
(solvated) Liþ, Naþ, and Kþ are 0.346, 0.374, and 0.410 nm, respectively.7
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Therefore, between half and three-fourths of the surface charge is screened by
counterions within an ionic diameter of the distance of closest approach to the
particle surface! This very pronounced clustering of the counterions to effect
screening certainly would be as effective as neutralization by surface complexation
at balancing the surface charge. Note that, quite generally, half the surface charge
is already balanced by diffuse swarm counterions within the rather small distance
2‘ (0.17 < 2‘ < 0.41 nm) from the particle surface.

Coion exclusion is represented in fig. 4.1 by the anion concentrations within 10
ionic diameters of the particle surface, which are seen to fall below the reference-
point value, c0. This depletion of coions by repulsion from a region near a charged
particle surface is quantified by measurements of the exclusion volume,

Vex ¼ �n wð Þ
co =c0 ð4:33Þ

where n wð Þ
co is the (negative) surface excess of coions (eq. 1.4) and c0 is their ‘‘bulk’’

concentration. Modified Gouy-Chapman theory provides a mathematical model
of Vex through the parameter dex, the exclusion distance. For a 1:1 electrolyte:22

dex �
Z 1

a

1� c xð Þ
c0

� �
dxþ 1

2
d0

¼
Z 0

y að Þ

1� exp � y
�� ��	 �� �

dy

dy=dx
þ 1

2
d0

¼ 2

�
1� exp � y0 að Þ�� ��=2	 �� �þ 1

2
d0

ð4:34Þ

following a procedure very akin to that used in developing eq. 4.31. By definition,
dex is a weighted sum of distance intervals in the diffuse swarm, with the weighting
factor being the fraction of coions not to be found in the open interval (x; xþ dx),
with x itself in the semiclosed interval [a� d0=2;1). In this sense, dex may be
interpreted as an average distance from the geometric boundary of a charged
particle [i.e., a� ðd0=2)] over which coions are excluded. This average distance
is approximately twice the intrinsic length scale, ��1. It is related to Vex by the
definition,

Vex � aexs dex ð4:35Þ
where aexs is the area of the portion of an adsorbent surface which excludes
coions.23

Values of dex based on the table of ��1 and y0ðaÞ given above are readily
calculated with eq. 4.34:

��1 dex (nm)

30 60

6 12

5 10

4 8

3 6

2 4

1 2
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For these relatively large potentials at the distance of closest approach [yðaÞ > 4],
the exclusion distance dex is equal to 2/� (d0=2 � 0:2 nm is negligible). Measured
values of dex ¼ Vex=a

ex
s based on independent measurements of Vex and aexs are in

good agreement with eq. 4.34 for 2:1 clay minerals.24

These applications further illustrate the significance of the intrinsic scales of
electrostatic potential and length that arise from the Poisson-Boltzmann equation.
The scale factor RT=F is a criterion for small potentials, in that the condition
 xð Þ�� ��< RT=F leads to the Debye-Hückel approximation (eqs. 4.17 and 4.20).
The scale factor ��1 (eqs. 4.7 and 4.19) gives a measure of coion exclusion, in that
2��1 is the average distance from a charged particle surface over which coions are
effectively prevented from entry (eq. 4.34). The scale factor ‘, on the other hand, is
a measure of counterion accumulation, in that 2‘ is the distance from a charged
particle surface over which half the surface charge is screened by counterions (eq.
4.32). This last scale factor, intimately related to the magnitude of the surface
charge (eq. 4.8), is perhaps the best measure of the spatial extent (or ‘‘thickness’’)
of the diffusion ion swarm, whereas the length scale ��1 is related only to the bulk
population of electrolyte ions.

4.2 Modeling Surface Complexes

As described in chapter 2, abundant and convincing spectroscopic evidence exists
for adsorbed ions immobilized into outer-sphere or inner-sphere surface com-
plexes. These surface species, which contribute to the Stern layer charge compo-
nent of net particle surface charge (eq. 1.42), form on particles analogously to the
way they react with solute ligands and, therefore, they are modeled using chemical
reactions, as is illustrated throughout chapter 3 in the context of a mathematical
description of adsorption kinetics. The modeling of surface complexation equili-
bria, however, is less complicated than kinetics modeling, because the number of
species to be considered is necessarily less than for time-dependent processes, and
this simplification perforce leads to a lesser number of parameters required for a
chemical description. This advantage notwithstanding, the modeling of surface
complexation reactions remains daunted by the onerous task of developing reli-
able expressions for single-species surface activity coefficients, which are essential
both to the measurement and to the application of surface complexation equili-
brium constants. The parallel issue of aqueous species activity coefficients that
arises in the modeling of soluble complex formation is largely obviated by the
existence of excellent semi-empirical equations for the activity coefficients of all
species except metal complexes with natural organic ligands.25

Current descriptions of surface complexation equilibria thus share a common
foundation in the theory of ion association, and they suffer equally under the
burden of finding an accurate model of surface species activity coefficients. For
the purpose of explicating generic model structure, then, one representative model
will suffice for consideration, leaving the details of the others and the criteria used
in applying them to the surface chemistry of natural particles to specialized
reviews.26 The pathway to be followed in constructing any of these models is
universal: (1) development of chemical equations to describe adsorption reactions;
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(2) application of constraints imposed by mass balance, surface charge balance,
and chemical equilibrium; and (3) introduction of molecular hypotheses to adduce
a model expression for surface species activity coefficients. Available models differ
substantially only in respect to steps (1) and (3).26

A widely known and frequently utilized surface complexation approach is
exemplified by the Triple Layer Model,27 whose initial inspiration may be found
in a celebrated paper by O. Stern27 that introduced what eventually became the
Stern layer charge contribution to the electrical double layer. Typical representa-
tions of adsorption reactions in this model can be expressed in the same notation
as is used in chapter 3:28

� SOHþHþ � SOHþ
2> � SOHþ

2 ð4:36aÞ

� SOH> � SO� þHþ ð4:36bÞ

� SOHþMmþ> � SOM m�1ð Þ þHþ ð4:37aÞ

2 � SOHþMmþ> � SOð Þ2M m�2ð Þ þ 2Hþ ð4:37bÞ

� SOHþH‘L ¼ � SH ‘�ið ÞL
1�ið Þ þH2Oþ i � 1ð ÞHþ i ¼ 1; � � � ; ‘ð Þ ð4:38aÞ

2 � SOHþH‘L ¼ � S2H ‘�ið ÞL
2�ið Þ þ 2H2Oþ i � 2ð ÞHþ i ¼ 1; � � � ; ‘ð Þ ð4:38bÞ

� SOHþMmþ> � SO� � � �Mmþ þHþ ð4:39aÞ

� SOHþMmþ þH2O> � SO� � � � MOH m�1ð Þ þ 2Hþ ð4:39bÞ

� SOHþHþ þ L‘�> � SOHþ
2 � � �L‘� ð4:40aÞ

� SOHþ 2Hþ þ L‘�> � SOHþ
2 � � �LH ‘�1ð Þ� ð4:40bÞ

� SOHþ Ccþ> � SO� � � �Ccþ þHþ ð4:41aÞ

� SOHþHþ þAa�> � SOHþ
2 � � �Aa� ð4:41bÞ

where, as in chapters 2 and 3, the three dots separating an adsorbate from
a surface site to which it is bound represent outer-sphere complexation.
Equations 4.36 are protonation/proton dissociation reactions; eqs. 4.37 and
4.39 are metal adsorption reactions; eqs. 4.38 and 4.40 are ligand adsorption
reactions; and eqs. 4.41 are adsorption reactions for the ions in a background
electrolyte, CmAn, with m=n ¼ a=c. The concentrations of these latter ions, almost
universally taken simply to be monovalent species of an indifferent electrolyte (see
section 1.4), are assumed much larger than those of the other adsorbing ions,
Mmþ and L‘�. Each component in the adsorption reactions is then subject to a
mass balance constraint:
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SOHT ¼ SOH½ � þ SOHþ
2

	 �þ SO�½ � þ
X
n¼1

2

n SOð ÞnM
	 �

þ
X
n¼1

2

SO� � � �M OHð Þn
	 �þX

n¼1

2 X‘
i¼1

n SnH‘�iL½ �

þ
X
n¼1

2

SOHþ
2 � � �HnL

	 �þ SO� � � �Cþ	 �þ SOHþ
2 � � �A�	 �

ð4:42Þ

MT ¼ Mmþ	 �þX
n¼1

2

SOð ÞnM
	 �þ SO� � � �M OHð Þn

	 �� � ð4:43Þ

LT ¼ L‘�
	 �þX

n¼1

2 X
i¼1

2

SnH‘�iL½ � þ SOHþ
2 � � �HnL

	 �( )
ð4:44Þ

CT ¼ Cþ	 �þ SO� � � �Cþ	 � ð4:45Þ

AT ¼ A�½ � þ SOHþ
2 � � �A�	 � ð4:46Þ

where [ ] for surface species is defined as the product of surface excess ðnðwÞi Þ with
adsorbent solids concentration (cs). (The subscript ‘‘eq’’ used in chapter 3 is
dropped in this chapter to simplify the notation.) Additional concentration
terms will appear on the right sides of eqs. 4.43 to 4.46 if the metals and ligands
form soluble complexes or solid precipitates.29

Equilibrium constants for the reactions in eqs. 4.36 to 4.41 are formulated as is
shown in eq. 2.2 for the special case, S ¼ Fe, Mmþ ¼ Cd2þ. These equilibrium
constants can be measured by conventional (if arduous) methods in chemical
thermodynamics,30 but this lengthy process is circumvented in the Triple Layer
Model by defining the surface species activity coefficients to have a specific para-
metric model form. While such an approach obviates the need for large data sets
to establish the composition dependence of conditional equilibrium constants, it
also makes the corresponding equilibrium constants model-dependent and, there-
fore, not necessarily of strict thermodynamic significance. For this reason, the
notation,28

K1
M intð Þ ¼ � SO� � � �Mð Þ Hþ� �

� SOHð Þ Mmþ� � ð4:47Þ

will be used to denote the ‘‘intrinsic’’ equilibrium constant for the reaction in eq.
4.39a instead of, say, the more generic form on the left side of eq. 2.2a. (As usual,
parentheses around a chemical species signify its thermodynamic activity.)

The Triple Layer Model leaves untouched the single-ion activities of aqueous
species that appear in equilibrium constants [e.g., (Mmþ)], with the implicit under-
standing that the Davies equation or another suitable ion-association model
equation will be applied to convert molar concentration into activities.25,31 For
surface species, the Triple Layer Model ansatz,27,32
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fi� ¼ f 0i� exp ZiF �=RTð Þ ð4:48Þ

is developed for a surface species i, with valence Zi, residing in a plane � of the
electrical double layer (see fig. 4.2). The first factor on the right side of eq. 4.48 is
the value of the activity coefficient fi� when the ‘‘surface potential’’  � equals zero.
This activity coefficient is then conventionally assumed to be independent of the
two indices i and � (i.e., it is assumed to be the same for all surface species) in the
Triple Layer Model and is given the arbitrary value 1.0 simply to reduce the
number of adjustable parameters. The ‘‘surface potential’’  � in eq. 4.48 is an
electrostatic potential assigned to one of three planes near a charged particle
surface (fig. 4.2). These planes contain inner-sphere surface complexes (� � 0),
outer-sphere surface complexes (� � �), or the boundary of the diffuse ion swarm
(� � d). The underlying concept here is not unlike mean field theory, which
provides the guiding principle for the Gouy-Chapman model.6,32 In the Triple
Layer Model, each adsorbed species is acted upon by an average coulomb field
arising from the presence of charged surface sites and the charges of other
adsorbed species. The corresponding electrostatic potential of this field takes on
discrete values in three hypothesized ‘‘planes of adsorption’’ for surface com-
plexes and diffuse swarm species. Thus the Boltzmann factor on the right side
of eq. 4.48 provides an activity-coefficient correction25,32 for the effects of the
mean electrostatic field near a charged particle. Evidently, the first factor fi�
contains all other corrections, including those for short-range interactions, and
these corrections are considered to be one and the same for all surface species
described by the Triple Layer Model, for the sake of simplicity.

Electrostatic potentials in condensed phases (e.g., aqueous solutions) are not
measurable.33 Therefore, the ‘‘surface potential’’  � in eq. 4.48 must be itself
modeled in terms of measurable quantities. This requirement is met in the Triple
Layer Model by invoking two charge-potential relationships:26,27


TLM0 ¼ C1  0 �  �
� �


d ¼ C2  d �  �
� � ð4:49Þ
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Fig. 4.2 Schematic illustration

of electrical double layer
structure in the Triple Layer
Model. The surface charge

density 
0
TLM ¼ 
in þ 
IS (eqs.

1.39 and 1.40), while 
�
TLM ¼


OS (eq. 1.40). The capacitance
densities C1 and C2 relate 
0

TLM

and 
d (eq. 4.50) to the ‘‘surface
potentials,’’  0,  �, and  d

(eq. 4.49).



where C1 and C2 are adjustable parameters that play the role of interfacial capa-
citance densities (units of farads per square meter). Equations 4.49 are analogous
to the charge-potential relationships for a parallel-plate capacitor, in keeping with
the assignment of  � to discrete planes (fig. 4.2). They are augmented in the Triple
Layer Model by imposing the charge-potential relationship in modified Gouy-
Chapman theory that can be derived from combining eqs. 4.9 and 4.29 for the
case 
p ¼ �
d ,  ¼  d :


d ¼ �ð4"0DRTc0Þ
1
2 sinhðF d=2RTÞ ð4:50Þ

where c0 is the concentration of a 1:1 background electrolyte at the reference point
for the electrostatic potential and all other symbols are defined in section 4.1.
(Evidently, eq. 4.50 can be generalized by utilizing eq. 4.25 instead of eq. 4.29.)
Equations 4.49 and 4.50, along with the special case of eq. 1.43 that represents
charge balance in the Triple Layer Model,26,27


TLM0 þ 
TLM� þ 
d ¼ 0 ð4:51Þ

provide sufficient conditions for the determination of the model potentials  0,  �,
and  d .

29 [Note that 
TLM� is to be identified with 
os (eq. 1.40), while 

TLM
0 in eq.

4.51 is to be identified with (
in þ 
IS) in eqs. 1.39 and 1.40, and not solely with
the structural charge density 
0 (eq. 1.29)—a small matter of conflicting notation!]

The conditional equilibrium constant associated with eq. 4.47 now can be
expressed in the form:28

K1
Mc ¼

� SO� � � �M½ � Hþ� �
� SOH½ � Mmþ� � ¼ K1

M intð Þ exp �F m � �  0

� �
=RT

	 � ð4:52Þ

on reference to eq. 4.48:

ðð� SO� � � �MÞÞ ¼ ½� SO� � � �M� expð�F 0=RTÞ expð �=RTÞ ð4:53aÞ

ð� SOHÞ ¼ ½� SOH� ð4:53bÞ

The Reference State for the activity coefficients in eqs. 4.52 and 4.53 is defined by
 � ¼  0 ¼ 0 and infinite dilution of the aqueous solution phase.26,27 Therefore,
activities are equal numerically to concentrations (in mol dm�3) under the
hypothetical conditions of zero particle charge and ionic strength.34 By rearran-
gement of eq. 4.52 and judicious use of eq. 4.48, one finds model equations for the
intrinsic equilibrium constants that correspond to the adsorption reactions in eqs.
4.36 to 4.41:28
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Kþ intð Þ ¼ SOHþ
2

	 �
SOH½ � Hþ� �� � exp F 0=RT½ � ð4:54aÞ

K� intð Þ ¼ SO�½ � Hþ� �� �
SOH½ � exp �F 0=RT½ � ð4:54bÞ

K1
M intð Þ ¼

SOM m�1ð Þ
h i

Hþ� �� �
SOH½ � Mmþ� �� � exp m� 1ð ÞF 0=RT½ � ð4:55aÞ

K2
M intð Þ ¼

SOð Þ2M m�2ð Þ
h i

Hþ� �� �2
SOH½ �2 Mmþ� �� � exp m� 2ð ÞF 0=RT½ � ð4:55bÞ

Ki
L intð Þ ¼

SH ‘�ið ÞL
1�ið Þ

h i
Hþ� �� � i�1ð Þ

SOH½ � H‘L
� �� � exp 1� ið ÞF 0=RT½ � ð4:56aÞ

K2i
L intð Þ ¼

S2H ‘�ið ÞL
2�ið Þ

h i
Hþ� �� � i�2ð Þ

SOH½ �2 H‘L
� �� � exp 2� ið ÞF 0=RT½ � ð4:56bÞ

K1
M intð Þ ¼ SO� � � �Mmþ	 �

Hþ� �� �
SOH½ � Mmþ� �� � exp F m � �  0

� �
=RT

	 � ð4:57aÞ

K2
M intð Þ ¼

SO� � � �MOH m�1ð Þ
h i

Hþ� �� �2
SOH½ � Mmþ� �� � exp F m� 1ð Þ � �  0

� �
=RT

	 � ð4:57bÞ

K1
L intð Þ ¼ SOHþ

2 � � �L‘�	 �
SOH½ � Hþ� �� �

L‘�
� �� � exp F  0 � ‘ �

� �
=RT

	 � ð4:58aÞ

K2
L intð Þ ¼

SOHþ
2 � � �LH ‘�1ð Þ�

h i
SOH½ � Hþ� �� �2

L‘�
� �� � exp F  0 � ‘� 1ð Þ �

� �
=RT

	 � ð4:58bÞ

KC intð Þ ¼ SO� � � �Cþ	 �
Hþ� �� �

SOH½ � Cþ� �� � exp F  � �  0

� �
=RT

	 � ð4:59aÞ

KA intð Þ ¼ SOHþ
2 � � �A�	 �

SOH½ � Hþ� �� �
A�� �� � exp F  0 �  �

� �
=RT

	 � ð4:59bÞ

Each chemical reaction (eqs. 4.36 to 4.41) yields a surface complex whose
formation from �SOH and aqueous free ionic species (taken as components in
the chemical system under consideration) is constrained by the value of an intrin-
sic equilibrium constant (eqs. 4.54 to 4.59). The concentrations of the compo-
nents, in turn, are constrained by mass-balance equations (eqs. 4.42 to 4.46). The
‘‘surface potentials’’ that appear on the right sides of eqs. 4.4 to 4.59 are con-
strained by the model charge-potential relationships (eqs. 4.49 and 4.50) along
with the charge-balance equation (eq. 4.51). Computational closure is ensured by
the fact that the surface charge components can be expressed in terms of surface
species concentrations.26,29,35
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Aside from the demonstrated ability of the Triple Layer Model to fit
adsorption edge, envelope, or isotherm data,26,27 there are inherent chemical
properties of the model that transcend its application to any particular nat-
ural particle system. For example, �SOH must represent an ‘‘average surface
hydroxyl group’’ in some sense, with the meaning of ‘‘average’’ being strictly
operational (i.e., one intrinsic equilibrium constant per surface complex is
assumed sufficient, even if, on the molecular level, several types of surface
hydroxyl may exist on an adsorbent, as discussed in chapter 1). A more
subtle property of the model is its supposition that the background electrolyte
always behaves indifferently. According to PZC Theorem 2, this supposition
means p.z.n.c. and p.z.c. are always the same (section 1.4). To see this
unambiguously, we note that 
d ¼ 0 at the p.z.c. (eq. 1.43 and the definition
of p.z.c.). By eqs. 4.50 and 4.9 (with 
p � �
d), both  d and its spatial
derivative then vanish at the ‘‘d-plane’’ (fig. 4.2). But this means that  � ¼ 0
by the second of eqs. 4.49. If  � ¼ 0, then 
TLM� ¼ 0; 36 which is the same as

S ¼ 0 because of the Triple Layer Model hypothesis that the background
electrolyte ions form only outer-sphere surface complexes (eqs. 4.41). The
vanishing of 
S is the necessary and sufficient condition for equality between
p.z.n.c. and p.z.c., according to PZC Theorem 2. Thus, the charge-potential
relationships in the Triple Layer Model are sufficient to render any back-
ground electrolyte it describes indifferent. Note also that these relationships
tacitly assume that diffuse-swarm ions never approach a particle surface more
closely than the ‘‘d-plane;’’ i.e., all ions approaching nearer to the surface
than the ‘‘d-plane’’ are assumed to be instantly immobilized into surface
complexes.

For an adsorbent without structural charge, equality between p.z.c. and
p.z.n.c. implies equality between p.z.c. and p.z.n.p.c. (PZC Theorem 1 in section
1.4). In this important special case, which applies to aluminum and iron oxides as
well as to humus, a relationship exists between p.z.n.p.c. and the intrinsic equili-
brium constants in Eqs. 4.54, given that only a 1:1 background electrolyte is
present to provide adsorptive ions other than Hþ or OH�. Under this condition,
since the 1:1 background electrolyte is always indifferent, p.z.n.p.c. is termed a
pristine point of zero charge, p.p.z.c.37 Equations 4.54 can be combined so as to
cancel [�SOH]:

Kþ intð Þ
K� intð Þ ¼

� SOHþ
2

	 �
� SO�½ � Hþ� ��2

exp 2F 0=RTð Þ ð4:60Þ

At pH ¼ p.p.z.c.,  0 ¼ 0 because 
TLM0 ¼ 
Hð Þ is zero,36 (Hþ) ¼ 10-p.p.z.c., and
� SOHþ

2

	 � ¼ � SO�½ � because—and only because—
TLM� ¼ 
OSð Þ is also zero.38

Therefore, eq. 4.60 can be rearranged to yield the relationship:

p:p:z:c: ¼ 1

2
logKþ intð Þ � logK� intð Þ	 � ð4:61Þ

Equation 4.61 is the Triple Layer Model prediction of the pristine point of zero
charge in terms of the model protonation/proton dissociation equilibrium con-
stants. Since these latter parameters are independent of ionic strength, so is
p.p.z.c. according to the model.39 Note also that eq. 4.61 implies equality between
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KC(int)/K�(int) and KA(int)/Kþ(int) as an additional constraint on the Triple
Layer Model (eqs. 4.54 and 4.59).

In section 1.3 (see also problem 3 in Chapter 1) the relation between Pauling
Rule 2 and the Brønsted acidity of surface hydroxyl groups on metal oxides is
described, with the inference drawn that protonation of a surface oxygen ion that
is singly bonded to a metal cation in the oxide structure is very likely because this
configuration leaves the oxygen ion valence highly unsaturated. The degree of
unsaturation depends on the bond valence of the metal cation in the oxide.
Therefore, one may expect that log Kþ(int) would show an inverse relationship
with this bond valence. More particularly, the inverse relationship should involve
the bond valence of the metal cation divided by its distance to the adsorbed
proton, this ratio being a measure of the repulsive coulomb potential acting on
the proton.40 Completing this simple conceptual picture of the affinity of a surface
oxygen ion for a proton, one may conjecture that log Kþ(int) would show a
positive correlation with the inverse of the dielectric constant of the metal oxide
on the grounds that small values of this parameter would favor binding of a
proton to a surface O as opposed to a water O (i.e., adsorption versus solvation).

Statistical correlations of this character have indeed been discovered for
Kþ(int) and K�(int):

40

logKþðintÞ ¼ 21:1158ð1=DSÞ � 4:92608ðs=RSOHÞ þ 12:9181 ð4:62aÞ
logK�ðintÞ ¼ �21:1158ð1=DSÞ þ 3:65688ðs=RSOHÞ � 16:4551 ð4:62bÞ

where DS is the dielectric constant of the metal oxide, s is the bond valence of its
metal cation (eq. 1.22), and RSOH ¼ RSO þ 0.101 is the distance between the metal
cation and the proton in a �SOH group (in nm), where RSO is the metal cation-
oxygen ion bond length. As an example of the predictive quality of eqs. 4.62,
consider corundum (�-Al2O3), whose Al–O bond valence is given by eq. 1.24.
There are two Al–O bond lengths in the oxide, leading to an average value of
1.729 nm�1 for s=RAlOH. The dielectric constant of corundum is 10.43.40

Therefore,

logKþðintÞ ¼ 6:4 logK�ðintÞ ¼ �12:2

according to eqs. 4.62. Similarly, for goethite (�-FeOOH), with DS ¼ 11:7 and
S=RFeOH ¼ 1.645,40

logKþðintÞ ¼ 6:6 logK�ðintÞ ¼ �12:2

These latter values may be compared with log KþðintÞ ¼ 4.8 � 0.6 and log K�(int)
¼ �10.9 � 0.6, the averages of values available in compilations of Triple Layer
Model results.26 The ‘‘order-of-magnitude’’ quality of eqs. 4.62 is apparent.

Similar correlation results are available for the Triple Layer Model equilibrium
constants, KC(int)/K�(int) and KA(int)/Kþ(int) (eqs. 4.54 and 4.59). In this case,
the only correlating independent variable is DS, with the two regression para-
meters then being dependent on the electrolyte ion Cþ or A�. Some predictions
of the linear regression of log[KC(int)/K�ðintÞ� or log [KA(int)/Kþ(int)] on 1/DS

are listed in the table below (values of DS in parentheses):41
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Adsorbent oxide

log½KCðintÞ=K�ðintÞ� log½KAðintÞ=KþðintÞ�

Liþ Naþ Kþ Cl� NO3
�

�-FeOOH (11.7) 2.70 2.49 2.30 2.23 1.97

�-Fe2O3 (25.0) 3.16 2.87 2.62 2.81 2.25

Fe(OH)3(am) (11.7) 2.70 2.49 2.31 2.24 1.97

�-Al2O3 (10.4) 2.59 2.40 2.24 2.10 1.91

SiO2(am) (3.8) 0.91 1.00 1.11 0.56 1.17

�-MnO2 (10
4) 3.56 3.20 2.88 3.31 2.49

The ratios of intrinsic equilibrium constants in this table are equal to the Triple
Layer Model equilibrium constants for adsorption reactions developed by
combining eqs. 4.36 and 4.41:

� SO� þ Cþ ¼ � SO� � � �Cþ *KCðintÞ ¼ KCðintÞ=K�ðintÞ ð4:63aÞ
� SOþ

2 þA� ¼ � SOHþ
2 � � �A� *KAðintÞ ¼ KAðintÞ=KþðintÞ ð4:63bÞ

By way of comparison with the table above, some paired measured values of the
two equilibrium constants in eqs. 4.63 can be cited for goethite (�-FeOOH):26,39

log *KNaðintÞ log *KClint log *KK ðintÞ log *KClðintÞ
0:8 0:6 0:8 0:6

log *KNaðintÞ log *KNO3
ðintÞ log *KK ðintÞ log *KNO3

ðintÞ
1:9 2:5 1:5 2:0

The approximate agreement between the correlation model and measured para-
meters is again evident. Note that the constraint,

log *KCðintÞ ¼ log *KAðintÞ ð4:64Þ
required for eq. 4.61 to be valid is also only approximately satisfied by available
estimates or measurements of Kþ(int), K_(int), KCðintÞ; and KAðintÞ:39

4.3 Modeling Temperature Effects

The effect of temperature on ion adsorption controlled by surface complexation
mechanisms is manifest in the temperature dependence of rate coefficients (eq.
3.13) and of intrinsic equilibrium constants, such as those defined in eqs. 4.54 to
4.59. For the latter, chemical thermodynamics provides the van’t Hoff equation:42

@ lnK

@T0

� �
P0

¼ �rH
0 T0
� �

R T0
� �2 ð4:65Þ

to describe quantitatively how an equilibrium constant K changes with the
standard-state temperature T0 at constant standard-state pressure P0. The
numerator on the right side of eq. 4.65 is the standard enthalpy change of the
reaction to which K refers, and the denominator contains the gas constant R
(see section 3.1, below eq. 3.13). Integration of eq. 4.65 is required in order to
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calculate K at a temperature other than the conventional standard state tempera-
ture, T0

R ¼ 298.15 K. This operation, in turn, requires information about the
temperature dependence of the standard enthalpy change. In most applications,
�rH

0ðT0) is represented by a two-term Taylor expansion about T0
R ¼ 298:15K :43

�rH
0 T0
� � � �rH

0 T0
R

� �þ�C0
P T0

R

� �
T0 � T0

R

� � ð4:66Þ

where

�C0
P � @�rH

0

@T0

 !
P0

ð4:67Þ

is the Kirchoff equation for the standard change in heat capacity at constant
pressure for the reaction to which K refers.42,43 Under this approximation, eq.
4.65 becomes

@ lnK

@T0

� �
P0

� �rH
0 T0

R

� �
R T0
� �2 þ�rCP T0

R

� �
RT0

1� T0
R

T0

 !
ð4:68aÞ

and integration of eq. 4.65 would yield

lnK T0
� � � lnK T0

R

� �þ�rH
0 T0

R

� �
RT0

R

1� T0
R

T0

 !
þ�rC

0
P T0

R

� �
R

ln
T0

T0
R

� 1� T0
R

T0

 !" #
ð4:68bÞ

upon integration of both sides of eq. 4.68a between the limits T0
R and T0. The

right side of eq. 4.68b contains three parameters, K(T0
R), �rH

0(T0
R), and

�rCP(T
0
R), whose values at 298.15 K must be known in order to estimate ln K

at some other temperature. If �rC
0
P T0

R

� �
is negligibly small, eq. 4.68b reduces to a

well known approximate van’t Hoff equation featuring a linear dependence of ln
KðT0) on 1/T0.42,43

As an example of the application of eq. 4.68 to surface complexation reactions,
consider the protonation reaction,

� SO� þ 2Hþ> � SOHþ
2 ð4:69Þ

which can be obtained from eq. 4.36. On the Triple Layer Model, the equilibrium
constant for this reaction is the quotient of Kþ(int) and K�(int), as in eq. 4.60.
The temperature dependence of this quotient—under the critical assumption that
the two intrinsic equilibrium constants involved are indeed independent of com-
position (i.e., that they are not conditional equilibrium constants because of inade-
quacies in the Triple Layer Model)—is expressed by eq. 4.68b. In principle, the
enthalpy and heat capacity parameters should be obtained from direct calori-
metric measurements of �rH

0(T0) that validate eq. 4.66.44 In practice, these
two parameters are determined by optimization of eq. 4.68b to fit data on the
temperature dependence of the pristine point of zero charge (p.p.z.c.), which is
related to Kþ(int) and K�(int) in eq. 4.61:
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p:p:z:c: T0
� � � p:p:z:c: T0

R

� �þ 2 ln 10ð Þ�1 �rH
0 T0

R

� �� T0
R�rC

0
P T0

R

� �	 �
RT0

R

(

� 1� T0
R

T0

 !)
þ�rC

0
P T0

R

� �
2R

log
T0

T0
R

ð4:70Þ

Figure 4.3 shows an application of eq. 4.70 to rutile (TiO2).
45 The optimized

values of the parameters involved are:

p:p:z:c:ð298:15 KÞ ¼ 5:4 �rH
0ð2:98:15 KÞ ¼ �52:8 kJ mol�1

�rC
0
Pð298:15 KÞ ¼ 251 J mol�1K�1

for 298.15 K < T0 < 568.15 K. Values of �rH
0 (298.15 K) that have been

reported for rutile44–46 range from �40 to �53 kJ mol�1, while those reported
for �rC

0
P (298.15 K) range from 0 to 377 J mol�1 K�1. A calorimetric measure-

ment of �rH
0 (298.15 K) for rutile yields �44 kJ mol�1, in agreement with the

range of values inferred from statistical optimization.44–46

Figure 4.3 indicates a drop in p.p.z.c. by more than 0.5 over the temperature
range 25 to 100�C. For other metal oxides, the decreases in p.p.z.c. are compar-
able,44–46 with �rH

0 (298.15 K) ranging from �32 to �100 kJ mol�1. The impact
of �rC

0
P (298.15 K) on this trend in p.p.z.c. is rather small, because the two terms

in eq. 4.68b containing this parameter as a factor will cancel so long as the
approximation, ln(T0/TR

0) � 1 � (TR
0/T0) is accurate (i.e., if T0 � T0

R

�� ��9 0:1
T0). Thus �rC

0
P (298.15 K) is not a sensitive parameter in eq. 4.70.
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Fig. 4.3 Application of eq. 4.70 to measurements46 of the p.p.z.c. of rutile (TiO2) over the
temperature range 25 to 295�C.45



Although eq. 4.70 depends for its validity on the Taylor expansion of
�rH

0ðT0) in eq. 4.66, it does not depend particularly on the form of the proto-
nation reaction in eq. 4.69. For example, if a more detailed picture of a proto-
natable surface site than �SO� is used [say, one based on applying bond valence
concepts to surface OH groups singly-coordinated to a trivalent metal cation (see
problem 3 in chapter 1)], then eq. 4.69 could be replaced by the protonation
reaction:47

� SOH
1
2 þHþ> � SOH

þ1
2

2 ð4:69aÞ
and eq. 4.61 would become:

p:p:z:c: ¼ logKHðintÞ ð4:61aÞ
KHðintÞ being the intrinsic equilibrium constant for the new reaction in eq. 4.69a.
It is evident that KHðintÞ must formally be equal to the square-root of Kþ/K�, if
Eqs. 4.70 and 4.69a describe the same protonation process as observed in a titra-
tion experiment, and, therefore, that �rH

0 for the latter reaction will equal one-
half �rH

0 for the former reaction. The key point here is that p.p.z.c. will always
be proportional to the logarithm of a model equilibrium constant whose tempera-
ture dependence is expressed by eq. 4.65, or by the three-parameter approxima-
tion in eq. 4.70, irrespective of any underlying molecular hypotheses. Indeed, eq.
4.70 is independent of the surface complexation model selected to describe the
p.p.z.c. so long as the associated intrinsic equilibrium constant is not composition
dependent.

This conclusion can be epitomized by generalizing eq. 4.70 to relate the p.p.z.c.
and �rH

0 at any temperature:

�rH
0ðT0Þ � T0�rS

0ðT0Þ ¼ �n ln 10RT0 p.p.z.c. ð4:71Þ
upon introducing �rG

0 � �rH
0 � T0�rS

0 and noting that the intrinsic equili-
brium constant associated with both �rG

0 and p.p.z.c. may be derived from an
‘‘n-pK model’’ (n ¼ 1; 2).47 Evidently �rS

0ðT0) can be estimated if �rH
0ðT0) and

a corresponding p.p.z.c. value are available. Compilations of these estimates44–46

indicate that �rS
0ð298:15Þ > 0 and that it ranges from 20 to 80 J mol�1 K�1, thus

prompting the suggestion48 that �rS
0(298.15) � 50 J mol�1 K�1 might be a useful

average value to introduce into eq. 4.71. This approximation would make �rH
0

depend on the p.p.z.c., with surface protonation becoming an increasingly more
exothermic process as p.p.z.c. increases. Perusal of�rH

0 (298.15) data for a broad
variety of minerals45 suggests that this correlation is roughly correct. Thus, strong
bond formation between a proton and a mineral surface is signaled by a high
p.p.z.c. value—a not unreasonable physical concordance.

Besides the conceptual measurability issues that attend p.p.z.c., the details of
which are discussed in sections 1.4 and 4.2, specific experimental difficulties arise
when it is measured at temperatures in excess of 90�C.49 Therefore, it is pertinent
to explore whether eq. 4.68 is justifiable on fundamental grounds for the reactions
in eqs. 4.69 and 4.69a, so as to have confidence in the accuracy of enthalpy and
heat capacity parameters determined almost always by goodness-of-fit criteria. In
general terms, �rC

0
P is expected to be minimal—and the Taylor expansion in eq.
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4.66 more accurate—if the reactants comprise the same number and types of
chemical species as do the products of a chemical reaction.43 The reason for
this expectation is that changes in the degrees of motional freedom (the molecular
basis for changes in heat capacity) should be minimal when the products of a
reaction are similar in nature to the reactants.

This condition is not particularly well met in eq. 4.69 (or in eq. 4.69a), but the
situation can be improved by adding to it the ionization reaction of liquid water to
yield the composite protonation reaction43,49

� SO� þHþ þH2O () � SOHþ
2 þOH� ð4:72Þ

This ‘‘isocoulombic’’ reaction contains like numbers of each type of charged
species on both sides. Its equilibrium constant can be expressed in the logarithmic
form:

logK ¼ log½KþðintÞ=K�ðintÞ� þ logKW ð4:73Þ
where KW is the ion product for liquid water, with temperature dependence:

logKW T0
� � ¼ �13:995þ 14:996 1� 298:15

T0

� �
� 0:01706 T0 � 298:15

� � ð4:74Þ

over the range 273.15 K < T0 < 373.15 K. The right side of eq. 4.73 should be a
better candidate for modeling with eq. 4.68b than is log [Kþ(int)/K�(int)]
alone.43,49 Indeed, if �rH

0 298:15ð Þ�� �� and �rC
0
p 298:15ð Þ�� �� were close in value to

�rH
0
w 298:15ð Þ�� �� ¼ 55:8 kJ mol�1 and �rC

0
pw 298:15 Kð Þ�� �� ¼ 223:8 Jmol�1 K�1 for

the ionization reaction of liquid water, then the temperature variation of log K iso

would be essentially negligible, and the approximation:

log½KþðintÞ=K�ðintÞ� þ logKWðT0Þ ¼ constant ¼ 2 p.p.z.c.ð298:15 KÞ � 13:995

ð4:75Þ
would be accurate at any temperature T0. Equation 4.75 can be tested readily,
since data on the temperature dependence of p.p.z.c. are available:46,50

Temperature (�C) p.p.z.c. 2 p.p.z.c. þ log KW

Rutile

25 5.4 �3.2

50 5.1 �3.1

100 4.7 �2.9

Goethite

25 8.3 2.6

40 8.1 2.7

55 7.9 2.7

70 7.7 2.6

Constancy of [p.p.z.c. þ (1/n)log KW] for either n ¼ 1 or 2 has been observed for a
variety of oxide minerals,44,46,50 but not all.49 When it does obtain, as in the table
above, it signals the fact that the temperature dependence of p.p.z.c. is congruent
with the temperature shift of ‘‘neutral pH’’ in liquid water.
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Given the exothermic nature of surface protonation reactions, increases in
temperature must decrease p.p.z.c. values and thereby broaden the range of pH
in a Schindler diagram (section 1.5) over which an adsorbent functions as a cation
exchanger. This conclusion alone is sufficient to make the prediction that cation
adsorption should be enhanced, and anion adsorption should be diminished, as tem-
perature increases. Figures 4.4 and 4.5 illustrate the essential correctness of this
broad prediction. Figure 4.4 shows the effect of increasing temperature on the
adsorption edge for Cd2þ reacted with goethite.51 The value of the parameter
pH50 (see eq. 1.12 and fig. 1.1) decreases from 6.4 at 5�C to 5.9 at 35�C, indicating
the typical shift of an adsorption edge to smaller pH values as temperature is
increased.44,50–52 Figure 4.5, which can be compared with fig. 1.2, displays adsorp-
tion envelopes for borate reacted with an Alfisol soil at three temperatures.53 A
decrease in the adsorption maximum as the temperature increases from 10�C to
40�C is apparent. Similar trends obtain for other oxyanions on diverse adsor-
bents.44,54 Thus, quite generally, increasing temperature leads to greater cation
adsorption and lesser anion adsorption under given conditions.

Adsorption edges and envelopes are influenced, of course, by other variables
than temperature. For example, at fixed temperature and ionic strength, adsorp-
tion edges shift to higher pH values (i.e., pH50 increases) as the initial concentra-
tion of adsorptive cation is increased.51 At fixed temperatures, ionic strength, and
initial adsorptive concentration, adsorption edges shift to lower pH values (i.e.,
pH50 decreases) as the time of reaction between the adsorptive and adsorbent
increases.51 This effect of reaction time offsets that of initial concentration, but
complements that of temperature. For example, pH50 ¼ 5.85 for the adsorption
edge of Cd2þ on goethite at 35�C (fig. 4.4) determined after 7 days’ reaction with
10 mmol Cd m�3 initial concentration. But essentially the same value of pH50

(5.83) is observed for the Cd2þ adsorption edge at 5�C after 21 days reaction with
1 mmol Cd m�3 initial concentration.51 Similarly, ionic strength effects on an
adsorption edge can offset the shift caused by temperature changes, as illustrated
in fig. 4.6 for Ca2þ adsorption by rutile.55 Adsorption edges determined in
0.03 mol NaCl dm�3 background electrolyte solution (filled symbols) are shifted
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Fig. 4.4 Adsorption edges for Cd2þ

reacted for 7 days with goethite at
varying temperature.51 The value of

nTCd is 5 mmol kg�1 in a background
electrolyte solution of 10 mol m�3

Ca(NO)3.
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Fig. 4.5 Adsorption

envelopes for borate
reacted for 2 h at varying
temperature with an Alfisol

suspended in NaCl
solution.53

Fig. 4.6 Adsorption edges for Ca2þ on rutile (TiO2) at varying temperature and two ionic
strengths (NaCl), 30 mol m�3 (filled symbols) and 300 mol m�3 (open symbols).55 The
values of p.p.z.c. are: 5.3 (25�C), 5.4 (50�C), 4.3 (150�C), and 4.1 (250�C).



to higher pH values (open symbols) in 0.3 mol NaCl dm�3 background solution.
Thus, the adsorption edge at 25�C in the lower ionic strength medium is congru-
ent with the adsorption edge at 50�C in the higher ionic strength medium. Note
also that plotting the adsorption edges as a function of the renormalized variable,
pH � p.p.z.c., does not make them superpose. Evidently the effect of temperature
on Ca2þ adsorption is more complex than merely a result of decreasing p.p.z.c.
values.

Temperature dependence in ion adsorption also is manifest in adsorption iso-
therms, as illustrated in fig. 4.7 for Pb2þ adsorption by goethite at pH < p.z.n.c.56

The remarkable increase in the surface excess of Pb between 55�C and 70�C is a
signature of the logarithmic relationship between an equilibrium constant and
temperature realized in the van’t Hoff equation (eq. 4.65). This trend is apparent
in the temperature dependence of the four empirical parameters that appear in the
generic two-term isotherm equation in eq. 1.13:56

tð8CÞ b1 (mmol kg�1) K1 (m3 mol�1 b2 (mmol kg�1) K2 (m3 mol�1)

10 9.63 227 55.0 3.3

25 7.76 185 55.0 4.4

40 8.31 269 60.5 4.8

55 10.78 290 55.0 5.4

70 13.86 332 66.0 6.5
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Fig. 4.7 Adsorption isotherms for Pb2þ on goethite at pH 5.5 for varying temperatures.56

The solids concentration is 6.7 g L�1 in 10 mol m�3 KNO3 solution. The curves through the
data points are fits of eq. 1.13.



The temperature dependence of the two ‘‘affinity’’ parameters can be fit to eq.
4.68b for the case �C0

P � 0:

lnK1 ¼ 14:99 � ð789:8=T0Þ r2 ¼ 0:69
lnK2 ¼ 11:724� ð1015=T0Þ r2 ¼ 0:97

which imply �rH
0
1 � 6:6 kJ mol�1 and �rH

0
2 � 8:4 kJ mol�1, respectively, at

298.15 K.56

Unlike the empirical models in eqs. 1.12 and 1.13, surface complexation models
can describe adsorption edges or envelopes and isotherms simultaneously.26 The
temperature dependence of the resulting intrinsic equilibrium constants then can
be fit to eq. 4.68b similarly to the overall protonation intrinsic equilibrium con-
stant for the reaction in eq. 4.69. This has been done, for example, in the case of
Cd2þ adsorption by kaolinite over the temperature range 10�C to 70�C.57 At
pH > p.z.n.p.c. Cd2þ adsorption was modeled by eq. 4.37b,

2 � SOHþ Cd2 þ>ðSOÞ2Cd0 þ 2Hþ ð4:76Þ
with an intrinsic equilibrium constant K2

Cd intð Þ:

lnK2
Cd intð Þ ¼ �18:108þ 29:988 1� 298:15

T0

� �
ð4:77Þ

for 283.15 K < T0 < 343.15 K. It follows from a comparison between eqs. 4.68b
and 4.77 that �rH

0 (298.15) ¼ 74 kJ mol�1 for the surface complexation reaction
in eq. 4.76.57 In parallel with the treatment of the surface protonation reaction
in eq. 4.69, the surface complexation reaction in eq. 4.76 is transformed to an
‘‘isocoulombic’’ reaction by subtracting from it the hydrolysis reaction:

Cd2þ þ 2H2O>CdðOHÞ02 þ 2Hþ ð4:78Þ
to achieve the composite reaction:

2 � SOHþ CdðOHÞ02> � ðSOÞ2Cd0 þ 2H2O ð4:79Þ
with intrinsic equilibrium constant K2

Cd intð Þ=*�2, where *�2 is the equilibrium
constant for the hydrolysis reaction. Following the same line of reasoning used
to arrive at eq. 4.75, one infers that logK2

Cd intð Þ � log *�2 may show little or no
temperature dependence. A direct calculation with eq. 4.77 and data on the tem-
perature variation of log*�2 shows that this conjecture is approximately correct:57

t (�C) logK2
Cd intð Þ � log ��2

10 12.9

25 12.5

40 12.1

55 12.1

70 11.8

Equation 4.79 exposes the chemical symmetry between aqueous and adsorbed
species [�SOH $ H2O, �(SO)2Cd

0 $ Cd(OH)02] implied by the positive correla-
tion observed commonly between intrinsic equilibrium constants for metal cation
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surface complexation by hydroxylated adsorbents and thermodynamic equili-
brium constants for metal cation hydrolysis (section 1.5). The same chemical
symmetry appears in eq. 4.72 [�SO� $ OH�, �SOHþ

2 $ Hþ þ H2O ¼ H3O
þ]

implying a positive correlation between p.p.z.c. and ‘‘neutral pH’’ as temperature
varies.

4.4 Modeling Affinity

Given the polyfunctionality of natural particle surfaces, adsorption reactions
involving even a single type of aqueous species usually will result in a variety
of adsorbate species partitioned concurrently among the diffuse ion swarm,
outer-sphere surface complexes, and inner-sphere surface complexes. For exam-
ple, Cd2þ in solution may adsorb as Cd2þ and CdOHþ in the diffuse swarm; as
�SO� � � � Cd2þ and �SO� � � � CdOHþ in outer-sphere surface complexes; and
as �(SO)2Cd

0 and �SOCdOH0 in inner-sphere surface complexes, to enumerate
but a few possibilities. Moreover, the bonding characteristics of the surface
complexes may vary spatially on the adsorbent surface if it is highly heteroge-
neous in either chemical composition or molecular-scale topography. This multi-
farious surface speciation would imply the need for a corresponding multiplicity
of intrinsic equilibrium constants—and perforce a daunting parametric model
complexity—in order to apply the theoretical approaches described in sections
4.1 and 4.2.

An alternative methodology, which has its origins in models of ion adsorption
by macromolecules,58 replaces the problem of devising chemical models for
legions of adsorbate species by the problem of determining a sufficient number
of ‘‘affinity classes’’ with which to describe adsorption processes quantitatively
over desired ranges of pH and aqueous solution composition. Each ‘‘affinity
class’’ is characterized by a capacity parameter b and a conditional affinity para-
meter K in the spirit of an isotherm equation, such as that in eq. 1.13. However,
an ‘‘affinity class’’ may have no simple relationship to the surface functional
groups on an adsorbent and indeed may represent a variety of adsorbate struc-
tures, since all three kinds of adsorbed species may be contributing to any one
capacity or affinity parameter. Thus, the adsorption behavior of an ion is modeled
as if it derived from interactions between the ion and a suite of hypothetical
noninteracting surface functional groups, each class of which is distinguished
by the two parameters b, K.59 No a priori molecular-scale interpretation can be
associated with ‘‘affinity classes’’, although ancillary surface functional group
analysis by chemical methods may permit mechanistic inferences to be made. In
adopting this approach, therefore, one concedes to an exchange of molecular
verisimilitude for model simplicity.

The fundamental hypothesis made in the modeling of ‘‘affinity classes’’ is
expressed mathematically by the integral representation:59

n cð Þ ¼
Z 1

0

f Kð ÞKc
1þ Kc

dK ð4:80Þ
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where n is the surface excess of an adsorptive whose concentration is c (eq. 1.4)
and f ðKÞdK is the maximum surface excess of the adsorptive when bound to sites
whose affinity parameters lie in the range K to K þ dK , such that

nmax ¼
Z 1

0

f Kð ÞdK ð4:81Þ

is the maximum surface excess attainable by adsorption onto all sites, under the
conditions that obtain when nðcÞ is measured. Equation 4.80 assigns to each
affinity class a Langmuir adsorption isotherm (cf. eq. 1.13) with affinity parameter
K and a capacity parameter determined by the value of f ðKÞ. Equation 1.13 is
then the special case of eq. 4.80 obtained after introducing the specific mathema-
tical representation:

f ðKÞ ¼ b1�ðK � K1Þ þ b2�ðK � K2Þ ð4:82Þ
where60 Z 1

�1
g xð Þ� x� að Þdx � g að Þ ð4:83Þ

defines the delta-‘‘function’’ �(x) and its effect on an integrable function gðxÞ.
The affinity spectrum f ðKÞ in eq. 4.82 may be pictured as two vertical spikes,
positioned at K ¼ K1 and K ¼ K2, respectively, representing the contributions
of two ‘‘affinity classes,’’ such that, by eq. 4.83,

nmax ¼
Z 1

0

b1� K � K1ð Þ þ b2� K � K2ð Þ½ �dK

¼ b1 þ b2 ¼ b

ð4:84Þ

gives the contribution of each class to the maximum surface excess possible
according to eq. 1.13. [Note that eq. 4.83 has been used in eq. 4.84 as the special
case of constant gðxÞ for x > 0 and gðxÞ � 0 for x < 0.]

Equation 4.80 is a mathematical representation of the surface excess as a
function of adsorptive concentration in terms of an integrated Langmuir isotherm
equation, whose derivation in statistical thermodynamics61 shows it to describe
adsorption onto independent sites of uniform affinity, with no interactions among
adsorbate molecules. This representation of nðcÞ is known62 to be unique [i.e., a
one-to-one relationship exists between nðcÞ and f ðKÞ] if nðcÞ satisfies two asymp-
totic conditions:63

lim
c#0

n cð Þ=c�	 � ¼ constant 0 < � � 1ð Þ ð4:85aÞ

lim
c"1

n cð Þ=c½ � ¼ 0 ð4:85bÞ

The first condition applies at very low surface excess, with nðcÞ permitted to vary
with concentration as no higher power than the first, whereas the second condi-
tion stipulates that this variation with concentration must be less than as the first
power at very high surface excess. Equation 4.85a is consistent with a finite value
of the distribution coefficient (eq. 1.8) as c#0, although it does not require this
property, while eq. 4.85b is consistent with a plateau in the adsorption isotherm as
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c"1, but also does not require it. Taken together, these two conditions imply that
the graph of nðcÞ must be concave to the c-axis, that is,

dn

dc
� n cð Þ

c
0 < c <1ð Þ ð4:85cÞ

as is evident also from a comparison between the first derivative of the right side
of eq. 4.80 with respect to c and the ratio of the right side to c. Thus, eq. 4.80
cannot describe an S-curve adsorption isotherm (see fig. 1.3), which is convex to
the c-axis.

In the special case that � ¼ 1 in eq. 4.85a and nðcÞ achieves a plateau value as
c"1, the limiting mathematical forms of nðcÞ at very low and very high concen-
trations can be calculated exactly.63 At very low concentrations,

n cð Þ � nmax hKic� hK2ic2	 � ð4:86aÞ
whereas at very high concentrations,

n cð Þ � nmax 1� hK�1i
c

" #
ð4:86bÞ

where nmax is qiven by eq. 4.81 and

hKni �
R1
0 Kn f Kð ÞdKR1
0 f Kð Þ dK n ¼ �1; � � �ð Þ ð4:87Þ

defines the n normalized moments of the affinity spectrum f ðKÞ. [Note that
nmax ¼ limc"1 nðcÞ is assumed here to be finite and equal to the plateau value
of nðcÞ at high concentrations. Equation 4.81, the zeroth moment of f ðKÞ, then
follows by evaluating the limit of the right side of eq. 4.80 as c"1.] Therefore,
adsorption isotherm data obtained at very low and very high concentrations of
the adsorptive can be used to estimate four of the moments of f ðKÞ. Moreover,
because the model adsorption isotherm in eq. 1.13 contains four parameters and
has the limiting behavior assumed for nðcÞ, it can be fit uniquely to any adsorption
isotherm data having this limiting behavior. The fit will be exact at very low and
very high concentrations, and will interpolate the isotherm data at all concentra-
tions between. In the context of this model, eq. 4.87 becomes:

hKni ¼ 1

b
b1K

n
1 þ b2K

n
2ð Þ n ¼ 0;�1; 2ð Þ ð4:88Þ

leading, along with eq. 4.84, to four algebraic equations equivalent to eqs. 1.17,
1.18, 1.20, and 1.21, which can be solved for the four adjustable parameters, b1,
b2, K1, and K2.

63

In current practice, however, nonlinear least-squares statistical methods are
applied to adsorption isotherm data to determine optimized values of model
parameters based on an entire data set, instead of on data pertaining only to
the extremes of very low and very high adsorptive concentration, which are
difficult to obtain precisely and accurately. The numerical problem to be solved
thus is shifted from solving algebraic equations based on eqs. 4.84 and 4.88 to
minimizing the chi-square statistic,64
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2 ¼
XN
i¼1

ni � n cið Þ

i

� �2
ð4:89Þ

where ni, one of N measured values of a surface excess, corresponds to the
adsorptive concentration ci, 
i is the composite standard deviation associated
with imprecision in the measurements of both ni and ci, and nðci) is a model
expression for the adsorption isotherm evaluated at the concentration ci. The
chi-square statistic can be shown to approach the value of N within a standard
deviation (2N)

1
2 if N"1 and the deviations of the ni from the nðci) follow a

gaussian probability distribution.64

A variety of computational methods is available to perform the minimization
of 2 using eq. 4.80 or a specific parametric model of nðcÞ, such as eq. 1.13.64–66 It
is observed typically, however, that this approach is not sufficient to yield a
unique result; that is, a number of 2 values can be found that meet the criterion,

N � 2Nð Þ12 � 2 � N þ 2Nð Þ12 ð4:93Þ
but correspond to rather different values of model parameters, or even to different
models themselves. 65 This fact becomes especially pertinent in view of the typial
lack of features in adsorption isotherm data sets that might be used to select
models on the basis of qualitative criteria. Given this situation, recourse is
made to additional constraints on the minimization process, a subjective practice
termed regularization,64 that will yield a narrower choice of model parameters or
characteristics while meeting the criterion in eq. 4.93.

Uner regularization, the numerical problem to be solved in minimizationof the
sum,64;67

2½fs‘g� þ
XM
j¼1

�jRj ½s‘g�

where fs‘g is a set of M parameters that are to describe the adsorption data
quantitatively in the context of the model, nðcÞ, and f�jg is a set of M optimizing
‘‘multipliers’’ whose values are to be adjusted so as to ensure that eq. 4.93 is
satisfied while providing an optimal influence of the regularizing function,
Rj½fs‘g�, on the minimization process. The choice of mathematical form for
Rj½fs‘g� is subjective, being based on a priori ideas about what the model, nðcÞ,
should be like. Three typical examples are:64;67

Rj ½fs‘g� Constraint Imposed

sj
Pj�1

‘�1 s‘ Small number of parameters sj

ðsjþ2 � 2sjþ1 þ sjÞ2 Smooth variation among the sj

sj lnðsj=s0j Þ Close approximation of sj to s0j

The first example in the table is a function of fs‘g that increases in magnitude as
the number of parameters M increases. Therefore, it penalizes any attempt to
minimize 2 plus the sum of Rj½fs‘g� that utilizes a large number of parameters.
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This kind of regularization would be useful for an adsorption isotherm model
based on an M-term generalization of eq. 1.13:66;67

nðcÞ ¼
XM
j¼1

sj
Kjc

1þ Kjc
ð4:94Þ

in which the parameters to be optimized are the M Langmuir capacity para-
meters, each of which is associated with an affinity parameter Kj whose values
are prearranged on a fixed grid over a domain that is appropriate to the adsorp-
tion data set being modeled.67 Regularization of this kind would assure that M
in eq. 4.94 is no larger than necessary to fit the model under the criterion in eq.
4.93.

The second example is a finite-difference approximation to the second deriva-
tive of a function whose values are the model parameters.64 Its use in regulariza-
tion penalizes any model dependence on the parameters that results in strong
oscillations of their values as the index j is changed. Therefore, it selects for
smooth variation among the M parameters. This kind of regularization is useful
when nðcÞ is given by eq. 4.80, with the right side then approximated by a suitable
quadrature algorithm involving discretization of the affinity spectrum, f ðKÞ. The
third example is an ‘‘entropy function’’ that penalizes any value of sj that deviates
significantly from an a priori value, s0j . The a priori set s0‘

� �
may be selected from a

preliminary fitting of a model to the adsorption data set or it may be simply a set
of M equal numbers serving as initial guesses for s0‘

� �
.64,67,68 This kind of reg-

ularization can be useful if s0‘
� �

is indeed close to the optional s‘
� �

, since it ensures
that any deviations of the sj from the s0j will occur only if they are required to fit
the model to the data set. The subjective nature of regularization is especially
apparent in this example.

Figure 4.8 illustrates the regularization approach to determining the affinity
spectrum for the adsorption isotherm of a cationic surfactant compound on soil
particles suspended in 10 mol m�3 NaCl solution.67 The log-log plot of the
adsorption isotherm data at the top of the figure exemplifies the rather featureless
concave character of data that meet the condition in eq. 4.85c, which is equivalent
to a slope � 1.0 in the log-log plot. Below the plot is the affinity spectrum obtained
by minimization under regularization for a small number of parameters using eq.
4.94 as the model isotherm equation. Without regularization, the number of
Langmuir terms required to fit the data was 8 instead of 4, with both minimiza-
tions yielding acceptable 2 values. The bottom graph in the figure is an affinity
spectrum based on eq. 4.80 as the model isotherm equation under regularization
for smoothness. In this case, the two delta-‘‘functions’’ near pK � 3.5 in the
discrete affinity spectrum are merged into a broad resonance that accounts for
most of the integral of f ðKÞ (eq. 4.81). This integral was equal to 122 mmol kg�1

for the discrete affinity spectrum (i.e., the sum of the four sj-values), whereas for
the continuous spectrum it was equal to 146 mmol kg�1. Both fits of the data gave
the curve drawn through the data points in fig. 4.8.

Equation 4.80 is readily generalized to model the concurrent adsorption of two
species:69
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ni c1; c2ð Þ ¼
Z 1

0

Z 1

0

f K1;K2ð Þ Kici
1þ K1c1 þ K2c2

dK1dK2 ð4:95Þ

where ni is the surface excess of an adsorptive ion whose concentration is ci
(i ¼ 1; 2) and f ðK1,K2ÞdK1dK2 is the maximum surface excess of either adsorptive
1 or 2 when bound to sites whose affinity parameters lie in the range K1 to K1 þ
dK1, for adsorptive ‘‘1’’ or K2 to K2 þ dK2 for adsorptive ‘‘2’’, such that

nmax ¼
Z 1

0

Z 1

0

f K1;K2ð ÞdK1dK2 ð4:96Þ

is the maximum surface excess attainable by adsorption onto all sites under the
conditions that apply to measurements of n1ðc1; c2) and n2ðc1; c2). The denomi-
nator in the integrand on the right side of eq. 4.95 is a direct generalization of that
on the right side of eq. 4.80, to permit an isolated adsorption site to bind ‘‘no
species,’’ species ‘‘1,’’ or species ‘‘2.’’70 Figure 4.9 shows an example of f ðK1,K2)
for the concurrent adsorption of protons and Ca2þ ions by a peat humic acid
under the conditions 6<pH<10 and [Ca2þ] in the range 10�6 to 10�2 mol dm�3.69
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Fig. 4.8 (a) Log-log plot of an adsorption
isotherm for dodecylpyridinium on a soil

suspended in 10 mol m�3 NaCl solution.
Data from B. J. Brownawell, H. Chen, J. M.
Collier, and J. C. Westall, Environ. Sci.

Technol. 24:1234 (1990). (b) Affinity spectrum
obtained by fitting the data in (a) to eq. 4.94
with regularization favoring the smallest

possible value of M.67 (c) Affinity spectrum
obtained by fitting the data in (a) to eq. 4.80
with regularization for smooth variation of
f ðKÞ.67 The y-axis variable is the affinity

spectrum for log K, which is a more
convenient variate than K when the range of
the latter is large. The two peaks on the left

of the principal peak have been magnified
30� to enhance their visibility.



The bimodal shape of the affinity spectrum reflects the existence of two broad
classes of adsorption site, both with a log KCa mode near 1, but with two log KH

modes, near 5 and 9, respectively characteristic of carboxyl and phenolic OH func-
tional groups. Evidently there are considerably fewer of the latter than the former in
the humic acid sample. As is true for eq. 4.80, it is possible to calculate f ðK1,K2)
analytically if a specific model adsorption isotherm equation is adopted to describe
niðc1; c2Þ:69

4.5 Modeling Natural Particle Adsorption Reactions

Studies of the morphology and chemical composition of natural particles in the
clay and silt size fractions indicate clearly their convoluted, heterogeneous nature.
Mineral particles having a variety of irregular shapes are clustered together in a
morass of organic tendrils and spheroids whose conformations are labile, depend-
ing on conditions of pH, ionic strength, and the identity of attendant counter-
ions.71 Faced with this daunting complexity, the modeling of ion adsorption
becomes an exercise, constrained by parsimony, whose foremost challenge is to
strike a balance between the multiplicity of chemical parameters necessary to
describe adsorbate speciation accurately and the varieties of surface reactivity
that must be considered—even for one type of surface species—simply to capture
the vagaries of natural particle topography.72
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Fig. 4.9 Contour plot of the affinity spectrum [(ln 10)2 KHKCaf (KH, KCa)] obtained by
fitting eq. 4.95 to data on the concurrent adsorption of Hþ and Ca2þ by peat humic acid.69

Data fromM. F. Benedetti, C. J. Milne, D. G. Kinniburgh, W. H. van Riemsdijk, and L.K.
Koopal, Environ. Sci. Technol. 29:446 (1995). The contours, which indicate a bimodal
distribution of log KH values, both a peak in log KCa near 1.0, can be interpreted as

evidence for carboxyl and phenolic OH groups in humic acid reacting with equal affinity
for Ca2þ.



One approach to this conundrum has been to postulate a pair of overall reac-
tions having the form of eq. 4.37a, with the two corresponding intrinsic equili-
brium constants then being expressed as in eq. 4.55a. Noting that, for natural
particles, the acid-base reactions in eqs. 4.36a and 4.36b typically make very small
contributions to surface speciation, relative to the uncharged reactant surface
species in eq. 4.37a, and that, for strongly adsorbing metals, ionic strength effects
are comparably small, one can neglect the surface species activity coefficient that
appears in eq. 4.55a.73 Under these simplifying conditions, the number of adjus-
table model parameters is just three: two equilibrium constants and the fraction of
adsorption sites that is attributed to one of the two complexation reactions
invoked. (If the total quantity of adsorption sites is not known, then the number
of adjustable parameters increases to four.) This concept of a ‘‘two-site, non-
electrostatic’’ model of metal adsorption is mathematically equivalent to the use
of eq. 1.13 for describing the surface excess.74 The ‘‘strong site’’ and ‘‘weak site’’
in the model73 correspond to the affinity classes associated with the larger and
smaller values of the two affinity parameters, K1 and K2, respectively. The success
of this model at both laboratory and field scales73 then can be understood in terms
of the uniqueness of the four parameters that can be deduced from fitting eq. 1.13
to experimental adsorption data, and the ubiquity of such data exhibiting a finite
distribution coefficient as the surface excess approaches zero. Evidently parameter
optimization of this model can be enhanced by discrete-site regularization, as
discussed in section 4.4 for eq. 4.94.67

The ‘‘two-site, non-electrostatic’’ model thus is associated with the affinity
spectrum in eq. 4.82, a condition for the success of which now can be seen in the
key assumption that surface charge and ionic strength variations have little
impact on ion adsorption. Although this assumption may well be appropriate
for natural particles low in organic carbon, it is apparent from a large body of
scientific work that the opposite is true for natural particles comprising signifi-
cant amounts of humus.75 For these latter particles, the development of surface
charge as pH changes and the evolution of particle morphology with variations
in both pH and ionic strength are major factors influencing their behavior as
adsorbents. This additional complexity can be incorporated into tractable mod-
eling by endowing the delta-‘‘functions’’ in eq. 4.82 with finite breadth, thus
passing from a discrete to a continuous affinity spectrum in the spirit of the two
lower graphs in fig. 4.8. Broadening the two delta-‘‘functions’’ may be inter-
preted as one way to capture the ‘‘smearing-out’’ effect of electrostatic interac-
tions on conditional equilibrium constants, which in surface complexation
models is handled parametrically by the exponential factors containing ‘‘surface
potentials.’’

Inspection of the bottom graph in fig. 4.8 reveals the rather symmetric shape of
the resonances centered on the three modal values of pK for adsorption of a
surfactant cation by soil particles in suspension with NaCl solution. This
distinguishing feature of a resonance can be mimicked well by the Sips affinity
spectrum,76

p yð Þ ¼ b

2�

sin ��ð Þ
cos ��ð Þ þ cosh � y� ymð Þ½ � ð4:97Þ
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where y � lnK ,

b �
Z 1

�1
p yð Þdy ð4:98Þ

is the maximum surface excess, analogous to nmax in eq. 4.84, and � is an adjus-
table parameter that must lie the open interval (0, 1) in order that the integral in
eq. 4.98 converge. The Sips affinity spectrum is a log transform of f ðKÞ, such that
pðyÞ ¼ Kf ðKÞ while pðyÞdy ¼ f ðKÞdK . The mode of the spectrum occurs at y ¼ ym,
where pðym) ¼ (b=2�)tan(��/2). The shape of pðyÞ is very similar to that of a
normal density function (i.e., a gaussian distribution of the variate ln K), differing
significantly only in the ‘‘wings’’ for |�(y� ym)| > 5.76 The parameter � deter-
mines the breadth of the Sips affinity spectrum (fig. 4.10), the sharpness of the
resonance at the mode increasing as �"1. In the limit �"1, pðyÞ ¼ 0 if y 6¼ ym, but
is proportional to (1 � �)�1 if y ¼ ym. Thus pðyÞ has the properties of �(y� ym) in
this limit, given eqs. 4.83 and 4.98.

The introduction of eq. 4.97 into eq. 4.80 yields the model adsorption isotherm
equation:76

n cð Þ ¼ b ~KKc
� ��

1þ ~KKc
� �� 0 < � < 1Þð ð4:99Þ

where ln ~KK � ym; the mode of the Sips distribution. Equation 4.99 is an evident
generalization of the Langmuir model adsorption isotherm, termed the Langmuir-
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Fig. 4.10 Graph of the Sips affinity spectrum for varying ‘‘heterogeneity parameter,’’ �.
The mode ym corresponds to ln ~KK in eq. 4.99.



Freundlich model. At very low adsorptive concentrations, n cð Þ �
c#0

~KK�c�

ð0 < � < 1Þ, which implies that the distribution coefficient corresponding to the
Langmuir-Freundlich model is not finite in this limit. This behavior is a direct
reflection of breadth in the resonance in the affinity spectrum as manifested
through the parameter �.

The generalization of eq. 1.13 that corresponds to the Sips affinity spectrum is:

n
wð Þ
i ¼ b1 ~KK1ci

� ��1
1þ ~KK1ci

� ��1 þ b2 ~KK2ci
� ��2

1þ ~KK2ci
� ��2 ð4:100Þ

where b ¼ b1 þ b2 as in eq. 4.84. This model adsorption isotherm equation
describes the surface complexation of an adsorptive ion in the same spirit as eq.
1.13 when it is applied as the ‘‘two-site, nonelectrostatic’’ model of strong ion
adsorption. However, in the present context ionic strength effects on adsorption
are deemed important and, therefore, a diffuse swarm of adsorbed ions should
exist along with surface complexes.

According to eq. 1.43 and the concepts used to derive eqs. 4.31 and 4.34,77


p þ VD

X
i
Zi �cci � c0ið Þ ¼ 0 ð4:101Þ

expresses the contribution of the diffuse ion swarm to surface charge balance,
where 
p is in molc kg

�1, Zi is the valence of a diffuse-swarm ion of type i whose
bulk concentration is c0i, and

�cci � 1=VDð Þ
Z
VD

ci xð Þd3x ð4:102Þ

is the average concentration (mol dm�3) of a diffuse-swarm ion in an aqueous
solution volume VD (L kg�1). This latter parameter can be estimated in modified
Gouy-Chapman theory following the method used to calculate the exclusion dis-
tance (eq. 4.34). Thus VD can be equated to the average volume of aqueous
solution from which coions are excluded in the vicinity of a charged particle
surface. For monovalent coions near a negatively charged planar surface,

VD � as

Z 1

a

1� c xð Þ
c0

� �
dx ¼ 2as=�ð Þ 1� exp � y0 að Þ�� ��=2	 �� � ð4:103Þ

where as is specific surface area, � is defined by eq. 4.7, and y0ðaÞ is given by eq.
4.27 with f ¼ 0 and 
< 0. Since �2 is proportional to ionic strength (eq. 4.19), eq.
4.103 can be expressed as the logarithmic relation:77

log VD ¼ �� 1

2
log I ðI in mol dm�3Þ ð4:104Þ

where the constant parameter � encapsulates the logarithm of the factors other
than ionic strength. Equation 4.104 indicates an increasing VD with decreasing
ionic strength, as is observed experimentally for humic substances in aqueous
solutions with ionic strength varying from 0.001 to 2 mol dm�3.78 The parameter
� in eq. 4.104 can be determined conveniently from extrapolation of data on VD(I)
to its value at I ¼ 10 mol dm�3: � ¼ log VD 10ð Þ þ 1

2 : An extrapolation of this kind
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for a number of humic and fulvic acids indicates � � �0.53 � 0.01, which is
essentially the same as the coefficient of log I.78

Figure 4.11 shows the affinity spectra for fulvic and humic acid as determined
by applying eqs. 4.100 and 4.101 to 49 data sets on proton adsorption by humic
substances.79 In this application, the concentration variable in eq. 4.100 was
equated with �cci in eq. 4.101, which then is computed during the course of para-
meter optimization. (This procedure is quite analogous to the iterative computa-
tion of a ‘‘surface potential’’ during the course of surface speciation calculations
based on, say, the Triple Layer Model.3) Thus a diffuse swarm concentration
(typically one to two orders of magnitude greater than the bulk proton concen-
tration, c0) is assumed to determine strong proton adsorption, modeled by the
Langmuir-Freundlich isotherms in eq. 4.100. The optimized parameters for the
humic substances are:79

b1
(molc kg

�1) log ~KK1 �1

b2
(molc kg

�1) log ~KK2 �2

Fulvic 5.88 2.34 0.38 1.86 8.60 0.53

Humic 3.15 2.93 0.50 2.55 8.00 0.26

However, the coefficient of log I in eq. 4.104 also was optimized while the para-
meter � � [log VD(10) � ‘‘coefficient’’] was set equal to [�1 � ‘‘coefficient’’], thus
leaving eq. 4.104 with a single adjustable parameter. The resulting absolute values
of ‘‘coefficient’’ were 0.57 (fulvic acid) and 0.49 (humic acid), which do not differ
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Fig. 4.11 Affinity spectra for proton adsorption by humic and fulvic acid based on fitting
eqs. 4.100 to 4.104 to titration data on a broad variety of humic substances.79 The y-axis is
the affinity spectrum for log KH, modeled as the sum of two Sips affinity spectra (eq. 4.97).



statistically from the theoretical value of 0.5. Notable in fig. 4.11 and in the
parameter set above are the similarity in log ~KK1 and log ~KK2 for both humic
substances, whereas the corresponding b1 values are quite different, indicating a
much larger population of carboxyl groups in fulvic acid.

Equation 4.100 can be generalized to describe the concurrent adsorption of
protons and metal cations following the line of reasoning that led to eq. 4.95.80

Given the success of eq. 4.100 as a model adsorption isotherm equation for n
ðwÞ
H ,

two terms are assumed to be necessary for modeling n
ðwÞ
M as well, whereM refers to

a metal cation, such as Cd2þ. For each term, the competition between protons and
metal cations for the class of adsorption sites to which the term refers is taken into
account by generalizing eq. 4.99 to have the form:

ni cH; cMð Þ ¼ b
~KKici

� ��i
~KKHcH

� ��Hþ ~KKMcM
� ��M ~KKHcH

� ��Hþ ~KKMcM
� ��Mh ip

1þ ~KKHcH
� ��Hþ ~KKMcM

� ��Mh ip ð4:105Þ

where i ¼ H or M. The first factor on the right side of eq. 4.105 is the maximum
surface excess of protons and metal cations for the class of adsorption sites whose
model affinity parameters for these two adsorptives are ~KKH and ~KKM; respectively.
The second factor gives the fraction of these adsorption sites occupied by species i
(i ¼ H or M). The exponents �i (i ¼ H;M) reflect the ‘‘smearing-out’’ of the
affinities of these adsorption sits for the two adsorptives, evidently by electrostatic
effects. Thus the first two factors on the right side of eq. 4.105 combine to describe
a capacity factor for the adsorption of species i (i ¼ H or M). The third factor is
the result of introducing the competitive-adsorption model isotherm,

K kHcHð Þ�Hþ kMcMð Þ�M	 �
1þ K kHcHð Þ�Hþ kMcMð Þ�M	 �

into eq. 4.80 in place of the Langmuir adsorption isotherm equation, then inte-
grating over all K with f ðKÞdK given by a Sips affinity spectrum (eq. 4.97) whose
breadth parameter is p. The modal affinity parameters in eq. 4.105 then are
defined as ~KKi � ~KK

1
�i ki ði ¼ H;MÞ, where ln ~KK is the mode of the Sips distribu-

tion.80 This ansatz is tantamount to assuming that the affinity parameter for a
species i (i ¼ H or M) factorizes into a part that is species-specific and subject to
‘‘smearing-out’’ k�ii

 �
times a part that is adsorption site-specific ~KK

� �
and subject

to site heterogeneity as reflected in the breadth parameter p.
The generalization of eq. 4.100 that corresponds to eq. 4.105 is:81

n
wð Þ
i ¼b1

~KK1ici
� ��1i

~KK1HcH
� ��1Hþ ~KK1McM

� ��1M
�

~KK1HcH
� ��1Hþ ~KK1McM

� ��1Mh ip1
1þ ~KK1HcH

� ��1Hþ ~KK1McM
� ��1Mh ip1

168 THE SURFACE CHEMISTRY OF NATURAL PARTICLES



þ b2
~KK2ici

� ��2i
~KK2HcH

� ��2Hþ ~KK2McM
� ��2M

�
~KK2HcH

� ��2Hþ ~KK2McM
� ��2Mh ip2

1þ ~KK2HcH
� ��2Hþ ~KK2McM

� ��2Mh ip2 ð4:106Þ

In the special case of proton adsorption only, eq. 4.106 reduces to eq. 4.100 with the
definition �‘ � �‘Hp‘ ‘ ¼ 1; 2ð Þ: Otherwise, eq. 4.106 is a twelve-parameter (!)
model adsorption isotherm equation whose optimization is performed along
with that of eq. 4.104, typically involving the coefficient of log I instead of � as
the adjustable parameter. Figure 4.12 shows an application of eq. 4.106 to the
concurrent adsorption of protons and Cd2þ by a peat humic acid.81 The curves
through the data points for two values of pH and ionic strength were calculated
with the coefficient of log I in eq. 4.104 equal to � 0.43 (� ¼ � 0.57) and the
parameter values:

log ~KK1i �1i log ~KK2i �2i

H: 2.98 0.86 8.73 0.57

Cd: 0.10 0.81 2.03 0.48

bl ¼ 2:74 mol kg�1 p1 ¼ 0:54 b2 ¼ 3:54 mol kg�1 p2 ¼ 0:54
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Fig. 4.12 Log-log plot of adsorption isotherms for Cd2þ on a peat humic acid at two pH

values and ionic strengths.81 The curves through the data points represent fits of eq. 4.106
constrained by eqs. 4.101 and 4.104.



The results for log ~KK1i and log ~KK2i support the identification of corresponding
affinity classes as ‘‘carboxylic’’ and ‘‘phenolic OH’’ groups, respectively. This
attribution suggests that b1, log ~KK1H and b2, log ~KK2H can be determined with
proton titration data alone, but attempts to use this approach in an effort to
reduce the number of adjustable parameters in eq. 4.106 when applied to con-
current proton and metal cation binding have not proved successful.82 On the
other hand, the quality of the data fitting in fig. 4.12 and the concomitant parti-
tioning of adsorbed metal cations into concurrent surface-complex and diffuse-
swarm species implied by eqs. 4.104 and 4.106 indicate the need for multifaceted
adsorption models with at least several parameters in order to model the reactions
of natural particles with aqueous solutions having wide variations of pH and ionic
strength.

Notes

1. Recent effort toward developing a molecular model of the diffuse ion swarm is
described by L. Blum and D. Henderson, pp. 239–276 in Fundamentals of
Inhomogeneous Fluids, D. Henderson (Ed.), Marcel Dekker, New York, 1992.
Experimental studies designed to probe the structure of the diffuse swarm are
detailed in P. Fenter, L. Cheng, S. Rihs, M. Machesky, M.J. Bedzyk, and N.C.
Sturchio, J. Colloid Interface Sci. 225:154 (2000) and P. Fenter, H. Teng, P.
Geissbühler, J.M. Hanchar, K.L. Nagy, and N.C. Sturchio, Geochim.
Cosmochim. Acta 64:3663 (2000). See also the other references cited in note 27
of chapter 2.

2. The classic papers on the Gouy-Chapman model are: M. Gouy, J. Phys. 9:457
(1910); D.L. Chapman, Phil. Mag. 25:475 (1915); D.C. Grahame, Chem. Rev.
41:441 (1947); and E.C. Childs, Trans. Faraday Soc. 50:1356 (1954). See also
E.J.W. Verwey and J.Th.G. Overbeek, Theory of the Stability of Lyophobic
Colloids, Dover, New York, 1999. More complete models of the diffuse ion
swarm are reviewed comprehensively by L. Blum and D. Henderson, pp. 239–
276 in Fundamentals of Inhomogeneous Fluids, Di Henderson (Ed.), Marcel
Dekker, New York, 1992; S.L. Carnie and G.M. Torrie, Advan. Chem. Phys.
56:141 (1984); and P. Attard, Advan. Chem. Phys. 92:1 (1996).

3. See, e.g., W.D. Schecher and D.C. McAvoy,MINEQLþ, A Chemical Equilibrium
Modeling System, Environmental Research Software, Hallowell, ME, 2001, and
D.A. Dzombak and F.M.M. Morel, Surface Complexation Modeling, John
Wiley, New York, 1990.

4. These concepts are discussed in detail by S.L. Carnie and G.L. Torrie, Advan.
Chem. Phys. 56:141(1984). The Poisson equation is a partial differential equation
that describes the spatial variability of the mean electrostatic potential resulting
from a swarm of ions interacting through the coulomb force. The potential of
mean force is the average potential energy associated with the average force
acting on a selected ion. This force includes not only coulomb interactions, but
also interactions with the solvent and all varieties of short-range (van der Waals)
interaction.

5. See S.J. Miklavcic, pp. 81–134 in Interfacial Forces and Fields, J.-P. Hsu (Ed.),
Marcel Dekker, New York, 1999, for a comprehensive review of these issues.

6. This premise underlies a broad variety of models used in the molecular theory of
condensed phases and known collectively as ‘‘mean field theory.’’ Examples
include the Bragg-Williams model of solid solutions, the Curie-Weiss model of
a ferromagnet, and the van der Waals model of a liquid. For a review of mean
field theory, see, e.g., T.L. Hill, An Introduction to Statistical Thermodynamics,
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Dover, New York, 1986. The fundamental notion in mean field theory is that any
ion or molecule in a condensed phase can be portrayed as an individual species
acted upon by an average long-range force created by all other molecular species
in the phase. In the present example, the distribution of ions in the diffuse swarm
is described solely in terms of a mean electrostatic potential created by the
coulomb interactions between all of the ions in the swarm.

7. The parameter d0=2 is equal to the radius of the ion (either counterion or coion)
plus twice the radius of a water molecule (0.14 nm). Values of the ion-water
molecule distance of closest approach in aqueous solution have been catalogued
for many inorganic ions [see, e.g., H. Ohtaki and T. Radnai, Chem. Rev. 93:1157
(1993)] and shown to be simply the sum of the radius of a water molecule given
above, plus the crystallographic radius of the ion, to a high degree of statistical
inference [see G. Sposito, Metal Ions Biol. Sys. 20:1 (1986)]. The case of unequal
radii for the counterion and coion is discussed by J.P. Valleau and G.M. Torrie,
J. Chem. Phys. 76:4623 (1982), 81:6291 (1984).

8. An introductory discussion of eq. 4.5 and its principal implications for diffuse
swarm behavior is given in chapters 3 and 5 of D.F. Evans and H. Wennerström,
The Colloidal Domain, VCH Publishers, New York, 1994. The left side of eq. 4.5
is the Laplacian operator acting on  ðxÞ, the various forms of which under
differing symmetry are described in detail by P. Moon and D.E. Spencer, Field
Theory Handbook, Springer-Verlag, New York, 1988.
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For Further Reading

S. Goldberg, Advan. Agron. 47:233 (1992). This classic review of surface complexation
modeling as applied to ion adsorption by natural particles is an excellent introduction
to the concepts and practice of surface speciation calculations. The implementation of
the models described in this review is conveniently portrayed by W.D. Schecher and
D.C. McAvoy, MINEQLþ, A Chemical Equilibrium Modeling System, Environmental
Research Software, Hallowell, ME, 2001.

L.E. Katz and E.J. Boyle-Wright, pp. 213–255 in Physical and Chemical Processes of Water
and Solute Transport/Retention in Soil, H.M. Selim and D.L. Sparks (Eds.), Soil
Science Society of America, Madison, WI, 2001. This chapter presents a careful work-
ing discussion of how surface spectroscopy can be used to inform surface complexa-
tion modeling.

D. Langmuir, Aqueous Environmental Geochemistry, Prentice Hall, Upper Saddle River,
NJ, 1997. Section 10.4 of this advanced textbook provides detailed examples of surface
complexation modeling as used in applied mineral geochemistry. A similar perspective
is taken for bacterial surface geochemistry by J.B. Fein, Chem. Geol. 169:265 (2000).

M. Borkovec et al., Colloids Surf. 107A:285 (1996). This review of modeling ion adsorption
with affinity spectra emphasizes practical matters, such as regularization and faithful
inversion of isotherm data to recover known affinity spectra.

E. M. Murphy and J. M. Zachara, Geoderma 67:103 (1995). This review of the complexity
in ion adsorption by organo-mineral particles is a most useful companion to the
present chapter.

Research Matters

1. 1. M. F. Benedetti, W. H. van Riemsdijk, and L. K. Koopal [Environ. Sci.
Technol. 30:1805 (1996)] have used proton titration data on humic substances
at varying ionic strength to determine VD using eq. 4.101 in the special case of a
1:1 electrolyte (their eq. 5). The results (their fig. 4) can be summarized in a
power-law relationship, VD ¼ cI�d where c and d are constant parameters.
(a) Calculate the values of the two parameters using the data in table 2 of the

article by Benedetti et al. Place a 95% confidence interval on each parameter
value and examine these for d to determine whether it differs significantly
from 0.5.

(b) What assumptions are involved in using eq. 4.103 as a model of the power-
law relation between VD and I? Are they consistent with the data in fig. 3 of
the article by Benedetti et al.?

(c) Typical values of as for humic substances are in the range 500 to 800 m2 g�1.
Use this information to estimate the value of the parameter c in the relation
between VD and I above. Compare your estimate with the values of c
obtained in (a).

2. J. Lützenkirchen, P. Magnico, and P. Behra [J. Colloid Interface Sci. 170:326
(1995)] have examined the internal consistency of the Triple Layer Model as
applied to calculate the p.z.n.p.c. for oxide adsorbents. In the notation of the
present chapter, they derive the equation (their eq. 9a): p:z:n:p:c: ¼
1
2 log Kþ � log K� intð Þ	 �þ 1

2 log 1þ *KAðintÞ½A��=1þ *KCðintÞ½Cþ�� �
; where the

four intrinsic equilibrium constants are defined in eqs. 4.54, 4.59, and 4.63.
(a) Apply the surface charge balance condition at the p.z..n.p.c.,

SOHþ
2

	 �þ SOHþ
2 � � �A�	 � ¼ SO�½ � þ SO� � � �Cþ	 �

to derive an equation
for p.z.n.p.c. in terms of the four intrinsic equilibrium constants. Use eqs.
4.49 to 4.51 to reduce your result to the expression given above.

(b) What conditions are required for the equation derived in (a) to be reduced
further to eq. 4.61? Use the values of log Kþ(int), log K�(int), log KC(int),
and log KA(int) compiled in table IV of Goldberg, Advan. Agron. 47:233
(1992) to test the conditions you develop.
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3. P. G. Wightman, J. B. Fein, D. J. Weslowski, T. J. Phelps, P. Bénézeth, and D. A.
Palmer [Geochim. Cosmochim. Acta 65:3657 (2001)] have measured the intrinsic
equilibrium constants for the deprotonation reaction, �SOH ¼ �SO� þ Hþ on
the surface of Bacillus subtilis, a bacterium found in groundwater aquifers. The
bacterial surface is not charged at pH � 2.2, but takes on increasingly negative
charge at higher pH values. Proton titration data for this surface require three
deprotonation reactions for accurate chemical modeling, with �SOH then iden-
tified as carboxyl, phosphate, and hydroxyl in the three reactions. At 30�C the
values of log K�(int) for the reactions are �4.4 � 0.7, �6.1 � 0.8, and �8.3 � 0.6,
respectively.
(a) Use the data in table 2 of the article by Wightman et al. to develop eq. 4.68b

as a model for the temperature dependence of log K�(int) over the range 30
to 75�C for each of the three deprotonation reactions.

(b) Develop an ‘‘isocoulombic’’ reaction for surface deprotonation by analogy
with the development of the reaction in eq. 4.72. Express log K for this
‘‘isocoulombic’’ deprotonation reaction in terms of log K�(int) and log KW ,
then compute its temperature dependence over the range 30 to 75�C using the
data in table 2 of Wightman et al. for the three deprotonation reactions along
with eq. 4.74.

4. J. S. Cox, D. Scott Smith, L. A. Warren, and F. G. Ferris [Environ. Sci. Technol.
33:4514 (1999)] have determined the affinity spectrum for proton desorption from
the surface of B. subtilis based on the model adsorption isotherm in eq. 4.94 with
M � 7 (their fig. 3). Ultimately M ¼ 5 was selected, with the corresponding log K
values: �5.17 � 0.01, �5.88 � 0.01, �6.91 � 0.05, �7.88 � 0.04, and �9.24 �
0.07 determined at I ¼ 0.025 mol dm�3 (their table 2).
(a) Examine the optimization procedure used by Cox et al. in light of the con-

cepts for guiding this procedure that were developed by M. Cernik, M.
Borkovec, and J. C. Westall, Environ. Sci. Technol. 29:413 (1995). In parti-
cular, discuss the relationship between fig. 3 in the article by Cox et al. and
fig. 3 in the article by Cernik et al. Include in your discussion the results for
log K�(int) given in problem 3 above and the remarks about the chemical
nature of the surface functional groups on B. subtilis that appear in the
articles by Cox et al. and Wightman et al. (problem 3).

(b) Given an average imprecision of 0.7 log units in the determination of log K ,
consider representing the affinity spectrum for proton desorption from B.
subtilis by three Sips spectra (eq. 4.97) with modes at ln ~KK values equivalent
to the log K�(int) values reported by Wightman et al. (see, e.g., fig. 4.8).
Estimate a value for the Sips parameter � using the formula, cosh (��) ¼ 2 þ
cos (��), where� equals the imprecision in ln ~KK (i.e., 1.612 ¼ 0.7 ln 10). Then
prepare a graph similar to fig. 4.10 and note whether the spread of the peak is
sufficient to include more than one of the log K values reported by Cox et al.

5. J. A. Davis, J. A. Coston, D. B. Kent, and C. C. Fuller [Environ. Sci. Technol.
32:2820 (1998)] have been able to model both adsorption isotherms and adsorp-
tion edges (their figs. 1 and 2) for Zn2þ on aquifer sediments by invoking the
reaction in eq. 4.37a for two kinds of surface site. However, the intrinsic equili-
brium constants for these reactions, nominally expressed in eq. 4.55a, do not
contain the factor in the ‘‘surface potential’’  0. The values of these latter para-
meters and the associated values of SOHT (eq. 4.42 with only the first and fourth
terms retained) are listed in Table 2 of the article by Davis et al.
(a) Show that the ‘‘two-site—one proton’’ model described by Davis et al. for

Zn2þ adsorption is equivalent to eq. 1.13.
(b) Use the result in (a) to calculate distribution curves for Zn2þ adsorbed on the

aquifer sediments corresponding to those in fig. 6 in D. B. Kent, R. H.
Abrams, J. A. Davis, J. A. Coston, and D. R. LeBlanc, Water Resour.
Res. 36:3411 (2000).
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5

Colloidal Phenomena

5.1 Probing Particle Structure

The natural particles whose surface reactions figure most importantly in the
geochemistry of soils and sediments range in size from approximately 10 nm to
10 �m—from fine clay to fine silt—while comprising a heterogeneous mixture of
crystalline minerals, amorphous weathering residues, humus, and microbial bio-
mass. The size range just given, which can be broadened in certain circumstances
by as much as an order of magnitude from either endpoint, encompasses typical
groundwater colloids and viruses in its lower portion, with riverine suspended
solids and phytoplankton included in its upper portion. The processes forming
these particles involve the life cycles of organisms, the geochemical weathering of
terrestrial materials, and mass transport.1 Once they are formed, the particles
themselves may be consumed by the biota; react with dissolved solutes and, there-
fore, undergo further transformation; or be moved by advective transport
through the atmosphere, surface water, or subsurface water. This last mode of
natural particle evolution can be an effective mechanism for the movement of
adsorbed nutrients or contaminants, a phenomenon termed colloid-facilitated
transport of adsorbed species.2 Reaction with dissolved solutes, on the other
hand, which mediates surface charge, can facilitate the settling of natural particles
out of the aqueous phase in which they are suspended, thus reducing the mobility
of adsorbed species.

The abundant literature on the morphology of natural particles, while clearly
revealing their complexity, still permits a few broad structural conclusions to be
drawn.3 In biologically active earth materials and water bodies, particles compris-

182



ing clay minerals and metal oxides, including amorphous silica and metal-hydroxy
polymers, typically bear adsorbed humus. Particle morphology may be roughly
spherical or disk-shaped, with tendrils of extracellular products and cell wall
compounds emanating from fine-clay-sized inorganic cores. These particles tend
to coalesce rather slowly to form larger, relatively compact units when in aqueous
suspension (time scales of weeks or more) unless the ionic strength is high.
Inorganic particles also can associate with smaller organic colloids by coalescence,
with the latter particles possibly changing their conformation as a result of inter-
actions with the charged surface of the inorganic partner. If the organic colloids
are instead larger than the inorganic particles, or if they have relatively long
tendrils, the organic colloids may bind the smaller inorganic particles into a
fibrous network of whorls having a complex overall morphology. These particles,
in turn, may settle out of suspension quickly. Even these brief summarizing
remarks should make clear the point that natural particle structures are inherently
irregular and complex, with particle surface charge and the composition of the
suspending aqueous solution playing important roles in mediating the formation
of these structures (fig. 5.1).

Complementary to the microscopic examination of natural particle structure,3

the experimental technique of photon scattering has proven to be a most useful
approach to gathering information about the organization of very small colloids
that have coalesced into aggregates.4 The physical basis of this methodology can
be understood in terms of the scattering diagram in fig. 5.2. Photons with momen-
tum �hk, where �h is the Dirac constant and k is the wavenumber vector (k ¼ k k̂k, k
� 2�/�, the unit vector k̂k denoting the direction and � denoting the wavelength of
the radiation propagated by the photons5), are incident upon a particle, then are
scattered by one of its colloidal constituents through an angle �, after which the
momentum becomes �hk

0: Two scattering events are depicted in fig. 5.2, one
located by the vector r1 and the other by r2. The path of a photon scattered at
r2 differs from that scattered at r1 by the two line segments denoted AB and BC.
This path difference gives rise to the possibility of interference between the scat-
tered photons. Evidently AB ¼ k̂k � r2 � r1ð Þ and BC ¼ k̂k0 � r1 � r2ð Þ; such that the
total difference in path length between the two scattering events is
k̂k� k̂k0
 �

� r2 � r1ð Þ: It is this scalar product that determines quantitatively the
extent of photon interference.6

For the case of photon scattering by particles in aqueous suspension, several
conditions must be met in order to interpret measurements of the intensity of the
scattered photons as a function of the angle of scattering �:4,7

1. The particles must be transparent to the photons (i.e., no photon absorption)
and non-refractive, so that the intensity and momentum are the same for all
incident photons illuminating scattering centers within a suspended particle.
The condition of no significant refraction requires the inequality,

m� 1j j 
 1 ð5:1Þ
to be satisfied, where m ¼ ns=nw, ns being the refractive index of the scattering
particle and nw being that of the aqueous phase. For example, ns � 1:5 for
clay minerals and nw � 1.33, yielding m � 1:13, which satisfies eq. 5.1 reason-
ably well.
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2. Multiple scattering events do not occur. Moreover, the dominant effect of
photon scattering by a single particle in suspension is to change the direction
of the photon wavenumber vector, not its magnitude; that is, elastic scatter-
ing. (The photon energy �hck, is not changed by scattering, where c is the
photon speed.5) In practical terms, elastic scattering occurs if the inequality,7

k0 � k
�� ��
 2Rð Þ�1 ð5:2aÞ
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Fig. 5.1 Schematic cartoon of the key processes involved in natural particle formation (J.

Buffle et al.3). Note the porous irregular structure of the aggregate comprising inorganic
colloids, organic colloids, and organic biopolymers (bottom of figure).



holds for some characteristic length scale R that typifies the radius of the
scattering particle (e.g., its radius of gyration,8 the cube root of its volume, or
the geometric mean of its longitudinal and transverse dimensions). Equation
5.2a assures that interference among scattered photons is not obliterated
simply because they are propagating radiation having significantly different
wavelengths, even if the scattering events have occurred at points widely
separated within the particle. Given the definitions of wavenumber and the
ratio m, the constraint in eq. 5.2a can be expressed in an alternate form:

2kR m� 1 
 1j ð5:2bÞ
since k0 ¼ mk: Thus, for example, if m � 1:13 then R/�
 0.6 is stipulated by
eq. 5.2b. Since 10 nm < R < 10 �m for the scattering particles, the wave-
length of the incident radiation must lie in the nanometer to micrometer range
(visible light to infrared radiation). Conversely, if, say, He-Ne laser light of
wavelength 632.8 nm in vacuo is incident on a particle, then � ¼ 632.8/1.33 ¼
475.8 nm and R 
 0.3 �m (fine clay) in order to satisfy eq. 5.2b.

The magnitude of the vector difference, k̂k� k̂k0; which figures importantly in the
interference produced among scattered photons and, therefore, their resultant
intensity, depends on the scattering angle � (fig. 5.2). This relationship follows
from an application of a standard trigonometric identity to calculate jjk̂k� k̂k0jj :

k̂k� k̂k0
��� ���2 � k̂k� k̂k0

 �
� k̂k� k̂k0
 �

¼ 1� 2 cos � þ 1

¼ 2 1� cos �ð Þ ¼ 4 sin2 �=2ð Þ
ð5:3Þ

where the second step takes note of the unit length of k̂k and k̂k, as well as the
included angle � between them. It follows from Eqs. 5.2 and 5.3 that the mag-
nitude of k� k0 (i.e., the change in wavenumber vector produced by photon
scattering) is:
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Q � k� k0
�� �� � k k̂k� k̂k0

��� ��� ¼ 2k sin �=2ð Þ ð5:4Þ

where k ¼ 2�nw/�0, �0 being the wavelength of the incident radiation in vacuo.
Physically speaking, �hQ is the magnitude of the change in photon momentum
provoked by the scattering events depicted in fig. 5.2 when eqs. 5.1 and 5.2 are
applicable. This momentum change, imparted to the particle from which the
photon is scattered, leads to constructive photon interference if the length scale
L of the separation between scattering centers satisfies the condition:6,7,9

QL � 1 ð5:5Þ
Thus Q�1 is the length scale probed in photon scattering by a particle.
Measurement of the intensity of the scattered photon beam reveals the length scales
that characterize particle structure.

After suitable calibration for: (1) photon absorption, (2) scattering by the
apparatus in which a particle suspension is presented to the incident beam, (3)
multiple scattering processes, and (4) photon scattering by the individual colloids
making up a scattering particle or by the individual particles in a suspension, the
intensity of photons detected at the scattering wave number Q can be modeled by
the equation:

IðQ; tÞ ¼
X
q

nðq; tÞq2SqðQÞ ð5:6Þ

where q is the number of colloids that have coalesced to form a particle (hence-
forth termed a ‘‘q-mer’’), nðq; tÞ is the number of q-mers per unit volume at the
time t in a suspension, and SqðQ) is the structure factor for a q-mer, that is, the
scattering intensity contributed solely by the spatial arrangement of colloids in the
q-mer. Equation 5.6 is a model expression that pictures each particle in a suspen-
sion as an aggregate formed by q colloids, with each such aggregate then scatter-
ing photons independently of the others. The total intensity of photon scattering
IðQ; t) is thereby rendered a weighted sum over all possible aggregate sizes (with
size represented by q), the weighting factor then being the number density, nðq; tÞ.
The q2 factor in eq. 5.6 arises because the photon scattering intensity for a single
aggregate is proportional to the square of its volume,7 hence to q2, irrespective of
the details of its structure.

The structure factor models the Q-dependence of photon scattering caused by
the internal structural features of a q-mer. If the q-mer is isotropic, with the
number density �qðrÞ of its constituents8 varying spatially along a radial line
outward from its center-of-mass, then10

Sq Qð Þ ¼ q�1 þ 4� 1� q�1
� � Z 1

0

�q rð Þ sin Qrð Þ
Qr

r2dr ð5:7Þ

The spatial distribution of the colloids and, therefore, the structure of the
aggregate, is modeled by �qðrÞ, which is subject to the normalization condition:8

4�

Z 1

0

�q rð Þ r2dr ¼ 1 ð5:8Þ
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The trigonometric factor in the integral term of eq. 5.7 [sin(QrÞ=Qr] models the
effects of interference between photons scattered simultaneously from one colloid
placed at the center-of-mass of the aggregate and from another placed at a dis-
tance r away from the center-of-mass. This interference will not be manifest in
SqðQÞ, however, if the colloids making up the aggregate are uniformly distributed
at points a very small distance apart—smaller than Q�1 for any experimentally
accessible Q-value—or if Q�1 is much larger than any possible distance between
two colloids in the aggregate. Photon scattering with interference effects, there-
fore, is the result of �qðrÞ exhibiting significant spatial variability on a length scale
approximately equal to Q�1. It is in this sense that eq. 5.7 is said to represent10

‘‘Bragg diffraction by spatial variations of density with periodicity Q�1.’’
For values of Qr small enough to justify the two-term MacLaurin expansion,

sin Qrð Þ
Qr

� 1� 1

6
Qrð Þ2 ð5:9Þ

eq. 5.7 takes on a universal form

Sq Qð Þ � 1� 1

3
QRGq

� �2 ð5:10Þ

known as the Guinier approximation. The second term in eq. 5.10 is the result of
incorporating the relation between �qðrÞ and the radius of gyration RGq,

8,10

R2
Gq ¼ 2�

Z 1

0

r4�q rð Þdr ð5:11Þ

while neglecting q�1 relative to 1, consistent with the large aggregate size implied
by the concept of the radius of gyration. The corresponding Guinier approxima-
tion for the photon scattering intensity is:

I Q; tð Þ �
X

q
n q; tð Þq2 1� 1

3
QRGZ tð Þ½ �2


 �
ð5:12Þ

where

RGZ tð Þ½ �2�
P

q n q; tð Þq2R2
GqP

q n q; tð Þq2 ð5:13Þ

is termed the ‘‘z-average’’ radius of gyration.4,10,11 Equation 5.12 provides the basis
for measurement of the average size of an aggregate in a suspension, irrespective
of particle shape or internal structure.

Figure 5.3 illustrates an application of eq. 5.12 to determine the z-average
radius of gyration for carbonaceous soot aerosols.12 This ‘‘Guinier plot’’ fea-
tures Ið0Þ=IðQÞ as the ordinate and Q2 as the abscissa; hence, R2

GZ is equal to
3 times the slope of the linear graph. The experimental arrangement is such that
the graphs from the bottom to the top of the figure correspond to increasing
numbers of soot colloids having coalesced to form aggregates, thus producing
increasing values of RGZ ranging from 15 to 117 nm. The photon scattering
experiment involved radiation from an Ar laser (�0 ¼ 488 nm) and observations
of scattering at angles between 10 and 110�. Therefore, by eq. 5.4, 2.2 < Q <
21 �m�1 and 5 < Q2 < 450 �m�2, as shown in fig. 5.3. Note that, according to
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the criterion of smallness underlying the derivation of eq. 5.12, Ið0Þ=IðQÞ 
 4=3
for the Guinier approximation to be accurate. This condition is met by the data
plotted in the two lower graphs in fig. 5.3, but is satisfied only for Q2 9 100 �m�2

for the other data, despite the fact that the graphs themselves remain linear for Q2

values up to about 300 �m�2, or for Ið0Þ=IðQÞ 9 2, an example of a fairly wide-
spread observation.12

Given that the refractive index of the aerosol colloids is about 1.6, the condi-
tion for using eq. 5.6 to interpret photon scattering data is, according to eq. 5.2b,
R 
 65 nm, which again is not met by the data in the upper three graphs in fig.
5.3. However, this interpretation of eq. 5.2b assumes that the scattering particle
has no porosity, which is highly unlikely given the particle formation scenario in
fig. 5.1. In practice,12,13 the factor m� 1j j in eq. 5.2b is observed to scale with the
number density of colloids in the scattering particle, such that the constraint in eq.
5.2b should be replaced by13

2kR 1� �ð Þ m� 1j j 
 1 ð5:2cÞ

where � is the porosity of the scattering particle (volume fraction of pore space).
Given � � 0:95 for soot particles,13 the constraint in eq. 5.2c becomes R
 1.3 �m,
which is easily met by the data in fig. 5.3. As a general rule, eq. 5.2c may be
applied with a default value � � 2=3 to estimate R.12,14

Photon scattering at Q-values larger than those consistent with the Guinier
approximation is expected to probe the internal structure of aggregates in suspen-
sion. In the context provided by eq. 5.6, these larger values of Q should corre-
spond to length scales that are small when compared to the size of an aggregate,
but large when compared to the size of a colloid making up an aggregate. If �
represents the length scale of aggregate size and r0 represents that of a constituent
colloid, then Q must satisfy the condition:

r0 
 Q�1 
 � ð5:14Þ
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Fig. 5.3 Guinier plot of photon
scattering data for a soot aerosol (S.
Gangopadhyay et al.12). The slope of the

plot is equal to 1
3R

2
GZ



in order to reveal integral aggregate structure through photon scattering.
Equation 5.14 is to be added to eqs. 5.1 and 5.2c as a criterion for the interpreta-
tion of IðQ; t) in terms of natural particle structure.

Published studies of photon scattering by suspensions of mineral particles
typically show the trend illustrated in fig. 5.4, which is a log-log plot of IðQ; tÞ
versus Q measured at successive values of t during the formation of aggregates by
illite colloids suspended in NaCl solution at pH 8.15 As time passes and larger
aggregates are formed, the log-log plot exhibits a linear portion whose domain in
Q continually increases. This trend can be understood as an effect of increasing
particle size, which enhances the photon-scattering intensity (q2 term in eq. 5.6)
and moves it out of the Guinier approximation (eq. 5.12), whose slope in a log-log
plot is always very small. The photon-scattering intensity in eq. 5.6 is thus a
composite of scattering by particles small enough to satisfy eq. 5.12, together
with those large enough to yield a linear log-log plot. Eventually, most of the
particles grow large enough to scatter photons according to a power-law relation
between IðQ; tÞ and Q, which then leads to a linear log-log plot as seen in fig. 5.4.
Figures 5.5 and 5.6 further illustrate linearity in log-log plots of IðQ; tÞ versus Q,
the example being hematite colloids suspended in either KCl or KH2PO4 solution
at pH 6.16 These data indicate that the slope of the log-log plot can depend on
solute concentration. Note that Cl� and H2PO4

� are counterions for hematite at
the low pH value of the experiments (p.z.n.c. � 9).

A power-law relationship between IðQ; tÞ and Q subject to eq. 5.14 can be
deduced from eq. 5.6 by a model of the structure factor based on the hypothesis
that the photon-scattering aggregates are fractal objects.17 This hypothesis can be
represented in terms of the mathematical form of the fraction pðrÞ of colloids
making up an aggregate to be found within a distance r from a colloid placed
at the center-of-mass. If the aggregate is fractal:

p rð Þgr�r0r�r0
rD ð1 < D < 3Þ ð5:15Þ
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Fig. 5.4 Log-log plot of the photon
scattering intensity for a suspension

of illite versus the scattering

wavenumber, with time as a
variable parameter (L.

Derrendinger and G. Sposito15). At

fixed Q, the scattering intensity
increases with time in the Guinier
regime (low Q) because of particle

growth. At large Q values, the

scattering intensity exhibits a
power-law dependence on Q (linear

log-log plot).
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Fig. 5.5 Same type of plot as
in fig. 5.4 for hematite
particles suspended in KCl

solution, showing that the
slope of the linear portion
decreases as the KCl

concentration increases (J.
Chorover et al.16).

Fig. 5.6 Same type of plot as

in fig. 5.4 for hematite
particles suspended in
KH2PO4 solution, showing
unimodal behavior of the

slope of the linear portion as
the KH2PO4 concentration
increases (J. Chorover et al.16)



where D is a positive exponent termed the (mass or cluster) fractal dimension of
the aggregate.17 The parameter D provides a measure of how completely the colloids
in an aggregate fill three-dimensional space. Thus, a value of D near 3 implies a
dense, close-packed arrangement of colloids tantamount to a solid sphere,
whereas a D-value near the lower limit of 1 implies an essentially linear (if con-
voluted) arrangement of colloids, with significant pore space left within the den-
dritic ball of strands that constitute the aggregate. It is likely that the first-
mentioned type of spatial arrangement would not provide for much Q-depen-
dence in photon scattering, since the distance separating the colloidal constituents
would necessarily be very small relative to typical Q�1 values accessed in a photon
scattering experiment. The aggregate with low fractal dimension, on the other
hand, would exhibit significant internal spatial variability and, therefore, lead to
significant Q dependence of the photon scattering intensity.

The function pðrÞ is related to the number density �q(r) in eq. 5.7 by the
defining equation:

dp � 4��qðrÞr2dr ð5:16aÞ
or, in terms of the number density, nðrÞ, of colloids at the point r:8

p Rð Þ � 4�

Z R

0

Z
n r� r0
�� ��� �

n r0
� �

d3r0r2dr ð5:16bÞ

Thus pðRÞ can be interpreted as the fraction of all colloids located within the
distance R of any other colloid in the aggregate, averaged over all possible
positions of the other colloid, with r and r0 referenced to the center-of-mass of
the aggregate. For a fractal aggregate, eqs. 5.15 and 5.16a imply

�Fq rð Þgr�r0r�r0
rD�3 1 < D < eÞð ð5:17Þ

as seen by forming the differential of pðrÞ and comparing it to eq. 5.16a. Recalling
that �qðrÞ is a conditional probability density for finding a colloid at r;8 one sees
that this probability density is uniform for a nonfractal aggregate (D ¼ 3),
whereas it decreases as a negative power of increasing r for a fractal aggregate,
thus reflecting the porous nature of the latter.

To be consistent with the asymptotic character of fractal aggregates, eq. 5.7
should now be considered in the limit q � 1:

SF
q Qð Þgq�1q�1

�

Z 1

0

�Fq rð Þ sin Qrð Þ
Qr

r2dr ð5:18Þ

To be consistent with the normalization condition in eq. 5.8, the right side of eq.
5.17 should be supplemented to yield an equality:

�Fq rð Þ ¼ Aqr
D�3h r=�q

� � ð5:19Þ
where Aq is a constant to be determined by eq. 5.8 and hðr=�q) is a ‘‘cutoff
function’’ with the properties:

lim
x#0

h xð Þ ¼ 1; lim
x"1

h xð Þ ¼ 0 ð5:20Þ
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Thus, hðr=�qÞ allows �Fq rð Þ to have a power-law form at distances r that are small
when compared to the overall aggregate size, but it stifles the power law at large
distances so as to respect the normalization condition.18 It follows that

Aq ¼ 4��Dq

Z 1

0

xD�1h xð Þdx
� ��1

ð5:21Þ

after substitution of eq. 5.19 into eq. 5.8. The cutoff function hðxÞ is assumed to
decay to zero fast enough to ensure the convergence of the integral in eq. 5.21.

Substitution of eq. 5.19 into eq. 5.18 yields:

SF
q Qð Þ ¼ 4�Aq

Z 1

0

rD�1h r=�q
� � sin Qrð Þ

Qr
dr

¼ 4�Aq�
D
q

Q�q

Z 1

0

xD�2h xð Þ sin Q�qx
� �

dx � SF
q Q�q
� � ð5:22Þ

which demonstrates that the structure factor depends only on the dimensionless
product, Q�q. In keeping with eq. 5.14, we wish to evaluate the integral in eq. 5.22
under the condition, Q�q � 1. This can be accomplished by making an asymptotic
expansion of the integral in inverse powers of Q�q, with the result:19Z 1

0

xD�2h xð Þ sin Q�qx
� �

dx gQ�q"1Q�q"1
� D� 1ð Þ sin D� 1ð Þ�=2½ �

Q�q
� �D�1

ð5:23Þ

where �ðxÞ is the gamma function.20 Therefore,

SF
q Q�q
� � gQ�q"1Q�q"1

4�Aq�
D
q � D� 1ð Þ sin D� 1ð Þ�=2½ � Q�q

� ��D ð5:24Þ

where Aq is given by eq. 5.21. It then follows from eq. 5.6 that

I Q; tð Þ gQ�q"1Q�q"1
� D� 1ð Þ sin D� 1ð Þ�=2½ �R1

0 xD�1h xð Þdx
X

q
q2n q; tð Þ Q�Zð Þ�D ð5:25Þ

where, analogously to eq. 5.13,

��D
Z �

P
q q

2n q; tð Þ��D
qP

q q
2n q; tð Þ ð5:26Þ

is a ‘‘z-average’’ of ��D. Equation 5.25 implies that a log-log plot of IðQ; tÞ versus
Q under the conditions in eq. 5.14 will be a straight line whose slope is minus the
fractal dimension (figs. 5.4 to 5.6). Note that D ¼ 3 in eq. 5.25 yields no photon
scattering (the sine factor vanishes).

How is the aggregate length scale �q to be interpreted physically? Insight can be
gained by returning to eq. 5.22 and examining it in the Guinier approximation
(eq. 5.9):

SF
q Q�q
� � � Z 1

0

xD�1h xð Þdx
� ��1 Z 1

0

xD�1



h xð Þdx
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�Q2

6

Z 1

0

xDþ1h xð Þdx
)
� 1� 1

3
QRGq

� �2 ð5:27Þ

which means that

R2
Gq ¼

1

2

R1
0 xDþ1h xð ÞdxR1
0 xD�1h xð Þdx �

2
q ð5:28Þ

Equation 5.28 is identical with eq. 5.11 after substitution of eq. 5.19 into the
latter expression while noting eq. 5.21. Thus, �q is proportional to the radius of
gyration, the precise relationship being dependent on the mathematical form of
the cutoff function hðr=�q).18 For example, if hðr=�q) ¼ exp(�r/�q), then

20

R2
Gq ¼

1

2

� Dþ 2ð Þ
� Dð Þ �2q ¼

1

2
D Dþ 1ð Þ�2q ð5:29Þ

For the values of D apparent in fig. 5.4 to 5.6, �q is between one-half and three-
quarters of the value of RGq. Other choices of cutoff formation yield �q that are
somewhat larger than RGq.

18 Thus, the upper bound on Q�1 in eq. 5.14 can be
replaced by RGZ for practical purposes, and the same kind of substitution can be
done on both sides of eq. 5.26, since the integrals in eq. 5.28 do not depend on q.
(Note that this latter substitution together with eq. 5.15 applied to q and RGq will
yield eq. 5.57 in section 5.2.) Overall then, in eqs. 5.22, 5.24, and 5.25, photon
scattering by fractal q-mers depends only on the dimensionless parameter, QRGq.

5.2 Particle Formation Kinetics

Natural particles whose size falls into the middle of the colloidal range (i.e., from
approximately 100 nm to 1 �m) are observed to remain suspended in surface or
subsurface waters for extended periods of time.21 Colloids whose size is below this
range appear to coalesce rather quickly to form larger particles, whereas colloids
whose size is above the midrange appear to settle rather quickly under the influ-
ence of gravity, at least in quiescent suspending fluids. Because of these general
observations, the experimental study of particle formation kinetics has tended to
focus on the coalescence behavior of the midrange particles, including in its
purview the influence of surface chemistry, with the goal of understanding the
conditions that either ensure continued suspension or promote further particle
growth with subsequent settling.22

Similarly to common practice in the broader discipline of chemical kinetics, the
investigation of particle coalescence processes has benefited from the application
of initial-rate methods. The value of this approach is that the concentrations of
reactants are known with precision, and the complications attendant to product
accumulation or transformation are avoided. Moreover, photon scattering is once
again a useful experimental technique because of the sensitive dependence of the
scattering intensity on particle size, not to mention simplicity in view of the
inherent tedium of alternative methods, such as microscopy or direct particle
counting.23 Particle formation kinetics are exemplified implicitly in fig. 5.3,
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which shows the scattering intensity increasing with time at fixed Q while illite
particles in aqueous suspension collide and coalesce.

The application of photon scattering to measure an initial rate of particle
coalescence can be understood in terms of eq. 5.6, which models the photon
scattering intensity as a function of wavenumber and time. For a colloidal suspen-
sion that comprises only monomers initially, there is need to consider just the first
two terms in the sum on the right side:

IðQ; tÞ ¼ nð1; tÞS1ðQÞ þ 4nð2; tÞS2ðQÞ ð5:30Þ
The initial-rate method then involves consideration of the relative rate at which
IðQ; tÞ increases at ‘‘time zero’’:

1

IðQ; 0Þ
dI

dt

� �
t¼0

¼ 1

nð1; 0Þ
dnð1; t
dt

� �
t¼0

þ 1

n 1; 0Þð
dnðz; tÞ

dt

� �
t¼0

4S2ðQÞ
S1 Qð Þ

ð5:31Þ

where the initial condition, nð2; 0Þ � 0, has been noted. The left side of eq. 5.31
can be determined experimentally by calculating the initial slope of a graph of
normalized scattering intensity (at a given Q-value) versus time.24 The right side of
eq. 5.31 requires a model of the two time-derivatives before it becomes accessible
to a kinetics interpretation. Perhaps the simplest model is that based on the dimer
formation reaction:

2 monomer �!k dimer ð5:32Þ
with a second-order rate coefficient k. The rate of this reaction is (see section 3.1):

d �=Vð Þ
dt

¼ � 1

2

dn 1; tð Þ
dt

¼ dn 2; tð Þ
dt

¼ k n 1; tð Þ½ �2 ð5:33Þ

where V is the volume of the suspension and a second-order rate law has been
invoked to describe eq. 5.32. Combination of eqs. 5.31 and 5.33 then produces the
initial-rate model:

1

I Q; 0ð Þ
dI

dt

� �
t¼0

¼ 2S2 Qð Þ
S1 Qð Þ � 1

� �
2kn 1; 0ð Þ ð5:34Þ

Further development of eq. 5.34 is possible by introducing a suitable model of
�qðrÞ in eq. 5.7. This is done again in a simple manner by assuming that �qðrÞ has a
very sharp peak corresponding to the position of a monomer or to the separation
of two monomers forming a dimer, that is,

�1ðrÞ ¼ �ðrÞ; �2ðrÞ ¼ �ðr� d0Þ ð5:35Þ
where �ðrÞ is a delta-‘‘function’’ (see eq. 4.83):

4�

Z 1

0

g rð Þ� r� að Þr2dr � g að Þ ð5:36Þ

and d0 is the radius of a dimer. The resultant expressions for the structure factor
are (eq. 5.7):
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S1 Qð Þ ¼ 1; S2 Qð Þ ¼ 1

2
1þ sin Qd0ð Þ

Qd0

� �
ð5:37Þ

Equation 5.34 now can be written in the form:

1

I Q; 0ð Þ
dI

dt

� �
t¼0

¼ 2kn 1; 0ð Þ sin Qd0ð Þ
Qd0

ð5:38Þ

Equation 5.38 shows that measurements of the time dependence of IðQ; tÞ at
several Q-values can be used to compute the rate coefficient k.24

Figure 5.7 illustrates an application of eq. 5.38 for a suspension of polystyrene
latex colloids in 0.133 M CaCl2 solution at pH 5.7.24 These model colloids have
sulfate surface functional groups and an average radius equal to 101 � 8 nm; their
refractive index is 1.591. The range of Q-values in the scattering experiments was
0.005 to 0.024 nm�1, selected to satisfy the interference condition in eq. 5.5, with L
equal to the diameter of a monomer. Under this condition, which differs com-
pletely from that in eq. 5.14 for the probing of fractal structure in large aggre-
gates, a coherent photon scattering experiment will reveal the presence of
monomers and dimers in a suspension. The graphs in fig. 5.7 are straight lines
whose slopes increase with the value of nð1; 0Þ. According to eq. 5.38, a plot of the
left side versus sin(Qd0)/Qd0 should exhibit just this behavior. The value of the
second-order rate coefficient that results from dividing the slopes of the lines by
2nð1; 0Þ is 2.31 � 0.08 � 10�18 m3 s�1 at 23�C, the temperature at which the
scattering experiments were conducted. An additional experiment with colloids
whose average radius was 49 � 5 nm produced k ¼ 2.37 � 10�18 m3 s�1, which
does not differ from the value found with the larger colloids.24 The characteristic
time scale (half-life) for the coalescence process is [nð1; 0Þk��1, appropriate to a
second-order rate coefficient. Given the range of initial number of monomers per
unit volume for the scattering experiments, this time scale is on the order of one
hour and, therefore, is typical of a rapid coalescence process.22 Measurements of k
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Fig. 5.7 Experimental test of
eq. 5.38 for a suspension of

latex colloids in CaCl2 solution

(J.H. van Zanten and M.
Elimelech24). The slope of the

line is equal to 2kn(1,0).



for rapid coalescence of polystyrene latex colloids (r0 ¼ 109� 5 nm) based on eq.
5.38 also have been made with 1M NaClO4 solution as the suspending electrolyte
medium.25 The value found at 25�C for nð1; 0Þ ¼ 3.8 � 1014 m�3 is k ¼ 1.70 � 0.06
� 10�18 m3 s�1, which is comparable to the values measured in CaCl2.

An alternative kinetics model to eq. 5.34 can be developed from data obtained
in a photon-scattering correlation experiment. This approach, termed dynamic
photon scattering,26 involves measurement of the time constant for the decay of
correlations observed in the intensity of photon scattering by a colloid at different
times during its random motion through a suspending fluid. This motion, which is
diffusive in a quiescent fluid, causes the scattering intensity to be a fluctuating
quantity whose time correlations persist over microsecond time scales. These
correlations between the intensity at some arbitrary initial time and that at a
later time die out exponentially with a time constant equal to (Q2DÞ�1, where
Q is the scattering wavenumber and D is the colloid diffusion coefficient.27 Thus,
numerical analysis of correlation data from an experiment performed at fixed Q
will yield a value of D. For a single colloid, D can be modeled by the Stokes-
Einstein equation:28

DSE ¼ kBT

6��RH

ð5:39Þ

where kBð¼ 1:3807� 10�23 J K�1) is the Boltzmann constant, T is absolute
temperature, � is the shear viscosity of the suspending fluid, and RH is the hydro-
dynamic radius of the colloid. At 298 K, kBT=6�� ¼ 2:451� 10

�19 m3 s�1, which
implies that colloid diffusion coefficients will range in value between 10�14 to
10�11 m2 s�1 under ambient conditions. Note that eq. 5.39 predicts that colloid
diffusion will be more rapid as temperature increases, the fluid viscosity decreases,
or colloid size decreases.

In a suspension of diffusing colloids, a dynamic photon scattering experiment
yields data on an average diffusion coefficient:29

D Q; tð Þ �
P

q n q; tð Þq2Sq Qð ÞDqP
q n q; tð Þq2Sq Qð Þ ð5:40Þ

which is analogous to eq. 5.6. Thus DðQ; tÞ is an average value of the colloid
diffusion coefficient Dq weighted by the photon scattering intensity of the colloid.
Given eq. 5.39 as a model for Dq, it follows that eq. 5.40 can be rewritten as an
expression for a ‘‘z-average’’ hydrodynamic radius:

1

RHZ Q; tð Þ �
P

q n q; tð Þq2Sq Qð ÞR�1
HqP

q n q; tð Þq2Sq Qð Þ ð5:41Þ

The time derivative of both sides of eq. 5.41 can be combined with that of eq. 5.6
to derive the general relationship:

1

RHZ

dRHZ

dt
¼ 1

I

dI

dt
�
P

q
dn
dt
q; tð Þq2Sq Qð ÞR�1

HqP
q n q; tð Þq2Sq Qð ÞR�1

Hq

ð5:42Þ
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As in the case of eq. 5.34, interest in eq. 5.42 is focused on the initial rate of
change of the ‘‘z-average’’ hydrodynamic radius:

1

RHZ Q; 0ð Þ
dRHZ

dt

� �
t¼0

¼ 4S2 Qð Þ
S1 Qð Þ 1� RH1

RH2

� �
kn 1; 0ð Þ ð5:43Þ

upon substitution of eq. 5.34 for the first term on the right side of eq. 5.42 and
noting that n(2,0)� 0 while evaluating the second term with the help of eq. 5.33. It
follows from eqs. 5.34 and 5.43 that measurements of the left sides of these two
equations can be combined to determine the rate coefficient k without the need to
model the structure factors S1ðQÞ and S2ðQÞ as in eq. 5.37:30

1

I Q; 0ð Þ
dI

dt

� �
t¼0

¼ 1� RH1

RH2

� ��1
1

RHZ Q; 0ð Þ
dRHZ

dt

� �
t¼0

� 2kn 1; 0ð Þ ð5:44Þ

The y-intercept of a graph of the left side of eq. 5.34 versus the left side of eq. 5.43
will provide a value of the rate coefficient k, while the slope of the graph gives an
estimate of the ratio RH1/RH2, the value of which is predicted by theory to lie in
the interval (0.71, 0.75) for spheres.30

Figure 5.8 shows a test of eq. 5.44 based on measurements31 of IðQ; tÞ and
RHZðQ; tÞ for a suspension of hematite (�-Fe2O3) in 100 mol m�3 NaNO3 at
pH 9.1, conditions that produced rapid coalescence. A linear plot is evident,
and estimation of its y-intercept along with the value of n(1,0) leads to k ¼
0.75 � 0.10 � 10�18 m3 s�1, a value substantially smaller than those cited
above for latex spheres. Similar data for another sample of hematite with a
different monomer size resulted in k ¼ 1:75� 0:25� 10�18 m3 s�1. The average
slope of all plots like the one in fig. 5.8 was equal to 3.5 � 0.8, implying that
RHz=RH2 ¼ 0:71� 0:08, in agreement with theory.30,32

Equation 5.44 also has been applied to determine k for rapid coalescence in
suspensions of polystyrene latex spheres at 25�C and circumneutral pH.25,30,32
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Fig. 5.8 Experimental test of eq.
5.44 for a suspension of hematite

colloids in NaNO3 solution (M.
Schudel et al.31). The y-intercept of

the line is equal to �2kn(1,0).



The results represent a range of sphere radii (r0) and initial colloid concentrations
[nð1; 0Þ]:

Electrolyte r0(nm) nð1; 0Þ (1013 m�3) k (10�18 m3 s�1)

NaClO4 109 38.0 1.68 � 0.04

KCl 155 6.6–12.0 1.20 � 0.20

KCl 580 4.0 3.45 � 0.15

KCl 683 7.1 3.05 � 0.25

The values of the second-order rate coefficient k listed above are consistent with
those determined using eq. 5.34 alone for suspensions of smaller latex spheres at
lower initial concentrations in a different electrolyte solution.24 Similar values of k
also have been obtained by a direct application of eq. 5.43 using the model of
S1ðQÞ and S2ðQÞ in eq. 5.37:25

Electrolyte k ð10�18 m3 s�1)

NaNO3 1.75 � 0.05

NaClO4 1.55 � 0.06

KCl 2.15 � 0.10

CaCl2 1.85 � 0.10

These data were obtained for spheres of radius 109 nm in aqueous electrolyte
solutions at 25�C. Overall it appears that k lies in the interval 1 – 4 � 10�18 m3 s�1

at 25�C.
Besides their use to determine the rate coefficient for colloid coalescence, mea-

surements of the ‘‘z-average’’ hydrodynamic radius as a function of time can be
applied to infer the fractal dimension of the aggregates formed in a coalescence
process. The basis for this application can be understood through a consideration
of the time dependence of the q-mer number density nðq; tÞ when aggregates large
enough to exhibit fractal characteristics are forming. Inherent to this considera-
tion is the notion that power-law relationships, like those in eqs. 5.15, 5.17, and
5.25, reflect the absence of intrinsic length or time scales in the phenomena they
model. (This situation is quite the opposite of what obtains for the diffuse ion
swarm, for example, which is modeled by a differential equation that does exhibit
an intrinsic length scale (��1) characterizing the spatial variability of the mean
electrostatic potential, as discussed in section 4.1.) The lack of intrinsic scale
thereby precludes the use of a natural unit of measure to interpret spatial or
temporal variability in fractal aggregate formation. Indeed, model expressions
such as eq. 5.15 or 5.25 assume that the influence of the monomer radius r0,
which otherwise might serve as a natural unit of measure to assess aggregate
size, has disappeared entirely from aggregate properties by the time they take
on fractal characteristics. As a consequence, no absolute reference exists on
which to base a determination of precisely how large an aggregate has grown
to be. Accordingly, fractal aggregates will appear to have the same overall struc-
ture when examined under a microscope at varying magnification.33
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The mathematical formulation of this kind of scaling behavior imputes to
nðq; tÞ the property of generalized homogeneity:34

nð�q; ��tÞ ¼ �anðq; tÞ ð5:45Þ
where �> 0 is a scale parameter (‘‘the magnification’’) and the scaling exponents
� and a each can be any real number. Equation 5.45 states that the result of scaling
(or magnifying) the number of monomers in an aggregate by �, while scaling the
time by ��, is solely to magnify the value of nðq; tÞ �a times. [The scale factor for
time is allowed to differ from that for q; hence the exponent �, which could even be
equal to 0 (i.e., no time-scaling).] In picturesque language, if we imagine a world
in which all q-mers are � times larger than in ours, and time intervals are �� times
longer than in ours, the number density of q-mers will be �a times larger (or
smaller, if a < 0) than in ours. If a ¼ 0; nðq; tÞ is said to be scale-invariant; if a ¼
� ¼ 1; nðq; tÞ is said to be homogeneous. Generalized homogeneity allows a and �
to differ from 0 or 1.34

The value of the scaling exponent a can be deduced by imposing the constraint
of mass conservation on nðq; tÞ. The total number of monomers in a suspension,
regardless of which q-mer the monomers may inhabit at any given moment,
should be a scale-invariant quantity if no monomer is destroyed by fragmentation
or removed by settling out of suspension. Therefore

M1ðtÞ ¼
X
q

qnðq; tÞ ð5:46Þ

should not change in value under any scaling of q and t:

M1ð��tÞ ¼
X
�

qð�qÞnð�q; ��tÞ ¼ M1ðtÞ ð5:47Þ

For the large values of q associated with fractal characteristics, the sum over q in
eq. 5.47 can be approximated by an integral over q:

M1 �
�t

� � � Z 1

0

�qð Þ n �q; ��t� �
d �qð Þ

¼ �2
Z 1

0

q �a n q; tð Þdq

¼ �2þa

Z 1

0

q n q; tð Þdq ¼ �2þaM1 tð Þ ð5:48Þ

where eq. 5.45 has been applied in the second step. Given the constraint in eq.
5.47, it follows that a ¼ �2 and the scaling behavior of nðq; tÞ is:

nð�q; ��tÞ ¼ ��2nðq; tÞ ð5:49Þ
Additional insight as to the effect of time scaling on nðq; tÞ can be had by applying
a simple theorem concerning generalized homogeneous functions.34 This theorem
states that, if nðq; tÞ has the scaling behavior in eq. 5.49, it can be rewritten in the
equivalent form:

n q; tð Þ ¼ t�
2
�gðq=t1�Þ ð5:50Þ
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where g( ) is a function of the scale-invariant ratio, q=t
1
�. Equation 5.50 is derived

from eq. 5.49 by selecting the value t
1
� for the scale factor � and noting that

gðuÞ � nðu; 1Þ. It is evident that the ratio q=t
1
� does not change in value after scaling

q by � and t by ��. Therefore, it is an invariant of the scaling operation expressed
in eq. 5.45. Substitution of eq. 5.50 into eq. 5.46 yields the result:

M1 tð Þ �
Z 1

0

qt�
2
�gðq=t2�Þdq ¼

Z 1

0

u g uð Þdu ð5:51Þ

which suggests normalization of gðq=t1�Þ such that the integral over u in eq. 5.51
has unit value. Then eq. 5.50 can be rewritten in the form:

n q; tð Þ ¼ M1t
�2
�f ðq=t1�Þ ð5:52Þ

where f ðuÞ � gðuÞ=M1 and
R1
0 uf uð Þdu � 1: Equation 5.52 is a model expression

for nðq; tÞ that reflects the scaling behavior in eq. 5.45 while respecting mass
conservation. It can be transformed further after consideration of the time
dependence of the mass-weighted average value of q in a suspension:

hqit �
P

q q
2n q; tð ÞP

q qn q; tð Þ � M2 tð Þ
M1 tð Þ ð5:53Þ

where the definition

M�ðtÞ �
X
q

q�nðq; tÞ ð� ¼ 1; 2Þ ð5:54Þ

has been invoked to simplify notation. The second q-moment M2ðtÞ weights each
value of q by qnðq; tÞ, which is proportional to the mass of a q-mer per unit
volume. This q-moment appears implicitly as the first term in the Guinier approx-
imation for the photon scattering intensity (eq. 5.12) and, therefore, is accessible
to measurement by observations of IðQ; tÞ under the condition Q�1 � RGZ:

4;11

The introduction of eq. 5.52 into eq. 5.53 together with approximation of the sum
over q by an integral leads to the model expression:

hqit �
Z 1

0

q2t�
2
� f q=t

1
�

 �
dq ¼ t

1
�

Z 1

0

u2f uð Þdu ð5:55Þ

where, as in eq. 5.51, u � q=t
1
�. Equation 5.55 predicts that the mass-weighted

average value of q will vary with time as t
1
� under the conditions where fractal

aggregates are forming and eq. 5.52 becomes an accurate model of nðq; tÞ. Thus
the value of the scaling exponent � can be determined from measurements of hqit
as a function of time.

Equation 5.45 can be tested experimentally in two distinct ways. First, eqs. 5.52
and 5.55 can be combined to derive a useful equation for nðq; tÞ:

n q; tð Þ ¼ M1hqi�2
t  ðq=hqitÞ ð5:56Þ

where the integral factor in eq. 5.55 has been combined with f ðq=hqitÞ to define the
function  ðq=hqitÞ. Equation 5.56, which exposes clearly the lack of an intrinsic
time scale for nðq; tÞ, implies that graphs of hqi2

t
n q; tð Þ versus q=hqit corresponding

to different values of the time variable will superpose. This prediction has been
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verified for fractal aggregates formed by gold and polystyrene latex spheres using
both transmission electron microscopy and photon-scattering methods.35 Second,
eq. 5.55 can be tested directly by plotting log hqit versus log t and examining the
slope of the resulting curve. This kind of test has been performed for fractal
aggregation by a variety of colloids, the overall result being that � � 1:36

Colloid Scaling Exponent �

aerosol 0.9 � 0.5

gold 1.01

illite 0.8 � 0.2

latex 0.95, 0.97, 1.0

silica 1.00

Equation 5.55 provides the basis for measuring the fractal dimension of aggre-
gates forming in aqueous suspension under conditions that are consistent with the
model expression for nðq; tÞ in eq. 5.56. If the aggregates formed are mass fractals,
then, by analogy with eq. 5.15,

hqit gRGZ�r0RGZ�r0
RD

GZ ð5:57Þ

where RGZ is the ‘‘z-average’’ radius of gyration of the aggregates, defined in eq.
5.13. It follows from combining Eqs. 5.55 and 5.57 that

RGZ gRGZ�r0RGZ�r0
t

1
�D ð5:58Þ

for aggregate formation at sufficiently long times t. This power-law behavior of
the radius of gyration is a direct result of the scaling behavior imputed to nðq; tÞ in
eq. 5.45.

Finally, a connection to dynamic photon scattering is made by assuming that
RHZ, defined in eq. 5.41, can be substituted for RGZ in eq. 5.58 to obtain the
relation:

RHZ gRHZ�r0RHZ�r0
t

1
�D ð5:59Þ

The assumption that RGZ and RHZ are proportional has been examined experi-
mentally through measurements of both parameters made on the same suspen-
sion. These measurements, involving colloids of gold, hematite, latex, and silica,
indicate that the ratio RGZ/RHZ � 1, independently of all quantities on the right
side of eqs. 5.58 and 5.59.37 Therefore, given � ¼ 1, a log-log plot of the
‘‘z-average’’ hydrodynamic radius versus time can be used to infer the fractal
dimension.

Figure 5.9 shows a test of eq. 5.59 for a suspension of hematite colloids under-
going rapid coalescence in KCl solution at pH 3 and 25�C.38 The slope of this
linear log-log plot is 0.534 � 0.02, implying that D ¼ 1.87 � 0.01, in general
agreement with values of D that can be inferred from figs. 5.5 and 5.6. A variety of
published data based on measurements of RHZðtÞ and their interpretation using
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eq. 5.59 (with � � 1) give similar results for the fractal aggregates formed by rapid
coalescence:39

Colloid Range of D

gold 1.7–1.9

hematite 1.7–1.9

illite 1.2–1.9

latex 1.7–1.8

silica 1.7–1.9

These experimental values of D are quite comparable to 1:7� 1:8, the range of
fractal dimension calculated with eq. 5.57 for aggregates formed in a computer
simulation in which colloids are permitted to diffuse randomly with a Stokes-
Einstein diffusion coefficient (eq. 5.39) until they collide, after which they coalesce
instantly to form an aggregate.40 The results in the table above also are compar-
able to the range of D-values inferred for aerosols, 1.7–1.8, on the basis of photon
scattering experiments interpreted with eq. 5.25.39 Thus the available data and
calculations indicate that rapid coalescence processes lead to aggregates whose
size is a power-law function of the time and whose fractal dimension lies in a
narrow interval around 1.8.

5.3 The Stability Ratio

Equations 5.34, 5.43, and 5.44 provide a basis for measuring the second-order rate
coefficient k that describes dimer formation from monomers in colloidal suspen-
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for a suspension of hematite colloids in
KCl solution (J. Zhang and J. Buffle38).

The slope of the line indicates rapid
coalescence of the colloids.



sions (eqs. 5.32 and 5.33). It is expected that, like the rate coefficients discussed in
chapter 3, k will be an implicit function of the chemical composition and pH of
the suspending aqueous solution, along with physical variables such as particle
charge, shape, and size; temperature; and pressure. For example, the value of k,
reported for the coalescence of 109 nm latex spheres suspended in 1 M NaClO4

solution at 25�C as 1.55� 10�18 m3 s�1 (listed in the second table in section 5.2), is
observed to decrease significantly as the electrolyte concentration is decreased,
irrespective of the method of measuring k:25

Method

k=k([NaClO4] ¼ 1M)

250 mol m�3 125 mol m�3

Eq. 5.34 0.38 � 0.07 0.079 � 0.07

Eq. 5.43 0.37 � 0.06 0.073 � 0.07

Eq. 5.44 0.34 � 0.05 0.069 � 0.05

As the concentration of NaClO4 decreases well below 1M, the value of k drops
almost proportionally, with the result that the characteristic time scale for the
coalescence process ([nð1; 0Þk��1) increases from about 28 min, characteristic of
rapid coalescence, to about 6 h [nð1; 0Þ ¼ 3:8� 1014 m�3]. This trend has been
observed for a wide variety of colloidal systems involving particles of either
positive or negative charge suspended in 1:1, 1:2, 2:1, or 2:2 electrolyte solutions.22

Figure 5.10 shows the change in the ratio kð½KCl� ¼ 80 mmol kg�1)/k provoked
by an increase in suspending electrolyte concentration for hematite particles in
KCl solution at pH 6 and 25�C.16 This ratio of rate coefficients is the inverse of
that in the table above and, therefore, decreases as the concentration of KCl
increases. It was measured by dynamic photon scattering using eq. 5.43 under
the assumption that all variables except the time derivative remain constant as
[KCl] changes [RHZ (Q; 0Þ � 100 nm, Q ¼ 0:013 nm�1, nð1; 0Þ ¼ 2:4� 1016 m�3].16

No change in this time-derivative was observed at KCl concentrations above 80
mmol kg�1; hence all data were normalized to this concentration. The ratio
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Fig. 5.10 Dependence of the

coalescence rate coefficient k (eq.
5.33) on electrolyte concentration
for hematite colloids suspended in
KCl solution (Chorover et al.16).

Rapid coalescence begins at a
concentration of 80 mM (denoted

‘‘ccc’’).



k([KCl] ¼ 80 mmol kg�1)/k displays a gradual decline toward unit value as [KCl]
is increased over an order of magnitude. To the extent that KCl behaves as an
indifferent electrolyte (section 1.4) in respect to adsorption by hematite, this
decline can be interpreted solely as an effect of background electrolyte concentra-
tion on the diffuse ion swarm (section 4.1), particularly as regards Cl�, which
should be the screening ion, given the positive surface charge of hematite expected
at pH 6 (i.e.p. � 9.2). Corresponding to the range of concentration in fig. 5.10
there is a decrease by a factor of 3 in the intrinsic length scale ��1 (eq. 4.7), the
range of the electrostatic potential in the diffuse ion swarm. This diminishment of
the influence of surface potential on the region near a hematite colloid evidently is
sufficient to provoke a drop in the characteristic time scale for particle coalescence
by an order of magnitude.

The quantity plotted against concentration in fig. 5.10 is termed the stability
ratio:41

W � initial rate of rapid coalescence

initial rate of coalescence observed
ð5:60Þ

Given the accuracy of the model of coalescence represented in eq. 5.32,W is equal
to the ratio of characteristic time scales for coalescence observed under prescribed
conditions to that observed under conditions deemed to produce rapid coales-
cence. Usually these latter conditions are associated simply with the value of a
variable parameter that corresponds to a maximal rate of particle coalescence. If
the varied parameter is the concentration of an indifferent electrolyte, the smallest
value that produces rapid coalescence is termed the critical coagulation concentra-
tion (ccc):22,41

lim
c"ccc

W ¼ 1 ð5:61Þ

where c is the concentration of the ion in an indifferent electrolyte which is the
counterion in a diffuse ion swarm adsorbed by the coalescing particles (section
4.1). Remarkably, an abundant published literature indicates that ccc values
for monovalent counterions generally lie in the relatively narrow range 5 to
100 mol m�3, whereas those for bivalent counterions typically lie in the range
0.1 to 2.0 mol m�3, if the coalescing particles are inorganic, or largely so.22,41,42 If
the particles contain significant quantities of humus, however, the midpoint of the
range of ccc values for either monovalent or bivalent counterions increases by
nearly an order of magnitude.42 Conversely, the values of W observed for aquatic
colloids suspended in surface freshwaters fall generally into the interval (5, 100),
increasing as the humus content of the colloids increases.21 These two trends
illustrate the greater efficacy of bivalent counterions, relative to monovalent
counterions, in promoting particle coalescence, as well as the inhibitory effect
of humus on the same process.3,21,22

The relationship between ccc and counterion valence can be understood and
interpreted quantitatively on the basis of a simple consideration of length scales
operative in the diffuse ion swarm. Adsorption of counterions in the diffuse swarm
acts to screen particle charge, in that the range of the mean electrostatic potential
created by a charged particle surface is diminished by adsorption (section 4.1). It
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is reasonable to assign to each counterion of charge Ze (e ¼ 1:6022� 10�19 C) a
surface patch of equal and opposite charge that is screened by the counterion. If
the screening is to be effective, the coulomb potential energy restricting the coun-
terion to the vicinity of the charged surface patch should be of the same order of
magnitude in absolute value as the thermal kinetic energy of the counterion,
1
2 kBT , where kB is the Boltzmann constant and T is absolute temperature (cf.
eq. 5.39):

Zeð Þ2
4�"0DL

� 1

2
kBT ð5:62Þ

where "0 is the permittivity of vacuum and D is the dielectric constant of water (cf.
eq. 4.1). The parameter L characterizes a ‘‘screening length’’ whose magnitude
depends only on physical variables. Equation 5.62 can be rewritten as a more
compact expression for L in terms of the diffuse-swarm parameter � introduced in
eq. 4.6:

L � Z2ð�=4�NAÞ ð5:63Þ
where NA is the Avogadro constant. At 298.15 K, �/4�NA ¼ 1.43 nm.

Effective charge-screening by a counterion in the diffuse swarm also means that
the intrinsic length scale for the mean electrostatic potential created by the
charged surface (eq. 4.1) must be comparable to L in eq. 5.63. Otherwise, the
influence of surface charge would ‘‘leak out’’ beyond the region of bound counter-
ions. The intrinsic length scale for the mean electrostatic potential is, of course,
��1, where � ¼ Z �c0ð Þ12 and c0 is the bulk concentration of the screening counter-
ion (eq. 4.19). Therefore, effective screening requires the constraint,

�L � 1 ð5:64Þ
from which an equation for the ccc can be derived by introducing eq. 5.63 and the
definition of �:

ccc � ð16�2N2
A=�

3ÞZ�6 ð5:65Þ
The prefactor in eq. 5.65 is equal to 45 mol m�3 at 298.15 K. Given the typical
range of ccc values for monovalent counterions, 5 to 100 mol m�3, the estimate of
ccc provided by eq. 5.65 for Z ¼ 1 is reasonable. For bivalent counterions, the
estimate of ccc is 0.7 mol m�3, which also lies within the range of typical values,
0.1 to 2 mol m�3.

Equation 5.65 is a quantitative expression of the Schulze-Hardy rule,22 which
states that the critical coagulation concentration applies to a diffuse-swarm coun-
terion and is dependent on an inverse power of the counterion valence. The present
derivation of eq. 5.65 43 reveals that this broad generalization is a manifestation of
effective charge-screening, a condition induced by decreasing the range of the
diffuse-swarm potential generated by a charged surface until it is small enough
to make the resultant coulomb attraction of a counterion toward the surface
strong enough to quench the thermal kinetic energy that would otherwise send
the counterion wandering off into the bulk solution.

Concomitant with the decline in the stability ratio as the concentration of an
indifferent electrolyte is increased is a decline in the fractal dimension of the
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particles formed by coalescence.44 Figure 5.11 illustrates this phenomenon for the
hematite particles whose stability ratio is plotted in fig. 5.9 against [KCl].16 The
values of D, measured by photon scattering using eq. 5.25 (fig. 5.5) are seen to
drop from about 2.1 to near 1.7 as the stability ratio declines by an order of
magnitude, until it matches the condition under which eq. 5.61 holds. This
decrease in the fractal dimension implies the concurrent development of colloidal
aggregates whose porosity increases as they form more rapidly (eqs. 5.17 and
5.50). Denser aggregates that are formed more slowly evidently permit enough
time for the participating colloids to seek out pathways of coalescence leading to
more compact structures, as is indeed demonstrated in electron micrographs.16

Similarly to the colloidal aggregates formed by rapid coalescence, those formed by
slow coalescence are characterized by a relatively narrow range of fractal dimen-
sion, irrespective of the chemical composition of the participating colloids:39,44,45

Colloid Range of D

goethite 1.9–2.1

gold 2.0–2.1

hematite 2.0–2.2

illite 2.2–2.3

latex 2.0–2.2

silica 2.0–2.2

These values, measured by photon scattering using eq. 5.25, are in agreement with
computer simulations of colloid coalescence in which fractal aggregates with D �
2.0–2.1 are formed by assigning a very small probability to coalescence after the
collision of two particle clusters.46

Effective charge screening to induce rapid coalescence of two colloids is the
result of weak interactions between a swarm of adsorptive counterions and a
charged particle surface. Attractive van der Waals interactions, which are always
present,22,47 then can act to promote coalescence of the colloids. The mechanism
of rapid coalescence is not unique, however, because the repulsive coulomb inter-
action between two colloids having the same surface charge sign can be vitiated by
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Fig. 5.11 Dependence on the

stability ratio for the fractal
dimension of the aggregates formed
by hematite colloids in the system

whose coalescence rate coefficients
are graphed in fig. 5.10 (Chorover et
al.16). As the stability ratio
increases, so does the fractal

dimension, indicating a less-porous
aggregate structure formed under
slow coalescence.



charge neutralization as well as charge screening. This mode of inducing rapid
coalescence is the result of strong interactions between adsorptive counterions and
a charged particle surface, those typically associated with specific adsorption
processes (see chapter 1). These include protonation reactions and inner-sphere
surface complexation of metal cations or inorganic/organic anions, as discussed in
section 1.5.

Figure 5.12 illustrates the effect of pH on the rate coefficient k for dimer
formation (eqs. 5.32 and 5.33) by hematite colloids [r0 � 60 nm] suspended in
NaNO3 solution at 25�C.31 Rapid coalescence was observed at any pH value for
[NaCl] ¼ 100 mol m�3, the value of k [determined by photon scattering using eq.
5.44 (fig. 5.8)] then being 1.75 � 0.25 � 10�18 m3 s�1, which is equal to that
reported for 109 nm latex spheres suspended in the same electrolyte solution at
the same temperature.25 At lower [NaCl], an effect of pH is apparent, with the
value of k decreasing by up to three orders of magnitude as pH is varied below or
above approximately 9.2. The graph in fig. 5.12 is essentially a plot of �log W
versus pH, since log k ¼ �log W þ log k ([NaNO3] ¼ 0.1 M) according to the
definition of W in eq. 5.60. The value of pH required to produce a maximal value
of k and, therefore, W ¼ 1:0 is termed the point of zero charge (p.z.c.):

lim
pH!p:z:c:

log W ¼ 0 ð5:66Þ

In the present example, direct measurement indicated that i.e.p. ¼ 9.2 � 0.1 and
p.z.s.e. � 9.2 (section 1.4). To the extent that the condition 
p ¼ 0 is represented
by eq. 5.66 and these latter measurements, the terminology introduced here and
that introduced in section 1.5 are mutually consistent. Given the truth of this
consistency, note that there is no charge screening by the diffuse ion swarm
when pH ¼ p.z.c. (eq. 1.43).
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Fig. 5.12 Effect of pH on

the coalescence rate
coefficient k (eq. 5.33), with
electrolyte concentration as

a variable parameter, for
hematite colloids suspended

in NaNO3 solution (M.

Schudel et al.31). Note the
absence of pH dependence

at the ccc (100 mM
NaNO3). The p.z.c. is

approximately 9.2 (inverted
open triangle on the

horizontal line).



The interplay between the definitions in eqs. 5.61 and 5.66 adds complexity to
the concept of the stability ratio. Unlike the monotonic behavior ofW in response
to increases in the concentration of an indifferent electrolyte (fig. 5.10),W exhibits
two branches quite typically as pH is increased from below to above the p.z.c.48

The ‘‘hairpin’’ shape of the � log W versus pH plot in fig. 5.12 broadens con-
siderably as the concentration of the suspending electrolyte solution is increased.
This ‘‘straightening out’’ effect can be understood as a result of synergism between
pH and [NaNO3], both taken as controlling variables. The ‘‘hairpin’’ is bent into a
straight, horizontal line as [NaNO3] approaches the c.c.c. because charge screen-
ing is contributing more and more to the production of rapid coalescence condi-
tions for any pH value. On the other hand, the asymmetry of the ‘‘hairpin’’ about
the p.z.c. signals the existence of factors controlling the stability ratio other than
electrolyte concentration and pH, e.g., both particle surface and morphological
heterogeneities.31 The fact that there is a ‘‘hairpin’’ shape at all, of course, stems
from the change in sign of 
p from positive to negative as pH is increased through
the p.z.c. Interparticle coulomb repulsion prevents rapid coalescence irrespective
of a given sign of 
p. Note accordingly that anions become the counterions for pH
< p.z.c., whereas cations are the counterions for pH< p.z.c., whereas cations are
the counterions for pH > p.z.c.

Figure 5.13 illustrates the effect of a strongly adsorbing inorganic counterion,
H2PO4

�, on the stability ratio for hematite colloids suspended in 1 mol m�3 KCl
solution at pH 6.16 The plot of log W versus log[H2PO4

�] displays a characteristic
‘‘inverted hairpin’’ shape that signals surface charge reversal when log[H2PO4

�]
�4.5, under the experimental conditions selected [r0 ¼ 26 � 2 nm, nð1; 0Þ 2.6 �
1016 m�3, 25�C]. By analogy with eq. 5.66, this value of log[H2PO4

�] is termed the
p.z.c. with respect to H2PO4

�:48

lim
log½ �!p:z:c:

logW ¼ 0 ð5:67Þ

Note that p.z.c. with respect to a strongly adsorbing ion is a negative quantity,
whereas p.z.c. with respect to protons is a positive quantity. In the present exam-
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Fig. 5.13 Effect of a strongly
adsorbing ion (H2PO4

�) on the
stability ratio of hematite colloids

suspended in 1 mM KCl at pH 6
(Chorover et al.16). The p.z.c. is
approximately �4.5.



ple, p.z.c. with respect to H2PO4
� is �4.5. Direct measurement16 indicates that the

i.e.p. (point of zero electrophoretic mobility) of hematite with respect to H2PO4
�

also is equal to �4.5 under the experimental conditions attendant to the data in
fig. 5.13. Thus the definition of p.z.c. in eq. 5.67, like that in eq. 5.66, is consistent
with the definition of p.z.c. given in section 1.4 (
p ¼ 0).

It is apparent from figs. 5.12 and 5.13 that the conditions implied by eqs. 5.60,
5.66, and 5.67 all lead to rapid coalescence of colloids in an aqueous suspension.
Moreover, it is known that rapid coalescence induced at the ccc is associated with
the formation of aggregates having a fractal dimension between 1.7 and 1.9 (sec-
tion 5.2), indicative of a rather open, porous structure. Figure 5.14 shows that this
process also occurs in the case of hematite colloids for rapid coalescence induced
at the p.z.c. with respect to H2PO4

�.16 According to eq. 5.59, a log-log plot of the
‘‘z-average’’ hydrodynamic radius versus time, as determined by dynamic photon
scattering, should be linear with a slope equal to the inverse of the fractal dimen-
sion, given that the scaling exponent � � 1 (eq. 5.55). Figure 5.14 demonstrates
the superposability of this kind of log-log plot for both KCl and H2PO4

� under
conditions leading to rapid coalescence (see also fig. 5.5 with its log-log plots of
eq. 5.25 based on ‘‘static’’ photon scattering measurements). However, unlike the
situation that obtains for slow coalescence induced by charge screening, no
change of the fractal dimension with changes of [H2PO4

�] was observed for
hematite aggregates within experimental precision.16 For example, the three
values of D given in fig. 5.5, all of which cluster near 1.6–1.7, correspond to values
of W ranging over nearly two orders of magnitude.

Figure 5.15 illustrates the effect of a strongly adsorbing organic counterion, the
aliphatic anion CH3(CH2)nCOO�, on the stability ratio for hematite colloids
suspended in 50 mol m�3 NaCl solution at pH 5.2.49 The log-log plots indicate
p.z.c. values in the range �5 to �3, and these values are very close to the i.e.p.
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Fig. 5.14 Plot of the z-average
diameter of hematite aggregates in a
rapidly flocculating suspension versus

time, showing that aggregate growth
and, therefore, fractal dimension (eq.

5.59) is the same irrespective of
whether coalescence is caused by

charge screening (KCl) or charge
neutralization (KH2PO4). Data from

Chorover et al.16



values for hematite in the presence of the three anions investigated (n ¼ 6, 8, and
10), as shown in the lower part of the figure. The ‘‘inverted hairpin’’ shape of the
log-log plots exhibits an asymmetry about the p.z.c. similar to what is apparent in
fig. 5.12. Moreover, the p.z.c. shows a decrease as the number of carbon atoms in
the anion increases, suggesting that hydrophobic interactions play a role in pro-
moting rapid coalescence.48,49 This result implies that humic substances, which
also are organic anions with hydrophobic moieties, should be effective at promot-
ing rapid coalescence of hematite colloids, as is indeed observed experimen-
tally.48–50 Evidently a polymeric organic anion provokes rapid coalescence of
positively charged colloids when adsorbed at low concentrations, but mitigates
coalescence once it is adsorbed in substantial amounts, as indicated by the sharp
increase in log W above the p.z.c. in fig. 5.14, and by the observed trend toward
higher values ofW for suspensions of colloids in natural waters as their content of
dissolved humus increases.21

The kinetics of rapid coalescence induced by the polymeric anion, polyacrylate
(a polymer of acrylate, CH2 ¼ CHCOO�), is illustrated and compared with that
induced by NaCl for hematite colloids in fig. 5.16.51 The power-law shape of the
time dependence of RHZ is apparent, as is the resultant similarity of the fractal
dimension calculated with the kinetics data, D ¼ 1.88 � 0.02, irrespective of the
coagulating anion. Measurement of the fractal dimension for smaller concentra-
tions of the polymer than required for rapid coalescence (polymer/hematite 0.022–
0.026, which also produces an i.e.p. for the hematite colloids51) gave D � 1:9�2:1,
which is indicative of slow coalescence.52 The correspondingly dense structure of
the aggregates formed was confirmed by electron micrographs. Thus, for the
polymeric anion, a transition of the fractal dimension from values near 2.1 to
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Fig. 5.15 Stability ratios of hematite
suspensions in NaCl solution at pH

5.2 as influenced by varying
concentrations of aliphatic acid anions
that adsorb strongly (propionic, n ¼
2; caprylic, n ¼ 7; capric, n ¼ 9;
lauric, n ¼ 11). The lower set of
graphs show that the electrophoretic
mobility of the hematite particles goes

through a zero (i.e.p.) at about the
same aliphatic anion concentration as
corresponds to the p.z.c. in the upper

set of graphs (L. Liang and J. J.
Morgan49).



those near 1.8 occurs as its concentration increases, quite in parallel with the trend
shown in fig. 5.11.

5.4 The von Smoluchowski Rate Law

The second-order rate law describing the coalescence of two monomers to form a
dimer (eq. 5.33) subsumes all mechanistic information about the coalescence
process into the rate coefficient k, the values of which for rapid coalescence are
on the order of 10�18 m3 s�1. This latter phenomenon is associated with transport
control, as opposed to slow coalescence, which is associated with surface-reaction
control, when considered from the perspective of processes that determine the
observed value of the rate coefficient.22 It is perspicacious to note in this respect
that the scale factor, kBT=6��, in the Stokes-Einstein model of a colloid diffusion
coefficient (eq. 5.39) has the very same units and is of the same order of magnitude
as the second-order rate coefficient for rapid coalescence.

Three models of the transport-control mechanism for rapid coalescence are
commonly applied to interpret data on the kinetics of particle formation in sus-
pensions (fig. 5.17).53 The best known of these models is Brownian motion (or
‘‘perikinetic aggregation’’), which applies to quiescent suspensions of diffusing
particles, each of whose size lies in the lower to middle portion of the colloidal
range (91�m). Alternatively, coalescence caused by stirring a colloidal suspen-
sion can be described as shear-induced (or ‘‘orthokinetic aggregation’’), whereas
that caused by the settling of particles under gravitational or centrifugal force can
be described by a differential sedimentation model. In all three models, the result-

COLLOIDAL PHENOMENA 211

Fig. 5.16 A plot analogous to that in fig.

5.14, showing that rapid coagulation
induced by charge screening (NaCl) or by

charge neutralization (strong adsorption of

polyacrylate, PAA) is essentially the same in
suspensions of hematite (R. Ferretti et al.51).



ing second-order rate coefficient is equal to the product of an effective cross-
section for two-particle collisions (a geometric factor) times an effective two-par-
ticle relative velocity (a kinematic factor), thus leading to dimensions of volume
per unit time. Large rate coefficients for rapid coalescence are accordingly
produced by optimal combinations of particle size (geometry) and opposing
interparticle velocities (kinematics).

Perikinetic aggregation entails the random thermal motion of particles that,
once they collide by chance, are able to coalesce instantaneously to form a dimer.
The second-order rate coefficient describing this formation process (eq. 5.33) is:54

kp ¼ 2�R11D11 ð5:68Þ

where R11 is the radius of the dimer and D11 is the diffusion coefficient of one of
the colliding monomers relative to that of the other, as depicted from their center
of mass taken as a reference point. In a first approximation, R11 is just twice
the monomer radius, and D11 is just twice the monomer diffusion coefficient as
modeled by eq. 5.39. With these simplifications, the rate coefficient for dimer
formation in eq. 5.68 becomes

kSEp ¼ 8�RDSE � KSE ð5:69Þ
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Fig. 5.17 Three mechanisms of rapid coalescence, each of which scales differently with
colloid size (after K. H. Gardner53).



where

KSE ¼ 4kBT=3� ð5:70Þ
is a constant parameter equal to 6.16 � 10�18 m3 s�1 at 298 K, if water is the
suspending fluid. Under this additivity approximation for dimer size and the
relative diffusion coefficient, the use of the Stokes-Einstein model leads to an
exact cancellation of the two opposing effects of the monomer radius R on the
effective collision cross-section (2�R11) and relative velocity factor (D11) in the
perikinetic rate coefficient.

Equation 5.69 predicts a rate coefficient that is somewhat larger than any of the
measured values of k for rapid coalescence that are cited in section 5.2. This
discrepancy is often rationalized by including a ‘‘hydrodynamic stability ratio’’
in the definition of k appearing in eq. 5.68:

kp ¼ KSE=W
H
11 ð5:71Þ

where

WH
11 � 4RDSE=R11D11 ð5:72Þ

to be consistent with the original expression for the perikinetic model rate coeffi-
cient. The stability ratio WH

11 should range in value from about 2 to 5 to account
for the differences between the measured values of k and KSE. This order of
magnitude has in fact been estimated also by calculations based in theoretical
fluid mechanics.55 They indicate that the hydrodynamic radius of a dimer is only
30–40% larger than the monomer radius, not twice as large, and that the slowed
motion of fluid trapped between two colliding spheres reduces D11 below the value
2DSE that obtains when the spheres are far apart.

Orthokinetic aggregation involves the capture of a monomer in the streamlines
around another monomer while the former attempts to pass the latter.53 This
phenomenon requires the presence of a fluid velocity gradient (or shear rate),
G, that permits one monomer to overtake the other while they both are being
convected by the fluid. The rate coefficient for orthokinetic aggregation is the
product of the cross-sectional area of a dimer times the relative velocity of the
overtaking monomer, this product then being integrated over all possible points
of contact of the overtaking monomer on the monomer with which it collides.54

The result of the integration is a ‘‘capture sphere’’ that encloses the overtaken
monomer and whose radius is that of the dimer formed, with the orthokinetic
model rate coefficient then being:53,54

ko ¼
2

3
R3

11G ð5:73Þ

Usually, R11 is approximated once again by twice the monomer radius, such that

ko ¼
16

3
GR3 ð5:74Þ

serves as a model rate coefficient for shear-induced coalescence. In this case, the
geometric factor increases strongly with particle size as the third power. Typical
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values for G are in the range 1 to 10 s�1 for surface waters,53 but values up to two
orders of magnitude larger can be observed in vigorously stirred fluids.

It is evident in eq. 5.74 that the importance of orthokinetic aggregation
increases with particle radius for any nonzero value of G. This point can be
appreciated in a simple fashion by forming the dimensionless ratio of the right
sides of eqs. 5.69 and 5.74:

perikinetic rate

orthokinetic rate
¼ 1:16

GR3
ð5:75Þ

where R is in units of micrometers if G is in units of s�1. It follows that ortho-
kinetic aggregation rates exceed those of perikinetic aggregation whenever R >
G�1=3 numerically; that is, for monomers in the mid to upper range of colloidal
size, given the typical values of G cited.

Transport control of rapid coalescence by differential sedimentation in the
gravitational field of the earth is modeled typically by applying the well-known
equation for the terminal speed of a particle settling in a viscous fluid under
Stokes friction53 to a pair of monomers with different radii, then multiplying
the resulting relative velocity of the particles by the dimer cross-sectional area:

kDS ¼ g

9�
�s � �f
� �

�R2
12 R2

1 � R2
2

�� �� ð5:76Þ

where g is gravitational acceleration, �s and �f are mass densities of the monomers
and the fluid in which they are settling, respectively, and � is the coefficient of
viscosity of the fluid. In this case, one monomer (‘‘1’’) overtakes the other (‘‘2’’)
because it is larger, and, therefore, has a larger terminal speed. The dimer radius
R12 is again usually approximated by the sum of the monomer radii. Given the
fourth-power dependence on monomer size and the typical magnitude of the
constant prefactor in eq. 5.76 (about 6 � 106 m�1), it is apparent that differential
sedimentation becomes important for particles larger than about 1 �m, as is also
borne out in illustrative examples.53

Under the assumption that binary encounters between particles are the princi-
pal cause of particle coalescence and flocculation, eqs. (5.32) and (5.33) can be
generalized to apply to a suspension containing many different particle sizes as a
result of the coalescence process. Equation 5.32 is generalized to the two-step
reaction sequence (cf. eq. 3.39):

mþ n !k m;nð Þ
q q ¼ mþ nð Þ

qþ p !k q;pð Þ
r r ¼ qþ pð Þ ð5:77Þ

where m; n; q; p; and r refer to aggregates that contain m; n; q; p; or r monomers,
and kðm; nÞ ¼ kðn;mÞ is a second-order rate coefficient for the formation of a q-
mer from the coalescence of an m-mer and an n-mer. The reaction sequence in eq.
5.77 thus describes q-mer formation from binary encounters of smaller particles
and q-mer destruction from subsequent coalescence with a p-mer. It does not,
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however, describe q-mer destruction by fragmentation (the reverse of the first
reaction in the sequence).56

The generalization of eq. 5.33 corresponding to the reaction sequence in eq.
5.77 is:

dn

dt
q; tð Þ ¼ k m; nð Þn m; tð Þn n; tð Þ

� k q; pð Þn q; tð Þn p; tð Þ ð5:78Þ
Note that both rate coefficients in eqs. 5.77 and 5.78 refer to the same coalescence
mechanism and both are symmetric under exchange of their arguments. In a
suspension with a broad range of particle size, eq. 5.78 must be generalized yet
further to permit myriad independent and parallel reactions of the type in eq.
5.77, with the proviso that q ¼ mþ n for all m; n:

dn

dt
q; tð Þ ¼ 1

2

X
m

X
n

q¼mþnð Þ
k m; nð Þn m; tð Þn n; tð Þ

� n q; tð Þ
X

p
k q; pð Þn p; tð Þ ð5:79Þ

A factor 1
2 must be introduced on the first summation in eq. 5.79 because of the

symmetry of the rate coefficient kðm; nÞ; otherwise, the combinations mþ n and
nþm, which yield the same q-mer, would be counted as distinct. Equation 5.79 is
known as the von Smoluchowski rate law for particle coalescence through binary
encounters.57

Without yet having to specify the dependence of the second-order rate coeffi-
cients in eq. 5.79 on their two arguments, one can derive from it a rate law for the
q-moments M�ðtÞ that were introduced in eq. 5.54:

dM�

dt
¼ 1

2

X
q

X
m

X
n

q¼mþnð Þ
q�k m; nð Þn m; tð Þn n; tð Þ

�
X

q
q�n q; tð Þ

X
p
k q; pð Þn p; tð Þ

¼ 1

2

X
m

X
n
mþ nð Þ�k m; nð Þn m; tð Þn n; tð Þ

� 1

2

X
q

X
p
q� þ p�ð Þ k q; pð Þn q; tð Þn p; tð Þ

¼ 1

2

X
m

X
n

mþ nð Þ��m� � n�½ � k m; nð Þn m; tð Þn n; tð Þ ð5:80Þ

where the second step obviates the need for summing over q in the first term on
the right side by imposing the constraint q ¼ mþ n directly then symmetrizes the
second term on the right side by repeating it and dividing the sum by 2. Equation
5.80 is a model rate law for the q-moments based on the von Smoluchowski rate
law. The quantity within the square brackets on the right side is subject to the
exact mathematical inequality:57

½ðmþ nÞ� �m� � n��  0 if �  1 ð5:81aÞ
for any m; n. It follows that M�(t) is a nondecreasing function of time for any
�  1. For example, this result implies that the two q-moments M1ðtÞ and M2ðtÞ,
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introduced in eqs. 5.46 and 5.53, will never be observed to decrease in a coagulat-
ing suspension. In particular, eq. 5.80 yields the rate equations:

dM1

dt
¼ 0 ð5:82Þ

which affirms the constancy of M1ðtÞ that was assumed in deriving the scaling
relationship in eq. 5.47, and

dM2

dt
¼
X

m

X
n
mn k m; nð Þn m; tð Þn n; tð Þ ð5:83Þ

which demonstrates the bilinear dependence ofM2ðtÞ on the number of monomers
in the two aggregates which coalesce to form a q-mer. This q-moment can be
determined by measuring the coherent photon scattering intensity in the Guinier
limit (eq. 5.12). It is proportional to the mass-weighted average value of q in a
suspension (hqit in eq. 5.53), given the assumed constancy of M1ðtÞ.

The only q-moment that does not increase with time is M0ðtÞ:
M0 tð Þ ¼

X
q
n q; tð Þ ð5:84Þ

which is the total number of q-mers of any size per unit volume of suspension.4

This q-moment is closely related to the colligative properties of aqueous suspen-
sions, such as osmotic pressure,4 through the number-weighted average value of q,

�qqt �
P

q q n q; tð ÞP
q n q; tð Þ ¼ M1

M0 tð Þ ð5:85Þ

which can be combined with the mass-weighted average hqit (eq. 5.53) to deter-
mine the polydispersity of a suspension:4

Pt �
1

�qqt

P
q q� �qqtð Þ2n q; tð ÞP

q n q; tð Þ

" #1
2

¼ 1

�qqt

P
q q

2 n q; tð ÞP
q n q; tð Þ � �qq2t

" #1
2

¼ hqit
�qqt

� 1

� �1
2

ð5:86Þ

Equation 5.86 shows that the deviation of hqit= �qqt from unit value gives a measure
of the coefficient of variation (standard deviation divided by the mean) about the
number-weighted average of q in a colloidal suspension. The rate at which �qqt
increases with time is determined by that at which M0ðtÞ decreases with time
according to eq. 5.80 applied to the case � ¼ 0:

dM0

dt
¼ � 1

2

X
m

X
n
k m; nð Þn m; tð Þn n; tð Þ ð5:87Þ

This rate of decrease is necessarily smaller in absolute value than the rate of
increase of M2ðtÞ, given in eq. 5.83, implying therefore that polydispersity
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increases with time, as expected from coalescence processes that create a range of
aggregate sizes.

If the von Smoluchowski rate law is to be consistent with the formation of
aggregates having a fractal structure, it must admit scaling of its solution, nðq; tÞ,
depicted in eq. 5.45, as a symmetry. This means that scaling of the q and t
variables in the rate law must leave the rate law invariant in mathematical
form, such that the scaled rate law has exactly the same appearance as the original
unscaled rate law. Physically speaking, scaling invariance of the von
Smoluchowski rate law is tantamount to scale invariance of the coalescence reac-
tions in eq. 5.77 as time passes and aggregates with fractal structure are formed.
However, it is not likely that an arbitrary dependence of the rate coefficient
kðm; nÞ on its two arguments will be consistent with scale invariance of the rate
law. Instead, scaling symmetry should act as a constraint that selects from all
possible models of the rate coefficient only those that are consistent with scale
invariance of the rate law. An immediate first consequence of this approach is
the stipulation that the rate coefficient be a generalized homogeneous function,
similar to nðq; tÞ in eq. 5.45:

kð�m; �nÞ ¼ ��kðm; nÞ ð5:88Þ
where � is a scaling exponent analogous to � and a in eq. 5.45.

With eq. 5.88 in hand, the scaling invariance of eq. 5.79 can be evaluated by
introducing it into the three transformations of q, t, and nðq; t) indicated in eq.
5.49 and equating both sides of the rate law to derive a condition on the scaling
exponents � and �, thus following the method used to investigate the scale invar-
iance of M1ðtÞ in eq. 5.48.58 The initial step in this process involves rewriting eq.
5.79 in the form:

dn

dt
q; tð Þ � 1

2

Z 1

0

k m; q�mð Þn m; tð Þn q�m; tð Þdm

� n q; tð Þ
Z 1

0

k q; pð Þn p; tð Þdp ð5:89aÞ

where explicit account of the constraint on m and n in the double summation on
the right side of eq. 5.79 has been taken. The introduction of eqs. 5.49 and 5.88
then yields the relation:

��2�� dn
dt

ðq; tÞ ¼ ���3 1

2

Z 1

0

kðm; q�mÞnðm; tÞnðq�m; tÞdm
�

�n q; tð Þ
Z 1

0

k q; pð Þn p; tð Þdp
�

ð5:89bÞ

for the scaled version of eq. 5.89a. Scale invariance requires cancellation of all
factors in the scale parameter �, which yields the condition:

�þ � ¼ 1 ð5:90Þ
Equation 5.90 is the constraint that selects acceptable model rate coefficients for a
scale-invariant von Smoluchowski rate law.
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As an application of eq. 5.90, the value of � obtained from experimental studies
of rapid coalescence under conditions leading to fractal aggregates (eqs. 5.55 and
5.56) can be introduced: � � 1 (section 5.2). It follows that a model rate coefficient
consistent with this result and a scale-invariant von Smoluchowski rate law must
have � ¼ 0. Therefore, the model rate coefficient for rapid coalescence must be
scale-invariant. This stipulation is met only by the rate coefficient for perikinetic
aggregation in eq. 5.68. Any physical model of this rate coefficient that leaves the
product R11D11 independent of the radius of the dimer formed [for example, any
model leading to eq. 5.69, kSEp m; nð Þ ¼ KSE] will be an acceptable model of fractal
aggregate formation by rapid coalescence. Neither orthokinetic nor differential
sedimentation can meet this stipulation because of the strong dependence of the
associated model rate coefficients on dimer size (eqs. 5.73 and 5.76). We may
conclude that rapid coalescence and fractal structure are consistent only for peri-
kinetic aggregation.

The constraint in eq. 5.90 appears in an especially cogent manner when eqs.
5.53 and 5.83 are combined to produce an ordinary differential equation for the
growth of the mass-weighted average value of q in a flocculating colloidal suspen-
sion:

d

dt
hqit � M�1

1

Z 1

0

Z 1

0

mn k m; nð Þn m; tð Þn n; tð Þdmdn ð5:91Þ

again approximating the sums by integrals, as in eq. 5.55, and noting eq. 5.82. The
rate coefficient in eq. 5.91 is assumed to have the property of generalized homo-
geneity (eq. 5.88). If the scale factor in eq. 5.88 is set equal to the value of 1/hqit,
the rate coefficient can be expressed in a mathematical form analogous to that for
nðq; tÞ in eq. 5.56:

k m=hqit; n=hqitð Þ ¼ hqi��t k m; nð Þ
or

k m; nð Þ ¼ hqi�t� m=hqit; n=hqitð Þ ð5:92Þ
where � must be a scale-invariant rate coefficient analogous to the function
 ðq=hqit) in eq. 5.56. It is evident that introduction of the scale factor � as a
multiplier of m; n, and q on both sides of eq. 5.92 will reproduce the relationship
in eq. 5.88. On combining eqs. 5.56, 5.92, and 5.91, one recasts eq. 5.91 into the
scaling form:

d

dt
hqit � M1hqi�t

Z 1

0

Z 1

0

xy� x; yð Þ xð Þ yð Þdxdy ð5:93Þ

where x � m=hqit and y � n=hqit are scale-invariant variables. The integral on
the right side of eq. 5.93 can be interpreted as a mass-weighted average rate
coefficient. Its value is independent of time precisely because of the absence of
an intrinsic time scale for nðq; tÞ when it is considered as a generalized homo-
geneous function (eq. 5.49). Thus, only the factor hqi�t is time-dependent on the
right side of eq. 5.93. If � ¼ 0, as deduced in the case of rapid coalescence
discussed above, it follows from eq. 5.93 that hqit must be a linear function of
time, in agreement with eq. 5.55 and the experimental result, � ¼ 1. Conversely,
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a scale-invariant rate coefficient always must yield a mass-weighted average
value of q in a flocculating suspension that varies linearly with time, which is
an alternative way to see the implications of eq. 5.90. Exactly analogous results
can be derived for the number-weighted average value of q, defined in eq. 5.85,
by consideration of eq. 5.87.

5.5 Solving the von Smoluchowski Equation

Consideration of its scaling properties shows that the von Smoluchowski rate law
describing perikinetic aggregation that produces floccules having a fractal struc-
ture should be the special case of eq. 5.79 in which kðm; nÞ is independent of m or
n; say, kðm; nÞ ¼ 2 kp:

59

dn

dt
ðq; tÞ ¼ 2kp

1

2

X
m

X
n

ðq ¼ mþnÞ

"
nðm; tÞnðn; tÞ

� nðq; tÞ
X

p
nðp; tÞ

#
ð5:94Þ

The solution of this integro-differential equation can be obtained analytically by
several methods.60 Perhaps the most straightforward one is through the use of a
generating function whose mathematical form is designed to produce solutions of
eq. 5.94 as partial derivatives:

F u; tð Þ ¼
X

q
uq � 1ð Þn q; tð Þ ð5:95Þ

The ‘th partial derivative of Fðu; tÞ with respect to the variable u follows from
eq. 5.95 as:

@‘F

@u‘

� �
t

¼
X
q¼ ‘

q q� 1ð Þ � � � q� ‘þ 1ð Þuq�‘n q; tð Þ ð‘  1Þ ð5:96Þ

The term in eq. 5.96 for which q ¼ ‘ is �ðqþ 1Þnðq; tÞ,20 and it is only this term
that will contribute to a MacLaurin expansion of Fðu; tÞ in powers of u:

F u; tð Þ ¼
X
‘¼0

� ‘þ 1ð Þ½ ��1 @‘F

@u‘

� �
t;u ¼ 0

u‘ ¼
X

‘
n ‘; tð Þu‘ �M0 tð Þ ð5:97Þ

since Fð0; tÞ ¼ �M0ðtÞ by eqs. 5.84 and 5.95. Thus nðq; tÞ can be found as
� qþ 1ð Þ½ ��1 @qF=@uqð Þt where it is evaluated at u ¼ 0, if the mathematical form
of Fðu; tÞ that is consistent with eq. 5.95 can be deduced.

Combination of eq. 5.95 and eq. 5.94 yields a partial differential equation for
Fðu; tÞ:
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@F

@t
þ dM0

dt
¼ 2kp

1

2

X
q
uq
X

m

X
n
n m; tð Þ n n; tð Þ

�
�
X

q
uq n q; tð Þ

X
p
n p; tð Þ

i
¼ 2kp

1

2

X
m
um n m; tð Þ

X
n
unn n; tð Þ

�
�
X

q
uq n q; tð ÞM0 tð Þ

i
¼ kp F u; tð Þ þM0 tð Þ½ �2�
�2 F u; tð Þ þM0 tð Þ½ �M0 tð Þ�

¼ kp F u; tð Þ½ �2�kp M0 tð Þ½ �2 ð5:98Þ

After reference to eq. 5.87 in the special case, � ¼ 0; kðm; nÞ ¼ 2kp, eq. 5.98
reduces to the nonlinear partial differential equation:

@F

@t
¼ kp F u; tð Þ½ �2 ð5:99Þ

whose solution is:

F u; tð Þ ¼ F u; 0ð Þ
1� F u; 0ð Þkpt

ð5:100Þ

If the initial condition is imposed that the suspension consists entirely of mono-
mers, then nð‘; 0Þ ¼ nð1; 0Þ�‘1 and M0(0) ¼ M1, where M1 is the (constant)
monomer number density (Eqs. 5.46 and 5.82). It follows from Eqs. 5.97 and
5.100 that, under this initial condition,

F u; tð Þ ¼ u� 1ð ÞM1

1� u� 1ð ÞM1kpt
ð5:101Þ

the qth partial derivative of the right side of eq. 5.101 with respect to u is (q  1):

@qF

@uq

� �
t

¼ � qþ 1ð ÞM1

M1kpt
� �q�1

1� u� 1ð ÞM1kpt
	 �qþ1

ð5:102Þ

and, therefore,

n q; tð Þ ¼ M1

M1kpt
� �q�1

1þM1kpt
	 �qþ1

ð5:103Þ

is the time dependent number density of q-mers that solves eq. 5.94.
It is straightforward also to obtain analytical expressions for the q-moments,

M0ðtÞ and M2ðtÞ, from eq. 5.80 and the condition, kðm; nÞ ¼ 2kp:
60

dM0

dt
¼ �kp M0 tð Þ½ �2) M0 tð Þ ¼ M0 0ð Þ

1þM0 0ð Þkpt
ð5:104aÞ
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dM2

dt
¼ 2kpM

2
1 ) M2 tð Þ ¼ M2 0ð Þ þ 2M2

1kpt ð5:104bÞ

under an arbitrary initial condition. If M0ð0Þ ¼ M1 and M2ð0Þ ¼ 0, then

hqti ¼
M2 tð Þ
M1

¼ 1þ 2M1kpt ð5:105aÞ

�qqt ¼
M1

M0 tð Þ ¼ 1þM1kpt ð5:105bÞ

and

Pt ¼
M1kpt

1þM1kpt

� �1
2

ð5:105cÞ

according to eqs. 5.53, 5.85, and 5.86, respectively. The expected linearity of hqti
and �qqt as functions of time is thereby confirmed, and the polydispersity is found to
grow asymptotically to unit value. Note that the difference between twice �qqt and
hqti is constant and equal to 1.0, a property uniquely related to a constant
kðm; nÞ.60

Figure 5.18 illustrates an experimental confirmation of eq. 5.103 for latex
spheres (r0 ¼ 584� 22 nm) suspended in 500 mmol L�1 KCl solution at pH 6
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Fig. 5.18 Experimental test of eq. 5.103 for suspensions of latex colloids (A. Fernández-
Barbero et al.35). The characteristic time scale is 892 s (1/M1kp).



and 293 K.61 Coherent light scattering by individual floccules was measured under
the condition Qr0 
 110 applied to eq. 5.6, such that the intensity of photons
scattered is proportional to q2 and the number of scattering events for a given
q2 is proportional to nðq; tÞ.61 The curves through the data points in fig. 5.18
represent eq. 5.103 for M1 ¼ 4 � 1014 m�3 and kp ¼ 2.8 � 0.3 � 10�18 m3 s�1.
At 293 K, eq. 5.70 yields KSE ¼ 6.83 � 10�18 m3 s�1, which indicates that the
correction in eq. 5.71 is applicable, withW11 � 2.4 � 0.3 in agreement with typical
measurements of the rate coefficient kp for perikinetic aggregation. The function
in eq. 5.103 exhibits a single maximum value at tmax ¼ 1

2 (q� 1Þ/M1kp ¼
ðq� 1Þ 446 s, a property that is reproduced well in the experimental data.
Evaluation of W11 using the value of r0 and the theoretical approach alluded to
in section 5.455 gives the estimate,W11 ¼ 1:97,61 which is close to the experimental
value.

Equation 5.94 can be generalized to include steady-state q-mer loss by gravi-
tational settling or by any other physical process whose rate is proportional to the
q-mer mass:62

dn

dt
q; tð Þ ¼ 2kp

1

2

Xq

m

Xq

n
n m; tð Þn n; tð Þ

�
�nðp; tÞM0ðtÞ

�
� q

�
n q; tð Þ

ð5:106Þ

where more explicit note has been taken of the mass constraint on the floccule
creation term (and of eq. 5.84), while � is a characteristic time scale for the steady-
state loss process (i.e., the residence time of a q-mer in a suspension undergoing
the loss process). On noting the mathematical identity,Xq

m

Xq

n
n

q¼mþnð Þ
m; tð Þn n; tð Þ ¼

Xq�1

‘¼1

n ‘; tð Þn q� ‘; tð Þ ð5:107Þ

which can be verified by explicit calculation for any q  2, one can rewrite
eq. 5.106 in the form:

dn

dt
q; tð Þ ¼ kp

X
‘

q�1

n ‘; tð Þn q� ‘; tð Þ � 2kpn q; tð ÞM0 tð Þ

� q

�
n q; tð Þ ð5:108Þ

With the definition, Cðq; tÞ � expðqt=�Þnðq; tÞ, eq. 5.108 is transformed to the
differential equation,

dC

dt
q; tð Þ ¼ kp

X
‘

q�1

C ‘; tð ÞC q� ‘; tð Þ � 2kpC q; tð ÞM0 tð Þ ð5:109Þ

after taking advantage of the relationship:

expðqt=�Þnð‘; tÞnðq� ‘; tÞ � expð‘t=�Þnð‘tÞ
� exp½ðq� ‘Þt=��nðq� ‘; tÞ ¼ Cð‘; tÞCðq� ‘; tÞ ð5:110Þ

Equation 5.109 has the same mathematical form as eq. 5.94 after incorporation of
eq. 5.84; that is, the rate law for Cðq; tÞ is formally the same as that for nðq; tÞ.
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Note, however, that solution of the equation now requires consideration of M0ðtÞ
simultaneously with Cðq; tÞ.63

According to the premises of generalized homogeneity as epitomized in eqs.
5.45 and 5.88, the solution of eq. 5.94 presented in eq. 5.103 should take on the
mathematical form given in eq. 5.56 when the independent variables q and t are
sufficiently large. [Note that the experimental value of the exponent � ¼ 1 (eq.
5.55) for time-scaling in rapid coalescence processes, implying that q and t scale
congruently.] To see that this expectation is fulfilled, eq. 5.103 can be rewritten in
the equivalent form:

n q; tð Þ ¼ M1hqti�24
1� hqti�1
� �q�1

1þ hqti�1
� �qþ1

ð5:111Þ

where eq. 5.105a has been introduced to eliminate the explicit time dependence.
As q and hqti grow very large,

n q; tð Þ �
q�1

M1hqti�24
1� hqti�1

1þ hqti�1

" #q

�hqti�1
M1hqti�24 1� 2hqti�1

� �q
¼ M1hqti�24 1� 2

q=hqtið Þ
q

� �q
�

q"1
M1hqti�24 exp �2 q=hqtið Þ½ � ð5:112Þ

where the last step makes use of the formal definition of the exponential function,
expðxÞ.64 Equation 5.112 indeed has the form of eq. 5.56 if the identification

 q=hqtið Þ � 4 exp �2 q=hqtið Þ½ � ð5:113Þ
is made. Therefore, as q and hqti grow larger in such a way as to keep their ratio
finite, nðq; tÞ for rapid coalescence described by a scale-invariant rate coefficient
should decline exponentially with q, a prediction that also has been confirmed by
experiment.35

Slow coalescence processes (W � 1) produce floccules with a larger fractal
dimension than do rapid coalescence processes (section 5.3). It is also observed
experimentally that hqti grows exponentially with time during the slow coalescence
of a suspension.65 Given this experimental result, it follows from eq. 5.93 that � ¼
1 and, therefore, that the scaling exponent � ¼ 0 (eq. 5.90). We conclude from the
value of � that, for slow coalescence processes, the model rate coefficient kðm; nÞ
must be a homogeneous function:

kð�m; �nÞ ¼ �kðm; nÞ ð5:114Þ
Moreover, because � ¼ 0, the scaling of the von Smoluchowski rate law does
not involve the time variable, but instead q and the rate coefficient now scale
congruently. These special characteristics and the larger fractal dimension serve
to distinguish slow coalescence from rapid coalescence processes.66
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A model rate coefficient that satisfies eq. 5.114 and has the necessary symmetry
property ½kðm; nÞ ¼ kðn;mÞ�, while still yielding to analytical solution of eq. 5.79
is:67

kðm; nÞ ¼ ksðmþ nÞ ð5:115Þ
where ks is a parameter that incorporates pH, ionic strength, and temperature
dependence. This model rate coefficient reflects the simple premise that van der
Waals attractive forces, which increase proportionally with the mass of a par-
ticle,47 become more effective at overcoming electrostatic repulsion to promote
slow coalescence processes as the coalescing particles become larger.

The corresponding von Smoluchowski rate law is:

dn

dt
ðq; tÞ ¼ 1

2
ks
X

m

X
n

ðq¼mþnÞ
ðmþ nÞnðm; tÞnðn; tÞ

� ks
X

p
ðqþ pÞnðq; tÞnðp; tÞ

¼ ks
1

2

X
m

X
n

ðq¼mþnÞ

(
mþ nð Þn m; tð Þnðn; tÞ

� n q; tð Þ qM0 tð Þ þM1½ �
)

ð5:116Þ

where the second step involves eqs. 5.46 and 5.84. This integro-differential
equation also can be solved by use of the generating function in eq. 5.95.60 The
associated partial differential equation is:

@F

@t
þ dM0

dt
¼ ks

X
m
mumnðm; tÞ

X
n
unnðn; tÞ

n
�M0 tð Þ

X
q
quqn q; tð Þ

�M1

X
q
uqnðq; tÞ

�
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@F

@u
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F u; tð Þ þM0 tð Þ½ �

�M0 tð Þ @F
@u

u�M1 Fðu; tÞ þM0ðtÞ½ �
�

¼ ks F u; tð Þ @F
@u

u�M1

� �
�M1M0 tð Þ


 �
ð5:117Þ

Reference to eq. 5.87 in the special case given by eq. 5.115 shows that the zeroth
q-moment satisfies the ordinary differential equation:

dM0

dt
¼ �ksM1M0 tð Þ ð5:118Þ

and, therefore, Fðu; tÞ satisfies the partial differential equation:

@F

@t
¼ @F

@u
u�M1

� �
ksF u; tð Þ ð5:119Þ
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The resulting solution of eq. 5.116 is (q  1):60

n q; tð Þ ¼ M0 tð Þ
� qþ 1ð Þ q

1�M0 tð Þ½ �
M1


 �q�1

exp �q
1�M0 tð Þ½ �

M1


 �
ð5:120Þ

where

M0ðtÞ ¼ M1 expðM1kstÞ ð5:121Þ
is the solution of eq. 5.118 subject to the initial condition,M0ð0Þ ¼ M1, which also
was used in conjunction with eq. 5.104a. The qualitative behavior of nðq; tÞ as a
function of time is similar to that of nðq; tÞ in eq. 5.103. If q ¼ 1, the number
density of q-mers declines as time passes, whereas it exhibits a single maximum at
tmax ¼ 1

2 ln q=M1ks if q > 1.
The ordinary differential equation for M2ðtÞ analogous to eq. 5.118 follows

from combining Eqs. 5.83 and 5.115:

dM2

dt
¼ ks

X
m

X
n
mn mþ nð Þ n m; tð Þn n; tð Þ

¼ 2ksM1M2 tð Þ
ð5:122Þ

The solution of this equation subject to the initial condition, M2ð0Þ ¼ M1, is then:

M2ðtÞ ¼ M1 expð2M1kstÞ ð5:123Þ
which exhibits the expected exponential growth with time. The resultant model
equations for hqti; �qqt; and Pt then follow from eqs. 5.53, 5.85, and 5.86:

hqti ¼ exp 2M1kstð Þ ð5:124aÞ
�qqt ¼ exp M1kstð Þ ð5:124bÞ

Pt ¼ exp M1kstð Þ � 1½ �12 ð5:124cÞ
Equation 5.124a predicts the exponential growth in floccule size that characterizes
slow coalescence.65

As with nðq; tÞ in eq. 5.103, a scaling form of nðq; tÞ in eq. 5.120 that mimics eq.
5.56 is expected as q grows larger, given that the rate coefficient in eq. 5.115 has
the property of generalized homogeneity. The scaling form of nðq; tÞ becomes
apparent after rewriting eq. 5.120 in terms of hqti based on eqs. 5.121 and 5.124a:

nðq; tÞ ¼ M1hqti�2 q

hqti
� ��3

2 qqþ
1
2

�ðqþ 1Þ 1� hqti�
1
2

 �q�1
(

� exp �q 1� hqti�
1
2

 �h i)
ð5:125Þ

The gamma function in eq. 5.125 has the asymptotic representation (‘‘Stirling
approximation’’):20

� qþ 1ð Þgq�1q�1
2�ð Þ12qqþ1

2 expð�qÞ ð5:126Þ
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which is accurate to within 10 % or less for q > 2. Therefore, eq. 5.125 takes the
approximate form:

n q; tð Þfq>2q>2
M1hqti�2 2�ð Þ�1

2
q

hqti
� ��3

2

� 1� hqti�
1
2

 �q�1

exp q=hqti
1
2

 �
¼ M1hqti�

1
2ð2�Þ�1

2
q

hqti
� ��3

2

� 1�
q=hqti

1
2

 �
q

24 9=;
q�1

exp q=hqti
1
2
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fq>2q>2
M1hqti�2ð2�Þ�1

2
q

hqti
� ��3

2

ð5:127Þ

where, as in eq. 5.112, the last step makes use of the formal definition of the
exponential function.64 Equation 5.127 has the expected asymptotic form of
eq. 5.56, with

 q=hqtið Þ � 2�ð Þ�1
2 q=hqti½ ��3

2 ð5:128Þ
Therefore, as q grows larger, nðq; tÞ for slow coalescence described by a homo-
geneous rate coefficient should decline as the �3/2 power of q, a prediction that
has been confirmed both experimentally and theoretically.68

These asymptotic features of rapid and slow coalescence processes described by
the von Smoluchowski rate law permit a concise summary of the two types of
flocculation:66

Rapid Coalescence
. mass fractal dimension < 2
. scale-invariant rate coefficient
. linear time dependence of hqti
. exponential decline of nðq; tÞ with q=hqti

Slow Coalescence
. mass fractal dimension > 2
. homogeneous rate coefficient
. exponential time dependence of hqti
. power-law decline of nðq; tÞ with q=hqti

Notes

1. For an introduction to the properties of aquatic colloids, see J. Buffle and G.G.
Leppard, Environ. Sci. Technol. 29:2169, 2176 (1995). Marine particles are
described by G.A. Jackson and A.B. Burd, Environ. Sci. Technol. 32:2805
(1998). Soil particles are characterized by A. Golchin, J.A. Baldock, and J.M.
Oades, pp. 245–266 in Soil Processes and the Carbon Cycle, R. Lal, J.M. Kimble,
R.F. Gollett, and B.A. Stewart (Eds.), CRC Press, Boca Raton, FL, 1998. The
critical role played by humus in natural particle structure is emphasized in
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detailed studies by J.M. Oades, pp. 463–483 in Soil Colloids and Their
Associations in Aggregates, M.F. DeBoodt, M.H.B. Hayes, and A. Herbillon
(Eds.), Plenum Press, New York, 1990; D. Heil and G. Sposito, Soil Sci. Soc.
Am. J. 59:266 (1995); and D. Perret, J.-F. Gaillard, J. Dominik, and O. Atteia,
Environ. Sci. Technol. 34:3540 (2000).

2. See, e.g., R. Kretzschmar, M. Borkovec, D. Grolimund, and M. Elimelech,
Advan. Agron. 66:121 (1999) for a review of colloid-facilitated transport in sub-
surface zones.

3. The discussion to be presented is taken from J. Buffle, K.J. Wilkinson, S. Stoll,
M. Filella, and J. Zhang, Environ. Sci. Technol. 32:2887 (1998). See also E.M.
Murphy and J.M. Zachara, Geoderma 67:103 (1995); K.J. Wilkinson, J.-C.
Nègre, and J. Buffle, J. Contamin. Hydrol. 26:229 (1997).

4. Introductory discussions of photon scattering by small particles in suspension are
presented in chapter 5 of P.C. Hiemenz and R. Rajagopalan, Principles of Colloid
and Surface Chemistry, Marcel Dekker, New York, 1997; chapter 11 of E. Kissa,
Dispersions, Marcel Dekker, New York, 1999; and sections 3.3 and 5.7 of R.J.
Hunter, Foundations of Colloid Science, Oxford University Press, New York,
2001.

5. The photon momentum, h/� ¼ �hk, is the analog of the photoelectron momentum
defined in section 2.2. For an introductory discussion, see section 2.4 in G.
Sposito, An Introduction to Quantum Physics, John Wiley, New York, 1970.

6. Constructive scattered photon interference will occur if ABþ BC
� �

in fig. 5.2 is
an integral multiple of the wavelength of the radiation, assuming that the scatter-
ing process is elastic (no change in photon momentum). Thus, for example,
constructive interference occurs if k̂k� k̂k0

 �
� r2 � r1ð Þ ¼ �. This equation is in

fact a form of the Bragg Law for photon diffraction by two parallel planes
containing scattering centers. The relationship becomes apparent after noting

eq. 5.3 and the fact that the angle between k̂k or k̂k0 and either of the planes is
equal to half of the scattering angle �. See, e.g., chapter 2 in P.M. Chaikin and
T.C. Lubensky, Principles of Condensed Matter Physics, Cambridge University
Press, New York, 1995.

7. Conditions (1) and (2) apply to Rayleigh-Gans scattering phenomena, careful
discussions of which are presented in sections 8.25 and 8.26 of D.S. Jones, The
Theory of Electromagnetism, Macmillan, New York, 1963; chapter 7 of H.C. van
de Hulst, Light Scattering by Small Particles, Dover, New York, 1981; and
chapter 10 of A. Guinier, X-ray Diffraction in Crystals, Imperfect Crystals, and
Amorphous Bodies, Dover, New York, 1994. Discussions of photon scattering
with conditions (1) and (2) relaxed (Mie scattering processes) are given in the
references cited in note 4 and in the book by van de Hulst.

8. The radius of gyration of a nonuniform particle is defined by the equation:

R2
G �

Z
r� Rk k2n rð Þ d3r

where the integral is over the particle volume and nðrÞ½¼ nð�rÞ� is the density of
particle constituents at a point r, normalized such thatZ

n rð Þ d3r ¼ 1

The vector R locates the center-of-mass of the particle; thus R2
G is the second

central moment of nðrÞ considered as a probability density function.
An alternate definition of RG can be given in terms of the number density �qðrÞ

which appears in eq. 5.7:

� rð Þ ¼
Z

n r� r0
� �

n r0
� �

d3r0 ðq suppressedÞ
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with the same unit normalization as nðr) (eq. 5.8). This quantity is the conditional
probability density function for finding a particle constituent at the point r in the
vicinity of another point r0 (i.e., it is given that a particle constituent already
exists at r0), averaged over all possible r0. Thus �ðr) gives a measure of spatial
correlations among the constituents within a particle. Upon expressing r� r0

�� ��2
relative to the center-of-mass vector

R �
Z

rn rð Þd3r

in the integral Z Z
r� r0
�� ��2n rð Þn r0

� �
d3rd3r0 ¼

Z
s2� sð Þd3s

and applying the definition of R2
G, one can demonstrate (see note 10):

R2
G ¼ 1

2

Z
s2� sð Þd3s

The factor 1
2 arises because the integral of �ðr) above includes contributions from

both r� Rk k2and r0 � R
�� ��2:

9. Momentum balance in coherent photon scattering by a crystalline solid particle
requires that Q be equal to a reciprocal lattice vector for the solid, which occurs if
Q � ai ¼ 2�hi (i ¼ 1; 2; 3) where ai is one of three vectors defining the unit cell of
the crystalline solid and hi is an integer. This latter condition, similar to eq. 5.5,
indicates that Q�1 defines a length scale in the solid structure. For a discussion of
these concepts, see chapter 2 in C. Kittel, Introduction to Solid State Physics, John
Wiley, New York, 1996.

10. The measured intensity of photons scattered at any wavenumber Q is a linear
function of IðQ; tÞ in eq. 5.6. The two coefficients in this relation, termed calibra-
tion parameters, also depend on Q and represent the effects of absorption, multi-
ple scattering by the colloids within a particle, and unwanted scattering by the
apparatus, the individual colloids in a particle, and the individual particles in the
suspension under investigation. For a discussion of multiple scattering effects on
IðQ; tÞ, see M.V. Berry and I.C. Percival, Optica Acta 33:577 (1986).
In general, the q2 term in eq. 5.6 is replaced by a form factor PqðQÞ that

accounts for coherent photon scattering by the individual colloids that make
up a scattering particle. If these colloids are modeled as identical hard spheres
of radius r0, then, aside from optical parameters (cf. note 7),

Pq Qð Þ ¼ 9q2

Qr0ð Þ4
sin Qr0ð Þ
Qr0

� cos Qr0ð Þ
� �2

which reduces to q2 in the limit (Qr0)
4
1. Thus, eq. 5.6 applies to Q-values that

meet this limiting condition, which means that the length scales probed by
photon scattering are very much larger than r0. Equations for Pq(Q) in the
case of non-spherical particles are presented by A. Guinier, X-ray Diffraction
in Crystals, Imperfect Crystals, and Amorphous Bodies, Dover, New York, 1994,
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Equation 5.7 is a special case of the definition,

SN Qð Þ � N�2
XN
i¼1

XN
j¼1

hhexp iQ � ri � rj
� �	 �ii

¼ N�1 þ 1�N�1
� �hhexp iQ � r1 � r2ð Þ½ �ii

¼ N�1 þ 1�N�1
� � Z Z

n rð Þn r0
� �

exp iQ � r� r0
� �	 �

d3rd3r0

¼ N�1 þ 1�N�1
� � Z Z

n rð Þn r� sð Þ exp iQ � sð Þd3rd3s

¼ N�1 þ 1�N�1
� � Z

�N sð Þ exp iQ � sð Þd3s

where the final step comes from note 8. This definition applies to a system
containing N scattering centers, where 
 � is an ensemble average in the
sense of statistical thermodynamics, the quantity averaged being proportional
to the elastic scattering intensity for an assembly of identical particles. The first
term in SNðQÞ results from setting i ¼ j in the double summation (N such terms),
while the second term collects the NðN � 1) identical terms in the summation for
which i 6¼ j. The integral representation of this latter term employs the interpre-
tation of ensemble averages as probabilistic quantities, with the density nðr)
playing the role of a probability density function as in note 8. It reduces to
the form on the right side of eq. 5.7 when �NðrÞ depends only on the magnitude
of the vector r. For a thorough discussion of these concepts, see chapter 3 in
J.K.G. Dhont, An Introduction to Dynamics of Colloids, Elsevier, Amsterdam,
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nagg � nf ð�agg=�sÞðns � nf Þ
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also fig. 16 in C.M. Sorensen, Aerosol Sci. Technol. 35:648 (2001). If m� 1j j <
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R � 3=2 k m� 1j j appears to be a useful estimate of the size constraint in
Rayleigh-Gans scattering.

15. L. Derrendinger and G. Sposito, J. Colloid Interface Sci. 222:1 (2000).
16. J. Chorover, J. Zhang, M.K. Amistadi, and J. Buffle, Clays Clay Miner. 45:690
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indicated in figs. 5.5 and 5.6 show increasingly compact structure as the absolute
value of the slope of a log-log plot increases.
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Durand, and J.-C. Gimel, Phys. Rev. B 50:16, 537 (1994). The principal issues,
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q Qð Þ follows experimental data closely over
a broad range of QRGZ values (RGq is proportional to �q) and precisely how large
QRGZ must be in order to estimate the fractal dimension accurately from a log-
log plot of photon-scattering data.

19. Equation 5.23 is an application of the symptotic expansion,Z �

�

exp ixtð Þ t� �ð Þ��1� tð Þdt �
x"1

� �ð Þ
x�

exp i
��

2
þ x�

� �� �
� �ð Þ

which is proved in sections 2.8 and 2.19 of A. Erdélyi, Asymptotic Expansions,
Dover, New York, 1956. The conditions on the above result are � > 0 and
�ð�Þ � 0. Note that, by definition, sin xt � ð2iÞ�1½expðixtÞ � expð�ixtÞ�; i ¼ ffiffiffiffiffiffiffi�1

p
.

20. Properties and values of the gamma function,

� xð Þ �
Z 1

0

tx�1 exp �tð Þdt

� x� 1ð Þ! (positive integer xÞ
are described in chapter 6 of M. Abramowitz and I. Stegun, Handbook of
Mathematical Functions, Dover, New York, 1972.
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University Press, New York, 1993.

23. An overview of particle-size methodology is given in chapter 2 of E. Kissa,
Dispersions, Marcel Dekker, New York, 1999.

24. D. Giles and A. Lips, J. Chem. Soc. Faraday Trans 1 74:733 (1978); J.H. van
Zanten and M. Elimelech, J. Colloid Interface Sci. 154:1 (1992). Strictly speaking,
the factor q2 in eq. 5.6 should be replaced by the form factor PqðQÞ (see note 10)
in this application. However, the Q-dependent part of the form factor cancels
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25. H. Holthoff, S.U., Egelhaaf, M. Borkavec, P. Schurtenberger, and H. Sticher,
Langmuir 12:5541 (1996). Note that the rate coefficient k11 in this article is equal
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Introduction to Dynamics of Colloids, Elsevier, Amsterdam, 1996, whereas instru-
mentation is described in chapter 11 of E. Kissa, Dispersions, Marcel Dekker,
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New York, 1999. See also P. Schurtenberger and M.E. Newman, Environmental
Particles, J. Buffle and H.P. van Leewen (Eds.), for an applications-oriented
review.

27. The role of the colloid diffusion coefficient in dynamic photon scattering can be
appreciated by consideration of the dynamic structure factor, a time-dependent
generalization of SNðQÞ (cf notes 10 and 26):

SD
N Q; tð Þ � N�1

XN
i¼1

XN
j¼1

hhexp iQ � ri 0ð Þ � rj tð Þ
� �	 �ii

[Note that SD
N Q; tð Þ is normalized by N�1, not N�2 as is SNðQÞ.] Thus SD

N Q; tð Þ
represents Q-dependence in the fluctuating photon scattering intensity caused by
the relative motions of the N scattering particles.
However, the terms in the double summation for which i 6¼ j are negligible in

dilute suspensions because particle motions are uncorrelated and the hh ii aver-
age factorizes:

hhexp iQ � ri 0ð Þ � rj tð Þ
� �	 �ii ¼ hhexp iQ � ri 0ð Þ½ �ii

� hhexp �iQ � rj tð Þ
	 �ii ¼ Z

n r; 0ð Þ exp iQ � rð Þd3r

�
Z

n r0; t
� �

exp �iQ � r0� �
d3r0 i 6¼ jð Þ

For each of the integrals, the spatial scale of r (interparticle) distance) is much
larger than that of Q�1 (intraparticle distance), such that Q � r � 1 and the
integral is reduced to a negligibly small value by the rapid oscillations of the
exponential factor in the integrand. Therefore

SD
N Q; tð Þ �

N"1
N�1

XN
i�1

hhexp iQ � ri 0ð Þ � ri tð Þð Þ½ �ii

¼
Z

n r; tð Þ exp iQ � rð Þd3r

provides an accurate model of the dynamic structure factor, where r is now the
distance traveled by a single scattering particle as it engages Brownian motion
(random motion induced by the fluctuating thermal energy of the water mole-
cules in the suspension).
A simple model of Brownian motion (see, e.g., chapter 3 in W.B Russel, D.A.

Saville, and W.R. Schowalter, Colloidal Dispersions, Cambridge University
Press, New York, 1989) yields a connection to colloid diffusion that can be
readily epitomized in the normalized number density,

n r; tð Þ ¼ 4�Dtð Þ� 3
2exp �r2=4Dt

� �
which resembles a gaussian probability density function for an ensemble with
standard deviation 2Dt, where D is the diffusion coefficient of a single colloid.
Then

SD Q; tð Þ ¼ 2
ffiffiffi
�

p
Dtð Þ32

h i�1
Z 1

0

exp �r2=4Dt
� � sinQr

Qr
r2dr

¼ exp �Q2Dt
� �

upon evaluating the gaussian integral. Numerical analysis of ln SDðQ; tÞ as
obtained in a dynamic photon scattering experiment (see note 26) then can be
applied to determine the colloid diffusion coefficient, D.
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@n

@t
¼ k�T

6��RH

� �
r2n r; tð Þ

where r2 is the Laplacian operator. The fundamental solution of this equation is
given in note 27, if eq. 5.39 is invoked. For an introductory discussion, see
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29. Equation 5.40 is a short-time approximation that can be derived from the
equation,

SD Q; tð Þ ¼
P

q n q; tð Þq2Sq Qð Þ exp �Q2Dqt
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67. This model rate coefficient was postulated for slow coalescence processes by R.C.
Ball, D.A. Weitz, T.A. Witten, and F. Leyvraz, Phys. Rev. Lett. 58:274 (1987).
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J. K. G. Dhont, An Introduction to Dynamics of Colloids, Elsevier: Amsterdam, 1996. The
first four chapters of this comprehensive textbook on the fundamental physics of
colloidal suspensions provide detailed accounts of photon scattering and the kinetics
of flocculation.

K. H. Gardner in Interfacial Forces and Fields, J.-P. Hsu, Ed., Marcel Dekker: New York,
1999, pp. 509–550. This chapter presents a useful summary of the kinetics of floccula-
tion as investigated through the von Smoluchowski rate law and computer simulation,
with emphasis on fractal floccules.

E. Kissa, Dispersions, Marcel Dekker: New York, 1999. Chapters on the instrumentation
for investigating flocculation by wet-chemical and photon-scattering techniques are
included in this comprehensive monograph.

C. M. Sorensen, Aerosol Sci. Technology 35:648 (2001). This review of photon scattering by
fractal aerosols provides detailed insight into the modeling and measurement of IðQ; tÞ
in eq. 5.6.

T. Vicsek, Fractal Growth Phenomena, World Scientific, Singapore: 1992. This book, a
standard reference on fractal floccules, reviews in detail the concept of a mass fractal
and the computer models that simulate mass fractals.

Research Matters

1. A convenient mathematical model of Sq(Q) in eq. 5.6 is the Fisher-Burford expres-

sion: SFB
q Qð Þ ¼ ½1þ 2ðQRGqÞ2=3D��D=2 where RGq is the radius of gyration of a

fractal floccule (eq. 5.11) and D is its mass fractal dimension (eq. 5.17). (This
model is discussed in the review article by C. M. Sorensen listed under For
Further Reading.) M. Carpinetti et al. [Phys. Rev. A 42:7347 (1990)] have applied
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the model to interpret photon scattering data on suspensions of latex colloids
(r0 ¼ 65 nm, ns ¼ 1:58) in 30 mol m�3 MgCl2 solution, which leads to rapid
coalescence. This process was investigated for a range of nð1; 0Þ ¼ M1 values,
1015 to 5 � 1016 m�3.
(a) Show that SFB

q Qð Þ mimics the expressions for the structure factor in eqs. 5.10
and 5.24 under the appropriate conditions on QRGq.

(b) Examine how well the conditions in eqs. 5.1, 5.2b, 5.6 [(Qr0)
4 
 1, as dis-

cussed in note 10], and 5.14 were met in the experiments reported by
Carpinetti et al.

(c) Explain carefully the basis for determining the fractal dimension by: (1) a log-
log plot of IðQ; tÞ against Q at fixed t (fig. 3 in Carpinetti et al.) and (2) a log-
log plot of Ið0; tÞ against RGZ(t) at fixed t (fig. 7 in Carpinetti et al.)

(d) Explain why a log-log plot of RGZðtÞ against the variable T � M1t should
result in a single straight line for data collected on suspensions with differing
nð1; 0Þ that are undergoing rapid coalescence (fig. 8 in Carpinetti et al.). What
is the physical interpretation of the slope of this line?

2. The turbidity of a colloidal suspension is equal to the integrated intensity of
scattered photons over all possible angles of scattering. (This property of a col-
loidal suspension is discussed in the references cited in note 4.) Turbidity depends
on the wavelength of the incident radiation in vacuo (�0) because of photon
scattering by the individual particles in a floccule and because of scattering by
the floccule structure as epitomized in SqðQÞ. The wavelength dependence of the
individual-particle contribution to scattering is ��4

0 if the refractive index of the
suspension does not vary with wavelength; otherwise it is ��4þ	

0 ; where 	 is a
small parameter introduced to account for dispersion in the refractive index. The
wavelength dependence caused by fractal structure in turn depends on the model
form of SqðQÞ. A convenient choice is the Fisher-Burford expression (see Problem

1), which leads to the turbidity model equation: � ¼ ��k4�	 ½1þ 4k2R2
GZ=3D��D=2

where k is the wavenumber of the incident radiation (eq. 5.4), RGZ is the
z-average radius of gyration of the floccules in suspension (eq. 5.13), D is their
fractal dimension (eq. 5.57), and �* is a parameter that depends on the floccule
concentration in the suspension and other properties unrelated to wavelength.
(This turbidity model is discussed in the article by C. M. Sorensen listed under
For Further Reading.)
Inspired by a semi-empirical correlation reported by D. S. Horne [Faraday

Discuss. Chem. Soc. 83:259 (1987)], Senesi et al. [Soil Sci. Soc. Am. J. 60:1773
(1996)] measured the wavelength dependence of the turbidity of humic acid sus-
pensions over the pH range 3 to 7 and calculated the mass fractal dimension of
the humic acid floccules using the Horne correlation equation:
D ¼ d ln �=d ln �0 þ 4:2.
(a) Give a derivation of the Horne correlation equation based on the Fisher-

Burford model of turbidity.
(b) Examine how well the conditions required for your derivation in (a) were met

in the experiments reported by Senesi et al. Apply your conclusions to the
values of D listed in tables 1 and 2 in their article.

3. Thermal neutrons emitted from a nuclear reactor have de Broglie wavelengths
that are about two orders of magnitude smaller than those of visible photons, but
their coherent scattering by floccules can be interpreted as done for photon
scattering if their scattering angles are small enough to produce a similar range
of scattering wavenumbers (eq. 5.4) and, therefore, a similar range of length
scales probed (eq. 5.5). In practice, this condition restricts � to be smaller than
about 5� (small-angle neutron scattering, SANS). (Coherent neutron scattering is
discussed in the article by J. Teixeira cited in note 17.)
Österberg and Mortensen [Eur. Biophys. J 21:163 (1992); Radiation Environ.

Biophys. 33:269 (1994); Humic Substances in the Global Environment and
Implications on Human Health, N. Senesi and T. M. Miano, Eds., Elsevier:
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Amsterdam, 1994, pp. 127–132; Naturwissenschaften 82:137 (1995)] have applied
the Fisher-Burford model (see problem 1) to estimate the mass fractal dimension
of humic acid suspensions at pH 5 and varying solid mass concentrations.
(a) Examine how well the conditions for the validity of eqs. 5.12 and 5.25 were

met in the experiments reported by Österberg and Mortensen. Interpret their
parameters �1 and �2 [see eqs. (4) and (5) in the first article cited] in light of
your examination.

(b) Develop an equation for IðQ; tÞ that generalizes eqs. 5.12 and 5.25 to incor-
porate the Fisher-Burford model as applied by Österberg and Mortensen.
Use this equation to explain why IðQ; tÞ data in the fractal regime taken at
different solids concentrations [fig. 1A in the Naturwissenschaften article]
superimpose to yield a single curve [fig. 1B in the Naturwissenschaften
article] after they are divided by the ratio of the solids concentration to
that in the most concentrated suspension.

4. (a) Show that the solution of eq. 5.93 is hqti ¼ hqtoi 1þ t� toð Þ=tc½ �z where z ¼
(1 � �)�1, tc ¼ z M2 toð Þ½ �12=M2��

1 K; K is the integral in eq. 5.93, and to is the
time after which the scaling form of nðq; tÞ in eq. 5.56 becomes accurate. This
equation is a generalization of eq. 5.105a for an arbitrary initial condition
and scaling exponent � < 1. D. Asnaghi et al. [Phys. Rev. A 45:1018 (1992)]
have measured hqti by photon scattering from suspensions of latex colloids
(r0 ¼ 65 nm, M1 ¼ 5 � 1016 m�3) in MgCl2 solutions whose concentrations
varied in the range 10 to 30 mol m�3. Their log-log plots of hqti against time
were linear (their fig. 2), allowing them to infer the value of � as the suspend-
ing solution concentration varied (their fig. 3). Examine the experimental
results of Ansaghi et al. in light of the equation for hqti above and discuss
the significance of their finding � to increase as the solution concentration
decreased.

(b) An alternative form of eq. 5.56 has �qqt (eq. 5.85) replacing hqti Show that the
corresponding alternative form of eq. 5.93 is d �qqt=dt � 1=2M1 �qq

�
t

R1
0

R1
0 � x; yð Þ

 xð Þ yð Þdxdy where the scaling variable in the integral is now �qqt B. J. Olivier,
C. M. Sorensen, and T. W. Taylor [Phys. Rev. A 45:5614 (1992)] have derived
the solution of this differential equation for arbitrary �< 1 [their eq. (8)] and
applied it to measured values of �qqt for an aerosol, assuming that � ¼ 0 and to
¼ 0 (their figs. 7 and 8). Derive an equation for the parameter tc under the
assumptions made by Olivier et al. and explain how their data on �qqt then can
be used to estimate the rate coefficient for flocculation.

5. M. Schudel et al. [J. Colloid Interface Sci. 196:241 (1997)] have measured
RHZ(Q,t) (eq. 5.41) for a flocculating hematite suspension at varying pH values
(do ¼ 100 nm, I ¼ 10 mol m�3 NaNO3, 25

�C, Q ¼ 0.0183 nm�1). Their data (fig. 1
in their article) show a marked increase in the growth of RHZ(0.0183, t) as pH
increases toward the p.z.c. (9.2). In principle, these data can be simulated using
eq. 5.41 and expressions for nðq; tÞ available from analytical solutions of the von
Smoluchowski rate law (eqs. 5.94 and 5.116) for rapid and slow coalescence
processes.
(a) Calculate RHZ(0.0183,t) at pH 9.1, retaining only two terms in eq. 5.41. Take

M1 ¼ 8.2 � 1014 m�3 and RHZ ¼ 1.38 RH1, where RH1 ¼ 70 nm.
(b) Calculate RHZ(0.0183,t) at pH 6.1, again retaining only two terms in eq. 5.41.

Take M1 ¼ 2.1 � 1015 m�3.
For both simulations, use the rate coefficient data in fig. 8a of the article by
Schudel et al. Note that their rate coefficients are the same as kð1; 1Þ in eq. 5.79.
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complex
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complex
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analytical solution, 219–222
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water exchange, 85, 90, 109
rate law, 81, 86, 123
dimer formation, 194

linearized, 87–88, 93, 95, 123

mineral dissolution, 102–104, 113

von Smoluchowski, 215
reaction order, 81
and molecularity, 82

reaction rate, 79, 103
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Schindler diagram, 33–37, 41
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Fisher-Burford model, 235–237
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surface functional groups, 18
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generic rate law, 100, 124
surface precipitate, 12

Taube process, 94

thermodynamic stability, 31

time constant, 87–94, 103, 195
total adsorbed cation (anion) charge, 21
total net particle charge, 24
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219–223, 226

transport-controlled mineral dissolution,
101

Triple Layer Model, 141–148, 180
charge-potential relationships, 143

interfacial capacitance densities,
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surface potentials, 143
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van’t Hoff equation, 148
von Smoluchowski rate law, 211–219
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scaling properties, 217
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