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Since the early 1990s, a series of major scandals in both the financial and most especially the
political world has resulted in close attention being paid to the issue of corruption and its
links to political legitimacy and stability. Indeed, in many countries — in both the developed
as well as the developing world — corruption seems to have become almost an obsession.
Concern about corruption has become a powerful policy narrative: the explanation of last
resort for a whole range of failures and disappointments in the fields of politics, economics
and culture. In the more established democracies, worries about corruption have become
enmeshed in a wider debate about trust in the political class. Corruption remains as wide-
spread today, possibly even more so, as it was when concerted international attention started
being devoted to the issue following the end of the Cold War.

This Handbook provides a showcase of the most innovative and exciting research being
conducted in Europe and North America in the field of political corruption, as well as
providing a new point of reference for all who are interested in the topic. The Handbook is
structured around four core themes in the study of corruption in the contemporary world:
understanding and defining the nature of corruption; identifying its causes; measuring its
extent; and analysing its consequences. Each of these themes is addressed from various
perspectives in the first four sections of the Handbook, whilst the fifth section explores new
directions that are emerging in corruption research. The contributors are experts in their
field, working across a range of different social-science perspectives.

Paul M. Heywood is Sir Francis Hill Professor of European Politics and Executive Dean of
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INTRODUCTION

Scale and focus in the study of corruption

Paul M. Heywood

Corruption is one of the most high-profile issues in the contemporary world. According to the
2011 “World Speaks’ surveys, conducted by GlobeScan for the BBC World Service, corruption
was the world’s most talked-about problem, ahead of extreme poverty, unemployment, the
cost of living and crime, violence and security. In low GDP countries, the focus on corruption
was even higher, a finding reinforced in a December 2013 statement by World Bank Group
President, Jim Yong Kim, that ‘in the developing world, corruption is public enemy number
one’. Understandably, then, the issue of corruption has been attracting significantly increased
attention from politicians and policy-makers, international agencies, political activists and,
not least, academics. This recent surge in interest dates back to the early 1990s, prompted in
part by the end of the Cold War, but more especially by a growing realisation that corruption
carries very significant costs. Indeed, according to some estimates, corruption costs 5 per cent
of global GDP (US$2.6 trillion), with some US$1 trillion paid in bribes each year (CleanGovBiz
2014). It is hardly surprising that ever more has been published on corruption: Figure 0.1
overleaf charts the rise in the number of articles published each year between 1990 and 2010
on the topic of corruption, a cumulative total of more than 6,000.

Yet, despite the attention that has been paid to the topic over the past twenty-five years,
there remains a striking lack of scholarly agreement over even the most basic questions about
corruption. Amongst the core issues that continue to generate dispute are the very definition
of ‘corruption’ as a concept, the causes that give rise to it, how we should go about measuring
its extent and location, its impact and how best to combat it. About the only thing over which
there is consensus amongst scholars is that corruption is a bad thing that causes major harm to
individuals and societies and that it needs to be reduced. The chapters in this volume address
each of these core issues in turn: Part I focuses on what we understand by the very term; Part
IT looks at what causes corruption; Part III addresses questions of measurement; Part IV looks
at the impact of corruption and anti-corruption initiatives. Finally, Part V offers reflections
on developing directions in corruption research. Taken together, the chapters in this volume
offer a comprehensive overview of ‘state of the art’ debates in corruption studies.

One somewhat depressing potential conclusion from the sustained focus on corruption
since the early 1990s is that the resultant anti-corruption efforts represent a major policy
failure (Heeks and Mathisen 2012; Persson et al. 2010): in spite of a raft of anti-corruption
initiatives and legislation at both national and international level over the past fifteen years
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Figure 0.1 Number of articles on ‘corruption’ published between 1990 and 2010.
Source: IST Web of Knowledge.

— including the United Nations Convention Against Corruption, international and regional
anti-bribery conventions, conferences, agreements, a burgeoning anti-corruption industry
providing extensive technical assistance and even an International Anti-Corruption Day —
there is little sign that the scale of the problem is diminishing. In fact, what we may be
witnessing is changes to the locus and modalities of corruption as the emergence of the post-
modern state (Cooper 2004) following the collapse of communism opens up new oppor-
tunity structures for various forms of malfeasance.

It is noteworthy that, despite the sustained focus on corruption over the past two and a half
decades, much academic and policy work in the field is characterised by two conundrums.
The first relates to the fact that most analyses of corruption, whether academic in focus or
more policy-oriented, take nation-states as their principal unit of assessment. This is especially
true of those studies that seek either to measure levels of corruption or to identify the causal
mechanisms that give rise to corruption. In practice, however, actual instances of corruption
take place in concrete settings and specific places that do not easily map onto the nation-state:
either because there may be significant variance at local level when dealing with particular
sectorial types of corruption, or because of corruption that involves trans-national or cross-
border networks. The second conundrum relates to the fact that political corruption is still
predominantly seen as a public-sector issue. In practice, however, the changing nature of
governance in the postmodern state (particularly around downsizing, sectorisation, contracting
out, etc.) means that much public-service delivery is now performed in or by the private
sector. Those very developments have contributed to a blurring of the public—private distinc-
tion that generates new risks for corruption. In recent years, many of the most striking corrup-
tion scandals have precisely involved the interaction between public and private sector. An
overemphasis upon the public sector thus risks missing many actual instances of corruption.

Empirically, these two conundrums generate practical difficulties in that they lead to
accounts and measures abstracted from the reality of corruption. A failure to address
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corruption as it occurs reduces the power of our analyses and also limits our conceptual
understanding of corruption. This introduction explores these issues in some more detail and
argues that future research needs to pay greater attention to identifying the most appropriate
unit of analysis if we are to gain an effective understanding of how corruption works in prac-
tice and therefore how it can best be combated. Without such a recalibration, studies will
remain focused at an inappropriate level, leading to continued inadequacies in our conceptual
and empirical understanding of corruption.

The problem of scale and focus: a tale of two hypothetical countries

In order to see how the scale and focus of our understanding of corruption really matter and
why country-level evaluations of corruption are inadequate in many circumstances, consider
the following: suppose there are two countries, Country A and Country B. Both have a
population of roughly 5 million people; both have roughly the same level of development;
both have very similar tax systems with the same rate of personal taxation; and both have
roughly the same GDP. In Country A, petty corruption is rampant, instances of low-level
bribery occur on a wide scale, and every person expects that they will be called upon to pay
roughly one significant bribe a year. Because this corruption is so widespread, the procedure
for paying bribes is effectively institutionalised. This institutionalisation of corruption in turn
means that the corrupt payments requested are in line with individuals’ income and people
are not asked to pay crippling amounts. Such corruption amounts to a corrupt ‘income tax’
of approximately 2 per cent of citizens’ income, in addition to the other formal taxes they
must pay. In Country B, petty corruption is almost unheard of. No citizen is ever asked to
pay a bribe in his or her day-to-day life. Public officials generally act in line with the highest
standards of probity. However, a senior government minister has corruptly organised for the
Defence Department to source military equipment exclusively from a company that she owns
through a third party. The cost to Country B of this military hardware is approximately 50
per cent higher, for identical goods, than could be obtained on the open market. In order for
Country B to meet these costs, income tax must be increased by 5 per cent in perpetuity.

Which country is more corrupt? Why? Which country ought to have a better score on a
corruption measure? Reaching agreement about which of these two cases is more corrupt
would almost certainly be impossible. And the reason we have such difficulty in reaching
agreement is that the question itself does not really make sense. Yet much of our contem-
porary understanding of corruption, both in academe and amongst practitioners, seemingly
reflects a view that not only does this kind of question make sense but also that it can be
answered in a meaningful manner. Such reasoning can be seen in the familiar approach of
(implicitly) seeing corruption as ‘one thing’, an indivisible property of political systems that
can be summarised through a single number or score, applicable to the whole of a territory.
However, once the problem is broken down into a discussion of distinct units of analysis, it
becomes far easier to provide coherent answers. Which country has the more corrupt
front-line public services? Country A. Which country has the more corrupt government?
Country B.

If we are able to provide a meaningful answer to our hypothetical question about Country
A and Country B only by reference to distinct units of analysis, why would we find it any
easier to deal with real countries, with immense variation on thousands of factors simultan-
eously? If we are unable to assess whether Country A or Country B is the more corrupt, how
can we sensibly conclude, for instance, whether France is more corrupt than the UK, whether
the USA is more corrupt than Chile, or whether Egypt is more corrupt than New Zealand?
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The answers to puzzles about which of a pair of countries is more corrupt is certainly more
difficult than any single indicator measures of corruption would lead us to believe.

Complicating the matter further is the fact that corruption is not bounded simply by the
distinct institutions that exist within any nation-state (the civil service, the government, the
health service and so forth). Indeed, even within a single analytical component (say, local
government), corruption can vary greatly according to geographic location. Thus, it may be
the case that local government in a given region of a country is significantly corrupt, whilst
the same does not hold in other regions (an obvious European example is Italy, which in
general is seen as having far lower levels of corruption in the north than the south [see Golden
and Picci 2005: 47]). Alongside these sub-national variations, there is also a supra-national
dimension to consider. Corrupt networks need not respect national borders, and, indeed,
there is strong evidence that they do not (Becker et al. 2009). Given such variations in the
location and scope of corruption, focusing on nation-states — and expecting to identify the
causes and consequences of ‘corruption’ as a singular concept also at nation-state level — is not
practical.

However, refining our understanding of corruption to allow consideration of sub-national
and supra-national variation, as well as the particular actors in question, is still insufficient. A
further problem, endemic within corruption research, is the near-exclusive focus upon the
public sector. In part, this reflects the definitional propensity to see corruption as involving
holders of public office. However, not only has there been an increasing blurring of the
boundaries between public and private sectors in terms of the provision of public services, but
also the notion that a clear distinction exists between state (public) and non-state (private)
interests is ever more difficult to sustain. The growth of multi-level governance and the
emergence of key decision-making points at various diffuse (and sometimes competing)
levels have made it more difficult to identify and manage policy chains that often cut across
national boundaries and have led to greater institutional interdependence (Hooghe and Marks
2001; Heywood 2002: 151). Moreover, a reshaping of decision-making networks has seen
institutions such as central banks, the mass media, major corporations and the judiciary all
play an increasingly prominent political role, often in competition with more traditional
public actors. The subsequent blurring of traditional public—private distinctions has been
further compounded by a continued Balkanisation of state apparatuses as new public manage-
ment (NPM) reforms, and the ‘unbundling’ of corporate functions (Bieling and Deckwirth
2008), promoting the separation of policy decisions from policy delivery (Heywood and
Wright 1997: 91).

Indeed, NPM reforms have created new opportunities for conflicts of interest in which
public servants may receive, for example, deferred advantages in the form of post-public
employment, when former public employees move into the private sector. Such movement of
employees between the public and private sectors has generated growing concerns in many
jurisdictions about the use of privileged information in the private sector to the benefit of
some companies at the expense of their competitors — notably in regard to public contract
tendering and privatisation processes. The net result of these developments has been not just
a growing privatisation of the state, or at least of key elements of its public-sector administra-
tion, but also the rise of so-called ‘business politicians’, a new breed of political entrepreneur
who ‘combines mediation in (licit or illicit) business transactions, first-hand participation in
economic activity, and political mediation in the traditional sense’ (della Porta and Vannucci
1997:75). In turn, political corruption is now as likely to take the form of conflicts of interest,
abuse of office, lobbying by former public officials or inappropriate use of official information
as it is to take more traditional forms such as bribery and embezzlement. Some have even
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spoken of the emergence of a financial-political complex, characterised by banks and the
finance industry being allowed by governments to operate with minimal regulation and
virtually no risk of failure — in spite of their involvement in such scandals as irresponsible
lending, rigging software to hide the channelling of drug money and terrorists’ finance, and
fixing Libor interest rates (Harding 2012).

The nation-state: a limited level of analysis?

Despite the fact that research on corruption tends to focus upon the national level as a
unified block rather than investigating whether there are distinct sub-groupings of different
sectors that each experience their own level and form of corruption, it is widely appreciated
that corruption varies importantly by sector (see, for example, Transparency International
2011b: 5). Noting that different sectors within a state can exhibit different levels of corruption
certainly undermines the basis for using a single indicator for all sectors and for the whole of
a country. Of course, it is important not to take this objection too far — differences in corrup-
tion are usually quantitative rather than qualitative. The Global Integrity Report, for example,
provides separate evaluations of civil society and media, elections, government account-
ability, administration, oversight and regulation, anti-corruption and the rule of law, and an
‘overall score’ for the country.! A spectral decomposition of the items was conducted, and the
largest five Eigenvalues were: 4.816, 0.8125, 0.4993, 0.3733 and 0.2715. Both Kaiser’s criterion
(retain a number of dimensions equal to the number of Eigenvalues larger than one) and
Cattell’s ‘scree test’ (retain a number of dimensions equal to the Eigenvalue position before a
substantial decline in magnitude of the Eigenvalues) very strongly point to a single dimension
within the data. This means that the variables themselves have a single cause: the country in
question’s level of ‘integrity’, which is itself a single coherent (latent) variable. Yet, whilst such
a variable is helpful for considering a country’s propensity to corruption — and may even
provide a useful measure of our general success with anti-corruption measures — it does not
necessarily capture the experience of corruption on the ground. Indeed, the only require-
ment is that when one variable is ‘higher’, other variables are also ‘higher’, in proportion to
their relative connection to the latent variable. The variables need not themselves be ‘close” in
terms of the number of instances of corruption. Within the Global Integrity data, ‘Anti-
corruption and Rule of Law’ has a mean of 73 on a 100-point scale, whilst ‘Government
Accountability’ has a mean of only 58.

Importantly, this suggests the need to focus more closely upon distinctions between
different sectors and also indicates that, rather than a qualitative shift in anti-corruption
strategies, what may be needed is to target them more specifically. Unfortunately, such
targeting is almost impossible precisely because of the ubiquity of universal indicators, which
result in measurements of corruption that fail to differentiate between type and region. Thus,
the most widely cited measures of corruption, Transparency International’s Corruption
Perceptions Index (CPI) and the World Bank’s Governance Indicators, assign a single score at
the level of the nation-state (albeit a percentile ranking in the latter case rather than a specific
number).

The study of political phenomena at the level of the nation-state is both intuitive and
understandable, given its centrality as a core unit of analysis in most social sciences. Yet, even
at higher levels of abstraction, notable differences exist within countries. Returning to the
case of Italy, it has long been recognised that, as mentioned, there exists a clear ‘north—south’
divide in terms of the extent of corruption. However, even sub-dividing the country into
two halves covers only a fraction of the variation within Italian regions. Golden and Picci
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(2005) provide an analysis of ‘missing’ physical infrastructure in each region of Italy. In order
to measure ‘missing’ infrastructure, they compare actual infrastructure with the total
monetary investment in infrastructure in each region. Infrastructure is ‘missing’ to the extent
that it should exist, given a specific outlay of capital, but in practice does not. Golden and
Picci attribute this gap to corruption. Whilst the measure cannot specifically differentiate
between corruption and inefficiency (Golden and Picci 2005: 41-2), this is only a bias in the
measure to the extent that (1) any inefficiency is genuinely not related to corruption, and (2)
some regions are significantly and systematically more efficient/inefficient than others, again
for reasons entirely unrelated to corruption. Ultimately, as Golden and Picci note (2005: 42),
such assumptions are plausible but cannot be proved. Notwithstanding, the measure is a
useful quantification of an objective scale of corruption within different Italian regions.
Under this measure, scores below 1 indicate the presence of ‘lost” infrastructure, whilst scores
above 1 indicate ‘additional’ infrastructure, given the monetary outlay. Thus in Umbria
(index score: 1.78), there is 78 per cent more public infrastructure than there would have been
had the government paid the (national) average rate (Golden and Picci 2005: 52-3). Similarly
in Campania (index score: 0.36), there is 64 per cent less public infrastructure than would
have been available, had the government been able to purchase the infrastructure at the
national average rate (Golden and Picci 2005: 53).

Whilst it could be contended that Italy is the only country within which such distinctions
occur, this does not seem plausible. Every country has regions with a (deserved or undeserved)
reputation for significantly higher levels of corruption than average for their country. For
example, local government in Doncaster in the UK during the 1990s gained a reputation for
being one of the most corrupt local authorities in the country and was widely referred to as
‘Donnygate’ (see Batty and Hilton 2003), a claim which could not be plausible, even in
theory, if corruption did not vary significantly by (sub-national) region. In fact, in very many
countries, it is well recognised that particular pockets of corruption exist at local level, with
particular municipalities seen as exhibiting a culture of corruption, even in the ‘cleanest’
countries such as Sweden (cf. Andersson 2002 on differences in corruption between Alvsborg
and Skaraborg county councils). Whilst it certainly makes sense, and is undoubtedly accurate,
to say that corruption is more of an issue in Italy than in Sweden (as reflected in CPI or WGI
(World Governance Indicators) scores), that tells us little about the reality of corruption as it
actually occurs in either country. Moreover it tells us nothing at all about variations in corrup-
tion (either of type or location) within either country.

If corruption cannot be captured in its complexity and variation by using state-level meas-
ures, neither does it operate wholly within national boundaries. Transparency International’s
CPI in fact provides a useful illustration of the implications of this. Whilst much of the world
does poorly on the CPI, countries that do better are often geographically close to other coun-
tries that do well (see Figure 0.2). Generally speaking we can see pockets of (perceived) good
corruption control — notably in Europe, North America and Australasia — and pockets of
(perceived) very poor corruption control — notably in sub-Saharan Africa and central Asia.

Whilst geospatial dependence in the CPI can be ‘observed’ heuristically from simple
visuals, the same dependence can also be shown quantitatively. Using data from the CPI
(2000-5), Becker et al. (2009) show that perceived corruption in a state is reliably affected by
perceived corruption within neighbouring states. The effect is relatively small (Becker et al.
2009: 305—-6), yet it explains part of the perceived level of corruption within countries that is
not accounted for by such standard explanatory factors as regime durability, percentage of
Protestants, business freedom, natural resource dependency or GNP. Moreover, the analysis
by Becker et al. almost certainly misses part of the effect and thus underestimates the impact
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Very clean

Figure 0.2 The extent of the world of ‘corruption’.
Source: Transparency International 2012a.

of geographical location. As was shown for Italy, substantial geographic variation exists
within countries. This variation is not ‘random’; rather, those regions that are located next to
the most corrupt regions tend themselves to be more corrupt. Therefore, an analysis that
restricts its evaluations simply to corruption at the national level is likely to underplay the
importance of geographic proximity effects.

The public sector: an overly restricted focus?

Ina highly influential definition that has been very widely adopted, Transparency International
describes corruption as the ‘abuse of entrusted power for private gain’ (2012b). Whilst this
does not automatically entail an exclusive focus upon the public sector, as Transparency
International itself acknowledges (2012b), in practice limited consideration has been given to
the private sector in analyses of corruption. This is reflected in the fact that, despite various
attempts to draw distinctions between different spheres of corruption (grand, petty, bureau-
cratic, financial and so forth), in practice the terms ‘corruption’ and ‘political corruption’ are
often used almost interchangeably. Indeed, many definitions of corruption prior to the one
popularised by Transparency International have explicitly incorporated the public sector, or
public officials, as their focus. As noted above, however, it is becoming increasingly difficult
to draw a clear distinction between the public and private sectors. Indeed, whilst it might be
argued that ‘corruption’ wholly within the private sector could best be captured via conven-
tional notions of crime or fraud, in practice many of the major corruption scandals of recent
years have involved the interplay between governments and private-sector corporations,
whether through public contract tendering, regulatory manipulation or even collusion.
Obvious examples would include Enron, Siemens, BAE Systems, Halliburton and Samsung,
whilst more recently the spotlight has moved to shortcomings in the corporate governance of
banks involved in fixing interest rates and media companies involved in phone hacking. In all
of these cases, there has been significant interplay between the public and private sectors, and
they lend weight to the notion of undue corporate influence within the government—business
nexus. Equally, as research by Transparency International has shown, companies are as likely
to pay bribes to other companies as they are to public officials (2012¢: 70).
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Of particular importance is the growing trend towards ‘contracting out’ the delivery of
public services to the private sector and also the increasing concern about the ‘revolving door’
between the public and private sectors, described recently as ‘spinning out of control and [. . .]
in urgent need of reform’ (Krishnan 2012). In general, contracting out involves public services
being run by private-sector companies and paid for by public money. In theory, such a system
can (or even should) be more efficient than the same service being run exclusively through
the public sector (Prager 1994: 176). Increasingly, whole services are contracted out to private
parties, with the state acting only as a funder and (potentially) an auditor of service quality.
This is a widely recognised core component of NPM reforms and has been a central part of
the ‘hollowing out of the state’ thesis (see, for example, Rhodes 1994). Partly in response to
the growing complexity of the policy challenges they face in a more interdependent and glob-
alised world, governments have engaged in measures to reduce the scale of activities over
which they have direct responsibility. Such measures have contributed to what has been
described by some as a shift from ‘government’ to ‘governance’, whereby responsibility for
policy implementation has been displaced from traditional line bureaucracies to more
fragmented service providers. In turn, many states have seen a growth in third-sector
agencies or specific bodies charged with particular policy areas, the creation of quasi-markets
by splitting purchasers and providers, extensive privatisation and contracting out of public
services.

Opportunities for corruption within such ‘outsourced’ agencies are (mutatis mutandis) the
same as in the ‘classic’ tendering of public-works projects, which have historically been prone
to corruption: costs can be artificially inflated, substandard equipment can be used, poor
quality services can be delivered, and so forth. Unlike in more ‘traditional’ cases of corrupt
overpayments for public infrastructure projects, the primary victim when corruption occurs
in outsourced agencies is not the state (which only loses financially) but citizens, who are
denied their rightful access to state services. This is particularly true in the health sector,
which is especially vulnerable to abuse. As Savedoff and Hussmann (2006: 4) observe,

First, the scope of corruption in the health sector may be wider than in other sectors
because society frequently entrusts private actors in health with important public
roles. When private pharmaceutical companies, hospitals or insurers act dishonestly
to enrich themselves, they are not formally abusing ‘public office for private gain’.
Nevertheless, they are abusing the public’s trust [. . .].

Second, the health sector is an attractive target for corruption because so much
public money is involved. The world spends more than US $3.1 trillion on health
services each year, most of it financed by governments.

For people who are dependent upon state provision for basic health services, the consequences
of corruption can be extreme, as in the case of malaria deaths amongst children in rural
Tanzania, where researchers found that 80 per cent of victims had been to modern health
centres and should theoretically have been treated. That they had not been was attributed
mainly to corrupt activity by those working in the health sector (World Bank, cited in
Rothstein 2011: 59).

Another issue that blurs traditional state—non-state boundaries is the ‘revolving door’
problem, which relates to the easy movement of staff between public and private institutions
(for a more in-depth discussion, see, for example, Meghani and Kuzma 2011). Such moves, of
course, are not necessarily corrupt: there are many reasons why staff would move between
sectors and movement of staff between public and private institutions can be beneficial for
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both. Indeed, as Chandrashekhar Krishnan, the Executive Director of Transparency
International UK, recently observed:

I should hasten to add that TT UK is not against the revolving door. We do believe
that both Government and business benefit from this interchange of skills and
experience, and we would like to see that continue. However, the current system for
regulating that process is broken and therefore it needs to be fixed.

(Public Administration Select Committee 2012)

As Krishnan recognised, the revolving door does pose corruption challenges. Importantly,
the problems are primarily private-sector-led.

The revolving door gives the opportunity for private-sector companies to gain members
of staft with especially good contacts in the public sector, familiarity with specific agencies
and, potentially, insight into the operations and future plans of specific departments within
the public sector. Any company able to find out such information from a relevant government
department would clearly be at a distinct advantage when it comes, for instance, to bidding
for public contracts. Companies could know in advance the relative importance of bid criteria;
they could gain advanced knowledge of, and thus more time to prepare for, upcoming privat-
isations or contracting out; they could learn the strategic objectives of departments and agen-
cies and thus tailor their skills and expertise to such tasks before any official announcement
and before their competition; and they could learn of changes to regulations before they
occur, potentially providing a better opportunity to oppose future regulations. The potential
for corruption is very significant.

Yet the revolving door also offers another opportunity: to engage in regulatory capture
(Law and Long 2011). This can occur within the framework sketched above: public-sector
regulators move to the private sector and allow a company an inappropriate level of influence
over the regulatory environment (indeed, this is how the matter is conceptualised by Law and
Long 2011). Yet the problems can go deeper. Public-sector workers may — and it is an empir-
ical question as to whether they do — attempt to ‘impress’ potential private-sector workers by
being favourable to particular industries, hoping to be ‘rewarded’ later on with a private-
sector job. Moreover, and potentially most seriously, private-sector employees may actively
move into the public sector with the hope of influencing the regulatory environment. Again,
it is an empirical question as to whether this happens at present. More research on this issue
is required, but it is worth noting that in written evidence to the UK’s Public Administration
Select Committee Report on Business Appointment Rules, the Campaign Against Arms
Trade (CAAT) stated:

Looking more specifically at your current Inquiry, CAAT has an interest in the
business appointments rules [. . .] since many of former ministers and civil servants
moving to the private sector are from the very departments concerned with the arms
trade. Some of examples, from 2010 and 2011, of those moving into posts with the
arms industry follow.

e July 2011 — Air Marshal Peter Ruddock, formerly Director General of the
MoD’s [Ministry of Defence’s] Saudi Armed Forces Project which exists to sell
arms to Saudi Arabia, became Director of Business Development for Lockheed
Martin UK (Private Eye, 5.8.11, and ACoBA [Advisory Committee on Business
Appointments]);



Paul M. Heywood

e May 2011 — Geoff Hoon, formerly Defence Secretary, who awarded
AgustaWestland a billion-pound order without competition, became Senior
Vice-President of International Business of AgustaWestland (Financial Times,
16.5.11 and Times, 25.3.05);

e February 2011 — Sir Sherard Cowper-Coles, formerly UK Ambassador to Saudi
Arabia, who pressured the Serious Fraud Office to drop its investigation into
BAE-Saudi arms deals, became International Business Development Director
of BAE Systems (Guardian, 18.2.11, and Daily Telegraph, 18.2.11, 14.3.11);

e January 2011 — Graham Wright, formerly of the Cabinet Office’s Office of
Cyber Security and Information Assurance, took ‘key leadership roles in the
UK’ for Northrop Grumman (Northrop Grumman, 4.1.11);

e January 2011 — Air Chief Marshal Sir Glenn Torpy, formerly Chief of the Air
Staff, became a Senior Adviser to BAE Systems (ACoBA);

e December 2010 — Baroness Taylor of Bolton, formerly Minister for Defence
Equipment and Support, became a member of the advisory board of Thales
Corporate Services (ACoBA);

e October 2010 — Air Marshal Iain McNicoll, formerly Deputy Commander-in
Chief, became an Associate Partner of Defence Strategy and Solutions LLP
(ACoBA);

*  September 2010 — General Sir Richard Dannatt, formerly Chief of the General
Staff, became a consultant to Control Risks Group (ACoBA).

(Public Administration Select Committee 2012)

As the CAAT further observed,

The cumulative effect of the movement from the public sector to commercial bodies
must inevitably reinforce the relationship between the two, giving commerce an
influence over government which others with an interest in an issue cannot hope to
emulate. For instance, those ministers, civil servants and military personnel moving
from the MoD to military companies will certainly predispose decision-making, by
way of their lobbying and contacts, towards solutions that involve spending on
equipment, rather than on non-military alternatives.

(Public Administration Select Committee 2012)

Unfortunately, research has suggested that strict regulation of the revolving door may have
significant unintended consequences. The most serious of these problems is reducing the
quality of senior public-sector staff, by dissuading otherwise competent people from entering
the public sector (Law and Long 2011). Such findings suggest that regulatory strength is a
trade-off; effectively, gaining integrity costs capacity. (This was also essentially the conclu-
sion of Anechiarico and Jacobs 1996, concerning the regulation of corruption more widely.)
Whilst this does suggest that there will in all likelihood be no easy solutions to the problems
of the revolving door, the problematic nature of the solutions should be a call to action in
itself.

Concluding observation

The arguments that have been developed in this introduction ought not to be surprising: they
build upon what should, by now, be received wisdom if not statements of the blindingly
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obvious. And yet much of the academic literature proceeds as if such arguments have never
been made. A decade ago this would have been unfortunate; today it is harder to explain.
It is an interesting question, sociologically, why such obvious deficiencies in analyses
have been ignored. Part of the answer may lie in a natural desire to find answers to ‘big’
questions. How much corruption is there? Where does it occur? What causes it? How can it
be combated? Such questions naturally lend themselves to broad scale answers, often
pitched at the level of the nation-state. The publication of the Corruption Perceptions
Index in turn provided a major stimulus to work in these areas, offering for the first time
a data set that allowed for detailed statistical analysis of individual countries. Moreover, the
CPI acted as a stimulus to a host of other attempts (often quite similar) to measure corruption.
Despite a growing awareness of the shortcomings of such approaches, they have remained
very highly influential. As observed by the United Nations Development Program (UNDP)
in 2008:

[M]any of these same academics are critical of the methodologies used to generate
these indices. Nevertheless, for academic users and researchers, the global coverage
of data seems to trump data quality. After all, it is much easier and quicker to run a
regression analysis using someone else’s data, compared to the hard work of gener-
ating one’s own.

(UNDP 2008: 45)

The criticism is as apt today as it was when first made. Yet anti-corruption agencies have also
contributed to the problem, not least through their desire for ‘actionable’ conclusions. This
has arguably militated against an emphasis on nuance in favour of solutions-oriented work,
especially when what is at stake is securing funding from government and other sponsors.
Nonetheless, our present understanding of corruption is limited by the data we have and the
conceptual approaches we take. This introductory chapter does not presume to provide an
answer to the two central conundrums identified at the outset. Instead, the observation here
is that if there are substantial disparities in corruption at sub-national level, leading to ‘clusters’
of corruption, and that if these clusters do not respect national boundaries, then we need to
reconceptualise how we think about corruption. The chapters in this volume offer some
pointers as to how we can go about doing that.
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1

THE DEFINITION OF POLITICAL
CORRUPTION

Mark Philp

To conclude. The Light of humane minds is Perspicuous Words, but by exact defin-
itions first snuffed, and purged from ambiguity; Reason is the pace; Encrease of
Science, the way; and the Benefit of man-kind, the end. And on the contrary,
Metaphors, and senselesse and ambiguous words, are like ignes fatui (will-o’-the
wisp); and reasoning upon them, is wandering amongst innumerable absurdities;
and their end, contention, and sedition, or contempt.

(Hobbes 1991: 36)

Hobbes’s clarity is appealing, although he seems to demand a lot from the irremediably
inexact social sciences. Nonetheless, the discipline of politics includes many who believe that
something like a Hobbesian programme of definition ‘first snuffed and purged from ambi-
guity’ followed by ‘science’ is possible. This is certainly the case for many who write on polit-
ical corruption, and, while that strategy has some things in its favour, it also has pitfalls. The
past thirty years of writing on political corruption and its definition provide eloquent testi-
mony to both.

A definition can have two dimensions: it may articulate the meaning and use of a word,
and it can provide a tool in the construction of an explanation. The linguistic and cultural
turns in philosophy, history and anthropology have made many scholars more interested in
the former, while the social sciences have focused more on the latter. Both programmes are
defensible, but neither should be conducted in ignorance of the other, as Hobbes was aware.'

Understood as a tool, a definition aims to identify a set of criteria that serve as necessary
and sufficient conditions in picking out a distinct phenomenon or class of phenomena. That
phenomenon (or class), once distinguished, can be understood or explained by reference to
sets of antecedents or causal conditions. If we conflate the definitions with the causal condi-
tions we get tautologies. For example, we cannot explain the fact that increasing numbers of
young men are failing to marry by saying that they are bachelors. Nor do we explain the fact
that people are using their offices to generate income for themselves by saying that they are
corrupt. That may be a redescription of the state of affairs, but it is not an explanation.
Explanations are in something of a state of tension with definitions. Ideally, one’s class of
events (picked out by a definition) is a class that also has some explanatory unity, in the sense
that members of the class are susceptible of the same causal explanations. Yet we do not want
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to identify the class by the fact that the same explanation works, since we need to pick out the
criteria that unite the class independently from the conditions that explain its occurrence.

Consider, for example, ‘economic’ definitions of corruption that use ‘principal-agent
theory’, that is, economic theory that looks at ways of designing incentives to induce agents
to act in ways that are optimal for those employing or directing them (their principals), when
the agent’s behaviour cannot be directly observed. On these accounts, corruption is defined
‘in terms of the divergence between the principal’s or the public’s interest and those of the
agent or civil servant: corruption occurs when an agent betrays the principal’s interests in
pursuit of her own’ (Klitgaard 1988: 24). Here the definition — it is a case of corruption when
the agent ‘betrays’ the principal in pursuit of her own interests — is quickly tied into an
account in which the focus is on the conditions under which it is possible for the agent to
pursue her own interests with impunity. Such conditions usually entail a monopoly of certain
goods, discretion in their distribution and a lack of accountability. But these causal conditions
risk being too closely linked to the definition, in virtue of the background assumptions about
agent motivation. If we assume that people act self-interestedly and think of politics as a realm
in which the interests of those holding public office are potentially divergent from the interests
of the public at large, then we produce an explanation of corrupt behaviour by reference to
the conditions under which self-interest can be pursued by public office holders with impunity.
Probity in public office, then, is explained by the absence of monopoly and discretion and the
existence of high levels of accountability — that is, we get probity when the principal-agent
problem is diminished to zero, since behaviour is rendered observable. Moreover, the defin-
ition includes the term ‘betrayal’ but remains silent on the range of issues concerning what
counts as a ‘betrayal’. What counts as a betrayal must depend on the relative rights and
responsibilities of principal and agent and must refer to norms concerning their respective
roles and responsibilities. Corruption, then, is derogation from these norms, but it is not just
any derogation. Incompetence is not the same as corruption. Nor are all derogations that
involve the pursuit of self-interest corrupt, since some (such as treason on the one hand, or
informal collective bargaining to raise wages on the other) should be distinguished from
corruption. What should be clear is that the definition now seems less convincing, since a
huge amount depends on the structure of norms and expectations that frame the agent’s rela-
tionship to her principal, and frame the range of legitimate expectations the principal may
have. These elements must inform our definition of corruption, making it, inevitably, a more
complex, and more local, matter.

Definitions carve up the world of objects and events in ways that allow us to think more
clearly and consistently about our world. But, in many areas of the social sciences, they are
not picking out discrete natural objects, so much as types or ranges of behaviour. And, in
defining behaviour as corrupt, we define it not solely in terms of an external description of
bodily movements but as a motivated social action. That means that we are distinguishing
types of agent motivation, and thus differences in the meaning associated with the act by the
agent, and are acknowledging that the categories of meaning with which men and women
engage are not solipsistic in character but are linked to the broader social world in which they
participate.

Moreover, corruption is a term of appraisal: in calling something corrupt we attach
negative connotations to it — or, at the very least, we report it in terms to which those
involved would attach negative connotations. Because it is a widely used category of social
meaning with powerful negative connotations, more specialised, technical and professional
use of the term often clashes with the meanings which are ascribed to it by ordinary people,
politicians and public servants, the media and commentators, each of whom may have
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different concerns and different interests in identifying certain types of conduct as corrupt.
And, lest we think that our scholarly position guarantees our objectivity, a vast quantity of the
now voluminous literature on corruption is clearly and deeply marked by a set of Western
assumptions about the need for free markets and liberal constitutional orders, coupled with a
suspicion of political power and the state. Indeed, the thrust of most literature emanating
from economics and drawing on rent-seeking and principal-agent models is close to suggesting
that politics is inevitably a force for corruption.

This does not mean that we cannot reach any degree of objectivity in definition, although
doing so is a lot more difficult than the literature generally assumes. The great majority of
those writing about corruption deal with the definition of corruption rather dismissively,
suggesting that, while there are issues about definition these tend to muddy the water to no
real purpose, and they take this as sufficient warrant to adopt a one-line definition, usually
following the model of bribery, which they then apply to the argument in hand — being
helped along by metrics such as the Corruption Perception Index, which rely heavily on
perceptions of bribery. Stipulating in this way rides roughshod over social meanings. But if
we argue that corruption is an entirely local phenomenon, wholly defined by local norms,
mores and cultural values, then we abandon the idea of family resemblances that would allow
us to see it as an instance of a more general cross-cultural category. The definitional problem
of political corruption then is bounded by the unappealing options of relativism (in which
local definitions are treated as untranslatable to other contexts) or stipulation (in which we
insist on a technical definition). With a strong behavioural turn in political science and its
emphasis on quantitative analysis, it is not surprising that scholars tend to opt for the latter, or
follow others who do so.

Certainly, acknowledging definitional complexities introduces problems in analysis
and tends to render rather meaningless a number of pieces of work that treat the term
as effortlessly capturing the same phenomenon across vastly differing cultures. But the
fact that work must be done on a conceptual tool for it to work in different contexts
should be accepted as part of the price for a political science that is sensitive to differences
in social and cultural systems, meanings and values. Does this approach take us away from
Hobbes’s injunction? Not at all. Hobbes was a nominalist: what he sought to do was to
put together a clearly defined lexicon that could render the political world coherent and
orderly for people in virtue of it being itself orderly and coherent. If people understood
terms in very different ways there could be no order. This meant that definitions had to mesh
with people’s more inchoate understandings, serving to systematise these into a coherent
world view. That, for Hobbes, was a central objective of his science. In a similar spirit, this
chapter explores the difficulties of definition in the field of political corruption and argues
for a deeper conceptual understanding that identifies the place which the problem of
political corruption occupies within Western political thinking. With Hobbes, it argues that
getting the terminology right is also a way of both understanding and ordering the political
world.

The particularities of political corruption

Corruption in the West has a very particular history, tied to a conception of the decay and
decomposition of a thing. As the OED defines it, it is “The destruction or spoiling of anything,
esp. by disintegration or by decomposition with its attendant unwholesomeness; and loath-
someness; putrefaction.” Or, in a more general sense, the ‘Destruction, dissolution of the
constitution which makes a thing what it is.’
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In this chapter, I am concerned more generally with political corruption, that is, with the
decay or destruction of the political (although the term may also be applied elsewhere — as in
economic corruption). This Western understanding of political corruption, then, presupposes
an understanding of the character of politics and the political order, which is why it is not
surprising that the most extensive analysis of political corruption is given in classical and
republican texts in which there is a sense of the unity and cohesiveness of the political order
being harmed or destroyed by malign influences. That sense of a political order as involving
a shared political culture, with public offices being directed to securing the public interest or
the public good, plays a major part in ancient Greek and Roman thinking and goes on to be
profoundly influential on Machiavelli’s republicanism and on the languages of political theory
in early modern Europe that J. G. A. Pocock and others have traced through Britain and
America.?

We inherit from this tradition a sense that politics can work: that is, that there can be ways
of resolving differences that do not involve simply the domination of one group by another
or the design of institutions and rules to facilitate that domination. The Western conception
of political corruption, in so far as it is an intelligible and coherent one, derives its meaning
in large part from the sense that political order has (at least potentially) a certain function and
character and that this is suborned and subverted when interests turn the political system to
their own ends. We can disagree about what politics requires and about what supports or
harms it. But, in the West, we have this concept because we think that politics can be
prevented from working as it should, with damaging long-term consequences, when people
use their power for their own ends, or where the exercise of public office is subverted by
forces that lack legitimate standing within the political system. Moreover, while the technical
discussion of corruption is often very precise and may seem unconnected with this tradition,
there is also a public discourse in which corruption is used by people to describe their sense
that political power is being subverted by sectional forces. This tension between technical and
popular understandings can give rise to confusion for which there is no simple solution.

Technical definitions are also dogged by the clear normative connotations that are intrinsic
to the term ‘corruption’. At the same time, popular understandings, while they express this
normative element, are often imprecise and highly emotive and may attribute to corruption
a range of failings in the political or economic system that are not in any clear sense corrupt.
At the same time, the absence of popular concern certainly cannot be taken as indicating the
absence of corruption. One middle route between highly technical definitions and relying on
popular understandings has been to appeal to the intrinsic character of a particular political
system as a basis for identifying corrupt deviations. Dennis Thompson, for example, in his
work on ‘mediated corruption’ (2005: 143—73) partly appeals not only to shared norms but
also to the character of the democratic system.” The difficulty with this route is in justifying
the norms that are taken to be integral to the type of political system. (In an appeal to stand-
ards of democracy should we think of this as reflecting norms of democracy fout court, or of
democracy in the USA, or, more broadly, of constitutional democracies or representative
political systems?)

On the account I am proposing, corruption arises within a set of largely Western assump-
tions about politics and its character.' This encourages us to extend the focus of concerns
about cultural differences and the importance of local understandings from a concentration
on what behaviour people classify as corrupt, to identify the framework in which they make
these judgements. That is, by grasping how they understand the political system and its oper-
ation, and how far they have a sense of the political as a sphere in which conflicts could be
resolved in ways that can be widely legitimated. The challenge for political scientists, from
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this perspective, is to recognise the diversity of political orders and the various judgements
that are made about the forces that threaten the stability and legitimacy of these orders.
Exactly what counts as corruption may be relative, but our understanding of it is rooted in a
conception of politics that sees it as a distinct sphere of allocation and exchange and as one
that can be subverted in ways that attack its basic ‘nature’ or function, and that we call
corrupt. The underlying conception of politics is often deeply contested, and its precise char-
acter and scope will vary across different contexts, but people’s concerns with corruption are
predicated upon it. People’s conception of politics can be flawed: by seeing politics as appro-
priate where other systems of rules or norms — social, familial, religious — provide a basis for
distribution and exchange and are able to command a sufficient consensus, which politics may
destabilise or damage; or by failing to recognise the contradictions in their conception — as
when they expect both direct accountability to popular pressure and procedural fairness. But,
while conceptions can be flawed and contested, it is the underlying conception of politics that
is at stake, and that is something that is not infinitely varied. There are feasibility constraints
and limits on what conceptions can provide sufficient normative content to fuel judgements
of corruption, both of which give some objective and cognitive character to the debate. And,
while some cultures do not have an understanding that delineates politics from other realms
(such as religion) or that subordinates politics to those realms, we can understand the growing
universality of the language of political corruption as symptomatic of the way that Western
states and global capitalism have drawn a wide range of different social and political orders
into a system of power and exchange that has increasingly necessitated the development of
domestic political institutions that the West can recognise and endorse, in part by their
sharing (or seeming to share) in its understanding of the character of politics.

When we define political corruption, then, we do so with a sense that politics has some
structure and order (if only potentially) that is being subverted by people who fail to conform
to the norms and expectations of that structure in their societies and do so in pursuit of
advantage for themselves or their groups or factions. People can fundamentally oppose the
political order without being corrupt (as with revolutionaries), but their behaviour counts as
political action (rather than corruption) because they project another order and different
criteria of legitimacy and because their end is not simply their own gain but the establishment
of an alternative political system.® As political theorists and political scientists, our vocation is
centrally concerned with identifying the conditions for the emergence and continuance of
stable, legitimate orders that command authority and that are able to resist subversion for
personal or sectional ends either by those entrusted with power and responsibility or by
internal social forces or external powers. But we should recognise that what this will look like
is likely to be heavily dependent on local causal conditions and existing cultural commit-
ments and norms.

Towards a tentative definition

It should now be clear that we will not find a one-line definition of corruption.® If we adopt
something like ‘the misuse of public office for private gain’, we may find the conditions to be
present without corruption being the appropriate term, as the case of treason shows. Equally,
we might fall short of one of the conditions and yet still want to use the term ‘corruption’:
when a politician sticks to the rules but devotes his office to maximising his income; where a
public official’s distribution of contracts responds to a mix of threats and offers (what Nozick
calls ‘throffers’ [1972]), so that he has little choice in what he does; or where the gain is to
one’s party or constituency, rather than personal, but where rules or norms are broken or
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subverted.” We need then to identify the major elements of political corruption, which can
then be combined into a rough definition, one that sketches a core conception while acknow-
ledging that cases without all the core features may nonetheless count as corruption.

The key elements of a definition of political corruption are:

* a conception of public office with rules and norms for the conduct of that office, where the
office is defined partly in terms of a broader public interest that it serves, and where these
interests may conflict with the personal or partisan interests of the office-holder;

* aview that corruption involves the distortion or subversion of the exercise of public office
so that it meets private, partisan or sectional rather than public interests, so that some
people gain who should not and some lose (or fail to benefit) who should not;

e the idea that three actors are normally involved in or affected by corrupt activity: the
occupant of the public office (A), the intended beneficiary of that office (B) and the actual
(i.e. newly intended) beneficiary of the particular exercise of that office (C).?

Combining these elements we can arrive at a suitably tentative definition:

Corruption in politics occurs where a public official (A), violates the rules and/or
norms of office, to the detriment of the interests of the public (B)” (or some sub-
section thereof) who is the designated beneficiary of that office, to benefit them-
selves and a third party (C) who rewards or otherwise incentivises A to gain access
to goods or services they would not otherwise obtain."

Note, the definition does not assume that A’s behaviour must break the law. Legal definitions
of corruption can fail to capture some of the worst cases of corrupt activity because corrupt
transactions can be institutionalised in the laws of the state or economy, as recognised in work
by the World Bank on ‘state capture’ — that is, where corrupt relations are used to pass laws
that entrench, extend and render ‘legitimate’ corrupt gains (World Bank 2000).

Although T have emphasised ‘political’ corruption, it is clear that the term can also be
applied in other domains. We can talk of economic corruption, or corruption in a range of
public services, such as health or education. But all corruption has the same conceptual struc-
ture: first, a recognition of certain formal responsibilities attached to an idea of office or a
position of trust, which imply certain responsibilities and constraints on certain types of self-
interested behaviour; second, the violation of rules and norms concerning the exercise of that
office or trust; with third, the (intended) harming of one set of interests identified by the rules
and norms as legitimate, to serve others deemed illegitimate; and fourth, the benefitting of’
those not formally entitled to benefit and, thereby, the subversion of the legitimated ends of
the office.

The importance of context

One area in which there has been disagreement about how to characterise a corrupt act
concerns the issue of non-triadic relationships. In the definition given above there are three
types of agent: those in public office (A); those who are the intended beneficiaries of those
offices (B); and those who are the actual beneficiaries (C). In some cases, however, we want
to identify agents as corrupt when they use their office to expropriate wealth directly from
the state for their own benefit. A public official who takes money from the office safe is not
engaged in a triadic relationship — his actions do cause harms and may mean that some
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individuals entitled to a benefit do not receive it, but this is not done in a way that benefits a
third party. People’s intuitions here vary. It seems clear that a kleptocrat ruler is corrupt
because he systematically distorts the exercise of power to his own benefit. I am less persuaded
that the office clerk who steals postage stamps is corrupt. Those who want to equate the cases
show exemplary consistency in criteria: A is clearly abusing his public office to serve his
private interests. But they omit the political context of the action. The clerk is engaged in
theft — he is stealing from his employer, he is not, in most cases, distorting the way in which
power and authority is exercised. If we take an understanding of corruption that tries to think
hard about the political order and its subversion, then the kleptocrat’s case looks very different
from the clerk’s, even if their actions can fall under the same description. Pressing the political
interpretation is complex, because we have to have some sense, in highly corrupt states, of
what is actually possible, but it also has the advantage of not overgeneralising and not prolif-
erating cases of corruption. Moreover, accusing people of theft is both simpler and better
understood in the public domain, and it avoids tainting the system with the more general
claim that it is corrupt. It may lack adequate regulation, it may create incentives and oppor-
tunities for people to steal, but in itself this does not make it politically corrupt.

That said, the cases lie on a continuum, and it has to be a matter for argument and judge-
ment as to what type or scale of thefts is sufficient to count as politically distorting. One
possibility is that, beyond a certain point, those involved need the collusion of others and to
secure that the illicit ‘redistributive’ process begins to develop implications for how far a
wider range of people are fulfilling their roles. Moreover, these additional beneficiaries do
now provide us with the third triadic point (C).

The misuse of public office for private gain is too blunt an instrument to serve as a defin-
ition of corruption. President Clinton’s philandering looks like it meets that definition, but it
is conceptually incontinent to think that the philandering is itself a case of political corrup-
tion. On the other hand, a political system that systematically allowed its president or govern-
ment ministers to impose their sexual demands on young women (as in Mario Vargas Llosa’s
depiction of the Dominican Republic under the Trujillo regime) looks more plausibly corrupt
because it does turn political power into a source of access to goods and resources that are not
formally and legitimately in its domain, leading to cover-ups, conspiracies against the public
interest, the use of coercion, fear and brutality and distorting the character of political power.

The cases of kleptocracy and of self-serving dictatorships more generally are usually cases
of A-led corruption. The state begins as a body of armed men, they recognise the virtues of
being stationary rather than roving bandits (to follow Olson’s distinction [2000]), but, while
they court some legitimacy, they court only what they judge necessary to keep their hold on
power and to allow them to maintain their expropriation. They are primarily systems of
domination and exploitation, they have a very limited arena of politics, and their authority is
often heavily buttressed by coercion, intimidation and ideology. In making the rules, they
can sometimes ensure that they do not need to break them. But, while this leaves them clean
on many definitions of corruption, the public domain is corrupt because it involves the distor-
tion or subversion of the exercise of public office so as to meet private, partisan or sectional
rather than properly public interests. This is inevitably a partly normative claim: it assumes
that there is something like a telos to the idea of a public domain or the public interest and
that no amount of legislation can define away the content of the public interest to eliminate
its status as a standard, which is not to say that its definition is easy or uncontentious. This
underlines the fact that corruption is a partly normative concept and that when its underlying
sense of a deviation from a ‘natural’ or ethical standard of politics is eliminated then the term
loses its moral and cognitive compass.
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Applying the term is not, however, equally easy in all contexts. In a state with a structured
and well-regulated public domain, with high levels of transparency and an active and open
public culture, not only is the detection of corrupt activity easier, so too is its identification
as ‘corrupt’, because we can see that the agent is using his office in ways that violate clear
standards for that office and because we can identify individual gain. But this is a great deal
more difficult where the political order is more fractured and chaotic.

While the self-interested violation of norms and rules of public office looks like at least a
necessary condition for corruption (not sufficient because of the case of straight theft), in war-
torn states, transitional regimes or a variety of other contexts in which the rules and expect-
ations of public office are not clearly articulated and laid down, it may be unclear how to
characterise the agent’s actions. This is because we are not sure what to say in cases where
people have no realistic options but to act as they do and because it seems odd to characterise
their behaviour in terms that assume that it is self-serving. We may here be talking about the
victims of corrupt states or of cases where disorder is so rampant that no norms concerning
public office and the allocation of resources are operative. In these cases, behaviour may not
be wholly a function of necessity, or self-interest, but may involve family duties, ethnic or
religious loyalties, fidelity to friends, norms of reciprocity, machismo values of risk-taking,
and so on, each of which may displace the norms of public office for some individuals or
groups of individuals. Where international agencies or central institutions attempt to establish
norms that demand different behaviour than those of the group, these activities will seem
corrupt, even though it is not clear what alternative behaviour is open to people. In some
cases (as with family-based mafia organisations), we are dealing with mutually exclusive
normative systems, but in others we often face powerful normative systems that are more
benign but are still partly in conflict with the norms of the political system. Above all, we
need to grasp what is motivating people if we are to change the way they behave or adjust the
demands we make of them.

What we cannot do is to assume that self-interest lies at the base of every action. Economic
models of corruption mostly assume that the way to reduce corruption is to reduce the incent-
ives to break rules, either by increasing the costs of being caught or by increasing the cost of’
the activity itself (either making it more difficult or reducing the opportunities for it). But
seeing things in cost—benefit terms assumes that the agent’s orientation towards rules and
norms is such that they are to be followed or broken in accordance with a calculation of
rational self-interest. This characterisation runs up against the issue of what it is to follow a
rule. If rules have no salience for the individual except where following them maximises self-
interest, then the character of a rule is not being recognised. If we think all other agents have
a wholly opportunistic attitude to the rules of a game, then the game falls apart (much as if
we were to assume that when people speak they only ever say what they think will work to
their maximal advantage in a given situation — that assumption would destroy the conditions
for conversation, collaboration or friendship). For it to be a rule for an agent, it needs to be
recognised as a prima facie guide to conduct and/or as a way of initially framing a context.
That a rule may subsequently be violated to maximise self-interest does not mean that we
should understand compliance, where it happens, as also self-interest maximising. Given the
chance, we might decide to cheat at chess, but to weigh compliance with every rule by
the test of expedience would be to make the game itself unintelligible. Corrupt players, for
the most part, want to cheat within a framework that identifies goals, means and opportun-
ities. To repudiate the framework entirely is not to play that game. This means that the issue
cannot be wholly reduced to providing the right incentive structures for people’s interests.
Indeed, it is wildly ambitious to try to establish a system of cross-checking interests that can
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ensure that both the principal actors and those responsible for rewarding or penalising their
behaviour act to sustain the political order while also acting maximally in their own interests.
It is more useful to think in terms of how to frame people’s relationship to the political system
so that they share (some of) its norms and values rather than having their aspirations and
expectations framed by wholly non-political expectations, whether economic or cultural.
This is why those who are trapped in situations where there is no clear sense of what the rules
are or what the game is are not best understood as corrupt. And it is that insight that under-
lines the sense that it is only by having politics (to a reasonably structured extent) that one can
have political corruption.

A further dimension of the definition is that it should alert us to potentially very different
types of corrupt activity. Thus far, the examples used have tended to focus on those in public
office, treating them as the key agents in corruption, but there are different types of action and
those holding office in some capacity can be differentially predatory (we might appeal to the
Knapp Commission’s distinction between grass-eaters and meat-eaters), but the triadic defin-
ition also points to the potential importance of the other agents (or groups of agents) involved."
A can play a variety of roles, from predator, to accomplice, to victim, and corruption can be
very much C-led, rather than initiated by public officials. In predatory mode, A may initiate
the corrupt exchange and actively seek out opportunities for such exchanges. A is an accom-
plice if he is responding to initiatives in their mutual interest from C, who is either outside or
in another part of the political system. A is a victim when he is subordinate to the demands of
others, by blackmail, intimidation or coercion. Political systems can be corrupt from the head
— hence the anti-corruption mantra ‘the fish rots from the head’ — but they can also be corrupt
from the body; that is, that societal group and forces may be such as to undermine the autonomy
of the political process and suborn or intimidate those in public office. These distinctions can
help us to recognise certain types or, as Michael Johnston has termed them, syndromes (2005).
A-led corruption can be recognised in the case of official moguls; influence markets and elite
cartels are predominantly reciprocal systems, and C-led corruption is common where oligarchs
and clans, with bases outside the political system, are able to control and dominate greater or
smaller parts of that system. Johnston’s categories are ideal types (although that cannot be quite
the right term!), and given cases might need further analysis, pressing the question of how
some get others to do things they would not otherwise do, what the basis for that capacity is
and how far it is distinct from, linked to or rooted in the formal political system, as well as how
far there are any clear lines between political institutions and other social and economic struc-
tures. But they have the great virtue of taking seriously both the variety of forms of corruption
and the very different problems faced by strong and weak states.

While definitions and studies of corruption tend to focus either on predatory public offi-
cials or powerful extra-political interests that subvert the political process, relatively little
attention is given to those who lose out by their activities — namely B in the triadic relation-
ship. One reason is that the claim that they necessarily lose out can be challenged. In states
which are locked up in red tape, it is possible that corrupt activity can promote economic
activity that benefits all; where corruption plays a part in a rationing system for scarce
resources, and where influence is exerted through patrimonial systems, rather than financial
incentives, formally corrupt systems may produce more rational allocations than the available
alternatives. More generally, there is always an issue of whether a group, B, is worse off than
it would be, not if it received its due but if it received what could be secured to it from the
feasible set of possibilities in a given situation.

The case of B is simple where there are clear distributional principles and entitlements that
are widely legitimated and a political system that complies with these relatively systematically.
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Things become more complex the more fragile the order. They become more complex in part
because the roles of A, B and C lose some of their distinctness: public office and its boundaries
and responsibilities are less sharply delineated; and lines between B and C may also become
indistinct. Thus, in post-conflict areas, everyone may be engaged in a struggle to secure
resources in what is effectively a zero-sum game. Even in more structured and ordered
contexts, although we can enhance B’s power in various ways to reduce their risk of losing out,
or to increase their ability to hold public office-holders to account, we also have to recognise
that political systems also need to educate their expectations. Popular senses of exploitation or
disadvantage often have recourse to the normative and emotive language of corruption to
classify issues that are in fact a function of a range of other problems. And this can serve further
to destabilise political systems. In many respects, this parallels the concern underlying Hobbes’s
obsession with definition. We need a clearly defined lexicon, but we also need to ensure that
that language both reflects and orders in various ways the understandings of those who act in
politics, lest conflicting understandings generate or reinforce conflicting interests that threaten
the integrity of the political domain. To be united under the sovereign is partly to accept and
share a common political language and its accompanying expectations.

Assessment of the dynamics of the interactions between these three elements, A, B and C,
is central to grasping the precise nature of the activity involved. But attention also needs to
be directed to the site and the character of the corruption: does the activity aim at the elect-
oral process and the filling of public office, at controlling policy within the political process
or decisions within the administration (including the allocations of burdens, such as taxes and
rates, or benefits, such as licences or contracts), or at eliding the formal controls on public
officials and members of the political elite? How securely is the political system legitimated,
and how far is its activity undermined by non-compliance among the wider population? And
what impact does this have on the way the state acts and especially on its ability to retain its
capacity to rule and on its relations with enforcement agencies within the state, such as the
police and army. The precise form and context of corruption will affect assessments of what
remedies might be appropriate. In choosing between norms, incentives, penalties, scrutiny
systems and demands for transparency or tolerance, one must fit the medicine to the patient.

The more that corrupt activity flows from individual incentives unattached to group
norms and a broader motivational frame, the easier it is to deal with. Any political system has
a few bad eggs, every system needs checks and audits, and public officials need to be clear
when contacts with the public over-step acceptable bounds. But if we are dealing with isol-
ated cases, the costs are likely to be less extensive and detection and prosecution easier. In
contrast, the more embedded corrupt activity is within a society’s broader social or cultural
mores the more difficult it is to deal with, because there will be more things to change, more
reflexive and organised resistance to such change, less legitimacy attaching to those who
promote the changes and considerable collective action problems (such as who is to change
first). Where holders of public office share these extra-political mores, it becomes increas-
ingly difficult to say that corruption is A-led or C-led, since there can be a very high degree
of collusion between the actors and a sense that what they do is legitimate. The more wide-
spread this sense is, the more difficult it is to identify any institution or office in the political
system that could authoritatively signal that the activity is unacceptable.

Conclusion

Understanding issues relating to the definition of political corruption in the way I have
suggested should alert us to the fact that our Western language of corruption is unlikely to
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map without difficulty onto all local understandings. For example, corruption, as Western
political scientists use it, is a largely technical term that may part company, sometimes dramat-
ically, with the broad public use of the term to express dissatistaction with their government.
That is a reason to be careful about its local use and to avoid broad-brush anti-corruption
campaigns, which, as Ivan Krastev (2004) has argued, are likely to trigger unrealistic expect-
ations. Indeed, in many states a good deal of work needs to be done to help to articulate a
conception of politics and of the role of the state that can command widespread legitimacy
and form the basis of people’s expectations of their political and administrative systems. On
that ground, the World Bank’s shift in concern away from corruption to governance
indicators is to be commended (even if the contestability of these indicators tends to be
underestimated). Scattering the landscape with anti-corruption slogans establishes negative
attitudes but often does little to contribute to positive expectations and the emergence of a
shared lexicon of political evaluation.

I have argued that careful thinking about the respective roles of the three agents identified
in the definition of corruption can help us recognise a wide range of different corrupt prac-
tices, with corresponding implications for the way in which we respond to corruption. I have
not in any sense sought to be exhaustive in my analysis, but I have tried to make a case that a
fine-grained analysis of the exact form that corrupt relations take in any given state is neces-
sary if we are to think constructively about how we might explain and address the problem.
To do this we do not need a single-line definition but a grasp of the conceptual commitments
within which it makes sense to talk of corruption and within which we can develop finer
grained distinctions that isolate different types of corrupt relationship. And we need to reflect
on the plausibility and relevance of those commitments to that particular context and to the
norms and expectations that people have. In turn, this will allow us to think through directed
strategies to tackle particular problems, in particular contexts. In my view, this kind of
activity is very much in keeping with Hobbes’s concern, ‘by exact definitions first snuffed and
purged from ambiguity to secure the increase of science and the benefit of man-kind’. It is
just a lot more difficult than it is often taken to be, and it demands a very acute awareness that
the terms we use come from a particular way of seeing the world that others do not automat-
ically share and that a world in which people do not share understandings of corruption will
inevitably be a disordered one. Moreover, with Hobbes, the underlying point of such an
account of the definition of corruption is to develop a lexicon that, in given national contexts,
can secure legitimacy, and thereby consensus and political order, as against ‘contention, and
sedition, or contempt’.

Notes

See Pettit (2008) and Blau (2009).

See Pocock (1975) and the voluminous literature that followed it.

See also Warren (2004).

Although there are instances of similar analysis elsewhere, for example in Ibn Khaldin’s writing on

the Maghreb (although this too was strongly influenced by Aristotle). See Ibn Khaldun (1958).

5 See Philp (2007), Chapters 3 and 5. This is not to deny that the adoption of certain means may lead
to the defeat of certain self-proclaimed ends.

6 On definition, see Heidenheimer (1970), Heidenheimer, Johnston and LeVine (1998), Heidenheimer
and Johnston (2002). See also Johnston (1996), Philp (1997); also Philp (2006) and, my last attempt
to get things right, Philp (2011), to which the three subsequent paragraphs are indebted.

7 The case of Richard Nixon is contested, but at least some of his misuse of public office is not best

understood as undertaken for private gain, although we want to characterise it as a part of the

corrupt character of his presidency.
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8 A misfiring of a corrupt intent does not detract from the corrupt character of an act. It is corrupt if
A tries to ensure that C rather than B benefits, even if A fails. This triadic relation does not always
hold (in a kleptocracy, for example, A and C are the same, whereas, with administrative payments,
B and C may be identical, although A also gains) but the identification of three distinct roles
encourages us to distinguish common theft or fraud from corruption, and helps capture how
corruption distorts the exercise of public office and power.

9 Corrupt acts may not always harm, or directly harm, B. Moreover, the point is not that we define
corruption solely by its consequences, so much as that we define it by a combination of intention
and the distortion of political processes. So if by accident, A’s corrupt relation with C benefits B, it
is still corrupt. Moreover, even if A does not intend to harm B (or withhold a benefit from B), B’s
interests are taken to include a procedural interest in the rules of the political system being upheld,
and A acts in ways that are negligent with respect to B’s interests. Although people accused of
corruption in fact often claim to be acting for the benefit of ordinary voters, it is often not difficult
to show that they are primarily seeking personal gain. And where rules are broken to secure wider
public interest, we tend not to describe it as corrupt.

10 This might be interpreted as linking corruption firmly to impartiality, much as is done in Bo
Rothstein’s The Quality of Government: Corruption, Social Trust, and Inequality in International Perspective
(2011), but the definition makes no reference to the content of the rules, which may not themselves
be fair, without being corrupt. Moreover, impartiality is likely to turn out to be as contested a
concept as corruption and is thus perhaps not a good alternative!

11 The Knapp Commission, officially the Commission to Investigate Alleged Police Corruption, was set up
in 1970 to investigate corruption in the New York Police Department. It reported in December
1972. Grass-eaters was used to describe those who took bribes and back-handers because that was
what everyone did; ‘meat-eaters’ were those who actively sought opportunities for financial gain.
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2
DEFINITIONS OF CORRUPTION

Oskar Kurer

It has been widely deplored that no generally accepted definition of corruption has emerged.
However, to expect everybody to agree on its precise nature is as unrealistic as a consensus on
the exact attributes of democracy. Thus, the purpose of this chapter cannot be to find the
definition of corruption.

Researchers and campaigners against corruption will continue to choose a definition
that suits their purpose. Nevertheless, definitions are important. Any research effort dealing
with corruption ought to have some explicit concept of the nature and scope of its
subject. Moreover, constructing accurate global indicators presupposes a common under-
standing of corruption. Without it, measuring and comparing subjective assessments of
corruption yields results that are meaningless if these appraisals are based on different notions
of corruption.

In view of the difficulty of defining corruption and the need to operate within a defini-
tional framework, this essay outlines different concepts of corruption and the problems these
face. Moreover, it tries to answer the question whether there is sufficient agreement on the
nature of the phenomenon to arrive at meaningful measures that can be employed
internationally.

What'’s a good definition? The Oxford Dictionary of English refers to ‘an exact statement of
description of the nature, scope, or meaning of something’. It ought to be ‘precise’ in the
sense that it delineates the boundary between corrupt and non-corrupt actions or states of the
world. Without this precision the definition is not operationable. Moreover, definitions also
ought to conform to common usage. Although there is nothing wrong with inventing one’s
personal concept, a discourse on the social phenomenon ‘corruption’ does require some
common understanding to have any meaning at all.

The chapter starts with the definition with the widest conceivable scope. It then reduces
the domain of corruption from physical objects to corruption of society at large to public and
private organisations and ultimately to the public sector, the misuse of a public function for
private gain. It continues by looking at alternative conceptions of ‘misuse’, mainly legalistic,
public interest and public-opinion approaches. It lastly proceeds to the question of the exist-
ence of a consensus sufficiently broad to warrant international comparisons of corruption and
the reason why such a common understanding might exist.
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Corruption: Falling short of a standard

Corruption always involves a failure to conform to some standards. These standards may refer
to physical objects, to states of society and culture or to individual behaviour. Corruption as
physical decay — of objects that decompose like fruits or become damaged like ‘corrupted’
computer files — is for obvious reasons beyond the scope of this discussion. This leaves as its
domain the failure of persons, institutions and cultures to live up to some standards.

The scope of the subject will be further limited in so far as only individual actions are
considered corrupt and not states of society or culture. Political systems, for example, that are
corrupt in Aristotelian terms ‘in that they systematically serve the interests of special groups
or sectors’ (Scott 1972: 5) are not part of the discussion that follows. To repeat, it is not argued
that such definitions are in any way deficient. It makes perfect sense when Aristotle calls
tyranny a corrupt form of kingship (Heidenheimer 2002a: 3) or lays down an ‘ideal” system
of democratic rule and calls all deviations from this standard corrupt. Moreover, approaching
the definition through standards of individual action or ideal states of the world has similar
implications if violating the ‘common good’ or the ‘public interest’ is made the benchmark in
both cases. Whatever road is chosen, to make the concept operationable requires an agree-
ment on the ‘common good’ and how it is going to be realised, something unlikely to be
forthcoming.”

An early definition focusing on individual action we owe to Brooks who explicitly integ-
rates the family into the sphere of corruption when he defines it as ‘the intentional misper-
formance or neglect of a recognized duty, or the unwarranted exercise of power, with the
motive of gaining some advantage more or less directly personal’ (1909: 4).

Divorce, marital infidelity and childless unions, according to Brooks, all fall into the
province of corrupt actions. Oddly enough, Transparency International uses a similarly broad
definition, ‘the misuse’ (2012a) or ‘abuse of entrusted power for private gain’ (2012b), appar-
ently without being aware of the implications for the sphere of corruption. Their activities
certainly do not reflect the scope the definition entails. In what follows, corruption in private
life is not considered.

Corruption in social organisations

Excluding family life from the realm of corruption still leaves the ‘whole list of social organ-
izations’ within its bounds, public and private, ‘the church . . . educational associations, clubs,
and so on’ (Brooks 1909: 5). On the whole, definitions have not followed Brooks’ lead but
instead have focused on political corruption, or the abuse of a public office for private gain,
to use the most widely used version.’

Ought actions by individuals operating in the private sector be included within the bound-
aries of corruption? Violations of a ‘recognised duty’ or a ‘misuse of entrusted power for
private gain’ are obviously to be found there too. Both sectors view certain practices, like
bribery or embezzlement, similarly; the misuse of entrusted power of a public and private
employee does indeed closely resemble each other.

Moreover, as Brooks noted, ‘much of the impetus to wrong-doing in the political sphere
comes originally from business interests’ (1909: 5). In this light, it seems unsatisfactory when
only the actions of public actors are considered corrupt and not those of the individuals who
have prompted it. On the other hand there is no reason to label any kind of morally unsatis-
factory behaviour ‘corrupt’. Nor does the narrow definition preclude an analysis of the origin
of corruption and the role played by private sector participants or by social structures.

31



Oskar Kurer

More substantial arguments in favour of including the private sector are based on shifting
boundaries between public and private sectors. If corruption is defined as a property of the
public sector only, its incidence will tend to increase with the relative size of this sector. Scott,
for example, finds it unsatistactory that a country might be deemed more corrupt only because
it has a relatively large public sector (1972: 8). Similarly, corruption might decrease merely
because ‘public purposes are more and more farmed out to nongovernment organisations and
profit-seeking businesses’ (Warren 2004: 331-2). In the context of China’s incomplete privat-
isation the boundary between public and private becomes even more elusive: ‘many state
enterprises are now contracted or leased to private parties, while urban or rural collectives,
and joint ventures are neither completely public nor private’ (Sun 2001: 247). In all such cases
a narrow focus on public-sector corruption may distort the incidence of corruption.

Yet to extend the definition of corruption comes at a cost. Besides similarities of corrup-
tion in public and private organisations there are differences in the normative structure as
well. The limits to reproach are narrower for public office holders than for the owners of
private businesses. Influencing the decision of an owner of a business is not a matter of
corruption; offering money to receive favourable treatment is the very nature of business.
Nepotism is a hallowed practice in the private but not the public sector. Discretionary funds
are less likely to cause problems in the private than in the public sector with different account-
ancy rules. This different scope and nature of corruption in the public sector speaks strongly
in favour of concentrating the discussion on the public sector.

There are other reasons for focusing on the public sector. As norms of private and public
sector differ, lumping the sectors together increases the difficulty to define the attributes of’
corrupt acts and reduces the already low level of operationability of the concept even further.
Even more importantly, the public has a greater interest in corruption in public than in
private institutions. Bribing a policeman or a judge to get a special favour is of different signi-
ficance than bribing an employee of a private organisation. Corruption in the private sector
or business-to-business corruption, such as theft or bribery of private-sector staff, affects
primarily the interests of the owners of such enterprises who can normally be expected to
take appropriate countermeasures. Corruption implicating the public sector affects the
interest of the public directly and effective countermeasures often involve political processes.*
Moreover, whole categories of corruption are mainly restricted to the public sector. Successtul
extortion relies on the ability to enforce administrative decisions; nothing equivalent is
available to a private company operating in a market economy. There are good reasons to
restrict the scope of the definition to actions involving public functions — to public office and
private—public sector corruption.

Misuse of public office for private gain

There are a number of problems associated with the most widely used definition of political
corruption, the ‘misuse of public office for private gain’. The obvious difficulty is to define
abuse or misuse. Before addressing the issue of misuse, some more clarifications are useful.
Actions imply intentions; thus ‘corruption is intentional’ (Brooks 1909: 6).” If the failure to
meet a recognised duty is due to simple inefficiency, no corruption is involved. ‘The corrupt
official must know the better and choose the worse; the inefficient official does not know any
better’ (Brooks 1909: 6).

Corruption is sometimes defined as involving a transaction. This does not conform to
conventional usage; there are a number of unilateral acts that are generally considered corrupt.
Brooks knew this well when he talked of legislators, voting ‘favourably or unfavourably on
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pending bills, endeavouring at the same time to profit financially by their action” (1909: 4).
Equally, few will call the embezzlement of the type of Nigerian or Angolan politicians who
abscond with a large part of the public oil revenues anything but corrupt. Again, there is
obviously nothing wrong with narrowing the scope of analysis to corrupt transactions, but
such a restricted view does not amount to a general definition.

Critics have sometimes found fault with this definition because corruption may have bene-
ficial social consequences. This charge is beside the point. Corruption is defined as breaking
public office norms — not by the social consequences that follow. Breaking most norms has
sometimes positive social consequences. Theft may have beneficial effects too. That corrup-
tion may serve political and social integration, as a mechanism to redistribute wealth or that
it may increase efficiency in over-bureaucratised states, does in no way cause problems for this
conventional concept.’

Nor does this notion of corruption, as has sometimes been claimed, clash with public
opinion. It is true that one ‘does not condemn a Jew for bribing his way out of a concentration
camp’ (Rose-Ackerman 1978: 9). The example is beside the point because only the action of’
the guard is corrupt and not that of the prisoner, and it is only corrupt because the sentry
enriches himself in the process. The case is simply another illustration that corrupt actions
might have beneficial consequences.

Even less plausible is the charge that ‘this definition reduces corruption simply to a problem
of dishonest individuals or “rotten apples” working in the public sector’, ‘to individual greed
and personal venality’ (Haller and Shore 2005: 2). Misuse of public office may well be
endemic and caused by structural factors; it has indeed been analysed in these terms for
decades (e.g., Scott 1972).

Corruption occurs only where a personal benefit is expected, material or immaterial,
typically in the form of wealth, political power and social status. Where benefits from misuse
flow to tribes, ethnic groups or political parties, actions are corrupt when they increase the
status and political power of the corrupt official. A personal benefit may be indirect when, for
example, an action enhances the welfare of the family or clique with whom the actor
identifies.

Without an expected gain there is no corruption. Police officers determined to ‘put a bad

s

guy away’ and perjure themselves ‘in order that legal standards of proof are “met” may not
be acting corruptly, although their behaviour undermines ‘processes that are intended to
reflect as well as preserve the values of a liberal democratic society’ (Kleinig and Heffernan
2004: 12).” On the other hand, an action may be corrupt even if no gain accrues: an insider
deal that goes awry may still be corrupt.

Problems begin with the question of what constitutes a public office. A narrow interpret-
ation associates a public office exclusively with the Weberian state, the separation of public
and private realms and the existence of a modern bureaucracy. If this road is taken, no corrup-
tion occurs in pre-modern as well as modern states that lack these attributes; personalist
regimes like that of Mobutu’s Zaire are prime examples where this narrow view excludes the
existence of corruption. A wider interpretation of what constitutes a public office on the
other hand embraces all public power holders, or, to follow Brooks, all those able to violate
public duties. In what follows, this latter view is adopted, a view that has the advantage of
corresponding to widespread usage — even in failing states where formal public office rules
have largely broken down, talk about corruption is very much in evidence.®

Moreover, the wider net catches important holders of public power who are not function-
aries of the state, in particular the voters. Indeed, the corruption of those holding political
power often corresponds to the corruption of voters who support corrupt politicians and

33



Oskar Kurer

benefit from their largesse. Dobel is one of the modern writers who employ the concept in
this expanded way: corruption ‘means the betrayal of public trust for individual or group
gain’ that may undermine ‘the efficacy of the basic political structures of the society and the
emergence of systematic corruption in all aspects of political life’ (1978: 958).

On the whole, the public office standard has weathered the criticisms levelled against it
fairly well, but only at the cost of being exceedingly vague.

Standards of misuse

Standing in the way of an operationable concept is the reference to ‘misuse’ or its equivalents,
Brooks’ ‘duty to the state’ (1909: 4), Banfield’s betrayal of trust (1975: 587) or Nye’s standard
of ‘rules against the exercise of private-regarding influence’ (2002: 284). How can these
notions be transformed into workable demarcation criteria?

Scott had suggested three approaches: legal norms, public interest and public opinion
(1972: 3). All these definitions have been severely criticised. According to the legalistic defin-
ition, misuse occurs if an action is ‘prohibited by laws established by the government’
(Gardiner 1993: 115). The advantage of this type of definition is its high score on the
operationability count: what constitutes breaking formal rules and regulations is relatively
easily established and, in principle at least, observable.

One of the obvious problems of the definition is that rules differ in different periods and
locations. It then becomes unclear what rules are going to be applied. More importantly, acts
not illegal are not corrupt. Influence-peddling is not corrupt if not explicitly outlawed, and
legalising nepotism and bribery can largely free a country from corruption. The boundaries
to corruption are drawn too narrowly; certain legal actions have to fall within the bounds of
corruption.

One way of escaping the problem of the narrow scope of legalistic definitions is to equate
misuse with violations of the public interest: corrupt actions do ‘damage to the public and its
interests’ (Friedrich 1966: 74). Influencing administrative and political decisions and using
government resources for the benefit of the ruling class and their followers can now enter the
domain of corruption, even if these acts are legal. For some writers this becomes the heart of
the issue of corruption: ‘Most commonly, political corruption involves substituting rule in
the interests of an individual or group for those publicly endorsed practices which effect an
ordered resolution to conflicting individual or group interest’ (Philp 1997: 458).

The approach does suffer from a number of disadvantages. To begin with, it prejudges the
result of corruption; corrupt acts are socially detrimental by definition (Caiden and Caiden
1977: 302). The debate on the consequence of corruption is reduced to the precise nature of
the social damage that ensues. There is a more important objection, however. The definition
‘would require an unambiguous definition of the public interest’ and thus constitutes an
attempt ‘to resolve an essentially normative or ideological question by definition’ (Scott 1972:
3). For a long time, the objection has been considered decisive.

In recent years the public-interest definition has been resurrected, albeit in the slightly
different guise of corruption in a democracy. Corruption, it is argued, ‘is best understood in
terms of transactions that subvert the impersonal processes of democracy’ (Kleinig and
Heffernan 2004: 9); or, in a somewhat different version, ‘one of the most sinister forms of
political corruption in a democracy is when the “democratic transcript” is betrayed: that is,
when members of the political class act in such a way as to prevent or circumvent the exercise
of accountability’ (Heywood 1997: 423). The public interest is identified with an ideal form
of democracy where corruption damages this ‘democratic transcript’.
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Warren takes the argument one step further. In his 2004 paper he is careful to propose a
‘concept’ and not a ‘definition’. Nevertheless, the highly innovative concept can be read as a
proposal for a definition. Warren accepts that all concepts of corruption operate within the
framework of misuse of ‘common’ power (2004: 332) and goes on to identify misuse with
violations of the principle that ‘every individual potentially atfected by a decision should have
an equal opportunity to influence the decision’ (2004: 332). Corruption is always a form of
duplicitous and harmful exclusion of those who have a claim to inclusion in collective
decisions and actions. Corruption involves a specific kind of unjustifiable disempowerment
(Warren 2004: 329). He then concludes that ‘through the democratic norm of empowered
inclusion, we can identify the harms to democracy quite precisely, domain by domain’ in
government administration, judiciary, legislatures, media, civil society associations and
markets (Warren 2004: 340).

Even if Warren’s general specifications of the public interest in democratic government —
mainly the ‘norms of openness, publicity, and inclusion’ (1994: 330) — did correspond to
widely accepted norms of democratic government, the weakness of public interest perspect-
ives remains. Who decides on the norms of ‘empowered inclusion’ if discourses fail to produce
a consensus on ‘duplicitous exclusion’ in the various domains ranging from ‘unfair trading
practices’ to ‘open information for investors’ and ‘fair terms of exchange’? Where does
constituency service end and vote buying start? The old argument against public interest
definitions lost nothing of its force; they resolve essentially normative questions by
definition.”

This leaves the public opinion standard as a basis to establish misuse, the standard often
disparaged as the least promising of the three. Here the public is asked whether it considers an
act corrupt, and the public’s judgement is used as the definitional criterion (Scott 1972: 4).
Scott rejected the application of the definition out of hand because ‘we would undoubtedly
find opinion divided or ambiguous in many instances’. Which view ought then to be adopted?
The choice would be arbitrary (Scott 1972: 4). This position was reinforced by cultural
relativism asserting that many practices considered corrupt in the West were deemed socially
acceptable in Third World countries where they stood for ‘a continuation of traditional
gift-giving practices’ (Scott 1972: 10). These assumptions effectively preclude an agreement
on misuse.

Over time, the unsatisfactory state has spawned a large number of alternative definitions.
One of the earlier attempts, the ‘market-centred definitions’ was mainly devised to analyse
the causes and consequences of corruption with the help of economic analysis. As definition
it failed because it presupposed a given and defined set of corrupt actions.'” Nor are matters
improved when corruption is defined as ‘rent-seeking’ since this shirks the question when
rent-seeking transcends the boundary to corruption. To take a principal-agent framework
does not clarify matters either, because it fails to specity ‘when the principal’s interest is sacri-
ficed for that of the agent’ (Alam 1989: 442). All these attempts ultimately confuse successful
methods of analysis with a definition. Other endeavours do specify misuse but achieve no
more clarity. Werlin, for example, advances notions like the ‘the subversion of statesmanship
by partisanship’ or ‘of governance by greed’ (2002: 341). Little has been gained by these
efforts.

Problems mount when political influence is considered.! Most people find it hard to draw
the line where influence becomes corrupt. What complicates matters, for example in the case
of party or campaign contributions, is the uncertainty whether undue influence actually
occurs or not. Indeed, some actions are denounced by public opinion and are forbidden by
public office rules even if influence remains unproven. They are condemned only because
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they ‘appear’ to be corrupt.'” In these cases, the definition of corruption acquires a new twist;
misuse is now equated to suspected misuse of a public function. The age-old question
reappears: when does a gift become a bribe? With suspected misuse the boundary between
corrupt and non-corrupt actions becomes even more elusive.

When all these problems are considered, the definition of corruption based on the misuse
of a public function seems to be in a truly parlous state. It appears inoperationable and thus
beyond measurement.

The public opinion standard

Whereas the theoretical literature dismissed the public opinion approach unceremoniously,
those engaged in measuring corruption adopted it without much hesitation. Most interna-
tional comparisons are based on subjective impressions. At least the authors of the compar-
isons and their users must believe that there is sufficient common understanding of what
constitutes corruption in the public sector to warrant the adoption of this procedure.”

This common understanding has to exist locally and globally. The theoretical literature
generally assumed there was neither."* Particularly the adherents of cultural relativity
perceived an unbridgeable gap in attitudes among cultures, although this notion was so
weakly corroborated that it amounted to little more than an article of belief.”

A turther confusion arose from Heidenheimer’s useful distinction between ‘white’, ‘grey’
and ‘black’ corruption. A majority of the population condemns ‘black corruption’ and advoc-
ates punishment. ‘Grey corruption’ on the other hand indicates ambiguity about punishment
and in the case of white corruption people would ‘not vigorously support an attempt to
punish a form of corruption that they regarded as tolerable’ (Heidenheimer 2002b: 153).
Thus the ambiguity concerns punishment, not whether an act is corrupt or not. We might
believe an action to be wrong but still ‘not vigorously support an attempt to punish’
it. Heidenheimer’s categories point to the area where cultural relativity may well play a
significant role, in the assessment of the overall severity of a transgression in view of the
circumstances of the case, including value conflicts that play out differently in different
cultural environments. Yet his classification does not preclude that people have a fairly distinct
view on what constitutes corruption.'®

What is the empirical evidence for a common understanding of corrupt practices within
countries and among countries? Considering the importance of this question one would
expect a barrage of surveys directed at it. This is not so; only the few studies that are reviewed
in this section deal with the question in a systematic way.

Of particular interest is evidence from countries with an extensive tradition of gift-giving
where corruption is endemic. Both a tradition of gift-giving and the presence of endemic
corruption are supposed to hinder the establishment of public office norms or erode them
where they have existed. For the same reasons, studies of groups exposed to endemic corrup-
tion are a crucial test of the thesis of the wide gap in attitudes.

One institution where these hypotheses predict an erosion of public office norms is the
Russian police force. A survey among active police officers and trainees indicates that this
erosion does not necessarily take place. Only ‘speeding off duty and showing the badge to get
oft” was believed to be morally acceptable by a majority of respondents (Beck and Lee 2002:
360). Next in the league of acceptability was ‘getting a spouse’s driving licence back without
a fine’ after a speeding offence; it was found to be acceptable by nearly half of those surveyed.
A third of those surveyed thought using contacts to get an acquaintance released from charges
of drunken fighting and accepting a free computer after awarding a police tender were
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morally acceptable. All other activities included in the study — outright bribery, taking money
from prostitutes and dealers, protecting a colleague caught selling bootleg vodka — were
regarded as corrupt by a vast majority (Beck and Lee 2002: 360). The authors conclude:
‘Overtly criminal scenarios are morally approved by only a small minority of police officers
and trainees’ (Beck and Lee 2002: 370). This remained true ‘despite their indisputable low
wages’ that might have made illegitimate activities morally acceptability (Beck and Lee 2002:
364). The disapproval of practices usually considered corrupt remained high even in an insti-
tution where corruption is endemic.

A Hungarian pilot study provides perhaps the oldest general population survey dealing
with attitudes to corruption. It indicated that in an environment of endemic corruption the
demarcation of corruption still conformed to what would have been expected elsewhere
(Hungarian Gallup Institute 1999). Still, Hungary is a Western country, and the survey was
far from representative.

More significant is a population survey of attitudes in Kathmandu. It asks respondents to
classify actions that included bribing administrative officers to speed up processes or waive
procedures; enticing tax officials to reduce the amount of tax paid; inducing police officers to
abstain from issuing a ticket; bribery in government procurement; and, finally, nepotism in
public employment and procurement. All these actions were deemed unacceptable. On a
scale from one (very acceptable) to five (very unacceptable), ‘government employee awards a
government construction contract to a friend’s business because he is a friend” was the most
acceptable action with a mean score of 3.83 (Truex 2010: 1136). Considering that nine out of’
thirteen actions received a score greater than 4, there is no indication of the postulated wide
gap in attitudes.

Similar findings are provided by a survey in Kazakhstan. Money requested by doctors and
nurses in hospitals to ensure proper care (in addition to the official payments), a gift by a
student to a university professor in order to influence his grade, a company giving money to
a government official to avoid waiting in a long queue or to avoid paying taxes, a gift to a
judge at the beginning of a court case and a payment to a policeman to avoid a fine were all
considered by a majority of the respondents as definitely corrupt (World Bank 2002: 69).
These assessments were shared by all the different groups of respondents — households, enter-
prises and public officials.

Further evidence of opinions comes from the World Values Survey (2011)."” It asks
respondents to rank the statement ‘someone accepting a bribe in the course of their duties’ on
a scale ranging from never justifiable (1) to always justifiable (10). In fifty of the fifty-five
countries, the majority of the population found bribery was never justifiable. As is to be
expected, the variation in the percentage of those who think bribery is never justifiable
is large, ranging from Jordan (95.3 per cent) to Thailand (28.3 per cent).”® Nevertheless,
this high level of condemnation emerging from raw data is a ringing endorsement of the
universality of a practice at the core of corruption.

The most comprehensive evidence supporting the view of the existence of a common
understanding of corrupt practices comes from the Afrobarometer survey covering eighteen
sub-Saharan countries. It not only shows that bureaucratic corruption, the petty extortion
by government officials, is strongly condemned, but that nepotism is equally strongly
disapproved of by majorities in each country, often large ones. Perhaps most surprising is
the solid condemnation of clientelistic practices by a large majority of the population
(Afrobarometer Network 2006: 13; see Table 2.1).

This evidence indicates that endemic corruption does not necessarily acquire normative
force. It is not the case that once corruption ‘becomes sufficiently widespread as to constitute
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Table 2.1 Defining corruption

For each of the following, please indicate whether Not Wrong but Wrong and Don’t
you think the act is not wrong at all, wrong but wrong understandable punishable know
understandable, or wrong and punishable. atall

A public official decides to locate a development 13% 24% 61% 2%
project in an area where his friends and supporters

lived

A government official gives a job to someone from 5% 18% 75% 2%

his family who does not have adequate qualifications

A government official demands a favour or an addi- 5% 16% 77% 2%
tional payment for some service that is part of his job

Source: Afrobarometer Network, 2006. ‘Citizens and the State in Africa’. New Results from
Afrobarometer Round 3, Table 5.1.

a normal rather than an exceptional mode of behaviour, it ceases to exist’ (Caiden and Caiden
1977: 302). The proposition, apart from being theoretically dubious, is also empirically
unsound."”

The empirical evidence, patchy as it is, strongly suggests a common understanding of
corruption: actions or practices are identified as corrupt even in environments where cultural
relativity theory predicts them to be morally acceptable. This common ground might still
leave large areas of disagreements and may throw up unexpected results. Thus an observer
concluded from a survey of the Chinese literature on corruption that ‘a core of consensus
converges on corruption’s basic attributes’ which ‘corresponds mainly to the “universal”
features of corruption emphasized in the English language literature’ (Sun 2001: 263).
However, a number of practices were considered corrupt in China and not in the West (Sun
2001: 248).*

Common understanding of corruption

How can this common understanding of corrupt practices be explained? It will hardly result
from long chains of deductive reasoning starting with the public interest such as ideal forms
of democracies from which corrupt particular practices are derived.

The evolution of the concept of corruption provides some hints. Noonan traces it to
the Middle East, where in Mesopotamia and Egypt ‘from the fifteenth century B.C. on,
there has been a conception that could be rendered in English as “bribe”, or a gift that
perverts judgment’ (1984: 13—14). Bribery and corruption, he shows, are notions that have
been with us since antiquity and have been debated in state (for example, Rome) and
(Catholic) church ever since. Noonan also demonstrates the close link of its evolution to
the role of the judge, a role demanding impartial judgement that is constantly threatened
by conventional gift-giving practices, concessions to personal proximity and personal
advantage (Kurer 2005: 229). This role and the associated principle of impartial action are
understood everywhere as an element of the special duty of public functions, even in undif-
ferentiated societies (Kurer 2005: 229). Corruption as misuse of a public function is
universally understood because of the universality of principle of impartiality embodied in
public office roles.

This leads back to question of how to circumscribe misuse and brings us to the last defin-
ition of this chapter. Misuse involves violations of norms of impartiality. If politics is seen as
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‘who gets what, when, and how’ (Lasswell 1936), corruption can then be viewed in distributive
terms, as violations of norms governing the distribution of rights and duties. To put it
differently, political functionaries might discriminate in the allocation of rights and duties in
ways that violate distributive norms. A definition of corruption as unfair discrimination
emerges: public functionaries violating non-discrimination norms governing the allocation
of rights and resources including, of course, access to the political process (Kurer 2005:
230).

The form such norms take will vary from society to society. That the sale of tax-farms in
eighteenth century France was not considered corrupt does not speak against such a defini-
tion, and it is obviously a valid project to look for forms of corruption specific to democracies.
However, over these obvious differences the similarities in the interpretation of misuse ought
not be forgotten: the misuse of public funds, peddling political and administrative influence
and engaging in nepotism by favouring those socially close and discriminating against those
more able.”! These topics have been debated for centuries in a wide range of countries, and
with this much common ground it is not surprising that comparable social circumstances
throw up similar views of corrupt practices, similarities that are sufficient to generate valid
international comparisons of corruption.

Conclusion

Corruption, at its most general, is a deviation from a standard — physical, personal, social,
political, cultural. Unsurprisingly, many standards have been defined whose violations were
said to constitute corruption and undoubtedly more will be identified in the future.

The choice of the scope of a definition is necessarily pragmatic. The focus of the chapter
has been on the misuse of a public function or the violation of a public duty. Extending the
scope of corruption to the private sector reduces the chance of an agreement on the bound-
aries of corruption even more as the difficulties of determining its attributes mount. The
concentration on the public sector is warranted furthermore because the public has a greater
interest in public than private corruption.

How to define a misuse? There are only two plausible candidates, the public-interest and
public-opinion standards. The public-interest approach suffers from the difficulty how to
define the standard whose deviation constitutes misuse; operationability presupposes an
agreement on the ‘public interest’, something which is unlikely to be forthcoming. The
public-opinion standard on the other hand presumes some common understanding of corrupt
practices. Contrary to what has been expected, there is a substantial body of evidence that
such a common understanding exists.

This common understanding provides sufficient ground for meaningful international
measures. It is based on violations of equity norms guiding the distribution of rights and
duties of public functionaries and their subjects and it has a long history. The impartiality
demanded of a judge is the archetypical example of such a norm, but misappropriation of’
resources, inappropriate influence on government decisions or nepotism have all traditionally
been topics in the political discourse on the misuse of political power. In view of this shared
tradition the common understanding of the concept of political corruption as misuse of public
functions and of a substantive set of practices is hardly surprising.
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Notes

To use Schumpeter’s terminology (1976: 250).

The issue will be taken up when public-interest definitions are evaluated.

Largely because of its use by the World Bank.

This is not to say that the public may not suffer from private-to-private corruption. If a private

hospital employee is induced by a bribe to buy medication without active ingredients, patients

suffer. At the same time, where market forces operate, the owner of the hospital has a strong
incentive to correct the abuse even without public intervention.
5 At least according to action theory that distinguishes ‘action’ from ‘behaviour’. The latter includes
reflexive actions, or more generally behaviour not involving intentions.
6 A point made, for example, by Nye (2002).
7 1If the actors expect neither direct nor indirect gains, e.g., enhanced status, bonuses, or earlier
promotion because of higher clear-up rates.
8 The agreement on a broad view of who performs a public function does obviously not imply an agree-
ment on what constitutes corruption. Whether such an agreement exists is discussed later in the chapter.
9 The criticism does not deny, of course, that such proposals are important contributions to this
process of contestation or norm creation.

10 As has been pointed out long ago by Heidenheimer in the precursor volumes to Heidenheimer and
Johnston (2002).

11 What in a democratic context Thompson confusingly called ‘institutional corruption’, the illegit-
imate influence violating institutional norms that protect the democratic process (1995: 167).

12 For a discussion of this issue see Warren (2006).

13 Objective measures such as the exposure to extortion suffer from the same problem, in so far as the
practices in the survey must be considered corrupt everywhere.

14 See, for example, Gardiner (1993: 32).

15 It was not uncommon to ask those who were involved in dubious practices to assess the morality of
their action (Kurer 2005: 227-9).

16 As has been argued by Gardiner (1993: 33). On confounding the perception of corruption and
corruption tolerance, see Chang and Kerr (2009: 5).

17 World Values Survey, Third Round, Question 201.

18 Rwanda (49.2 per cent), Zambia (40.3 per cent), Serbia (38.7 per cent), Malaysia (35.5 per cent),
Thailand (28.3 per cent). When the stringency of the condemnation of the rejection is relaxed and
the first three data points are added (1 to 3), only Serbia falls below 50 per cent.

19 There is no law of nature why endemic practices ought to be normatively sanctioned.

20 According to Sun, the notion of corruption ‘extends to private behaviour of public officials, i.e.
behaviour that violates moral conventions of society” as well as to harming society’s interests even
if, as in case of bureaucratic negligence, it does not lead to a private gain (2001: 248).

21 Considering, for example, the literature on ‘dissipation’ or, less Eurocentric, the norms regulating

the spending of African tribal chiefs (Schapera 1956: 102).
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THE MEANING OF CORRUPTION
IN DEMOCRACIES

Mark E. Warren

While not the worst of political pathologies, corruption is the one most likely to be found in
democracies. Corruption is not as dangerous as war, nor as urgent as terrorism. Some have
even argued that the little bit of corruption that comes with democracies makes them work
better — by lowering transaction costs, reducing the inefficiencies of cumbersome rules and
generally making things happen (Anechiarico and Jacobs 1996; see also Huntington 1968;
Leys 1965). But, more recently, a strong consensus has emerged that political corruption is
neither a benefit to democracy nor an insignificant irritant: it corrodes the norms, processes
and mechanisms of democracy itself (deLeon 1993; della Porta and Vannucci 1999; Elster
1989: 263-72; Johnston 2005; Lessig 2011; Mungiu-Pippidi 2006; Rose-Ackerman 1999;
Rothstein 2005; Thompson 1995; Warren 2004, 2006). By most measures, the world’s demo-
cracies are the least corrupt regimes. But when democracies go bad, corruption (rather than
oppression, violence, tyranny or related pathologies) is likely to be high on the list of prob-
lems, and citizens are likely to place corruption as high among their reasons for disaffection.

This chapter focuses on the question of what corruption means in a democracy. My aim is
to map the conceptual and normative landscape that connects ‘corruption’ and ‘democracy’.
Within democratic political systems, I shall suggest, these are intrinsically connected concepts.
What defines a practice, action, exchange or institution as ‘corrupt’ is a corrosion of some
feature that enables ‘democracy’. The institutions and practices that comprise ‘democracy’ set
the standards in terms of which a practice, action, exchange or institution is defined as
‘corrupt’. Or, put in still other terms, ‘democracy’ and ‘corruption’ are endogenous concepts:
to identify ‘corrupt’ actions, practices or institutions is also to identify ways in which the
actions, practices or institutions that comprise ‘democracy’ are failing — though, of course,
corruption comprises only one set of ways in which democracy can fail.

I develop this understanding of corruption through two kinds of argument. The first is
normative: ‘democracy’ is comprised of institutions and practices that enable inclusion, such
that those who are potentially affected by collective decisions and actions have some influence
over them. From the perspective of this democracy-defining norm, political corruption
counts as a form of exclusion: corrupt actions, practices or institutions undermine the means
through which inclusions are enabled, by breaking principal-agent relations between
constituents and representatives, for example. In addition, democracies are highly susceptible
to corruption just because their institutions are legitimatised by high standards of inclusion.
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Where democracies are consolidated, the standards intrinsic to democracy — standards that
enable inclusion, such as equal opportunities for influence, publicity and impartiality — are
widely shared and publicly affirmed, even (and often especially) by those engaged in corrupt
practices. In contrast to particularistic, patronage-based or other non-democratic regimes,
corruption is unjustifiable within the terms of the political culture and so, typically, involves
duplicity. I shall thus conceive of corruption in a democracy as duplicitous exclusion — a
conceptualisation that emphasises the close normative relationship between democracy and
corruption.

The second argument is structural: modern democracies are comprised of highly differen-
tiated systems of institutions and practices. All democracies accomplish the work of collective
decision and action through differentiated mixes of executive agencies, legislatures, judi-
ciaries, open public sphere discourse, civil-society organisations and market-oriented firms
and enterprises. Each actualises ‘inclusion’ in ways that are distinctive to the domain: public
trust, responsive representation, impartial adjudication, mutual persuasion, generalised trust
and reciprocity and voluntary exchange. For this reason, corruption in a democracy is also
domain differentiated: the exclusions it entails follow normative patterns that are distinctive
to each domain, meaning that while ‘corruption’ can be defined as having a single normative
core, its practical (and empirically situated) meanings will depend upon domain-specific
institutions and practices of inclusion. Although the broad normative meaning of corruption
in a democracy is duplicitous exclusion, there is no one ‘problem’ of corruption in a
democracy: each domain requires a conceptualisation appropriate to the kind of corruption
to which it is susceptible.

I develop these points as follows. In the first section, I offer some broad observations on
the kinds of damage corruption effects in democracies. In the second, I suggest why our
received conception of political corruption — the abuse of public office for private gain — inad-
equately captures the relationship between democracy and corruption. Third, I develop the
concept of corruption in a democracy as duplicitous exclusion. Finally, I distinguish the
domain-specific meanings of corruption within the differentiated institutions and spheres
found in every functioning democracy.

Corrupting democracy

Consider an apparent paradox: corruption professionals count the developed democracies as
among the cleanest in the world. But the publics in these countries often think otherwise. Of
the cleanest thirty or so countries listed in the 2012 Corruption Perception Index, almost all
are consolidated democracies located in Europe and North America (Transparency
International 2012). Citizens in these countries will rarely if ever encounter a corrupt demand
or transaction. In contrast, in those countries that populate the lower half of the list, corrup-
tion directly affects the everyday lives of citizens in ways both material and moral.

But ask Americans (or to a lesser extent, Canadians or Swedes) whether politics in their
countries are ‘corrupt’, and chances are that the answer will be ‘yes’. If we were to go on
public opinion alone, we might judge these relatively clean democracies as among the most
corrupt in the world (European Commission 2012: 106—8). US public-opinion surveys show
that much of the public — often a majority — regards ‘politics’ and ‘most politicians’ as ‘corrupt’.
In 2008, 51 per cent responding to an American National Election Studies survey believed
that ‘quite a few’ politicians are ‘crooked’ (American National Election Studies 2010).

Political scientists often view such findings as evidence of disaffection from politics gener-
ally, rather than any particular pathology that could be addressed through institutional
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change, reform, transparency or other fixes. It is probably the case that clear, archetypal
corruption of the kind represented by Rod Blagojevich (a former governor of Illinois
impeached, removed from office and jailed for ‘pay-to-play’ corruption) and Jack Abramoft
(a Washington lobbyist convicted of bribing US legislators) are probably no longer pervasive
in the consolidated democracies, even though instances will most certainly continue to occur.
But there is another possibility: when the public is saying ‘crookedness’, they are accusing
inclusive (democratic) institutions of functioning exclusively, in the sense that powerful
interests are too often able to bend the powers of government in ways that benefit a few and
harm the many (Lessig 2011). There is another nuance in popular opinion as well that bears
notice: the public pays close attention to the character of politicians, often even more than to
their platforms. They focus on promises and commitments, steadiness rather than ‘flip-flop-
ping’ and simple talk rather than sophisticated parsing —in a word, trustworthiness. There are
many ways to read these kinds of judgements, but one way would be to say that the public
understands something of the burden that democracy places on credible speech. When people
accuse politicians of being ‘corrupt’, they often mean that they cannot be counted upon to
follow through on what they promise publicly; that they say one thing but their decisions are
responsive not to their constituents but to forms of influence that work in non-public ways
— and which could not be justified were they to become public. So when people say ‘corrup-
tion’, they may be pointing to exclusion of the kind that works though duplicity, in such a way
that the currency of speech that connects votes to policy is corroded. Citizens may have
unschooled views about how these forms of exclusion work, but they know that those who
represent their interests are entitled to be at the table, while they sense that their interests are
crowded out by more powerful interests, even as they are being promised otherwise.

From a normative perspective, these well-known characteristics of public opinion suggest
that democracies are susceptible to corruption because their institutions are legitimatised by
the highest standards of any regime type and arguably the most difficult to engineer into
political institutions. Thus, if democracies have affinities with corruption, this circumstance
is the dark side of their virtues: corruption is a possibility only when polities set standards for
themselves of the kind that can be corroded (Mungiu-Pippidi 2006). From a normative
perspective, democracy means that people are included in those collective matters that affect
them, that they have means to affect collective decisions, that institutions are impartial and
fair with respect to the people affected by them, that decision-making is transparent and that
it is possible for people to find, understand and contribute to the reasoning that justifies them.
Democracies achieve these inclusions by distributing powers broadly to those affected and by
defining the rules under which conflict is conducted. They empower collective actions by
settling public purposes into institutions defined by their service to these purposes. Above all,
democracies are defined by the public nature of collective decisions and actions: decisions
gain their legitimacy from public reasoning, negotiations and bargains. They do so in ways
that even those who lose their battles view political processes as legitimate and believe they
can fight another battle, another day, using the resources that democracies distribute to the
people: the powers to argue and persuade and the powers of the vote. Democracies depend
upon people’s confidence in the rules that regulate conflict and their trust in institutions that,
in the meantime, distribute entitlements and protections fairly and impartially.

‘Corruption’ is not the only way a democracy can fail these standards and resources that
are constitutive of its institutions. But it does name an important set of ways. Corruption
undermines the powers of voting and speaking that people can use to influence collective
decisions — the very powers that define democracy. It removes public contestation into non-
public channels of influence. It redirects the powers and resources of public agencies into
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instruments of partial, particular or private benefit. State powers of regulation are bent to
advantage actors with influence. Corruption creates inefficiencies in deliveries of public
services, not only in the form of a ‘tax’ on public expenditures but by shifting public activities
towards those sectors in which it is possible for those engaged in corrupt exchanges to benefit.
When public officials put prices on routine government transactions and services, then
universal inclusions are transformed into particularistic transactions. Moreover, corruption
undermines the culture of democracy. When people lose confidence that public decisions are
taken for reasons that are publicly available and justifiable, they often become cynical about
public speech and deliberation. People come to expect duplicity in public speech, and the
expectation tarnishes all public officials, whether or not they are corrupt. And when people
are mistrustful of government, they are also cynical about their own capacities to act on
public goods and purposes and will prefer to attend to narrow domains of self-interest they
can control. Corruption in this way diminishes the horizons of collective actions and in so
doing shrinks the domain of democracy.

In a democracy, corruption involves a large variety of damages of these kinds. But we can
also view each of these damages as following from harms to the resources that are constitutive
of democratic institutions. Corruption harms democratic processes by undermining the
democratic powers of speaking and voting, injecting partial treatment into impartial institu-
tions and by eroding confidence in political institutions and trust in public agents. Each
involves exclusions of those with claims to inclusion. Corruption diminishes the impact of
voting by breaking the principal-agent relations essential to democratic representation. It
reduces the public influence of voice and deliberation and corrodes the currencies of prom-
ises. It undermines the distributions of powers available to everyone — voice and votes — in
favour of unequally distributed resources, particularly money but also other means of access
to power and influence. And it undermines the public purposes and capacities of government
to act on behalf of the people. In short, corruption in a democracy is a form of exclusion.
And it is a form based on duplicity: public acknowledgement of the norms that comprise a
democracy combined with non-public circumvention of these norms.

Limits of the ‘public office’ conception of corruption

Despite these now widely recognised harms to democracy, we lack a conception of political
corruption that encompasses them. Our received conception of political corruption — the
abuse of public office for private gain — has been outgrown by contemporary democracies and
the meanings of corruption that have followed in their wake. This conception of political
corruption has two important but limiting features. First, the concept is essentially adminis-
trative: ‘public’ means ‘state’, and ‘state’ tends to mean administrative agencies. This concep-
tual lens reflects the origins of the concept in projects of state-building — in particular,
the professionalising and rationalising bureaucracies into civil services (Friedrich 1989).
The concept places a high premium on precisely defined duties of office since these provide
norms of accountability. Importantly, this conception presumes not just high-capacity
states but also states with standards of public service that can be violated (Mungiu-Pippidi
2006). Second, the concept builds on the insight that institutions can be better than the
individuals who constitute them. James Madison, the first to fully appreciate this point,
understood that the interests of public officials could be aligned with public good by
designing institutions that divide and share decision-making powers, thus providing
officials with the motives and capacities to check and expose conspiracies against the
public interest (Madison et al. 1987, no. 51). Robert Klitgaard’s (1988) elegant formula,
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Corruption = Monopoly + Discretion — Accountability, captures these two insights perfectly,
relating office-based accountability to distribution of powers.

Because of these insights, our received concept of political corruption has been of enormous
practical importance to institutional design within the contexts of high-capacity states.
Importantly, it focuses on the norms and duties of public office, in this way defining standards
to which public officials can be held to account. And the conception has helped us to think
carefully and productively about how to design institutions so that public officials have
incentives to live up to the norms that define their offices.

But the office-based conception of corruption is also an artefact of the problems of admin-
istrative institution builders. We are still administrative institution builders — now perhaps
more than ever. But the office-based conception does little to identify and clarify common
intuitions into the corruption of democratic institutions and practices. The key problem is
that it presupposes the substantive norms that define public offices, thus begging the question
as to how these norms are themselves constituted by political processes. That is, the basic
framework is administrative rather than political, in such a way that questions about the
integrity of political processes are imprecisely framed — democratic political processes in
particular. Stated otherwise, the office-based concept is not political enough. And, not being
political enough, it lacks sensitivity to the kinds of corruption that plague democracies — the
most political of all regime types.

There are at least five reasons the office-based conception of corruption comes up short in
this respect. First, the office-based concept of corruption provides little grip on the norm-
creating processes that are at the heart of democratic politics. It is unique to democracy — in
particular, its deliberative aspects — that political conflict is regulated by the norms of
openness, publicity and inclusion, which issue in public purposes backed by public agencies.
The office-based lens focuses on the institutional results of democratic processes — that is,
administrative agencies with public purposes. However, it is a poor guide to the question of
what it would mean for the processes through which public purposes are created to be
corrupted, in spite of the fact that common sense says that a good share of the corruption
within democracies can be found here, in, for example, regulatory regimes that favour those
interests with access to policy-makers (Johnston 2005, Chapter 4; Lessig 2011).

Second, and closely related, the administrative orientation of our received conception
provides little guidance for the duties of political office (Thompson 1995; Warren 20006).
Administrative officials fulfil their offices by holding a public trust and acting impartially in
the public interest, ideally insulated from political pressures. The role of democratic repres-
entatives is, however, to define the public interest, by responding to political pressures.
Partiality, legislators remind us, is part of their job. So why should we think it corrupt if they
provide access to their constituents and supporters? We will need a concept of political
corruption that is attuned to the kinds of public offices that require political creativity and
responsiveness to citizens, since these offices are the heart of democratic institutions. Such a
concept must make it clear that political corruption has to do with forms of responsiveness
that are exclusive and non-public. Closely related, citizens should not necessarily trust legis-
lators to represent their interests, since trust is misplaced in any context in which there are
conflicting interests. But they should be able to trust the rules and procedures under which
conflict is conducted, such that they have confidence that their opinions register and enter
into compromises and that the reasons for decisions are public for all to see (Thompson 1993,
1995; Warren 2006).

Third, one strength of our received conception is that it is rule based. Because it focuses
on defined public offices, it allows an even-handed application of norms and standards to the
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behaviour of individuals. But this is also its weakness. There are limits to what rules can
encompass, especially when officials’ tasks require creativity, as do many bureaucratic posi-
tions and all political positions. Rule-based approaches to controlling corruption tend towards
rigidity — and, when combined with policing, tend to devalue integrity and professionalism.
At the limit, rule-based approaches can undermine democracy by hamstringing the capacities
of officials to act as responsive, efficient and creative agents of the people (Anechiarico and
Jacobs 1996). Ideally, institutions should reward integrity over rule-following, a quality that
people almost always seek in their elected representatives, not just because they do not trust
any set of rules to generate the intangibles of integrity but also because they know that, in
fact, no amount of oversight can remove the temptations of abuse of power nor reach the
intangibles of public service and responsiveness.

Fourth, and closely related, the office-based conception is a poor conceptual tool for
identifying corrupt institutions and cultures, just because its normative leverage works by
comparing individual conduct to duties of office. In environments in which whole institu-
tional cultures undermine public duties, the office-based conception has less to offer. Some
kinds of institutional incentives are downward-levelling — as in the constant race for campaign
money in the US Congress — such that the norms support corruption, even against the public
(and democratic) purposes of the institution (della Porta and Vannucci 1999; Lessig 2011). For
individual office-holders, these contexts can operate as social traps: individuals who break
with the downward-levelling norms are punished through exclusion from networks, by fail-
ures to raise campaign money sufficient for re-election, and by peers (Rothstein 2005;
Mungiu-Pippidi 2006).

Fifth, our received conception of corruption misses a particular kind of integrity central
to democratic representation. Under our office-based conception, integrity means that an
official’s behaviour reflects the norms of her office. While this approach makes perfect sense
in bureaucratic arenas, it is less meaningful in the more political arenas, where expectations
for representation are less settled and understood. It is clear, however, that the integrity of
democratic representation is established, in large part, through promises: a representative has
integrity when his decisions and actions reflect the speech that justifies them. Duplicitous
speech corrupts the currency of promises and justifications that is the life-blood of demo-
cracy. But while we use this notion of corruption in public conversation, it is not encom-
passed by our received conception.

Democratic norms: political corruption as duplicitous exclusion

We need a conception of political corruption that draws it closer to the problems of demo-
cracy. I suggest that we do so by asking a simple question: what does it mean to corrupt a
democratic process? To answer, we will need to identify the basic good, or norm, that is
subject to corruption. Democratic theorists increasingly converge on the norm that every
individual potentially affected by a collective decision should have an opportunity to affect
the decision, proportionally to his or her stake in the outcome. We can, of course, refine this
norm for differing institutions, issues, levels of aggregation and the like. The point here,
however, is a simple one: political corruption undermines democracy because it amounts to
excluding people from decisions that affect them. The very logic of corruption involves
exclusion: the corrupt use their control over resources to achieve gains at the expense of
those excluded. They do so by working around, under or against the institutions that achieve
inclusions.
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Although every form of corruption of democracy involves exclusion, not every form of
exclusion is corrupt. A regime may be exclusive, and the exclusions may produce the most
despicable evils. And where an exclusive elite simply holds to different norms than the broader
public, however odious, we would not usually say that they are ‘corrupt’. They have not
departed from, violated or undermined public norms, for to speak in this way is to assume
that they recognise these norms. As Mungiu-Pippidi (2006) incisively notes, corruption
comes with democracy, particularly its early stages, in part because of spreading norms of
universal inclusion. Corruption in a democracy is not about normative disagreement fought
out in public but rather a corrosion of public norms of inclusion that define a regime as a
democracy.

Another distinctive characteristic of corruption in democracies follows: corruption
involves hypocrisy. For an elite (or group or individual) to be corrupt in the democratic sense,
it must both profess and violate the democratic norm of inclusion. Thus, in a democracy,
corrupt exclusion is distinguished by duplicity, a characteristic that implies not just the
possibility of condemnation but also the possibility of immanent critique: the corrupt can be
called to account by their own standards. Corruption of democracy is about influences that
work out of the public eye and function to exclude those who have rightful claims to inclu-
sion — claims that are constitutive of a regime as a democracy. The very covertness of corrup-
tion pays tribute to the violated norms.

Finally, political corruption normally benefits those included within a relationship and
harms those who are excluded. While the gains of corruption are often easily identifiable,
harms to specific goods are often more difficult to detect: environments are marginally
degraded, governments are less efficient, their officials less competent, buildings somewhat
less safe, consumer products a bit more expensive and opportunities less equal. But the harms
to democratic processes are more straightforward: it is the fact of exclusion and the duplicity
of justification that corrupts democracy, whether or not specific harms can be identified.
What is corrupted are the political processes and institutions that would, ideally, expose and
limit potential harms by including those affected in the decisions that affect them.

In sum, corruption of democracy is a violation of the norm of empowered inclusion of all
affected. More precisely: (1) Corruption involves unjustifiable exclusion, measured against
public norms that define a regime as ‘democratic’. In addition, two other conditions are
necessary. (2) A duplicity condition with regard to the norm of inclusion: the excluded have
a claim to inclusion that is both recognised and violated by the corrupt. (3) A benefit/harm
condition with regard to the consequences of exclusion: the exclusion normally benefits those
included within a relationship and harms at least some of those excluded. Together, (1), (2)
and (3) define the form of corruption that is specific to democracy.

Domain differentiated meanings of political corruption

While these normative features of corruption as duplicitous exclusion are relatively simple, a
systematic application of the concept is more complex. Even idealised and simplified
contemporary ‘democracies’ are not reducible to one institution or even a few. Elections, for
example, can coexist with patron—client relations to solidify soft forms of authoritarianism.
Democratic inclusions are effected though complex institutional and social ecologies that
include constitutional states (differentiated into legislative, administrative and judicial func-
tions); robust public spheres of opinion formation from which collective decisions and actions
draw their legitimacy; civil societies that cultivate citizen capacities and form alternative
venues of collective action; and market economies, which are correlated with, but
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Table 3.1 Differentiating domains and kinds of corruption

Domains of  Executive  Judicial Legislative Public sphere  Civil society — Markets
inclusion
Norms of  Public Equal Responsive Mutual Generalised  Fair and
inclusion  trust standing and representation  persuasion  trust and voluntary
by domain protection; reciprocity exchange
impartiality under
conditions of
full
information
Kinds of ~ Abuse of  Rights, truth Responsiveness Duplicity, Particularised Rent-secking
corruption public and fairness- to money or deception,  trust enabled by
office for  seeking power in ways  dissimulation leveraged market and
private processes that could not for group information
gain undermined be publicly gains constraints
by power or justified
money
Damage to Loss of Eroded Failed Failed public Loss of social Unfair
democratic collective  rights representation  deliberation  capital distribution;
inclusions  agency distorted or
dampened
investment

ambivalently related to, democratic institutions. Each domain potentially contributes to
democracy, and each has modes of corruption associated with its democratic potentials.

To understand how corruption as duplicitous exclusion might apply to varied institutions,
then, we would need to ask what is the mode of inclusion — that is, the democratic function
— of the institution that might be harmed by corruption? We can then relate corruption to
democracy through the modes of harm specific to each institution. What would it mean to
corrupt each function? Table 3.1 summarises some answers.

Executive agencies

The office-based conception of corruption is most at home in executive agencies. From the
perspective of democracy, the executive branch of the state is not the only location of
collective agency, but it is often the ultimate location, owing to the state’s monopoly over
legitimate means of coercion. In a democracy, a people’s confidence in its executive is a
confidence that it can act in response to collective problems. Thus, ideally, the mode of inclu-
sion in executive functions is based on a public trust — a trust that officials will abide by the
goals and rules that have been legitimately decided within the more political of domains
(Warren 2006). The notion that corruption involves violating a public trust (as in the office-
based conception) is thus most applicable to executive offices and functions. What is corrupted
is government as the trustee and executor of collective purposes. Democracy is undermined
when people lack a collective agent they can trust to execute collective decisions. There are
also indirect harms to democracy: corruption not only leads to inefficient and ineffective
government (della Porta and Vannucci 1999: 256—8; Rose-Ackerman 1999: 9-26), but also
produces an atmosphere that is arbitrary, permeated by differential treatment. Under such
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circumstances, individuals lack the securities necessary for association, pressure, voice and
other modes of citizen participation that underwrite democracy. An atmosphere in which
even everyday acts of democratic participation require heroism can induce or reinforce
passivity and distrust among citizens.

Judiciaries

Democracy depends upon public procedures that have the force of law, combined with the
rights and securities that enable individuals to use these procedures by voting, speaking,
organising and pressuring. The democratic norm of inclusion thus depends upon judicial
institutions that provide actionable civil rights and liberties, equal standing, equal protection,
access to counsel, impartial prosecutors. Democracy also depends upon judicial oversight of
executive-branch police functions. The importance of this kind of judicial system to democ-
racy is not just institutional but also psychological: knowable securities, equally distributed,
are necessary for a confident and active citizenry.

Less noticeable but equally important is that judiciaries are microcosms of talk-based polit-
ical processes — precisely the feature of democratic institutions that makes them superior to
other modes of conflict resolution. As custodians of law, judicial institutions ideally function
to ensure that it is applied with fairness and equity. But because cases are brought where there
are conflicting interests and uncertainty about what constitutes fairness and equity, the norms
of judicial institutions are procedural rather than substantive. Thus, the objects of corruption
in judicial systems are not first-order norms of settled purposes as with executive functions
but rather second-order procedural norms of fairness and impartiality that support deliber-
ative processes. The integrity of the process involves a confidence that, when the truth is
unknown and the demands of fairness and equity ambiguous, argumentation and advocacy
are the best ways of approximating true, fair and equitable outcomes. Thus, it is not the
outcomes (truth, fairness, equity) that are subject to corruption in any immediate sense but
rather the processes through which they are achieved. The process is corrupted, and exclu-
sions effected, when motivations for gain other than those of winning the argument enter the
process — as when jurors are bribed, lawyers have conflicts of interests or judges seek political
or ideological gains. The harm to democracy is that the rule of law becomes less certain,
excluding citizens from the legal rights, protections and securities to which they are entitled.
There are also broader process exclusions: when arguments no longer carry the burden for
determining truth, fairness and equity, judicial decisions become illegitimate, which in turn
corrodes not only the culture of law but also the democratic ideal that conflicts are best settled
by talk structured by procedures that are fair and impartial, open to all affected.

Legislatures

This feature of judicial institutions — their reliance on argument in the face of conflict — also
defines the integrity of democratic legislatures, although without the same process constraints.
The legislative domain is highly political, of course, in the sense that it often works at the
limits of consensus about collective decisions. But, much like the judiciary, its norms of inclu-
sion are second-order — those of process. Citizens are included in this domain through their
votes for representatives in competitive elections, as well as through communications and
deliberations enabled by political associations, letter-writing, demonstrations and other ways
of conveying opinions and interests to representatives. The objects of corruption are, there-
fore, these representative linkages that enable democratic inclusions.
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The most familiar form of corruption of representation is the buying and selling of votes
in elections as well as influence peddling in legislative drafting and voting processes. But these
are not the only objects of corruption. The legitimacy of outcomes depends upon justifica-
tions that result from transparent deliberative processes. Thus, the deliberative dimension of
representation should be more actively inclusive even than voting: even those who lose can
try to persuade their representatives or mobilise debates in the public domain through which
they hope to influence their representative — if not directly through persuasion then indirectly
by changing the minds of those likely to vote in the next election.

The more elusive dimensions of legislative corruption, then, have to do with inclusion in
deliberation — elusive because, in contrast to the bureaucrat’s performance-based duties of
office, a representative’s key role is to create agreements in the face of conflicts over goals. So
whatever trust constituents place in them cannot be based on outcomes: no representative can
deliver, not least because even under the best of circumstances outcomes will reflect a mix of
competing interests and voices. Rather, trust in a representative is well placed when the
reasons he gives for a position are, in fact, the reasons that motivate his vote, bargain or
compromise. Citizens should be able to trust that representatives’ decisions are not the result
of undue attentiveness to those who have bought access through their campaign contribu-
tions. In a democracy, policy-making ought to be a public process and, under conditions of
representation, can only be a public process if citizens can have confidence not just that the
deliberative process is inclusive but also that votes are motivated by the reasons that emerge
from the process (Thompson 1995: 126—9; Warren 2006; see also Stark 2000: 230-2).
Legislative norms should therefore reflect not just the integrity of voting but also the integrity
of inclusive deliberation.

The office-based conception of corruption, however, biases solutions towards insulating
representatives from political influence. If we understand corruption as duplicitous exclusion
causes us to ask different questions. How are the influences distributed? Are there any who
have claims for inclusion but who are cut out by the differential access of those who have
more influence? Is the representative responding to money rather than facts and arguments?
Is the representative carrying out deliberations covertly or in public? If negotiations are
sheltered from public scrutiny, as they sometimes must be in cases of especially difficult or
strategic issues, are the resulting compromises and decisions publicly justifiable? These ques-
tions go to the nature of the influences to which a representative responds: are they inclusive
or exclusive? Are legislators dependent upon those with power and money in ways that
produce partial (and therefore exclusive) forms of responsiveness (Lessig 2011)? The
distinctive marks of corruption in the legislative domain are those that contravene inclusive
public deliberation and justification, namely, secrecy in decision-making and duplicity in
speech. ‘Secrecy’ does not have to involve closed doors and secret deals; in complex
pieces of legislation, it can be functional. In the USA, a common tactic is that provisions or
earmarks for special interests are slipped into huge omnibus bills at stages in which they are
unlikely to be noticed. The harms to democracy are direct and extensive: corruption of this
sort severs representative linkages, breaks the relationship between deliberation and decision-
making and undermines the creative elements of democratic conflict resolution (Johnston
2005).

Public spheres

Democracies depend upon deliberative processes, broadly understood, that form the people’s
will in a way that is autonomous from state and market powers so that the people might be
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said to guide collective decisions (Habermas 1996: Chapters 7-8). In a democracy, public
opinion should not just guide, limit and legitimate the state but also stand vigilant over the
accumulated powers of businesses and other organisations.

Whatever influence the public sphere has, it exerts by means of symbolic and discursive
forces: through images, narratives and symbols that portray lives and emotions, through
collective interpretations of facts and through deliberations about right and wrong. These
elements of public discourse enable people to form conceptions of their interests and values
and to connect them to their political actions. For these reasons, inclusion in the public sphere
is necessary for all other democratic forms of inclusion. From a democratic perspective, the
integrity of the public sphere depends upon including all affected by collective matters by
providing individuals and groups with the opportunities and spaces to argue and persuade —
that is, to exert ‘discursive force’. What counts as corruption of public spheres does not, then,
refer to corruption of rightness or truth. Politics is, in part, constituted by disagreements
about what counts as right or true. What matters, rather, are deliberative processes: they have
integrity when people can make claims to rightness and truth, and hope to motivate others
with their claims in ways that are not reducible to the interests of power or money (Habermas
1987). From the perspective of motivations, speech is corrupt not when it is wrong or untrue
but when it is strategically duplicitous — manipulative — intended to deflect, dissimulate,
distract or otherwise obscure the claims of those who speak, in order to secure gains that
could not be justified to those who pay for them or are otherwise affected. A common
example of this kind of corruption would be research vetted by its sponsors but reported as
peer-reviewed — as having been tested through an appropriate deliberative process (Lessig
2011). As this example suggests, institutions that support the public sphere — universities,
research bodies and media organisations — have professional codes of conduct that protect the
integrity of their reporting and results and which can be breached in ways that corrode the
democratic functions of the public sphere.

Civil society

With respect to the domain of civil society, democracy does best where it is constituted by
horizontally structured groups, a certain proportion of which bridge social cleavages (cf.
Putnam 2000: 336—49; Warren 2001: Chapter 7). ‘Civil society’ is the domain of associations
built from common values and shared goals that provide individuals with means for represent-
ation and voice, with alternatives to state-centred collective action and resources for resistance
and counter-hegemony. Civil society lends its force to democracy, on average, when its asso-
ciational structure is built out of generalised trust and reciprocity (Warren 2001; Uslaner
2008). But civil societies that build on ‘particularized trust’ — trust that extends only to
members of families, clans and known individuals — tends to undermine democracy, just
because it relates exclusive forms of association to control over resources of money and power.
Masonic lodges in Italy, one of the exclusive social venues that supported Italian political
corruption, exemplified these conditions (della Porta and Vannucci 1999: 165-70). These rela-
tionships will tend to corrupt democracy when the overall weight of particularised trust and
reciprocity cause people to form purely exclusive social attachments without more general
attachments to compensate. This meaning of corruption comes close to that often found in
ancient political theory: Thucydides and Aristotle, for example, held that in a corrupt society

each part pretends to be the whole; each interest to be the common one; each faction
to make its view and voice exclusive. Under such circumstances the common good
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is seen (and so comes to be) a ruse for fools and dreamers while the political arena is
a place where factions, like gladiators, fight to the death.
(Euben 1989: 223)

This ancient conception resonates with contemporary literatures that find, variously, that
societies high in generalised trust have low levels of official corruption (Uslaner 2008), that
mistrustful and anomic societies provide conditions for official corruption (Banfield 1958;
Rose-Ackerman 2001) and that societies high in social capital are more democratic in their
governance (Putnam 1993, 2000; Lin 2001). The harms to democracy of a corrupt civil
soclety are extensive, including loss of capacity for non-state collective action, loss of capacity
for disciplining and guiding the state and loss of generative capacities of democracy in favour
of a zero-sum game between competing and mutually suspicious groups.

Markets

Last but not least, in the developed democracies corruption has a distinctive meaning in rela-
tion to market capitalism. To the extent that a democracy ‘chooses’ to organise collective
actions through markets, it also assumes that economic ‘inclusion’ should operate through
voluntary exchange within the context of full information. ‘Corruption’ in this domain
amounts to exclusion through rent-seeking and occurs when actors use the powers of the state
to limit or monopolise exchange or to alter the workings of markets in their favour. This
sense of corruption is endemic to the differentiation between economic and political power
that defines liberal democracy since it creates incentives for wealthy actors to buy the resources
they do not control: the assent, protection and assistance of government (Scott 1972: 28-34;
Rose-Ackerman 1999). Powerful actors are motivated to penetrate government wherever
possible, if not to gain privileged access to government contracts, then —and more commonly
in the developed democracies — to affect the rules of competition in ways favourable to them
(Johnston 2005: Chapter 4; Lessig 2011). Moreover, when a market exists for their coopera-
tion with economic actors, public officials have incentives for corrupt exclusion: they can use
the rules and regulations they control to create bottlenecks that increase the price of their
services to the wealthy (Johnston 1982: 20-3; deLeon 1993: 28). The harms of market-
induced corruption to democracy are clear and well documented: when rights of influence
and access are for sale, the effective powers of democratic influence are undermined. And
when agents of the state sell their regulatory and monopoly powers, they use the powers
that belong to the people to enhance the powers of economic elites. Not only is the key
collective agent of democracy, the state, corrupted, but so also are the very collective rules,
underwritten by state powers, that enable markets to function.

Conclusion

By developing the conceptual connection between democratic theory and the concept of
corruption, we can make sense of the diffusion of meanings of corruption within today’s
democracies. We can do so in a way that identifies a common normative core — norms of
inclusion and exclusion — while encompassing the diversity of ways in which corruption can
undermine the wide variety of institutions that make democracies work. There is a practical
payoff as well: by detailing the close relationships between democratic institutions and their
corruption, we can also see that addressing corruption should not be — indeed, cannot be —
separated from the project of strengthening democratic institutions and practices.
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THE CONTRADICTIONS OF
CORRUPTION IN NIGERIA

Daniel Jordan Smith

Introduction

Nigeria is a country notorious for corruption. Many economic, political and social problems
are blamed on corruption, by international observers and by Nigerians themselves. But
despite the almost universal perception that it is a problem, Nigerians’ understandings of what
counts as corruption are sometimes quite different than the common Western views as they
are defined in political science and manifested in donor-supported anti-corruption initiatives.
Further, Nigerians themselves often embrace contradictory views, in some moments seeming
to subscribe to the Western/donor perspective and at other times appearing to mean some-
thing contrary.

Based on ethnographic research in south-eastern Nigeria, this chapter explores how
competing understandings of corruption in Nigeria reveal ongoing transformations in
political culture. Profound changes are occurring in Nigeria in relationships of inequality
and the moral economy that mediates them. Using examples from Nigerians’ everyday lives,
I argue that the apparently contradictory discourses and practices vis-a-vis corruption
are windows onto these dynamics of social change. People are embracing new expectations
about accountability associated with a modern bureaucratic state even as they lament and
struggle to slow the demise of forms of sociality and accountability linked to kinship
and patron-clientism. Ultimately, what Nigerians mean by corruption is explained by its
connections to power, inequality and social relationships. More than simply offering
another society’s definition of corruption, an ethnographic account suggests how under-
standing local experiences of corruption can point us to what really matters for the people
who are affected.

The examples in this chapter come from south-eastern Nigeria — the Igbo-speaking
region. However, the kinds of everyday corruption that I describe are not unique to the Igbo
or to the south-east. Indeed, part of my argument is that corruption and the discourses that it
produces are central to the way that Nigerians — and arguably people in many post-colonial
contexts — experience and understand the relationship between state and society. The contra-
dictions of corruption both mirror and explain people’s growing expectations of and
frustrated aspirations for democracy and development.
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Corruption in context

Throughout the 1990s, the community of Amibo struggled to be connected to Nigeria’s
national electricity grid. Many families in Amibo had wired their houses for electricity over
the prior decade, and the community had contributed money to erect poles to induce the
National Electric Power Authority (NEPA) to extend service. Numerous village delegations
had been sent to the NEPA and to a series of military administrators and civilian governors.
On each visit, these delegations deposited money with state officials as an incentive to mobilise
assistance. Yet electricity was never provided. Community frustration contributed to accusa-
tions of corruption targeted at the government but also directed inward. Politicians and
bureaucrats who had collected the community’s money were condemned for their venality.
But many villagers who had contributed funds as part of collectively imposed levies suspected
that perhaps their own kin had pocketed some of the community money, leaving too little for
the payoffs to government and NEPA officials. When asked where he thought the problem
really lay, a friend of mine said, “Who can tell? In any case, it is “the Nigerian factor.”’
Ordinary citizens frequently describe corruption with this phrase, which indicates the
perceived prevalence and intractability of the problem. Suspicions of corruption span the
social spectrum, potentially implicating not only elite politicians but also kinsmen in village
communities.

In his trenchant book, The Trouble with Nigeria, Chinua Achebe notes Nigerians’ penchant
for complaining: “Whenever two Nigerians meet, their conversation will sooner or later slide
into a litany of our national deficiencies’ (Achebe 1983: 2). Achebe laments that this national
inclination is a sign of resignation and says that his book aims to challenge such complacency.
Corruption is, indeed, so prevalent in Nigeria that ordinary citizens experience and express
some degree of resignation. The very expression ‘the Nigerian factor’ suggests that Nigerians
have concluded that corruption is endemic; it defines the nation. Yet resignation is only one
of the meanings behind Nigerian narratives of complaint. Even as Nigerians feel resigned,
enticed, trapped and compelled to participate in their country’s ubiquitous corruption, they
also feel angry, frustrated, dismayed and betrayed.

Popular anger about corruption is common not only in Nigeria but across Africa, as it is
in many regions around the globe. In an excellent analysis of the dynamics of corruption
across sub-Saharan Africa, J. P. Olivier de Sardan notes the extent of African discontent about
corruption: ‘At the everyday level, there is scarcely a conversation without hostile or disgusted
references to corruption’ (1999: 29). In many ways, corruption has become the dominant
discourse of complaint in the post-colonial world, symbolising people’s disappointments with
democracy and development and their frustrations with continued social inequality. Yet, even
as they feel anger and discontent, ordinary Nigerians participate in forms of corruption that
perpetuate their victimisation.

To understand the motives that underlie ‘corrupt behaviour’, it is essential to recognise
that self-interest in Nigerian society (and in other African contexts) is intertwined with
group interests and group identity. Rather than attributing these complex interconnections to
some sort of primordial culture and therefore assuming that processes of modernisation will
weaken such ties, I suggest that the salience of the reciprocal obligations of kinship and other
clientelistic ties may be growing at the same time as Nigerians negotiate processes of devel-
opment, rural-urban migration and democratisation within a context of pronounced political
and economic instability. In such an environment, ordinary people perceive participation in
corrupt activities as necessary to achieve their moral, political and economic objectives, even
as they simultaneously recognise corruption’s detrimental effects.
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Nigeria’s social context is central not only to explaining when and why Nigerians
participate in corruption but also to understanding what kinds of corruption are acceptable
and what kinds produce the popular discontent that fuels many contemporary social
phenomena. Over the past few decades, new forms of corruption have emerged that Nigerians
widely view as illegitimate. This illegitimacy is most pronounced where Nigerians feel
deceived by the post-colonial state’s failure to deliver the expected benefits of development
and democracy at the same time that more traditional mechanisms of patron-clientism are
perceived to be breaking down. In other words, as elites manipulate the intertwining of
bureaucratic officialdom and kinship-based clientelism to maximise their wealth and power,
the legitimacy of modes of practice associated with each is undermined.

A patron—client system has long served as a buffer against the state’s capriciousness by
providing access to resources through familiar mechanisms of reciprocity. This system is
widely perceived by ordinary Nigerians to have given way to a much more individualistic
pursuit of wealth and power. The use of deceptive mechanisms for corruption has diffused
throughout society, creating a popular sense of crisis about social morality, wherein Nigerians
see the repercussions of corruption in everyday life as both caused by and contributing to
the demise of morality. The perception that corruption is rooted in social amorality obscures
the political and economic underpinnings of inequality, arguably protecting the most detri-
mental forms of corruption.

Corruption and political culture

In 2002, T was travelling on public transportation with an American student who had just
arrived in Nigeria. As we approached a police checkpoint on the road from Port Harcourt to
Owerri, the minibus slowed. Several vehicles had stopped ahead of us. A man behind me
muttered ‘thieves’, referring to the heavily armed policemen who blocked our way. When the
vehicle ahead of us seemed to have been stopped for more than the usual few seconds, a
woman on our bus said audibly, ‘Give them something so we can pass now, ahhh!” As we
reached the head of the queue, our driver handed a policeman a banknote in a somewhat
furtive manner, and we were again on our way. I had seen the transaction so many times
over the years that [ hardly noticed. But as soon as we had passed the checkpoint, my student
asked in a whisper, ‘If everyone knows exactly what is happening, why do the driver and
the policeman half-heartedly try to conceal it?’ In retrospect, this question and the events
that preceded it raised important issues about the relationship between ordinary citizens,
corruption and the state.

The half-concealed levy paid to a policeman at a roadside checkpoint represents an example
of a recent transformation in Nigeria’s political economy of patron-clientism that character-
ises Nigerian citizens’ relationship to their post-colonial state. In traditional systems of
patronage, or at least as Nigerians romanticise them, exchanges between elites and common
people were based on reciprocity and a sense of mutual obligation. Inequality was tempered
by a moral economy in which the links between the haves and have-nots created mechanisms
for accountability. In contemporary Nigeria, people of all social strata continue to navigate
political and economic insecurity and inequality by relying on social networks of patronage
that are rooted in such a system of reciprocity whereby ties based on kinship, community of
origin and other associations provide access to the resources of the state. However, many
Nigerians believe that elites have hijacked the patronage system and perverted it to serve their
own interests. The Nigerian state’s alternative mode of accountability, which is based on a
social contract between the government and its people, is equally perceived by Nigeria’s
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citizens as corrupt. Policemen collecting half-concealed bribes at ubiquitous checkpoints
symbolise the thinly veiled manipulation of state power to perpetrate corruption. The
integration of a system of patronage with the facades of bureaucracy and officialdom
produced by the post-colonial state facilitates the pervasive corruption and associated inequal-
ities in Nigeria. J. F. Bayart has suggested that ‘[t|he postcolonial state thus represents an
historical mutation of African societies, taken over the long term: never before, it seems, has
the dominant class managed to acquire such marked economic supremacy over its subjects’
(1993: 87).

The conventional wisdom in Western society, exemplified in many donor-sponsored
programmes to promote democracy and ‘good governance’ in Africa, opposes the realms of
modern neo-liberal democracy and traditional systems of kinship and patron-clientism. But,
in Nigeria, elites and ordinary citizens live simultaneously in both worlds. Indeed, although
observers and analysts frequently make sense of this complexity by contrasting the two
systems or by describing Africans as ‘straddling’ multiple social worlds (Ekeh 1975; Bayart
1993), for most Nigerians these contrasting systems are experienced as one reality. The
Nigerian state is simultaneously a neo-liberal institution claiming the full range of powers
and responsibilities that are typical of modern nation-states and a prize to be captured and
shared according to the principles of patronage (Joseph 1987; Nelson 1996).

The role that ordinary citizens play in the social reproduction of corruption, even as the
vast majority is acutely aware that the system disproportionately benefits a few at the expense
of the many, is inherent in a political economy of patronage. Elite politicians, government
officials and economic moguls — federal ministers, state governors, Nigerian National
Petroleum Corporation managers, major construction and petroleum industry contractors,
etc. — commonly reap many millions of dollars through corrupt acts. However, people at
varying levels of society take advantage of inequality to benefit from corruption. It is almost
a cliché that in African societies everyone is a patron to a lesser person and a client to a more
powerful person (d’Azevedo 1962). As Olivier de Sardan notes, “Woe betide the man who
knows no one, either directly or indirectly’ (1999: 41).

In a country where the World Bank estimates that more than half of the population lives
below the poverty line, most people do not benefit substantially from either the formal mech-
anisms of government or the more informal networks of patronage that constitute a signi-
ficant proportion of the everyday political economy. But even ordinary citizens have daily
experiences with corruption in their efforts to forge better lives for themselves and their
families, as they confront and participate in forms of corruption in schools, hospitals and a
wide range of other efforts to obtain basic resources and services from the state. At the same
time that Nigerians aspire to a modern lifestyle, they become increasingly caught up in
corruption. While millions of poor Nigerians are largely excluded from the struggle for
wealth and power that occurs at the nexus between the state and the networks of patronage
that vie to control it, even the poor are aware that it is through these social connections, and
increasingly through corruption, that people access the state’s resources and those of the
national economy.

For Nigerians, the state and corruption are synonymous. Because they must navigate —
indeed, participate in — corruption if they are to achieve even their most mundane and reas-
onable aspirations, most Nigerians realise that what Bayart describes regarding African
post-colonial states more generally is particularly true in Africa’s giant: ‘It would be an error
to see all these dealings simply as the corruption of the State. They are, conversely, the State’s
fabric’ (1993: 89). In Nigeria’s petroleum-dominated political economy of patron-clientism,
where corruption rules, it makes sense that ‘strategies adopted by the great majority of the
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population for survival are identical to the ones adopted by the leaders to accumulate wealth
and power’ (Bayart 1993: 237).

Forms of corruption

Defining corruption is difficult and has occupied a good deal of space in the social-sciences
literature, particularly in political science (Heidenheimer 1970). Most political-science defin-
itions include the state and typically emphasise the misuse of public office for private gain. For
example, Nye’s classic definition is widely cited: ‘Corruption is behavior which deviates from
the formal duties of a public role because of private-regarding (personal, close family, private
clique) pecuniary or status gains; or violates rules against the exercise of certain private-
regarding influence’ (1967: 419). In formulating his definition, Nye recognised that corrup-
tion also has much broader moral meanings: ‘a change from good to bad’ (1967: 419). But
these vague and less technical aspects have mostly been ignored in political science. For
political scientists who look at state corruption, Nye’s strict definition and its many subsequent
variants, which sidestep many issues of morality that complicate a statecentric perspective,
provide a parsimony that facilitates an appealing clarity.

As an anthropologist who looks at corruption ethnographically, from the bottom up, such
parsimonious definitions obscure as much as they reveal. In Nigeria, the question of whether
the misuse of public office for private gain constitutes corruption varies significantly
depending upon the context. The social morality of behaviour figures much more promin-
ently into popular assessments of corruption than any technical definition. Ordinary Nigerians
make decisions about so-called corruption in the context of deep loyalties to kin and
community that often trump the relevance of bureaucratic rules and state laws. Social morality
and notions of appropriate civic behaviour remain rooted to a significant degree in institu-
tions other than the state, in part because of the failure of the state to deliver its promised
benefits. Nevertheless, rising expectations about the state, and about democracy and develop-
ment, are part of a process in which the relationship between social morality and governance
is changing. Rather than separating corruption and morality, it is necessary to sort out how
they fit together in Nigeria.

Instead of imposing a definition of corruption on Nigeria, I am interested in the multiple
ways in which Nigerians employ the concept of corruption. As such, I use local categories and
implied definitions to build an analysis that makes sense of corruption in the light of what
Nigerians do and say. Given that Nigerians see corruption at work not only in public offices
but also across a wide range of commercial exchanges and interpersonal relations, tying the
definition of corruption strictly to affairs of the state is limiting. However, even as this anthro-
pological account of corruption incorporates and interprets a range of local meanings, it will
become clear that the emergence of the post-colonial state is central to Nigerian experiences
of corruption and that the expectations and disappointments generated by the state permeate
Nigerians’ collective imagination about corruption. Many of the narratives of discontent
that appear moralistic and less directly about official corruption per se are, in fact, heavily
influenced by experiences with and expectations of the state.

Based on an extensive comparative study of corruption in three West African countries
(Benin, Niger and Senegal), Giorgio Blundo and J. P. Olivier de Sardan (2001) developed a
useful typology of forms of corruption that maps reasonably well onto the Nigerian scene.
The seven basic forms they identify are: (1) commission for illicit services, (2) unwarranted
payment for public services, (3) gratuities, (4) string-pulling, (5) levies and tolls, (6) side-
lining and (7) misappropriation. Briefly, commission for illicit services refers to a user’s
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payment to officials who then grant access to unwarranted advantages to a user. For example,
a contractor might provide money to a government official to ensure that he receives a job in
a process supposedly based on competitive bids, or an importer might pay a customs official
to underestimate the value of his goods to reduce a tariff. Unwarranted payment for public
services involves an official forcing a user to pay for a service that is ostensibly provided for
free or inflating the cost of a routine service. A gratuity is also a kind of payment for services
but usually after the fact and commonly couched in the idiom of a ‘thank you’.

In Nigeria, people commonly pay extra money for basic services such as the issuance of
licences, passports and birth certificates. Nigerians typically call such a gratuity a ‘dash’ and
do not necessarily think of it in the same terms as a bribe. A dash is often a monetary symbol
of a personal or social relationship rather than the naked exchange of money for some (illegal
or improper) action or service, as is the case with a bribe. But, as Blundo and Olivier de
Sardan point out, a dash only makes sense in an environment where officials fail to do
diligently their jobs without the demand for a bribe.

String-pulling refers to using social and political influence to promote favouritism, offering
preferential access to employment, education and a range of other opportunities, particularly
those allocated by the state. From experience, Nigerians commonly believe that resources and
opportunities are awarded based, above all, on who you know. Levies and tolls are relatively
stark forms of tribute that persons in power can extract from ordinary citizens. For example,
police who collect illegal tolls from motor-vehicle drivers at roadside checkpoints, vigilante
groups that demand a security levy from local businesses or bureaucrats who require pensioners
to pay money in order to receive their pensions all fall into this category. In most cases,
Nigerians view this type of levying as outright extortion. Sidelining refers to the use of public
or company resources for private purposes; for example, using official vehicles for personal
travel, running a private clinic in a public health facility or using university resources to
conduct a private consulting job. Misappropriation extends this practice further, whereby
public materials are not simply used for private purposes but expropriated entirely, usually in
a manner more concealed than sidelined, as misappropriation is both more illegitimate and
more obviously illegal.

Blundo and Olivier de Sardan’s typology is preferable to more simplistic analyses that
distinguish only between large-scale and petty corruption or between economically benefi-
cial corruption (that arguably facilitates development) and economically detrimental corrup-
tion (that arguably inhibits development). Their typology certainly captures and describes a
wide range of forms of corruption that are prevalent in Nigeria, but, as Blundo and Olivier
de Sardan acknowledge, the boundaries between these forms are fluid, and the perceived
legitimacy of practices depends on context and particularly on the position of the people
participating in or assessing the behaviour. Such an approach is also state-centred and sidesteps
key questions about the intersection between social morality and corruption. Some forms of
corruption are almost always less legitimate than others. For example, the tolls collected by
police at checkpoints are widely resented, whereas a patron pulling strings to assist a friend or
relative is often seen as highly legitimate and even morally honourable.

A number of additional dimensions are salient to situate the particular forms of corruption
in Nigeria as well as to understand their degree of acceptability. Whether a particular beha-
viour is perceived as corrupt and how corrupt a behaviour is judged to be depend on where
the behaviour falls along a number of intersecting continua. These continua include legality
and illegality, legitimacy and illegitimacy, as well as scale (i.e. petty and massive) and whether
an individual is a beneficiary or a victim. Social distance from acts of corruption is generally
predictive of perceived illegitimacy, as people socially removed from corruption perceive it as
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corrosive. Perceptions in cases of closer proximity to the corrupt act depend heavily on
whether a person is a beneficiary or a victim. While smaller scale corruption is more widely
tolerated, the most egregious forms of corruption are the least likely to be punished, because
the most powerful people participate in them.

‘Good corruption’ and ‘bad corruption’

The community development union is perhaps the most important formal mechanism by
which the Igbo-speaking people of south-eastern Nigeria (particularly those who have
migrated away from their rural villages) ‘deliver’ or ‘share’ the fruits of success with their kin
and their communities of origin. The importance of these unions in tying migrants to their
natal communities and bringing material benefits to rural villages is well documented
(Uchendu 1965; Smock 1971; Gugler 2002). These voluntary organisations, with ascriptive
membership bases, focus their energies on developing or ‘getting up’ rural communities
(Uchendu 1965). Migrants who accumulate wealth in their endeavours away from the village
are expected to contribute significantly to development efforts at home. Of course, wealthy
‘sons abroad’ do not act purely out of loyalty to their natal communities; in the act of contrib-
uting they build their networks of clients and enhance their prestige. In the context of
contemporary Nigerian politics, such ties and bases of support are essential to achieve political
power. These dynamics contribute to the tremendous importance of place of origin in
Nigerian politics (Smock 1971; Geschiere and Gugler 1998).

The processes of securing and delivering resources to rural communities through
community-development unions illustrate the shifting and situational definitions of corrup-
tion in the minds of Nigerians. The dynamics that underlie these unions also illustrate the
processes by which common people put pressures on their successful kin in a manner that
contributes to corruption. The following case study depicts the nature of such pressures and
shows how differently corruption is judged depending on the context in which it occurs.

Odi Nwoke was in his twenties when he first migrated from Ubakala to Lagos before
the Nigerian civil war.! He built a successful printing business and over the years had
become rich. Like most of Ubakala’s successful migrants, he built a house in his village
and came home several times a year to visit family and participate in important social events
and ceremonies. He maintained active membership in the Ubakala Improvement Union and
contributed to community-development projects.

In the early 1990s, during one of Nigeria’s several transitions from military to civilian
rule, a political patron Odi had cultivated over the years selected him for a directorship in an
Abia State government parastatal (an institution set up by government that is ostensibly
semi-independent from the government). This position enabled Odi to disperse significant
business contracts and to build his own fortune. At home, his appointment was celebrated and
during his brief tenure of eighteen months Odi managed to enhance his position significantly
in Ubakala through awarding favours, increasing his contributions to the Ubakala
Improvement Union and hosting lavish social ceremonies to which his kin and neighbours
were invited.

In 1996, Odiretired to Ubakala. In part as a reward for his contributions to the community,
he was voted in as an officer of the Ubakala Improvement Union. Immediately following
Odi’s election, Ubakala went through a period of political upheaval over the selection of a
traditional ruler, or eze. Efforts to control the Ubakala Improvement Union were central in
this political fight. Several months after his election, rivals accused Odi of misusing the
union’s funds. His accusers demanded that he be removed from office.
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Judgements about whether Odi had misused union funds fell largely along lines of political
cleavage in the community, but no one disputed that misusing union funds was a grievous
offence. Odi had been celebrated and rewarded for the benefits that he delivered to the
community through his position with the parastatal, even though most people assumed that
resources had been accumulated through diverting ‘public’ funds for ‘private’ use. Money
allegedly stolen from the Ubakala Improvement Union, on the other hand, brought great
condemnation and was used as a political weapon against Odi and his allies. In these two
instances, the contrast in how Odi’s corrupt behaviour was judged illustrates the importance
of social context in Nigerians’ perceptions of the relationship between morality and corrup-
tion. The moral valence of corruption depends on how corrupt practices — and the benefits
derived from them — are situated vis-a-vis social relations. While corruption in the abstract is
almost uniformly condemned by all Nigerians, in practice, corruption that benefits one’s
social networks can be, and often is, seen as morally legitimate.

419: Corruption, deception and social morality

Despite the continued prevalence of ordinary Nigerians’ participation in corruption and the
pragmatic role that various corrupt practices play in how Nigerian citizens navigate the chal-
lenges of contemporary life, many forms of corruption are perceived as illegitimate. As indic-
ated in Odi’s case, similar instances of corruption can be accepted or condemned based on a
person’s social position (e.g., beneficiary or victim, distant observer or interested party). If
‘the Nigerian factor’ is corruption, the primary mode of illegitimate corruption in Nigeria is
419’. Named after the number in the Nigerian penal code for a specific form of fraud, 419
(pronounced four-one-nine) emerged in the 1980s during Nigeria’s economic decline, when
the country fell from the heights of the worldwide oil boom into a political and economic
morass marked by military dictatorships, inflation, a rapidly devaluing currency and wide-
spread poverty and unemployment (Apter 2005; Watts 1992). The original meaning of 419 is
linked to a particular practice in which the perpetrators sent letters and faxes that relied on
the symbols of Nigeria’s petroleum-dominated political economy — official letterhead and
signatures, Nigerian National Petroleum Corporation insignia, lines of credit, government
contracts, etc. — to bait largely foreign targets into providing advance fees with the promise
of a larger payoff. The scams relied not only on the trappings of the Nigerian state but also on
its reputation for corruption, enticing people with the expectation that some of the millions
of dollars siphoned off by corrupt officials could be obtained simply by providing a foreign
bank account and advance fees.

The original 419 scams have continued to flourish; they have even increased and expanded
as the Internet has democratised access to technology during the same period as Nigeria’s
transition to democratic governance after many years of military rule. Even more significant
than the continued practice of 419 scams through email is that 419 has become an all-
encompassing signifier in Nigerian discourse for any behaviour that relies on dissimulation,
illusion or some other manipulation of the truth to facilitate gain or advantage. Indeed,
nothing better illustrates the Nigerian definition of illegitimate corruption than the spectrum
of activities and behaviours that are described as 419.

During my fieldwork in 2004, the Nigerian Labour Congress, an umbrella organisation
that represents many trade unions, called a national strike to protest government efforts to
deregulate the price of gasoline, kerosene and diesel, a policy that would result in significant
increases in the cost of Nigeria’s highly subsidised domestic fuel. National strikes over fuel
prices have been common in Nigeria’s recent history (Apter 2005; Smith 2007). The strike in
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2004 was widely observed, and, after several days, during which the nation’s economy was
largely paralysed, the government was forced to compromise, still raising fuel prices but
keeping them well below the deregulated levels that had been proposed. In the period during
and after the strike, the issue of corruption in Nigeria’s oil economy, always a popular topic,
reached its peak in everyday conversations.

Nigerians commonly believe that cheap domestic fuel is a national birthright, perceived
as one of the few benefits that an otherwise corrupt and ineffectual government ought to be
able to deliver to the masses in Africa’s oil-producing giant. In one of the great ironies and
tragic symbols of Nigerian underdevelopment, during the Obasanjo regime, from 1999 to
2007, Nigeria imported nearly all of its refined fuel from overseas as the country’s four
broken-down oil refineries remained non-functional despite numerous huge government
contracts to repair them. The popular belief, voiced in the language of 419, was that the
country’s political elite, led by the President, deliberately kept the country’s refineries from
being repaired so that they could profit from controlling the importation and distribution of
fuel. One account of the domestic fuel situation, provided by a friend during a conversation
as we waited in line for fuel at a crowded petrol station after the 2004 strike was called off,
illustrates a widely held view:

[President] Obasanjo is just playing us 419. Government could easily repair the
refineries but they leave them failing on purpose. I mean, in this country, with the
billions generated from oil revenues, are you telling me that for several years they
cannot even repair one refinery? No way. Obasanjo and the ex-military boys,
they want it this way. They control the importation of fuel from abroad. They own
the ships, the local marketing companies, the petrol stations. I understand some of
them have even built refineries abroad. Can you imagine? While our refineries rot
they have built their own abroad to profit from our suffering. It is not enough that
they steal the oil revenues. They also sell our oil back to us at a profit. No. It’s 419,
it’s 419.

Whether or not this account is entirely factual, it represents a common awareness that elites
are getting rich at the expense of the masses and that 419 — here, illusion created through
deception — is the central strategy. While most people see elites as the biggest perpetrators of
419, people also share a common belief that 419 has filtered throughout Nigerian society, a
perception illustrated in the discourse resulting from the fuel strike. For example, proprietors
of local filling stations were accused of 419 for hoarding fuel as the strike approached,
pretending that their stocks had run out in anticipation of higher prices after the strike. Even
the urban street urchins who sell black-market fuel in plastic jugs at the roadside when
gasoline is scarce are accused of 419 because motorists suspect that they mix cheaper kerosene
with more expensive gasoline to increase their small profits. A similar stream of critical
discourse circulated in reaction to Nigeria’s January 2012 national strike over the same issue
of government removal of fuel subsidies.

It is not just in connection to the state and the oil industry that Nigerians see 419 flour-
ishing. It has extended to multiple spheres of contemporary life in Nigeria. On a bus ride I
once took between cities in Nigeria, a passenger asked that we all pray for Jesus’s ‘journey
mercies’, a practice common in the heavily Christian south. Indeed, buses are a popular venue
for evangelism, and I braced myself for proselytising. But the man quickly shifted from talk
of God to talk of illness and medicine, explaining that he was a renowned healer and that he
had brought his medicines on board to help his companions on the journey. He explained that
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his plastic bottles full of red liquid treated malaria and typhoid and that the ones with yellow
liquid treated an assortment of ‘woman problems’ such as irregular menses and infertility; he
even had different powders for toothaches and foot odour. Each time that he introduced a
new medicine, a man in the back of the bus shouted that he wanted it and asked the price. He
paid enthusiastically and was given his medicine. Eventually, a few other passengers bought
some too. After several stops the medicine pedlar disembarked, presumably to continue his
sales on a bus going the other way. His main customer also left at the same stop. Once they
exited, the woman sitting beside me turned towards me and said, as I had been thinking, ‘It’s
419. The fellow at the back eagerly buying all the medicine is his partner.” She paused and
added, with a sigh, ‘Nigeria . ..

Conclusion

Distortions are created and inequalities perpetuated when corruption in Nigeria is explained
based on reified and simplistic notions of African culture. Such conceptions should be strongly
contested. But it is irresponsible, both from a political and a scholarly point of view, to shrink
from confronting the troubling conclusions about the relationship between corruption and
culture that are evident in this ethnographic account. It is impossible to absorb the prevalence
of corruption and the discontent that it produces in Nigeria without concluding that
corruption has become heavily implicated in Nigerians’ views of their culture.

Nigerians’ ambivalence about corruption is explained by the realities that they face. To the
extent that ordinary Nigerians are participants in corruption, as well as critics and victims, it
is because they are pragmatic: the stakes for individuals in Nigeria are tied ideologically and
materially to the social groups to which they belong. Thus, when individuals make choices
that one might describe in terms of corruption, they do so with a sense that their own failures
to acquire resources will drag others down and with the knowledge that their own success
will be evaluated in terms of its contribution to the larger group. Further, people are well
aware of the intense scrutiny that they face from their families, communities and other asso-
ciates. When Nigerians speak of ‘the Nigerian factor’, they are referring not only to corrup-
tion per se but also to the pragmatic choices that individuals must make in the context of their
obligations to deliver to their people whatever share of the national cake they can capture.

From this perspective, corruption does not appear so detrimental, and, indeed, if this were
all there was to corruption, perhaps Nigerians would be much less discontented than they are.
But as the concept of 419 suggests, corruption in contemporary Nigeria has far exceeded the
boundaries that can be explained by ties of kinship, obligations of patronage and duties to the
communities and groups to which an individual belongs. Because 419 relies on deceptions
that manipulate the facades of the state, the trappings of development and democracy and the
symbols of modernity, 419 stands for people’s dissatisfaction with precisely these aspects of
contemporary life in post-colonial Nigeria. As the institutions of kinship and patron-clientism
have become increasingly stretched and strained with the rise of the state as the primary locus
of national patrimony, and as people can no longer reliably depend upon reciprocity and
sharing to deliver what they need, practices of 419 have become part of a pragmatic repertoire
that large numbers of Nigerians use to exploit the contemporary political economic land-
scape. To ordinary Nigerians, the most troubling implication of ‘the Nigerian factor’ is that
419 has become a way of life.

But the fact that most Nigerians are upset about, even obsessed with, the prevalence of 419
in their society suggests that countervailing moralities and life strategies are still powerful.
The very notion of 419 is an indigenous critique of the forms of corruption that the vast
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majority of Nigerians reject. Unfortunately, the degree to which ordinary Nigerians point
fingers of accusation inward, quickly suspecting each other of 419, also deflects attention from
the larger structural explanations for their suffering.

Note

1 Pseudonyms are used to protect anonymity.
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5
CRIMINAL ENTREPRENEURSHIP

A political economy of corruption and
organised crime in India

Andrew Sanchez

Introduction

One hot summer evening in 2006, while I was conducting ethnographic research in the
Indian steel town of Jamshedpur, I received a somewhat mysterious telephone call from a
close research participant. I had come to Jamshedpur to investigate the relationship between
trade-union corruption and the decline of permanent industrial employment, and my work
brought me into contact with many people like the man I was speaking with. Known to his
friends as Lucky, he was the twenty-one-year-old jobless son of a retired industrial worker.'
Like many of his peers, he sought to elevate himself above the ranks of India’s unemployed by
investing his father’s early-retirement settlement in a variety of business ventures. The tone of
Lucky’s call was vague: he asked simply that I meet him that evening in a local bar to discuss
a ‘personal problem’.

After a round of drinks, Lucky’s problem became clear. It transpired that his elder brother,
who had proudly emigrated to London a year earlier to work in a convenience store, had done
so on a tourist visa. The visa had expired some months earlier, and the brother now faced the
very real prospect of a humiliating deportation, which he intended to avoid by entering into a
sham marriage with an English woman and claiming British citizenship. Lucky felt that this was
a common enough occurrence in London. However, for a recently arrived migrant, finding the
right type of spouse was no mean feat. One’s accomplice must be unscrupulous enough to break
the law for money yet still be reliable enough to maintain the deception months, or even years
into the future. Lucky suggested that deals such as this were best brokered through a well-
connected local agent, and, since I was a native Londoner, he proceeded to offer me Rs 1 Lakh
(approximately £1,200) to find his brother’s spouse. It soon became apparent that Lucky’s
‘personal problem’ was in fact a business proposal. He claimed that, family woes aside, there was
good money to be made in finding brides for Indian migrants. Lucky suggested that we go into
business together, matching fee-paying men from Jamshedpur with women in London. For
each of these transactions, I would collect the same commission of Rs 1 Lakh. Lucky’s father
was so taken with the idea that he had already contacted more than a dozen potential customers.
For Lucky himself, this was simply one in a long line of criminal enterprises. During the same
year he also cultivated a relationship with a corrupt member of the Indian civil service in an
attempt to procure fake Indian passports, which he hoped to sell to local gangsters.
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Lucky’s businesses were attempts to enter into the types of negotiations that are popularly
termed ‘organised crime’, a cooperative practice that brings together capitalists, corrupt insti-
tutional actors and violent entrepreneurs in mutually beneficial relationships and is based
upon the exchange of distinct skills and areas of authority (see Arlacchi 1983, 1986; Gambetta,
1993; Handelman, 1994; Kang, 2002; Volkov 2002; Yurchak 2002; Varese 2005; Herzfeld,
2009). I was initially unsure why Lucky would regard me as a suitable partner in such a
venture, since I had no prior personal experience of any form of enterprise, criminal or other-
wise. However, with time I realised that, for criminal entrepreneurs, the right business
partner is one who acts as a ‘valve’ between enterprise and any resource that would not other-
wise be accessible: be it violence, capital, political influence or, in my case, knowledge of an
unfamiliar territory (see Yurchak 2002). In Jamshedpur, Lucky’s entrepreneurial networking
was the rule rather than the exception and relied upon the incorporation of a wide variety of
individuals into the business of organised crime. In the year that followed, another research
participant proposed that I smuggle readily available 9-carat gold from the UK to India,
where we could use contacts among local jewellers to fraudulently sell it as 18-carat gold to
consumers. In this proposal, the sporadic criminality of both the jewellers and myself was
contingent upon nothing more than the viability of a given business proposal. The same logic
governed Lucky’s dealings with his partner in the Indian civil service, whose role in the grand
enterprise of organised crime rested on a single and short-lived deal made between two men,
which collapsed the distinctions between organised crime and corruption and between licit
and illicit economies.

This chapter considers what the business practice of Lucky and his peers can tell us about
the political economy of capitalism, corruption and organised crime in India. Inspired by
Volkov’s landmark study of Russian ‘Mafias’ (Volkov 2002), I present an ethnographic
account of a firm of Jamshedpur debt-collectors, through which I discuss how successtul
entrepreneurship relies upon cooperation between criminal, corporate and state actors. I
argue that rather than operating at the fringes of capitalist democracies, criminality is integral
to the economic and political processes by which power and wealth change hands in parts of
India. Second, I consider what the implications of this model are for anthropological under-
standings of Indian corruption, since organised criminal entrepreneurship necessarily engages
with abuses of institutional authority. I suggest that since anthropological approaches to India
largely focus upon public discourses surrounding petty bribery, they are inappropriate
conceptual tools with which to analyse systematic and violent forms of elite criminal enter-
prise. I argue that a model of ‘criminal entrepreneurship’ provides a more solid conceptual
basis through which to understand Indian political corruption.

Criminal entrepreneurship and the idea of corruption

I first met Suchir in the bar of a Kolkata hotel in 2006. I had arrived in the city that morning
and planned to make the 200-kilometre journey to Jamshedpur the next day, where I would
begin fifteen months of ethnographic fieldwork. Suchir was the twenty-six-year-old son of a
local police officer, and when I met him he was drinking beer with a group of loud, friendly
young men from his neighbourhood. Suchir worked for the finance division of General
Electric Money, the loans department of the US multinational, and he was celebrating a
promotion: the next day he would be transferred to Jamshedpur, where he would manage
consumer-finance packages for the purchase of motorcycles. He did not know the city well
but was sure that he would be in good hands once he arrived. His bosses had introduced him
to their contracted collection agent in Jamshedpur, a local man named Rishi, who operated
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out of a large house in the middle of one of the city’s slums. Aged thirty-eight, Rishi had
precociously made a name for himself as one of the city’s most prominent debt-collectors and
mixed as easily in the offices of executives and politicians as he did in the streets of his dilap-
idated neighbourhood. Rishi’s connections would help Suchir negotiate the difficulties of an
unfamiliar place.

Within six months, Suchir began to profess that he might not suit his new job after all.
Colleagues in his Jamshedpur office were helpful, and his apartment was clean and spacious.
However, his work brought him into contact with a variety of entrepreneurs who had
alarming means of negotiating their business deals. Collections contracts for finance
companies were highly profitable businesses in Jamshedpur, partly since so many young men
were eager to possess motorcycles that far exceeded their budgets. Suchir’s partner, Rishi, was
a major player in the motorcycle repossessions market, and his name was familiar to countless
people who had been unable to meet their payments. However, he was not without his
competitors. Syndicates of entrepreneurs, investors and enforcers periodically cut into his
business by martialling the patronage of criminal politicians and gangsters, with which they
coerced his partners into transferring their contracts to new firms. During the period of field-
work, Rishi enjoyed a particularly strained relationship with the city’s then Member of
Parliament (MP), Sunil Mahato, who was locally purported to run a protection racket among
the city’s illegal alcohol producers and to traffic in stolen heavy minerals. Mahato’s feud with
Rishi began with demands from the MP for protection money, which, when refused, were
followed by threats and the successive poisoning of several of Rishi’s guard dogs. By the time
Suchir arrived in Jamshedpur, Mahato had begun to coerce Rishi’s partners in General
Electric Money.?

Throughout the summer of 2006, Suchir received a series of worrying telephone calls
from Mahato’s enforcers, urging him to transfer General Electric’s debt-collection work to
the MP. Suchir was not senior enough to award Mahato any form of tender; nonetheless, he
had been identified as a convenient local ‘valve’ through which his interlocutors might access
a lucrative contract (Yurchak 2002). This then was a business proposal to an individual
perceived to have access to resources. However, if such negotiations seek resources at all, it is
only because they can be used as investments in further negotiations. The MP may have
lacked access to the Kolkata offices of General Electric Money, but he had been immersed in
Indian organised crime for many years, and his earlier partnerships had allowed him to accu-
mulate wealth, political influence and an army of enforcers. For his dealings with Suchir, he
relied on the latter and eventually sent several men to his office where they threatened to
shoot him. In a state of panic, Suchir managed to convince his aggressors that he lacked the
authority to do business with them. He directed their attentions to his boss in Kolkata, whom
they accordingly set about harassing in his stead. The threat to Suchir’s life evaporated as soon
as it had appeared, once it became evident that he could not facilitate the access which his
would-be business had hoped for.

Understanding the actions of Sunil Mahato requires a conceptual step beyond regional
analyses of corruption and political criminality, which largely focus upon the phenomenon of
bribery (Das 2001; Gupta 1995; Parry 2000) and tend to relate political violence to commun-
alism (Hansen 2001). Even where regional studies have made important advances in interrog-
ating the political economy of corruption, the role of coercion in the consolidation of power
remains under-theorised (Jeffrey 2002; Wade 1982). Drawing upon the comparative case of
Russia, Volkov’s analysis of the role of organised criminal violence in the transition to capit-
alism is highly instructive. Building upon Blok’s classic study of the Sicilian Mafia (1974),
Volkov’s work subverts the received wisdom that organised crime stifles free-market
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capitalism (see Galeotti 1998) by showing how the fragile contracts of Russia’s nascent free
market were underwritten by violent entrepreneurs who entered into ‘enforcement partner-
ships’ with capitalists (Volkov 2002).? Volkov contends that this entrepreneurial ethic allowed
new types of criminal syndicates, comprised of former state security agents and athletes, to
undermine the authority of older criminal organisations such as the Vory V Zakone, whose
enterprises were constrained by complex codes of honour and a powerbase largely restricted
to the prison system (Handelman 1994; Volkov 2002). Volkov’s notion of violence as a form
of ‘market protection’ has since become highly influential (see Varese 2005) and, for the
purposes of this chapter, provides a conceptual model with which to understand how crimin-
ality may be purposefully related to political and economic negotiations.

Volkov’s enforcement partnership model can be productively applied to the field of corrup-
tion, by exploring how political elites mobilise institutional authority and coercive power in
mutually constitutive ways in the pursuit of their entrepreneurial goals. Sunil Mahato is a
criminal entrepreneur, and it is reasonable to regard his political authority as a resource to be
capitalised upon in further negotiations. Somewhat supporting this assertion are the entre-
preneurial partnerships which the MP builds with his interlocutors. Mahato may seck a rela-
tionship with Suchir for what he can give him, but it is also true that his partners do likewise
in their dealings with Mahato himself, since he acts as valve to a reserve of political influence,
wealth and violence. When I suggested to Suchir that Mahato’s ‘enforcers’ might be entre-
preneurs simply operating with the MP’s patronage, he thought this explanation eminently
plausible. Mahato was known to contract his services in enforcement partnerships, and, since
his patronage was underwritten by real political power, it was highly prized. In this respect,
the functional relationship between a criminal politician and his or her partners could be
conceptualised using Sahlins’ model of the Melanesian Big Man (Sahlins 1963). However,
unlike Sahlins’ Big Man, whose authority is based upon durable personal relations and risks
entropy beyond a certain scale, the criminal politician deliberately cultivates a wide range of’
partnerships, often with quite distant and dissimilar actors. It is the fluidity and variety of
these partnerships that underpins Mahato’s political and economic position.

However, if the model of a networking criminal entrepreneurship which I have proposed
is well substantiated, then evidently a good deal of people (such as civil servants, financiers,
merchants and potentially the occasional ethnographer) must find themselves engaging with
corruption and criminality on a semi-regular basis. This fact raises important questions
regarding the moral rationalisations that individuals make for their engagement in illegality.
Parry’s analysis of Indian bribery provides a useful framework from economic anthropology
with which to approach aspects of this tension (Parry 2000). Building upon the conceptual
foundations laid in earlier work, Parry considers that since the economy is embedded within
social relations, material transactions must be subject to moral evaluations on the part of their
agents (Parry 1989). In the Indian context, this tendency is further reinforced by the Hindu
conception of religious gift-giving, which allows for material objects to corporeally embody
the sin of their donor. The role of the religious specialist in demanding and then receiving
such a gift is to become an ‘eater of sin’ and absolve the donor of her moral transgressions
(Parry 1986). Parry’s insight that Hindu cosmology enables material goods to embody and
transmit the sins of their transactors is productively applied to the field of corruption. For
Parry, the primary means through which most common people engage in Indian corruption
is through the giving of bribes to petty state functionaries and their intermediaries. He argues
that these types of everyday corruption are popularly conceptualised through the lens of
Hindu religious gift-giving, which allows the large number of bribe-givers to transfer the sin
of their actions to specialist bribe-eaters (Parry 2000). This model then is an important means
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through which ordinary people are able to engage in everyday corruption whilst rationalising
the morality of their actions.

Parry’s study of sin and materiality in Indian corruption provides an elegant framework
with which to comprehend the moral tensions of everyday bribery. Furthermore, his focus
upon the popular conception that bribes are demanded from their recipients as a condition for
fulfilling institutional responsibilities helps to explain, in part, the extent of popular engage-
ments with corruption. However, being rooted in the conceptual framework of an economic
anthropology that focuses upon material exchange, this model does not provide the concep-
tual tools with which to understand those types of corruption that rely upon negotiations of
power which cannot properly be called transactions. I have argued that Sunil Mahato’s rela-
tionships with some of his interlocutors may be considered in terms of an enforcement part-
nership, in which the MP contracts his patronage to loose business partners. This then is a
transaction, since the negotiation involves the exchange of one resource for another. However,
in properly considering the content of Mahato’s corruption, one must consider all the rela-
tionships his patronage engenders. At their further reaches, these negotiations reach Suchir’s
office, or the kennels of Rishi’s poisoned dogs. Here they become coercive practices and are
only transactions in the loosest sense. Conceptually, these are political-economic rather than
economic processes, for which I argue that Volkov’s modelling of coercion provides a more
productive analytic framework. However, Parry’s work provides helpful cues in reading the
material discussed here by suggesting how discourses of corruption may constitute a form of’
popular political commentary.

Pursuing a similar line of inquiry, in an influential analysis of provincial north Indian
corruption discourses, Gupta observes that the most visible interface between the state and
citizenry are personal negotiations with provincial bureaucrats, through which one ‘imagines’
how the broader state functions and is structured (Gupta 1995). Following this premise, the
everyday business of civil politics is exercised in the workplaces, bazaars and tea stalls of
Indian towns as people share commentaries upon local political processes. Such comment-
aries are often cast in the terms of corruption scandals and are heavily informed by the
emphases of local print media. Gupta’s notion of corruption discourses as a way of publicly
talking politics is broadly applicable across the regional context: in Jamshedpur, such practices
do indeed express types of political consciousness. However, I would suggest that corruption
models rooted specifically in the analysis of local media discourses are of limited utility in
understanding the linkages between corrupt actors.

The political commentaries of provincial print media naturally tend towards local-interest
stories and focus upon the corruption of junior state actors for reasons that are perhaps as
much commercial as political. Since the bribery demands of provincial bureaucrats are
frequent and frustrating features of local lives, stories surrounding them are emphasised by
media professionals, who seek to anticipate the appetites of their consumers. Presentations of
this material assume personalised terms that are consistent with the journalistic genre of
modern scandal reportage and stress the moral transgressions of their objects (Sabato et al.
2000). Accordingly, the popular corruption discourse that relates to this process is a provin-
cialising one, which suggests that corruption is concentrated at the level of the local petty
state and is primarily rooted in the bribery demands of isolated and self-interested
individuals.

For Gupta, this material suggests a corruption concept that allows the citizenry to consider
that a core of decency and accountability persists at the higher reaches of Indian politics,
which is deviated from by the profiteering of local bureaucrats. As such, this is a corruption
discourse about specific abuses of power rather than the operation of power per se, rendering
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it substantively different from that in Jamshedpur. The idea of corruption suggested by Gupta
is most fundamentally episodic. This is to say that corruption exists as a potentiality, which is
then concretised in specific encounters. By comparison, the corruption discourse of
Jamshedpur is systemic and is applicable to the study of a broader range of phenomena. A
systemic discourse resists the tendency of episodic approaches to draw conceptual and moral
boundaries around events and rather emphasises the relationships between broad networks of’
actors. In this section I elaborate on the content and origins of systemic corruption discourses
in Jamshedpur.

Some weeks after Suchir’s encounter with the MP had passed, I spoke with Rishi about
the relationship between political corruption and organised crime. I wondered, much like
Parry and Gupta, how local people thought about the types of corruption I encountered
during research. During a long conversation, I suggested to Rishi that the Jharkhand Mukti
Morcha (JMM) party to which Sunil Mahato belonged might locally be considered a crim-
inal organisation.” It certainly seemed likely, since Mahato engaged in such a wide variety of
illegal businesses and was evidently predisposed towards the use of violence. Rishi thought
this quite an astute observation but cautioned that one should not think this true for the JMM
alone, which largely represented the state’s tribal peoples. Rishi suggested that criminality
was inherent to the negotiations by which anyone accesses real power and wealth. Mahato, he
said, was simply someone who had been more successful in such negotiations, and it was
logical that he would seek to consolidate his position through a parliamentary career.
Referring to some of the region’s most prominent political parties he claimed:

Look, you have the tribal people here in Jamshedpur, and their goondas [gangsters]
are the JMM, and you have the BJP,” and they are the Brahman® goondas, and then
there are the RJD,” and they are like me, they are the Yadavs.® But, they are goondas
too. All of them are goondas . . . if you are a big goonda and you have some charge
against you, what can you do? You will be caught eventually, and you will go to
prison. So you simply must become a politician and then get the charges dropped.
That is why there are so many criminals in politics.

Rishi held the local political economy to function through negotiations between corruption,
organised crime and entrepreneurship, which effectively eroded the boundaries between
these fields. Based on his own personal experience, he felt sure that his ideas on this matter
were correct.

When we first met, Rishi was thirty-eight years old and lived in the house where he had
been born. His father was a steel worker, and Rishi had been educated at a company school.
At the age of eighteen, rather than following his father into the steel plant, he decided to study
accountancy at a local college, where he supported himself by working nights at a petrol
station. After graduating, Rishi proved to be a capable accountant. He quickly built a healthy
and respected local practice, the profits from which he began to channel into a lucrative side-
line in money-lending. Since money-lending proved to be even more lucrative than account-
ancy, after several years he eventually closed his practice altogether. With time, his
money-lending business too was abandoned as he decided to focus upon contracting his
collection services to banks and finance companies. He prospered in this work, partly since
he possessed the technical skills needed to manage weekly payments from huge numbers of
debtors. But, more importantly, during his years of business negotiations he had made valu-
able connections with entrepreneurs, politicians, police officers and gangsters which gave
him access to capital, institutional patronage and the violence with which to coerce debtors.
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By 20006, Rishi’s services were in high demand. He was the chief collections agent for General
Electric and enjoyed productive partnerships with some of the state’s most powerful
organised-crime figures.

Rishi’s entrepreneurial flair was contingent upon his ability to recognise areas in which an
appropriately placed valve might profitably mediate between resources, and he maximised his
ability to stand between licit and illicit economies by structuring his office as a microcosm of’
the local political economy. In this respect, he was an entrepreneur par excellence, whose
practices typified a broader neo-liberal subjectivity (Foucault 2001). Rishi employed smart,
middle-class Bengali women to communicate with the Kolkata offices of corporations. For
his dealings with Jamshedpur’s Sikh merchant class, he hired two local Punjabi men. For his
enforcement needs, he retained the services of a man connected to a large and violent crim-
inal organisation, whose leader’s father was the head of the state Police Association. For his
immediate relations with law enforcement, he employed the husband of a local police officer,
despite regarding him as slow-witted. Through the latter relationship, he was corruptly
informed of accusations levelled against him by victims of his firm’s violence. With the aid of
well-placed bribes, he ensured that such accusations were seldom formally investigated.
Rishi’s perspectives on Sunil Mahato are therefore very much a commentary from within
criminalised entrepreneurial negotiations. However, as I have discussed elsewhere, discourses
that suggest mutually beneficial relationships between criminality, corruption and enterprise
constitute a public political consciousness which has even greater salience for India’s working
classes (Sanchez 2012b).

Rishi’s ideas find their echoes on the shopfloors of Jamshedpur’s factories, where a pervasive
discourse suggests that the broad class positions of modern Indian society are consolidated by
criminality. This model contends that since the economic liberalisation of the 1990s, crimin-
alised elites and corporations have seized a larger share of India’s wealth, to the detriment of
those on the bottom of the pile. A relationship between corruption, violence and enterprise
has been a rather public feature of the regional political economy since the 1970s, during
which time significant numbers of career criminals began to enter the Indian parliament, a
development with origins in the political use of violence during Indira Gandhi’s dictatorial
‘State of Emergency’ from 1975 to 1977 (Mehra 2002; Sanchez 2012a). The available data
testify to the effects of this process. As of 2013, of the 543 elected representatives of the lower
house, 158 (29 per cent) were charged with a criminal offence. Furthermore, seventy-four (14
per cent) of the lower house of the Indian Parliament were charged with crimes in the most
serious category of offence: comprised of murder, rape, extortion, banditry and theft.

The distribution of criminal charges within the Indian parliament is weighted towards
MPs representing the smaller parties, whose support bases rely upon the politics of caste and
ethno-regionalism. Among the two major parties, the Congress Party, whose ideology is a
secular state socialism, has 5 per cent of its 205 MPs currently facing charges, while the
Bharatiya Janata Party, representing a broad platform of Hindu nationalism, sees 16 per cent
of'its 116 MPs charged. At the other end of the spectrum, the regional Samajwadi and Bahujan
Samaj parties, who predominantly represent the interests of untouchable castes, have 60 per
cent of their MPs charged. Other ethno-regional parties fare similarly poorly. Interrogating
this phenomenon better substantiates the contexts in which criminals are likely to enter
Indian politics.

Many of the Indian political parties strongly associated with criminality have their support
bases in a vast northern swath of the country, running from the state of Haryana in the centre
west, across Uttar Pradesh to the eastern states of Bihar and Jharkhand.” Across Haryana,
Bihar and Uttar Pradesh, post-independence rural relations have been characterised by a
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progressively open state of conflict between lower-caste tenants and their upper-caste land-
lords. In this climate, the use of politically orchestrated violence is increasingly salient. In
Bihar, criminal authority was further entrenched by 1975’s state-wide alcohol prohibition,
which created a lucrative market for bootlegged liquor. Regional criminal organisations
prospered in the 1970s by providing coercive political services and fulfilling black-market
demands for consumer goods. These organisations eventually diversified into labour-
contracting, haulage, mineral extraction, metal-trading and waste disposal as the region’s
industrial sectors expanded throughout the 1980s. During the 1990s, the power of regional
criminal politicians received a further boost from the centre, as a series of weak coalition
governments allowed the smaller parties on which they were dependent to wield a dispropor-
tionate level of power in parliamentary votes. It is during this period that the Congress Party
became embroiled in the ‘bribes for votes’ scandal, which saw Prime Minster Narashima Rao
convicted of corruption and Sibu Soren, the head of Sunil Mahato’s JMM party, convicted for
the directly related murder of an alleged blackmailer.

The penetration of known criminals into parliament has its clearest origins in Indira
Gandhi’s State of Emergency. One might also conclude that the class and ethnic conflicts of
particular regions explains why violence initially became a feature of charismatic leadership
in Indian politics (Hansen 2001). However, it is the capacity of parliament to enable the
consolidation of personal power that presently explains the allure of a political career to crim-
inals. In this context, the public pervasiveness of a systemic corruption discourse such as
Rishi’s seems more explicable. Regarding the historical antecedents of Indian political
criminality, the public recognition that criminality has played a role in the Indian political
economy for many years supports, rather than undermines, the political critique that popular
corruption discourses represent. Far from having entered a new corporate age of transpar-
ency, professionalism and opportunity, popular corruption discourses perceive society to
function on the same corrupt, oligarchic terms as the past, albeit with a greater variety of
business opportunities. That criminality and violence are said to be inculcated within polit-
ical and economic success lends corruption discourses a certain ethical weight. However,
these commentaries are primarily systemic as opposed to moral and should be regarded as
distinct from the broader modelling of epochal social decline that characterises Hindu cosmo-
logy (Pinney 1999).

Conclusion

For Lucky, Suchir and Rishi, the practices loosely termed ‘corruption’ are not conceptually
limited to abuses of legal authority (Weber 1978: 217 ff.). Neither are these practices neces-
sarily expressed as bribery. Indeed, for Suchir, corruption may be a coercive practice that is
not rooted in material transactions at all. At the very least, this raises the pertinent question
of how far we might apply the transactional frameworks of economic anthropology to the
field of political corruption (Parry 2000).

In the steel town of Jamshedpur, the category of ‘corruption’ refers to the broad spectrum
of criminal enterprise by which institutional actors not only abuse but reach beyond the
authority of their offices. Conceptualised as the abuse of power within a defined area of
authority (Das 2001), popular models of corruption lack the conceptual breadth with which
to understand a rather different type of political criminality: namely, the processes by which
legal authority is used in the pursuit of multifarious forms of power. For Sunil Mahato MP,
political corruption is a constituent element within a broader entrepreneurial project that is
focused upon the economic opportunities of mercantilism, debt collection and racketeering,
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the accumulation of coercive resources and the exercise of legal influence. What the Mahato
case most clearly illustrates is how corrupt practice is inserted within the political-economic
negotiations that constitute organised crime (Arlacchi 1983, 1986; Blok 1974; Gambetta
1993; Handelman 1994; Volkov 2002; Varese 2005).

Rishi’s conception of political criminality collapses the distinctions between corruption,
criminality and enterprise by intriguingly suggesting that his business functions on the very
same principles as Mahato’s. What Rishi suggests is that the differences between himself and
the region’s gangsters and politicians are ones of degree rather than of kind. This systemic
discourse suggests that corruption and organised crime are integral features of the Indian
political economy and is notably distinct from the episodic corruption discourses discussed by
Gupta (1995). Importantly, this popular model in Jamshedpur has salience beyond its
discursive dimensions. The long engagement of politicians in criminal entrepreneurship, the
criminality of local business negotiations and even the ease with which research participants
attempted to coopt me into their own criminal endeavours suggests that such discourses are
incisive commentaries upon everyday processes. A conceptual model of criminal entrepren-
eurship advances the understanding of political corruption in India by showing how corrupt
institutional actors are productively incorporated within the negotiations of organised crime.

Notes

1 Pseudonyms are used throughout for research informants. Public figures such as politicians are not
anonymised.

2 Sunil Mahato was assassinated in Jamshedpur in March 2007 by Maoist guerrillas, representing
India’s Naxal uprising. Local media contended that the murder was related to Mahato’s criminal
enterprises (see ‘Broken Vow Led to Killing’, The Telegraph, Jamshedpur edition, 25 March 2007).
This assertion was denied by the local party wing of the Maoist uprising, which held that he had been
executed as a corrupt ‘sycophant’ (‘Chamcha’) of the state’s industrial corporations.

3 Despite popular emphasis upon vendetta and honour as the traditional structuring principle of Italian
organised crime, even a rather cursory historical survey of the field shows its origins to be firmly
economic and political, resting in the feudal patronage of post-unification Italy. See Arlacchi (1983,
1986) and Gambetta (1993).

4 JMM is the ‘Jharkhand Liberation Front’, an ostensibly tribal interest party that enjoys a high degree

of support across the Jharkhand state.

Bharatiya Janata Party, a conservative political party aligned to the Hindu Nationalist movement.

The highest order in the Hindu caste system.

Rashtriya Janata Dal.

A large, low-status North Indian caste.

The state of Jharkhand was inaugurated in 2000, formerly being the southern regions of Bihar.
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6
CAUSES OF CORRUPTION

Bo Rothstein and Jan Teorell

Two contested concepts

Venturing into an issue as complex as the causes of political corruption opens up a number of
intricate problems, not least since, as stated by Huberts, ‘corruption and causation are among
the most contested concepts’ (2010: 146). The problems can be divided along three analytical
dimensions. The first is whether we should operate with a universal understanding of corrup-
tion or consider it a problem that is culturally or temporally specific. This also relates to how
we understand the opposite of corruption. Is ‘clean’ government a universal or a culturally
specific entity, and, if specific, how many variations can exist, and of what type? Understanding
and explaining the causes of corruption is not only an academic issue but has a ‘policy-
relevant’ dimension. If we want to minimise corruption, what alternative state should we
wish for?

A second dimension relates to the question of how to understand causality in the social
sciences. This issue relates to meta-theoretical epistemological and ontological issues that are
largely unresolved. To a surprisingly large degree, social scientists do not have a common
understanding of what should count as a causal explanation. Should explanations be based on
observable facts or are the most potent explanatory factors unobservable things like ‘collective
memories’? Scholars working in the hermeneutic tradition differ from those working within
the scientific realism perspective, which in turn differs from the logical-positivist perspective.
Although many social scientists go on doing what they do without reflecting very much
about ontological and epistemological issues, as shown by MacDonald (2003) and Shapiro
(2005), even unreflected standpoints have a great impact on the research produced and upon
what should count as a causal factor. Related to this problem is how to handle structural
versus intentional explanations (also known as macro-, meso- and micro-level explanations).
Can structural (or systemic) variables be seen as causes in their own right so that an economic
structure such as, for example, the level of economic and social inequality in a society can
explain its level of corruption? Or do we need to show how such structural forces operate
through individuals’ perceptions of these very structures that are then transformed into inten-
tions that are acted upon (Elster 1989, 2007)?

A third dimension concerns how the causality of corruption relates to the ever-lasting
problem in the social sciences of how to understand the basis for human behaviour. Should
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we rely on notions about rationality and self-interest as the basic template for explaining
behaviour or should we base our understanding of attitudes and beliefs about corruption on
historically established norms and culturally induced ‘scripts’? Do people that live in system-
ically corrupt societies and that are engaged in various corrupt practices have a qualitatively
different understanding of ethics in public affairs from people in, say, low-corruption
Denmark? Or is it their understanding of rationality that is different? Needless to say, this
dimension has important policy implications. In order to change a society from high to low
corruption, should we change the incentive structure or should we try to change the moral
codes of that society? Is there a difference here between those who demand bribes and those
who have to pay, or choose to offer, bribes? This also relates to individual differences: are
some ‘types’ more prone to corruption? For example, what characterises those individuals
who live in systemically corrupt societies who nevertheless choose not to participate in
corrupt exchanges, and vice versa?

In this chapter, we shall attempt to make headway through this plethora of conflicting
positions by arguing three things. First, that there is a promising agenda for how to under-
stand corruption as a universal concept but that this requires an explicit normative foundation
of what should count as the opposite to corruption. Second, that in the midst of all contro-
versy an understanding of causation that can be accepted across a broad spectrum of meta-
theoretical perspectives has developed in the past decade or two. Third, we will review some
of the main findings in the vast literature on causes of corruption based on this understanding
of causality. We end by discussing some more general theories for explaining corruption and
areas we think should be made the future of corruption studies.

Definitions of corruption

The most used definition of corruption is ‘misuse (or abuse) of public power for private gain’
or some close variant to this formulation (Huberts 2010). In this definition, corruption is seen
as something different from crimes or (other forms of treacherous behaviour) that may only
involve agents in the private sector. For something to count as corruption, at least one of the
parties must have a position in the public sector. This indicates that corruption is abuse of
some kind of ‘public good’” (Mungiu-Pippidi 2006).

The main problem with this standard definition is that what should count as ‘abuse’ or
‘misuse’ is not specified. More precisely, with this type of definition, we do not know which
moral norms, legal rules or standard of ethics are ‘abused’ by a corrupt act. Using this type of
relativistic definition, what should count as corruption in, for example, Switzerland may be
something completely different from what should count as corruption in, for example,
Taiwan. The problem with this standard definition of corruption is thus that it makes it
impossible to come up with any type of general theory of what causes corruption in two
settings where the understanding of ‘abuse’ or ‘misuse’ of public power differs (Rothstein
2011). This problem cannot be addressed by simply referring to the abuse of existing legal
rules, since such rules can vary a lot and also allow for corruption. Not very long ago,
companies in many Western countries could legally ‘deduct’ the cost of bribes that had been
paid when making business deals in many developing countries. Somewhat similarly, some
argue that the system of financing political campaigns in the USA as well as some types of
lobbying, although legal, should be defined as ‘legal corruption’ (Johnson 2009; Kaufmann
and Vicente 2011).

We can compare this problem to how democracy or human rights are usually defined,
namely as based on universal norms such as ‘political equality’ (Dahl 1989) and ‘equal concern
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and respect’ (Donnelly 2003; Talbott 2005). The advantage with such universal definitions is
that we may then produce reasonable reliable knowledge for when such norms are not
respected and conclude that Country X violates human rights and Country Y should not be
defined as a democracy. These universal definitions have made it possible to carry out research
about causes of democratisation (Teorell 2010) or what explains why some regions are not
democratising (Diamond 2010). Political theorists have also questioned if it is morally justi-
fied to operate with relativistic definitions of central normative concepts such as justice,
democracy and human rights (Donnelly 2003; Talbott 2005), an argument we think one can
extend to definitions of corruption.

A way out of this problem has been suggested by scholars who have tried to specify a
universal concept of the opposite to corruption. Corruption can come in many forms (bribes,
nepotism, clientelism, cronyism) and exists at different levels (from ‘petty’ to ‘grand’), finding
a concept that covers all this is therefore problematic (Johnston 2005). One suggestion
launched by Mungiu-Pippidi (2006) is universalism (as different from particularism) in
public-policy formation and implementation. By this she means that public policies should
not be direct to favouritism of individuals because they belong to particular groups or elites
or have had resources to bribe officials. Another suggestion comes from North et al. (2009)
and is impersonal enforcement of rules as opposed to personalistic forms of wielding public
power. A third suggestion by Rothstein and Teorell (2008) is impartiality in the implement-
ation of laws and policies. A closer inspection reveals that the differences between these
authors are mostly terminological, what is important is that they all suggest a universal
standard for what should count as corruption and the opposite to corruption. These authors
suggest that corruption is a form of favouritism in the exercise of public power, especially in
the implementation of laws and policies. This is when the ‘equality before the law’ principle
is not respected, but it also involves transgressions of professional standards by, for example,
doctors, teachers and planners. The advantage with this line of reasoning is that we have
defined a universal norm that we can say is ‘abused” when corruption occurs. This implies
that we can search for causes of corruption that are not confined to specific cultures or
historical periods.

Such a universal definition seems to have reasonable support from empirical research, both
that which is based on surveys, ethnographic approaches and experiments. Analyses of surveys
such as the Afrobarometer (Persson et al. 2012), surveys of people in Europe (Charron et al.
2012; Svallfors 2012), survey studies from severely corrupt villages in India (Widmalm 2008)
and ethnographic work about corruption in highly corrupt societies (Jordan Smith 2007;
Persson et al. 2010; Torsello 2011) show that, in general, people in societies in which corrup-
tion has been rampant as long as anyone can remember, (1) take a clear moral stand against
corruption, (2) do not have a different ethical standard of what should be seen as corruption
from that which dominates in low corrupt societies and (3) understand its very negative
effects on their societies. Moreover, an analysis of how corruption was fought by the French
king Louis IX during the thirteenth century presents us with the finding that there is very
little difference between how it was understood 900 years ago and, for example, in contem-
porary Denmark (Jordan 2009). Similarly, Machiavelli’s understanding of corruption in the
Discourses seems very modern (Bonadeo 1973), as do analyses of corruption during the fall of
the Roman Empire (MacMullen 1988).

This line of reasoning has been criticised by scholars who argue that Western understand-
ings of ‘good governance’ cannot be implemented in, for example, traditionalist African soci-
eties (Abrahamsen 2000, cf. Blundo and Olivier de Sardan 2000). However, Gustavson shows
that state auditors in Botswana and Namibia ‘[consider| the international standards for
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auditing as the most appropriate and legitimate way of conducting audit’ (2012: 237). Auditors
in these African countries do not refer to any specific African cultural traits (such as patrimo-
nialism) that would make it difficult for them to implement international (Western) standards
for state auditing. All this indicates that we can search for causes of corruption understood as
a universal phenomenon and that there is relatively little that speaks for a culturally relativistic
understanding of this problem.

Other universal definitions that have been put forward are accountability and transparency
(Adsera et al. 2003; Bardhan 2006). The problem is, however, that accountability and trans-
parency are not norms but processes. This is readily understood by the presumption that the
head of'a group dealing with organised crime is, in fact, held accountable by its members. For
accountability to work as a universal definition of corruption, the norm to which agents are
held accountable must be defined. The same goes for transparency. If it exists, people will be
able to see if certain standards are respected or not, but it is their reaction to eventual breaches
of these standards that is important (Lindstedt and Naurin 2010). Thus, while systems for
accountability and transparency are necessary processes for controlling corruption, without
being coupled to a specified normative standard, they are underspecified as universal
definitions of corruption.

What should count as a causal explanation for corruption?

For a long time, the social sciences were plagued by the so-called covering law theory of
causality, according to which phenomena are explained by being subsumed under universal
causal laws (e.g., Hempel 1965). The fundamental problem of this view, however, is
that it lacks the means to distinguish empirical regularities from truly causal processes.
Barometers, for example, have a universal tendency (if they work) to drop before the
outbreak of storms or hurricanes. But this does not, of course, imply that the falling of
barometers explains the change in weather nor that the latter affects the working of baro-
meters. Empirical regularities, even universal ones, thus cannot in themselves be used to infer
causality.

Two developments in the philosophy of science have, however, liberated the social
sciences from this, now long since dead, notion of what should count as a causal explanation.
The first is the counterfactual theory of causality, according to which the defining feature of
a causal process is the notion that if the cause had been absent so would the effect (e.g.,
Woodward 2003; Collins et al. 2004). The second is the idea that in order to explain a
phenomenon one must be able to unravel the social mechanism that gave rise to it (e.g., Elster
1983, 1989; Coleman 1990; Hedstrém and Swedberg 1998). These two theories of causality,
the counterfactual and the mechanism-oriented, are best seen as complimentary; neither of
them work on its own to provide a satisfactory conception of a causal explanation. What they
have accomplished, together, is the foundation for a unified theory of causality for the social
sciences.

Starting with counterfactuals, they have brought no less than a revolution to the thinking
on causality through parallel developments within disciplines as diverse as statistics, labour
economics, epidemiology and artificial intelligence (Pearl 2000; Morgan and Winship 2007).
Usually termed the ‘unobserved outcome model of causal inference’, this today provides a
unified theory of causal effects that transcends most of the quantitatively oriented social
sciences. Unlike what many qualitatively oriented scholars still seem to presume, the idea
behind doing statistics within the social sciences is thus no longer founded on the goal to
discover ‘covering laws’ (if it ever was). This idea has long since been replaced by the ambition

82



Causes of corruption

to uncover, and through statistics precisely estimate, the size of causal effects (e.g., King et al.
1994).

Still, two important issues remain within this promising reorientation. Both can be
adequately addressed by citing examples from the literature on causes of corruption. The first
is the risk of shallow or insufficiently deep causal explanations. Many explanations of
corruption have started by comparing countries with high and low levels of corruption.
Researchers have been quick to find out that societies with high levels of corruption lack a
number of institutional features that countries with low levels of corruption have, such as
independent and competent courts, an honest and well-trained civil service, a rule-of-law
tradition and effective anti-corruption laws. The problem with such explanations is that a
country that has these institutions already has, by definition, also low corruption (Bukovansky
2006). The same can be said about studies that concentrate on values and norms. Very little
is gained by stating that a civil service that is infused with strong norms against corruption
will have lower corruption (Huberts 2010).

Explanations like these have no or very little explanatory purchase because there is
hardly any theoretical distance between the independent and dependent variables. The
knowledge we end up with is that honest government institutions cause low corruption
and that people lose confidence in public institutions that abuse or misuse their power,
which is no different from stating that (dis)honesty explains (dis)honesty. What we need
to know is, of course, why some countries came to establish these institutions or norms in
the first place.

Relatedly, ‘causal effects’-oriented studies of what explains corruption can be inattentive
to history and the role of dynamics. For example, some causal factors that have been
pointed out are very distant in time from the corruption level that is explained, sometimes
by several hundred years (Guiso et al. 2008). This, however, introduces another
unexplained feature, namely how practices such as corruption (or non-corruption) are
handed down over the generations over such very long periods. Other studies have
problems with distinguishing the causes of corruption from its effects. Sandholz and Gray
(2003), for example, find that the more a country is integrated in the international community,
the lower is its corruption. But are more corrupt countries less prone to enter international
organisations or is it the participation in these organisations that alter norms about corrup-
tion? Examples such as this abound in the literature on causes of corruption. Some researchers
show that social policies reduce corruption (Grimes and Wangnerud 2010), while others
show that voters will not support such policies if they believe that the level of corruption is
high (Rothstein and Uslaner 2005). Inequality may well cause corruption (Uslaner 2008),
but countries with a high level of corruption will find it difficult to get citizens’ support for
increased spending on programmes that will reduce inequality (Svallfors 2012). A high
proportion of women in the political system correlates with less corruption (Dollar et al.
2001; Wingnerud 2012), but maybe it is a less corrupt political system that makes it possible
for women to get elected (Sung 2003)? As Lambsdorff has stated, ‘[r]esearch on corruption is
difficult because many causes of corruption also seem to be consequences of corruption’
(2006: 4).

It is exactly to avoid these twin pitfalls — the risk of shallow explanations and inattentive-
ness to issues of temporality — that the complementary theory of causal mechanisms
comes in handy. Rather than focusing on the question of what causes corruption, what a
mechanism-oriented approach implies is to address the question of why certain factors
cause corruption. A case in point is the relationship between economic development
and corruption. Countless studies have uncovered this simple and strong empirical regularity:
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that richer countries tend to be less corrupt. This relationship cannot simply be dismissed
as being based on reversed causality (that corruption causes failed development), since it
has even been discovered to span the entire nineteenth century. Even if the level of
economic development as measured around 1900 is compared with corruption today, the
relationship is strong and persistent (Treisman 2007). But accepting that there is probably a
causal process through which development helps combat corruption in the long run is not
the same as explaining why this is the case. What are the causal mechanisms involved? Is it
that long-term growth brings human capital development such as high education levels,
which, in turn, helps combat corruption (Uslaner and Rothstein 2012)? Or does development
lead to more efficient tax collection which can be used to reform public-sector payment and
thus replace the incentive to collect bribes among public officials? These are just two examples
of the potential mechanisms involved. The point of the argument is that not only does correl-
ation not imply causation, it is also the case that a causal effect does not imply causal
explanation.

Thus, by asking the why question, attention is naturally oriented towards increased
explanatory depth (Morgan and Winship 2007: Chapter 8). Moreover, the process-oriented
view of explanations based on mechanisms provides more fruitful ground for thinking about
dynamic, historical causal processes at the expense of static correlations (Hall 2003; Pierson
2004; Brady and Collier 2010). In essence, then, the plea for mechanisms is a plea for a more
theoretically guided assessment of causal effects. Following this dictum, we will in the
following section present some of the more well-established findings with respect to what
factors appears to have an effect on corruption, followed in the final section by some more
general reflections on explanatory theories of corruption.

Institutions or cultural norms?

Since the literature on the causes of corruption is both vast and cross-disciplinary, we can
make no attempt to provide a comprehensive review (ct. e.g., Treisman 2007). Our aim is the
more modest one of surveying some of the most significant empirical findings from cross-
national studies attempting to explain degrees of corruption based on different, mostly
expert-based, measures.

Institutional causality I: type of democracy

Democratisation has been a major success in the world during the past four decades. More
countries are now seen as democracies than ever before (Diamond 2007; Teorell 2010). For
many democratisation scholars (and activists), the hope has been that democratisation would
cause lower corruption. Rulers facing increased accountability to voters would try to reduce
corruption, and voters would use their power at the ballot box to ‘throw the rascals out’. To
a surprisingly large extent, however, these hopes are not borne out by the evidence. As stated
by Larry Diamond, ‘There is a specter haunting democracy in the world today. It is bad
governance . . . Governance that is drenched in corruption, patronage, favoritism, and abuse
of power’ (2007: 119). The empirical correlation between measures of degree of democracy
and degree of corruption shows that the curve is U-shaped or J-shaped (Montinola and
Jackman 2002; Sung 2004; Bick and Hadenius 2008). The economy also seems to be
important also; Charron and Lapuente (2010) show that it is primarily in more wealthy coun-
tries that leaders have an incentive to control corruption while in poorer countries the causal
link between wealth, democracy and corruption goes in the opposite direction. New
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democracies seem to be more corrupt than autocracies but some quite old democracies (Italy,
Jamaica and Greece) get very low scores in the standard measures. In some countries with a
high level of corruption, voters do not always punish politicians that stand accused of corrup-
tion (Manzetti and Wilson 2007; Chang et al. 2010). However, empirical studies also show
that in a number of European countries opposition parties that mobilise on the issue of
corruption are quite successful in elections and that parties in government are vulnerable to
such accusation (Bdgenholm 2010).

But democracies can come in many forms: they can be federal or unitary, presidential
or parliamentary, multi-party or two-party and have strong or weak local governments,
to name a few possible variants. A number of studies have tried to figure out if some ways
of institutionalising democracy are better than others for controlling corruption. Gerring
and Thacker (2004) find that unitary and parliamentary forms of government help reduce
levels of corruption, while Kunicova and Rose-Ackerman (2005) find that presidential
democracies have more corruption than parliamentary ones and that multi-party (propor-
tional) representation systems fare worse than two-party ‘first-past-the-post’ systems (cf.
Persson et al. 2003).

Summarising much of this research, Potter and Tavits (2011) make a more general
argument for what they call ‘clarity of responsibility’ in the political system, which for
them is an argument for small electoral districts with majoritarian electoral rules and against
multi-party systems and various forms of consensus-based power-sharing, also known as
neo-corporatism, since this would make it harder for the electorate to vote against corrupt
politicians (see also Johnston 2005). There are, however, important outliers in this
research since the five Nordic countries as well as the Netherlands and Switzerland
have proportional systems and have been characterised as having quite consensual and
neo-corporatist polities, but are in all standard measures seen as having very low corruption.
Yet a recent quantitative analysis supports the hypothesis that higher levels of ideological
polarisation are correlated with lower corruption (Brown et al. 2011). Moreover, a recent
large-scale European survey study of variations in corruption and other forms of low-quality
government shows that in some European countries there are huge variations between
regions. For example, while some regions in southern Italy get very low scores, some
regions in northern Italy are as ‘clean’ as Denmark (Charron et al. 2012). Thus, a country that
has had the same democratic institutions since 1945 (and has been a united polity since 1871)
has, according to this study, huge regional variations in its level of corruption. This should
serve to caution against seeing formal democratic institutions as a main causal factor behind
levels of corruption and instead points at other factors. Maybe it is not the institutional forms
as described above that are important but instead how these are de facto implemented (Bartory
2012).

Institutional causality II: type of public administration

Another central institution that has been explored in relation to corruption is the character of
the public administration. Most studies in this field of research relate to the classic work of
Max Weber and his distinction between the patrimonial and rule-of-law-based bureaucratic
forms of public administration. For example, much of the pervasive corruption in many
African countries has been seen as caused by their ‘neo-patrimonial’ type of public adminis-
tration, which is based not on rule-following but on personalistic and/or clientelistic
exchanges (Hydén 2006). This has led to a strong focus by many development organisations
on improving governance, state capacity and the quality of government (Smith 2007; Norris
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2012). In a pioneering study, Evans and Rauch (2000) found strong support for the
proposition that a lack of Weberianism in the public administration increased corruption.
One problem here is that it is almost self-evident that a rule-based public administration
in which the civil servants work according to an ‘esprit de corps’ for which Weber used
the Latin expression sine ira et studio (without anger or favour) would have very little
corruption. As is well known, Weber’s model contains about ten different characteristics,
and what we need to know is which of these have a causal effect on corruption. Using a new
database constructed to measure quality of government, Dahlstrom et al. find that neither the
relative pay of civil servants nor special job protection or separation of the civil service have
an effect on corruption. Instead, they find that ‘a recruitment process based on the skills of
the candidates, which creates a professional bureaucracy, appears to be the most important
feature for deterring corruption’ (2012: 666). Since low salaries and the lack of a ‘closed’
career system in order to create a certain esprit de corps have been seen as important causes of
corruption in much of this literature, this finding is important. Establishing strict rules for
meritocratic recruitment and promotion can be seen as strong ‘signals’ from the state about
respecting the norm of impartiality. The same could of course be said for gender equality.

Institutional causality type I1I: size of government

Several prominent economists have argued that the root cause of corruption is ‘big
government’. The logic is straightforward: size will increase opportunities for corruption. As
stated by Nobel Laureate Gary Becker (1997: 210), ‘to root out corruption, boot out
big government’. A similar view is put forward by Alesina and Angeletos (2005: 1234),
stating that ‘a large government increases corruption and rent-seeking’. Empirical evaluations
of this line of causality present us with a very different picture, namely that the relationship
between government size and corruption seems to run in the opposite direction (Gerring
and Thacker 2004). Standard measures of national levels of corruption and public spending
have a positive correlation of 0.39 (Persson and Rothstein 2011). Explanations for this
seemingly paradoxical result come from studies in the fiscal sociology of development. One
such study based on interviews in Uganda reveals that although they have good information
about the high level of corruption among the political elite, citizens do not effectively react
against this because they pay hardly any income tax or other direct taxes. This leads to a
decreased sense of ‘ownership’ of the state and consequently a decreased willingness to act
against elite-level corruption (Persson and Rothstein 2011). Simply put, citizens in a country
like Uganda know about and take a clear moral stand against corruption, but, since it is not
‘their money’, they see little reason to act (Brautigam et al. 2008). This may also be an
explanation for why countries in which the rulers have other sources of income than taxation,
such as large natural resources, have higher levels of corruption (Ades and Di Tella 1999;
Arezki and Bruckner 2011). In addition, this may also be the reason for why higher foreign-aid
levels are generally associated with declines in the quality of governance (Brautigam and
Knack 2004).

Social norms type I: generalised trust

Generalised trust has become a central focus of research in many areas, including this one. As
an important part of social capital, it empirically correlates both with a number of normat-
ively very desirable states such as economic prosperity and well-functioning democratic insti-
tutions, as well as with low corruption (Uslaner 2004). It is usually measured by a survey
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question formulated in the following way. ‘Generally speaking, would you say that most
people can be trusted or that you can’t be too careful in dealing with people?” As with meas-
ures of corruption, there is huge variation between countries of social trust measured in this
way. The reason for the existence of a causal link is that in a systemically corrupt society,
corruption can be seen as a collective action problem in the sense that even though the public
officials know that corrupt practices are hurting their society and thereby themselves in the
longer run, in the short run it makes little sense to be ‘the only one’ that refrains from bribes
since such a single act is without importance for corruption as dominant social practice. It is
only if you trust that the other agents in your situation do not accept bribes that it can be said
to make sense to act honestly. In this way, corruption and low trust can be seen as a social trap
situation (Rothstein and Uslaner 2005). The same logic pertains to those who offer bribes. If
the local doctor demands bribes for immunising one’s children, it makes little sense to be the
only one in the village that refuses to pay. Low social trust may thereby be seen as causing
corruption.

But, as in so many other cases in this area of research, the causal link may also work the
other way around (Chang and Chu 2006; Morris and Klesner 2010). Corruption may cause
trust in general to go down in the following two ways. Public officials, not least civil servants
at the local level, are supposed to be honest and not use their positions to hand out favours to
their relatives, friends or to demand bribes. If it becomes ‘common knowledge’ that they do,
people will think that if you cannot trust these people in your society neither can you trust
‘other people in general’. Moreover, in a society with dishonest public officials, it will become
‘common knowledge’ that in order to get what you need from the authorities (security, health
care, various permits, education), ordinary citizens will often have to engage in dishonest
behaviour, like corruption. If so, it seems reasonable to make the inference that ‘they cannot
be trusted’. Dinesen (2011) has tested this by using immigration to Denmark as a ‘natural
experiment’. What happens to immigrants in low-corruption, high-social-trust Denmark
who come from low-trust, high-corruption countries such as Bangladesh or Pakistan? The
result is that after some years in Denmark their social trust increases considerably, and the
most important factor for this to happen is if they perceive to have been ‘even-handedly’
treated by the Danish authorities. Experiments with Romanian and Swedish students found
the same causal pattern. Agents who experience corruption by local authorities not only lose
trust in these authorities, they also lose trust in ‘other people’ in general (Rothstein 2011:
Chapter 7). A third dimension about the importance of generalised trust is that it has been
argued that high levels of such trust can serve a functional equivalent to ‘clean’ government,
explaining why some countries, such as China, thrives economically despite high levels of
corruption (Li and Wu 2010). The argument is that when the formal institutions cannot be
trusted, some societies can rely on trustworthy informal institutions such as a high level of
generalised trust.

Social norms type II: religion

Another possible normative factor that could influence corruption is religion. Empirical
studies show that countries with a higher proportion of Protestants tend to be less
corrupt whereas countries with higher proportions of Catholics and Muslims tend to be
slightly more corrupt. However, it has been demonstrated that the relationships between
corruption and the percentage of Catholics and Muslims disappears after wealth is
controlled for (Connelly and Ones 2008). Similarly, Marquette (2012: 11) argues that studies

claiming religion as determining corruption are founded on ‘assumptions not borne out of’
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the evidence’. However, the religious factor is not only a question of ‘type’ but also a question
about intensity. Studies using the World Values Survey have produced a religious-secular
index based on six survey questions that make it possible to get a measure of how, on
average, religious (or secular) people are in different countries. When this index is
correlated with measures of corruption, it is shown that countries with a more secular
population are also less corrupt.' This is not to say that religion causes corruption, but one can
say that at least at the aggregate level, whatever religion does with the moral standards of a
soclety, it does not lower corruption. However, it may not be religion as such but how reli-
gious practices have historically been institutionalised and financed. Rothstein and Broms
(2011) show that in the Lutheran countries, religious practices have been financed ‘from
below’ in a system where the church wardens and church councils were elected by the local
parishes that had the right to tax its members and where surprisingly modern systems for
transparency in the form of open bookkeeping and accountability were developed. In sharp
contrast to this, the Arab Muslim world developed a system where religious practices were
financed by private foundations set up by rich families, mainly to avoid taxes. The power over
these foundations (aka Wagqifs) has, as a rule, been inherited and no institutionalised systems
for accountability, representation or transparency have therefore been developed. Thus, it
may not be religion as such but how ‘the temples have been financed’ that account for the
variation in levels of corruption between predominantly Lutheran and Arab-Muslim
countries.

General theories explaining corruption

In addition to specific types of causation, there are three more general theories for
explaining corruption. The first theory, which we may call the theory of public
administration ethics, is based on the notion of agents as motivated primarily by social
norms. Following this, the cause of corruption is seen as corrupt agents having the
wrong set of norms; thus, the solution is increasing education about these norms among
the agents (Thompson 2005; Richter and Burke 2007). There is to our mind no doubt
that civil servants and professionals in the public sector often need to reflect upon the
ethical dimensions of what they do. However, as a causal factor behind corruption, ‘bad
ethics’ is more problematic. To some extent, this understanding of the problem demonises
the whole culture in deeply corrupt societies. However, as mentioned above, there is not
much empirical evidence for saying that systemic corruption is caused by ‘bad norms’. On the
contrary, as shown above, even in severely corrupt settings, what counts as corruption is by
and large universally understood, and most agents agree that corrupt acts are morally
unjustified.

A very different theory, that can be said to dominate large parts of the field, is the
principal-agent theory, which starts from a very different notion about agents, namely
that they are self-interested rational utility-maximisers (Rose-Ackerman 2011). In this
theory, the central idea is that there is an honest principal (e.g., the prime minister) who has
to deal with opportunistic agents (e.g., civil servants). If presented with the opportunity,
rational rent-seekers misuse the power and resources entrusted to them for their own
purpose instead of following the intentions of the honest principal (Klitgaard 1988;
Persson et al. 2000; Rose-Ackerman 2004). One problem with this approach is that in
a thoroughly corrupt system it is difficult to identify who such a benevolent principal
might be. For example, the political elites are often the ones who stand to gain the most
from rents in a corrupt system, and they therefore have no incentive to change the system
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(Johnston 2005). Another idea in this approach is that ‘the people’ is the (honest and
benevolent) principal, and the political leaders are the corrupt agents. The problem here is
that, as stated above, in a severely corrupt system, the evidence that democratic elections work
against corruption is simply not at hand. Moreover, if corruption did work according to the
‘principal-agent’ model, it would be pretty easy to erase just by changing the incentives.
Anti-corruption would be a simple thing: principals need to incrementally increase the
negative pay-off for cheating and corruption (including the risk of being caught) to a point
where the fear of being caught is higher than the greed that leads agents to engage in corrup-
tion. When a society is constructed so that fear is larger than greed, things would go well. But
apparently corruption in systemically corrupt countries is not that easily rooted out (Persson
et al. 2012).

A third approach known as the ‘social trap’ or ‘collective action’ theory of corruption
starts from the presumption that what agents do depends on what they think the other
agents will do. As Fehr and Fischbacher (2005: 259) state, ‘[i]f people believe that cheating
on taxes, corruption and abuses of the welfare state are widespread, they themselves are
more likely to cheat on taxes, take bribes, or abuse welfare state institutions.” This is thus
the reason why high levels of generalised trust are strongly correlated to low levels of
corruption. This theory also provides an explanation for why in a thoroughly corrupt
setting, even people that think corruption is morally wrong are likely to take part because
they see no point in, or cannot afford, doing otherwise (Della Porta and Vannucci 1999;
Karklins 2005). Corruption in these settings is a self-enforcing equilibrium (Aidt 2003).
From a policy perspective, understanding systemic corruption as a collective-action
problem has important implications. The important thing will be to change agents’ beliefs
about what ‘all’ the other agents are likely to do when it comes to corrupt practices. Most
agents have to start trusting most other agents to refrain from corrupt practices. One can
think of this as the need to reach a ‘tipping point’ in order to reach a new equilibrium
(Schelling 1996). This speaks against incrementalism and instead points at the importance of
‘big bang’ type of change (Rothstein 2011: Chapter 5). How such large-scale changes can be
brought about is unfortunately not known.

Lastly, some scholars have been arguing that asking for the causes of corruption is
a patently wrong question because it takes as the default position that it is corruption that
needs to be explained. However, with a more broad view of corruption including
things such as nepotism, favouritism and clientelism in politics, Mungiu-Pippidi (2011)
has argued that this should, historically and also contemporarily, be seen as the ‘default
position’. Over recorded historical time and also in the contemporary world, most people
who manage to get a position of power in the public sector try to use it to further their
personal, factional, family, clan, party or other such particularised interest (North et al.
2009; Fukuyama 2011). What needs to be explained is why, in quite a few countries, and
historically only since a few centuries, a norm has been established that, when having
such a position, the appropriate thing to do is to abstain from using one’s power for
whatever factional or particularistic interests one may have and instead be guided by
some idea of serving ‘the public good’. According to this line of reasoning, it is the establish-
ment of norms such as being impartial and looking away from one’s personal interests when
implementing laws and policies that needs to be explained; the opposite is, unfortunately, the
‘normal state’.

This brings us, as a final observation, to another insight from the mechanism as opposed
to causal effects centred view of causality: the need for carefully crafted and theoretically
informed case studies. The appearance of cross-national measures of corruption has spawned
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an industry of quantitative cross-national studies of corruption. There is, however, still a
dearth of case-study research on the theoretical mechanisms driving corruption — its devel-
opment, persistence and rare abolishment through time. This is where we envision the future
of the study of causes of corruption.

Note

1 Calculation by author based on the Quality of Government Institute Data Set, see www.qog.pol.
gu.se.
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7

WHAT DOES CROSS-NATIONAL
EMPIRICAL RESEARCH REVEAL
ABOUT THE CAUSES OF
CORRUPTION?

Daniel Treisman

During the past fifteen years, empirical studies of corruption — understood as the misuse of
public office for private gain — have mushroomed. The main impetus has been the publication
of cross-national indexes of ‘perceived corruption’, first by the organisation Transparency
International and then by a team of economists at the World Bank. These ratings aggregate
the assessments of international risk analysts, business executives, other experts and survey
respondents from the countries in question. Scholars have found that higher perceived corrup-
tion, measured in this way, correlates with a variety of plausible explanatory factors.

The assumption behind such work has been that these indexes of perceived corrup-
tion were a possibly noisy but nevertheless unbiased indicator of the actual extent of corrup-
tion. An early question that was perhaps given too little attention was how experts would
be able to accurately assess this (while the methodology for aggregating the expert assess-
ments was described in detail, how the experts arrived at their ratings was never explicit).
Still, the approach seemed defensible as long no other cross-national data existed for a large
number of countries, and as long as there was no compelling reason to suspect systematic
error.

As other sources of information about corruption levels have become available, however,
doubts have increased. A number of surveys have asked country residents whether they or a
household member had been expected to pay a bribe in any form in the preceding year. Other
surveys of business managers have asked how often firms like theirs were expected to pay
bribes to officials in return for public services. The country averages of such ‘experience-
based’ indicators of corruption turn out to correlate quite imperfectly with the perceived
corruption measures. While the highly developed democracies have low estimates of corrup-
tion by either measure, among less developed countries the reported frequency of bribe
demands and the perceived level of corruption often diverge widely.

In this review, I briefly summarise results of studies of the perceived corruption indexes,
discuss the problems with the data and present the results of analysis of the correlates of one
experience-based measure.
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Analysing perceived corruption

The two indexes of perceived corruption most often used in empirical work are the Corruption
Perceptions Index (CPI) of Transparency International (TT) and a rating of control of corrup-
tion constructed by Daniel Kaufmann and colleagues at the World Bank (WB).! Both aim to
reduce measurement error by averaging a number of different sources. Although the method
of aggregation and country coverage differ somewhat, the resulting measures correlate very
highly (for instance, r = .98 in 2004). TT’s ratings have been available annually since 1995; the
WB estimates were biannual from 1996 to 2002 and have been annual since then. Coverage
for both has increased over time, reaching 185 countries (TI) and 210 countries (WB) in
2010-11. In addition, some scholars have analysed cross-national ratings of the level of corrup-
tion produced by the risk analysts Business International and Political Risk Services (which
publishes the International Country Risk Guide).

Studies have found that lower perceived corruption, using these measures, correlates with
higher economic development (La Porta et al. 1999; Ades and Di Tella 1999; Treisman 2000);
more democratic government (Treisman 2000: Montinola and Jackman 2002); more press
freedom (Adsera et al. 2003; Brunetti and Weder 2003); parliamentary rather than presidential
constitutions (Panizza 2001; Gerring and Thacker 2004; Kunicova and Rose-Ackerman 2005;
Lederman et al. 2005); plurality electoral systems rather than proportional representation (PR,
especially closed-list PR) (Persson et al. 2003; Kunicova and Rose-Ackerman 2005); smaller
districts in open-list PR systems (Chang and Golden 2007); political centralisation rather than
federalism (Goldsmith 1999; Treisman 2000; Gerring and Thacker 2004; Kunicova and Rose-
Ackerman 2005); fiscal decentralisation (Fisman and Gatti 2002); a Protestant tradition (La Porta
et al. 1999; Treisman 2000); a history of British colonial rule (Treisman 2000); low natural-
resource endowments (Ades and Di Tella 1999); low ethno-linguistic fractionalisation (La Porta
et al. 1999); openness to international trade (Ades and Di Tella 1999; Sandholtz and Koetzle
2000; Treisman 2000; Sandholtz and Gray 2003; Gerring and Thacker 2005); less intrusive state
regulation (Treisman 2007); low inflation (Braun and Di Tella 2004); and greater representation
of women in the legislature and government (Dollar et al. 2001; Swamy et al. 2001). Not all of
these results are robust to the inclusion of additional controls, the use of data from different years
or the inclusion of different sets of countries (Treisman 2007).

Doubts about the measures

However, serious questions have been raised about whether the perceived corruption meas-
ures capture cross-national differences in corruption levels or just differences in countries’
reputations, based in part on prevailing stereotypes and media coverage. Such doubts have
been fueled by a number of studies within particular countries that compared expert or
popular evaluations to some more objective measure of the actual corruption level — and
detected little or no relationship between the two.

Olken (2009) found that Indonesian villagers’ assessments of the degree of corruption in
local road-building projects were only weakly related to the actual level, as estimated by
engineers who examined the roads’ quality and inferred the associated levels of kickbacks.
Rose and Mishler (2010) found that, among survey respondents in Russia in 2007, percep-
tions of the prevalence of corruption were unrelated to actual experience of it. For instance,
while 89 per cent thought that most police officers were corrupt, only 5 per cent said that
during the previous two years they or a household member had found it necessary to pay a
bribe to one. A respondent’s perception of the extent of bribery was not significantly
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associated with either the number of contacts he had had with officials or the number of
bribes he had paid; however, such perceptions were related to the respondent’s exposure to
media stories about corruption. Razafindrakoto and Roubaud (2010) surveyed both country
experts and residents of eight African countries and found that the experts grossly overestim-
ated the extent of corruption that the residents would report; across countries, there was no
correlation between the experts’ perceptions and the population’s experience.

In recent years, more surveys have begun questioning both the public and firm managers
about their concrete experience with corruption. For instance, since 2004, TI has, in its
Global Corruption Barometer (GCB), asked respondents whether they or any member of
their household had paid a bribe to any public official during the previous twelve months.
The incidence of corruption estimated from such survey questions does correlate across coun-
tries with levels of perceived corruption. However, especially among those countries
considered more corrupt, there are large gaps between opinions and reported experience.

Figure 7.1 illustrates the problem. I have plotted TI’s CPI against its GCB measure of the
frequency with which respondents report having paid bribes, averaging both variables for all
available years between 2004 and 2011 in order to avoid being misled by short-term fluctu-
ations. The two series are correlated at r = —.63 (for the CPI, high numbers are associated
with lower corruption, so the correlation is negative). Rich democracies cluster in the bottom
right-hand corner of Figure 7.1, where reported bribes and perceived corruption are both
low. Some poor autocracies or troubled democracies, such as Liberia and Uganda, have both
high reported bribes and high perceived corruption.
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Sources: Data downloaded from Transparency International website, and provided to author by
Transparency International.

Note: GCB: percentage of respondents saying they or household member had paid a bribe during
preceding 12 months.
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But rather than a downward sloping line, the graph traces the shape of an ‘L. Many coun-
tries that are rated the same on one dimension have widely divergent scores on the other. In
Macedonia and Chile, about the same proportion of survey respondents said that they or a
household member had paid a bribe during the previous year. Yet Chile is perceived to have
little corruption (about as much as in Japan), whereas Macedonia is considered to be extremely
corrupt (comparable to Uganda). At the same time, Liberia and Nicaragua are perceived to
be about equally corrupt; yet while 78 per cent of Liberians on average report having paid
bribes the previous year, only 5 per cent of Nicaraguans say the same. Moreover, analyses of
the determinants of corruption find that many factors that explain countries’ perceived
corruption — from media freedom to the empowerment of women — do not correlate strongly
with experience-based measures (Treisman 2007; Weber Abramo 2008; Donchev and
Ujhelyi, no date).

One possible explanation is that the two indicators measure different types or dimensions
of corruption. However, given the uncertainty about exactly what the perceived corruption
indicators measure (constructed, as they are, from multiple sources, using different ques-
tions), such rationalisations seem ad hoc. All one can really say is that the CPI is measuring
something somewhat different from what the GCB question is measuring, but whether that
is another dimension of corruption or something else entirely cannot easily be determined.
Another possibility is that the experts, country residents and journalists whose writing about
governance informs global opinion are themselves influenced by folk theories about what
causes corruption. When asked how widespread corruption is in a given country, lacking any
direct information, they then rely on such theories, inferring that countries where the govern-
ment is authoritarian, hostile to the media, mineral-rich, protectionist and misogynistic must
also be more corrupt. If this is the case, it is not surprising or informative that these same
characteristics of states correlate with high perceived corruption.

Experience-based measures have their own problems. Since bribery is illegal, asking about
individuals’ or firms’ own experiences with it may elicit insincere answers. Most surveys go
to some lengths to reassure respondents that their answers will remain anonymous. Some
inquire only whether the respondent was ‘expected to pay a bribe’, rather than whether he
actually paid one. Some ask about ‘firms like yours’ rather than the respondent’s own enter-
prise, in the hope of thus eliciting information based on direct experience without the
respondent having to incriminate himself. Still, such questions may prompt high non-
response rates or underreporting. Azfar and Murrell (2009), using two surveys of businesses
in Romania — one of which employed the technique of randomised response — estimated that
the reported incidence of corruption was about one-third too low because of respondents’
reticence. Such underreporting is probably not random across countries. Analysing the World
Bank’s Productivity and Investment Climate Private Enterprise Surveys, Jensen, Li and
Rahman (2010) found that the non-response rate to a question on corruption was somewhat
higher in countries with lower press freedom.

Could the reticence of respondents explain the poor match between the GCB and CPI
measures in Figure 7.1? Does underreporting in corrupt but repressive autocracies generate
the low frequency of bribery reports in countries believed by the experts to be highly corrupt?
Apparently not. On the assumption that the CPI captures the true frequency of bribery, one
can derive a measure of ‘underreporting’ by regressing the frequency of bribery reported on
the GCB on the corresponding CPI score. The residuals from this regression measure (negat-
ively) how much rarer bribery is than one would expect given corruption perceptions. In
countries with large negative residuals, such as Nicaragua or Argentina, respondents report
bribery much less often than these countries” CPI scores would lead one to expect.
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If such ‘underreporting’ is caused by authoritarian institutions or lack of media freedom,
these residuals should correlate positively with measures of democracy and freedom of the
press (a large negative residual — suggesting bribe reports are rarer than expected given
perceptions — should accompany a low score for democracy and media freedom). In fact, the
correlation is slightly negative (r = —.27 using the Polity2 democracy score and r = —.11 using
Freedom House’s press freedom index, reversed so that higher scores indicate greater freedom).
In other words, the gap between perceptions and first-hand reports is not greater in more
authoritarian countries with less freedom of speech and the press; if anything, it is smaller in
such countries. Respondent reticence in repressive countries may well be a problem for the
accuracy of experience-based corruption measures, but it does not explain why the GCB and
CPI diverge.

Correlates of experience-based corruption measures

Some scholars, myself among them, have concluded from the preceding considerations that
cross-national comparisons should focus on experience-based measures and that more
numerous and sophisticated versions of these should be constructed. To date, there are two
main categories of such measures: those that focus on bribes extracted from ordinary citizens
and those that assess the bribes paid by businesses. TT's GCB Survey exemplifies the first type.
Another citizen-based measure comes from a cross-national survey conducted by the United
Nations Interregional Crime and Justice Research Institute (UNICRUI) in the late 1990s. The
researchers asked respondents whether in the preceding year ‘any government official, for
instance a customs officer, police officer or inspector’ had asked or expected them to pay a
bribe for his services.? Among surveys focused on businesses, the World Bank’s World
Business Environment Survey (WBES) regularly interviews managers in a large number of
countries and asks whether it is common in the respondent’s line of business, when dealing
with state officials, to ‘have to pay some irregular “additional payments” to get things done’.
Every few years, the World Bank and the European Bank for Reconstruction and Development
jointly poll company executives in post-communist countries for the Business Environment
and Enterprise Survey.

The search for determinants of experience-based measures is less advanced than the
analysis of corruption perceptions. Fan et al. (2009), using the 2000 WBES data, found that
firms reported having to pay bribes more often in countries where income per capita was
lower. Greater administrative decentralisation, as captured by the number of tiers of govern-
ment, was associated with more frequent bribery, while fiscal decentralisation correlated with
less frequent solicitations. There were no robust relationships with democracy, mineral
resources, openness to trade, Protestant tradition or former British colony status. Treisman
(2007) examined data from the GCB, UNICRI and WBES to see whether previously noted
correlates of perceived corruption could also explain the frequency of bribery reported in
these surveys. The only reasonably consistent result was for economic development (reported
experience with bribery was more common in poorer countries). Measures of costly regula-
tion, mineral dependence and openness to trade were sometimes significant in the expected
direction, but not consistently so. However, the number of countries included in these surveys
was relatively low, never rising above fifty-five in the regressions presented, which, in addi-
tion to the problem of respondent reticence, suggests some caution.

Since then, more years of GCB data have accrued, making it possible to expand the
analysis. In Table 7.1, I examine the reported frequency of bribery, averaged across the six
GCB surveys conducted between 2004 and 2010. (See also Table 7.2.) Averaging should
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Daniel Treisman

reduce noise, and it also permits one to include more countries, since those surveyed differ
somewhat from year to year. Among explanatory variables, I include those hypothesised to be
important in previous work. These relate to countries’ political and legal history, their reli-
gious traditions, ethnic composition, economic development, political institutions, represent-
ation of women in politics and economic and regulatory policies.” My strategy, as in Treisman
(2000), is to introduce explanatory variables in rough order of their historical precedence,
that is, starting with those for which the cross-national variation was determined in the
distant past and progressing gradually to those which continue to change from day to day.
The idea is to move down the causal chain, identifying the additional contribution of tempor-
ally posterior factors and observing how coefficients change as new variables are introduced.
Factors that prove consistently insignificant are dropped from subsequent models.

Of course, this is an imperfect solution to the problem of endogeneity. Many of the explan-
atory factors, from the level of economic development to the choice of political institutions,
may themselves be influenced by the level of corruption. Unobserved characteristics of coun-
tries may affect both corruption and the independent variables, producing spurious correla-
tions. Unfortunately, none of the standard remedies for endogeneity works well in this setting.
It is extremely hard to find defensible instruments for the various explanatory variables;
almost any country characteristic that one might nominate could also affect corruption
directly or could influence other explanatory variables. For obvious reasons, one cannot
experiment on the historically formed cross-national variation in corruption. What experi-
ments can be designed are necessarily local and concern only policies or features of the envir-
onment that are easy to manipulate. (One cannot, for instance, change the religious beliefs of
countries’ populations in order to see how this affects corruption.) Perhaps, as the number of
annual surveys increases, it will become possible to analyse corruption measures in a panel
with country-fixed effects to control for unobserved heterogeneity, but I am not aware of any
convincing efforts to do this yet.* Meanwhile, one should treat analyses of the correlates of
experience-based corruption measures as suggestive but certainly not conclusive evidence of’
causal relationships.

I start, in columns 1-3, by examining how countries’ colonial histories, legal families and
religious traditions correlate with the extent to which citizens report being expected to pay
bribes today. (The excluded categories are, respectively: never colonised, socialist legal family
and percentage of the population that is not Protestant, Catholic or Muslim.) In regressions
with no additional controls, corruption tends to be higher in former French colonies and
countries with more Muslim adherents; it tends to be lower in those with German or
Scandinavian-style legal systems and with more Protestants. The German and Scandinavian
legal tradition variables seem to be picking up the same thing as the measure of Protestantism
— the former become less significant and the latter more so when both are included together,
in column 4. This column also suggests that greater ethnic fragmentation is associated with
higher corruption.

However, all the historical, legal, religious and ethnic effects, except for French colonial
history, disappear once one introduces economic development, in column 5. One interpret-
ation of the change from column 4 would be that Protestantism and ethnic homogeneity
foster economic growth but have no direct effect on corruption. Higher income per capita is
strongly associated with less corruption, and higher income from oil and gas is weakly linked
to more of it. Controlling for economic development, media freedom is not related to the
level of bribery in a linear way. Nor is democracy in the simplest model (column 6).

The effect of these variables might be obscured by underreporting among countries with
more repressive institutions, as discussed in the previous section. To adjust for this, in column 7
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I include a dummy for countries in the bottom 20 per cent on Freedom House’s press freedom
scale. (The countries in this category for which all other variables are available are Belarus,
China and Vietnam.) This turns out to be highly significant; in these countries with very low
press freedom, the frequency with which respondents report bribery is more than 10 percentage
points lower than one would expect given the other factors. Either the authoritarian regimes in
Belarus, China and Vietnam are more successful in fighting corruption than countries with
somewhat greater freedoms or the respondents in these countries are substantially underre-
porting demands for bribes. Beyond the bottom 20 per cent, differences in press freedom do not
correlate with corruption, but adjusting in this way does increase the estimated effect of demo-
cracy, which becomes statistically significant in some subsequent models.

Neither proportional representation nor mixed electoral systems were associated here with
significantly more corruption than plurality systems, and presidential democracies did not
differ significantly from parliamentary democracies (column 8). (The control for no direct
national elections picks up just China, so the low press freedom dummy now represents just
Vietnam and Belarus.) Controlling for political institutions eliminates the effect of oil and gas
income, suggesting that if there is a resource curse that leads to greater bribe extraction from
individuals, it operates through the effect of natural resources on institutions. (There might,
of course, be direct effects of natural resource wealth on bribe extraction from businesses,
which are not captured by the GBC.) None of the measures of political decentralisation that
I tried proved significant. This differs from the results of Fan et al. (2009), perhaps because
problems created by multi-level regulatory structures impinge more seriously on businesses
(as captured by the WBES survey) than on individuals (studied here). Unlike in some analyses
of perceived corruption, I found no effects of the representation of women in parliament or
government, the inflation rate or the degree of openness to trade. But bribery did tend to be
higher in countries with higher values of one measure of regulatory red tape — the estimated
cost of starting a business.

These results change little if one includes continent dummies — in fact, some are stronger
— suggesting that they are not picking up mere regional differences. The French colonial
history dummy is apparently not capturing the effect of a French-style civil law system,
which is found in a much larger set of countries, including many former Spanish colonies.
Some other aspect of French colonial administration must be at work — or perhaps some char-
acteristic of the countries the French colonised (those in the data are mostly in West Africa
but also include Algeria, Morocco, Syria, Cambodia and Haiti). As in previous studies, using
just about any measures, the strongest and most robust finding is that corruption is less wide-
spread in more economically developed countries. The direction of causation is harder to
establish, and there are plausible arguments running in both directions. On the one hand,
corruption may impede growth (Mauro 1995). On the other hand, economic development
could reduce corruption by various mechanisms, including by increasing the average level of
education, which empowers citizens to complain effectively about mistreatment (Botero
etal. 2012).

Conclusion

A variety of studies have examined the determinants of corruption perceptions. However, the
possibility that experts and poll respondents infer a country’s level of corruption from their
knowledge of observable country characteristics raises questions about research that uses
observable country characteristics to explain the level of perceived corruption. Analyses of
experience-based measures, derived from surveys that ask about respondents’ own
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experiences with bribery (or those of family members or ‘firms like theirs’), turn up rather
fewer plausible and robust correlates of corruption. Such measures may, in turn, suffer from
respondent reticence.

Analysing one cross-national measure of individuals’ experience with bribery and adjusting
for the possibility of underreporting in countries with little press freedom, I showed that the
reported frequency of bribery was consistently higher in former French colonies, in less
developed and less democratic countries (except in a few with very low press freedom, where
respondents’ candor might be questioned) and in those with more regulatory red tape, as
proxied by the cost of starting a firm. Economic development, democracy and the regulatory
environment may all be influenced by traditions of corruption, so the direction of causation
should not be assumed. Various factors found to be significant in studies of perceived corrup-
tion, including the electoral system, presidentialism, decentralisation, female representation,
trade openness and inflation, failed to show any robust influence here.

Notes

1 Details can be found at http://cpi.transparency.org/cpi2011 and http://info.worldbank.org/
governance/wgi/index.asp (accessed 29 July 2014).

2 For details and data, see www.unicri.it/documentation_centre/publications/icvs/statistics.php.

3 For discussions of the theoretical arguments behind such variables, see Treisman (2000, 2007).

4 The use of corruption perceptions data in panels is particularly problematic for reasons reviewed in
Treisman (2007).
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BUREAUCRACY AND
CORRUPTION

Carl Dahlstrom

Introduction

A well-structured and efficient public administration is a fundamental attribute of civilised
society and essential for the state-building process, which also means that it has influenced
prosperity over the centuries (Fukuyama 2011; Mann 1986, 1993; Tilly 1985). An ‘impartial’
(Rothstein and Teorell 2008) or ‘impersonal’ (North et al. 2009) treatment of citizens by the
public administration is a basic quality in well-functioning states, and, corruption being the
opposite of impartiality, the role of public administration is important to understand — for its
own sake and also because the flaws of the administration are likely to spread to the society at
large, with crippling, long-term effects.

‘Public administration’, ‘bureaucracy’ and ‘corruption’ are vague concepts. This chapter
will therefore discuss only some elements of them. I use the term ‘public administration’ in
referring generally to different ways of organising the public sector in a nation-state. When
discussing the effect of the public administration on corruption, most scholars start from the
way the ideal, typical bureaucracy was described by Max Weber at the beginning of the
twentieth century (Weber 1978, Chapter 11; concerning Weberian bureaucracy and corrup-
tion, see, for example, Rauch and Evans 2000). When I use the term ‘bureaucracy’ in this
chapter I therefore use the word in its Weberian sense.

However, even if the analysis is limited to Weberian bureaucracy, it is still inclusive. The
Weberian ideal type incorporates different features, such as the principle of office hierarchy,
the specialisation of tasks and the bureau organisation, and the terms for recruitment and
employment in office-holding (Weber 1978: 956—8). Instead of discussing all parts of a
Weberian bureaucracy, this chapter will concentrate on a few suggestions stemming from
what might be called human relations in a Weberian bureaucracy. Weber put much emphasis
on the position of the official within a bureaucracy. He described a basic set of ideas of how
human relations should be organised in a ‘modern bureaucracy’, including terms for recruit-
ment, salaries and promotion (Weber 1978: 956-9).

Scholars have put forth several proposals on how to fight corruption, based on Weberian
ideas. For example, it has been suggested that a meritocratically recruited administration
hampers corruption (Dahlstrom et al. 2012), that an administration with strong esprit de corps
makes it harder for corrupt practices to occur (Rauch and Evans 2000), and that full-time
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employment and relatively high public employee salaries diminish the incentives for
corruption among bureaucrats (Besley and McLaren 1993).

To understand how public administration affects corruption, we should probably also
make a distinction between different levels of corruption. This chapter follows a strand in the
literature that makes a difference between grand and petty corruption. Here I refer to grand
corruption as misuse of public office on the higher levels within the state (Rose-Ackerman
1999: 27). The most extreme examples are cases of ‘state capture’, which refer to situations
where top politicians and administrators join forces with private actors in order to use the
state as a vehicle for private income (Hellman et al. 2003). Corruption on this level is some-
times called ‘political corruption’ but as this type of corruption generally involves both
politicians and administrators, the term ‘grand corruption’ is probably more suitable."

With the term ‘petty corruption’, on the other hand, I refer to bribes and other direct and
illegal perks to street-level bureaucrats. Typically, in ‘petty corruption “private” citizens
(often owners of businesses or managers of firms) are engaged in dealing with low-level
government bureaucrats’, who they in some way depend on for licensing, approval or some-
thing similar (Lambert-Mogiliansky et al. 2007: 352). Consequently, petty corruption usually
only involves administrators and not politicians. However, as Susan Rose-Ackerman (2006:
X1X) notes, petty corruption can be organised in a way that systematically ‘favor[s] political
allies’, and there is thus a point where petty and grand corruption merge. It may be good to
note already now that petty corruption does not need to be a smaller problem than grand
corruption; several studies have demonstrated the misery that follows in the footsteps of petty
corruption (Lambert-Mogiliansky et al. 2007; see also Holmberg et al. 2009 for an overview
of the consequences of corruption).

The distinction is made in this chapter in order to uncover the different roles adminis-
trators might play in grand and petty corruption. In grand corruption, the interaction and
power balance between politicians and administrators are very important to the outcome. We
should remind ourselves that corruption, like all criminal activity, needs coordination. If
both politicians and administrators are involved in decisions, incentives for corruption must
coincide between them; or one group must dominate the other for corruption to occur. This
creates a coordination problem for corrupt politicians and administrators and therefore an
opportunity to understand why some ways of organising the state are less prone to corruption
than others. Separating the careers of politicians and administrators or isolating them from
each other might be ways to obstruct the coordination of corrupt networks (Dahlstrom et al.
2012; Rauch and Evans 2000).

In petty corruption, on the other hand, the interaction between politicians and adminis-
trators is less important because petty corruption does not normally involve politicians. The
coordination problem described above is therefore already ‘solved’. In petty corruption, we
should probably instead analyse the more direct incentives for administrators to take bribes.
Effects of salaries for administrators can illustrate the different dynamics driving grand and
petty corruption. It has been suggested that there is a negative effect on corruption of the
relative pay to administrators. The basic idea from the classic economic literature is that if
administrators are well paid their incentive for corruption diminishes as they have more to
lose (Becker and Stigler 1974). Empirical research is inconclusive, however. For example, in
cross-country comparisons, Van Rijckeghem and Weder (2001) indeed find a negative correl-
ation between pay in the administration and corruption, while Rauch and Evans (2000) and
Treisman (2000) do not find this effect. It is perfectly logical that the effect of pay is very
different depending on whether we talk about grand or petty corruption. There are no real
reasons why a higher salary should drive down grand corruption, while it makes more sense
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for it to drive down petty corruption. Therefore, if a distinction between grand and petty
corruption is not made, it might blur the results.

The remainder of this chapter will first discuss the role of the public administration and
corruption in more detail. This section pays special attention to principles for getting
and holding office in the public administration, originally suggested by Max Weber (1978),
and describes how human relations in a Weberian organisation can be connected to corrup-
tion. The following section will summarise some empirical findings from previous studies,
both of historical and contemporary cases. This section will suggest that it is most likely
that meritocratic recruitment and strong esprit de corps affect grand corruption. Thereafter, we
will examine how full-time employment and the salaries of administrators affect petty
corruption. In the final section, the reasoning will be summarised and some limitations of the
Weberian bureaucracy will be discussed.

Office-holding and corruption

In the essays on bureaucracy collected in Economy and Society (1978), Max Weber identifies
two fundamentally different ways of organising public administrations: the patrimonial and
the bureaucratic types. In the patrimonial type of administration, there is no difference
between the “‘private” and the “official” sphere’ for administrators (Weber 1978: 1028). In a
patrimonial system, the ruler (it might be a monarch, a dictator or a democratically elected
president) strikes a deal with various elite groups in order to organise the administration.
Simplified, the ruler gets some goods, such as soldiers, social order or taxes, while the admin-
istrator gets a public office and thus can act on behalf of the state. In a completely patrimonial
system, the administrator uses the control of office as a personal property. Fees, taxes and
other transactions to a smaller or larger degree go therefore directly into the pockets of the
administrator, which is accepted by the ruler as long as the goods that were a part of the deal
are delivered. The office in itself is also a part of the personal property in such a system.
Administrative positions can be sold by the office holder and even inherited within a family.
There are historical examples of patrimonial administrative systems from ancient Egypt, the
Chinese empire and pre-modern Europe (Weber 1978: 1044-50; Ertman 1997: 6-10) as well
as from developed, transition and developing countries today (Hellman et al. 2003: 752;
Médard 2002; Sotiropoulos 2004: 266—8).

Examples of the bureaucratic type of administration are more often from modern West
European states. It is, however, important to bear in mind that both types described by Weber
are ideal types, and there is nothing exactly corresponding to them in the real world. We
should also note that, historically, the West European states are all more or less governed in a
patrimonial way (Fukuyama 2011; North et al. 2009). Realistically, one should therefore
think of most systems, historically and today, as having both patrimonial and bureaucratic
characteristics.

In the bureaucratic system, contrary to what is the case in the patrimonial system, the
administrator does not operate on a personal mandate. Instead, she follows general rules (laws
or administrative regulations), devotes her full working capacity to the office and has full-
time, paid employment (Weber 1978: 956—8). In a bureaucratic system, office-holding is thus
what Weber (1978: 958) calls a ‘vocation’ (Beruf). Simplified, one might think of a bureaucrat
as a full-time, meritocratically recruited and professionalised occupation.

The principles for office-holding constitute a primary difference between patrimonial
and bureaucratic systems. An important consequence of meritocratic recruitment and promo-
tion is the way it structures the loyalty of administrators. Concerning a system where
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office-holding is a ‘vocation’, Weber (1978: 959) writes, ‘It is decisive for the modern loyalty
to an office that, in the pure type, it does not establish a relationship to a person like
the vassal’s or disciple’s faith under feudal or patrimonial authority, but rather is devoted to
impersonal and functional purposes.’

In broad analyses of human history, North et al. (2009) and Fukuyama (2011) have also
identified the impersonal character of positions within the state as central for well-func-
tioning societies. But, more specifically, why is it important for the relationship between
bureaucracy and corruption if the office-holder ‘establish a relationship to a person’ rather
than is ‘devoted to impersonal and functional purposes’ (Weber 1978: 959)? Bo Rothstein
and Jan Teorell (2008: 169) have argued that impartiality is in fact the basic norm defining
high-quality, non-corrupt institutions. According to Rothstein and Teorell (2008), imparti-
ality is as vital for administration as political equality is for elections and political representa-
tion in a democratic state. They see impartiality as a ‘system of beliefs’, necessary for
well-functioning institutions to evolve (Rothstein and Teorell 2008: 184). Without an
‘impartial’ norm, it is, for example, irrational to think of universal rights or universal policies.
In a patrimonial system, the rational thing to do is to take care of your own ‘kind’ (be that
your family, clan or party) and not to treat everyone the same way. It is very probable that this
‘system of beliefs’ finds its expression in the way the public administration functions.
Therefore, corruption should be less common in systems where the impartial norm is
established.

Impartial or impersonal characteristics of the state and its administration are thus important
in their own right, but, while the effects of norm systems and broad administrative structures
are most likely to have long-term effects, a public administration organised after Weberian
ideas has also more direct consequences for power relations between rulers and adminis-
trators. It therefore has the potential to hamper misuse of power and corruption in the short
term.

In a bureaucratic system, where the administration is professional, full-time employed,
well-paid and meritocratically recruited, the future careers of employees are not directly
dependent on the will of the ruler. As a consequence, the ruler loses his or her direct control
over the administration. This is very different in patronage systems, where the ruler can
control the administration directly. In a patronage system, the ruler can therefore use
public resources, such as the administration, for private gains, while this is much harder in a
bureaucratic system.

It has been shown, for example, that political parties in the USA were able to take advantage
of their influence over the administration and make electoral gains because of their control
over that same administration. In a study of the state level in the USA, Folke et al. (2011)
demonstrate that the political parties were able to transform control over patronage jobs to
electoral gains as long as they were operating in a patronage system but not after civil-service
reforms. When the system was moved in a bureaucratic direction through civil-service
reforms, the electoral effect of controlling the administration diminished. This illustrates that
a bureaucratic system is harder to manipulate and that relatively limited reforms can have an
impact.

Another consequence of a bureaucratic system is that there are two groups who do not
have the same incentive structure but who are still involved in the same decisions. A bureau-
cratic system makes opportunistic actions, such as organising kickbacks, more difficult than
they are in a patronage system. The reason is that corruption requires the involvement of both
politicians and administrators. If these groups are not alike, their incentives and loyalties do
not coincide, which in turn makes coordination of corrupt activities harder. A bureaucratic
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system thus builds in a monitoring mechanism between the ruler and administrators
(Dahlstrom et al. 2012: 658—60; Miller 2000: 308).

It is probably reasonable to expect this coordination effect to occur only when it comes to
grand corruption as it is only at the higher levels where both politicians and bureaucrats are
involved in decisions potentially leading to corrupt behaviour. When it comes to petty
corruption, there are, however, other parts of the Weberian principles of bureaucracy that
might have effects. As mentioned in the introduction, relatively high pay and full-time
employment for administrators might change incentives for that group to engage in corrup-
tion. The following two sections will further discuss the difference in the Weberian bureau-
cracy effect on grand and petty corruption.

The role of the administration in grand corruption

During the nineteenth and early twentieth centuries, corruption and other types of misuse of’
public resources plagued governance on the British Isles and in the USA, as well as in many
other parts of Europe and America. Both policy-makers and scholars in public administration
at the time identified the relations between politics and administration as key to overcoming
these and other problems they thought were connected to a patrimonial administrative
system. Put simply, the idea in many of the reform suggestions was to untie the close bonds
between politicians and administrators by introducing meritocratically based civil-service
reforms. Influential reformers thought that, with a professional and meritocratically recruited
civil service, a more efficient and reliable public administration would be created (see, for
example, Goodnow 1900; Wilson 1887).

In Britain, for example, the meritocratic recruitment introduced after the so-called Northcote
and Trevelyan report (1853) was used as a way to curb corruption. According to this view, the
substitution of personal contacts by formal merit would put an end to the period known as
the ‘Old Corruption’ (Rubinstein 1983; Harling 1995). Similarly, reformers associated with the
Progressive Era also pushed for the adoption of merit recruitment systems in cities in the USA.
James Rauch (1995) has noted that during the first two decades of the twentieth century a wave
of reforms took place at the local level in the USA that ‘can be seen as attempts to move away
from predatory to more Weberian state characteristics’ (Rauch 1995: 969). Progressive reformers
saw these means as a way to break down the informal patronage networks, often called political
machines (Van Riper 1958; Kelman 1987; Schultz and Maranto 1998; Teaford 1993).

Consequently, there are good reasons to believe that a reformation of a patronage public
administration, and, more specifically, the introduction of meritocratic recruitment, would
hamper corruption. It is, however, less clear in exactly what ways civil-service reforms would
help to clean up government. There are at least two different ways of thinking about how a
sound administration can help to diminish corruption. The first is based on an idea that soci-
eties are in a better situation to control corruption if there are groups with known different
interests that monitor each other during the decision-making process and that such a situation
is more likely to occur in a bureaucratic system with merit recruitment than in a patronage
system (Miller 2000). The second way of thinking stems from the conviction that adminis-
trators, under the right conditions, can develop norms that make them more resistant to
moral hazard and therefore can function as barriers against corrupt politicians (Rauch and
Evans 2000). Which of the two ways is right is not only of academic interest but can have
direct policy implications. While the first causal mechanism implies reforms close to the
Anglo-Saxon and Scandinavian administrative traditions, the second points more towards the
Napoleonic and Germanic traditions (Painter and Peters 2010: Chapter 2).

114



Bureaucracy and corruption

In a series of papers, Gary Miller (2000) has described that it is (1) of fundamental import-
ance to constrain morally hazardous behaviour of a ruler in a society and (2) impossible to
find a perfect solution to this problem. Together with other transaction-cost economists, he
has pointed out that, in almost every decision that involves public resources, there are incent-
ives for decision-makers to take advantage of the situation and, for example, organise some
kind of kickbacks or in other ways enrich themselves. There is, in other words, always a part
of a decision that the decision-maker can use for private gain. Creating a system where the
decision-maker abstains from corrupt behaviour is in this view probably the most important
part of organising a society and also something every organisation has to deal with (Miller
and Hammond 1994).

Falaschetti and Miller (2001) show that there is no perfect solution to this dilemma.
Incentives for corruption are an inevitable part of decision-making in large organisations. It
cannot be solved, and cannot be ignored. Instead, supporters of good governance should
minimise its consequences by organising the decision-making process in a way that credibly
constrains rulers’ morally hazardous behaviour. Miller (2000) has suggested that delegating
decisions to outside actors, such as a group of autonomous administrators, can help to
minimise the problem. The Weberian characteristics of a bureaucracy contribute to autonomy
— ‘above politics” according to Miller (2000: 289). It is important to note that this solution
stands in sharp contrast to the often-used principle—agent perspective, where the basic idea is
to create a system in which the incentives for principle (rulers) and agent (administrators)
coincide.

Miller (2000: 317) gives an example of how this might work. He describes a scandal
including US senators and other politicians, known as the Keating scandal. From the point of
view of this chapter, it is interesting that the scandal was revealed to the public by ‘relatively
lowly civil servants. What gave them the courage to do so? Miller asks rhetorically (2000:
319), and answers that it was because they were protected — normatively and factually — by
the Weberian characteristics of their employments.

This episode, however, also illustrates that it is unclear what, more specifically, causes the
hampering effect on corruption. It could be the fact that administrators are involved in the
decisions and thus can monitor politicians, but also that they are isolated from politics. Most
scholars would probably agree that both characteristics contribute to lower corruption but
emphasise different aspects.

Some scholars think that it is in practice impossible to isolate politicians and administrators
from each other and that both groups are involved in both policy-making and implementa-
tion. Alberto Alesina and Guido Tabellini write (2007: 169):

Policies are chosen and implemented by both elected representatives [politicians]
and non-elected bureaucrats. The view that politicians choose policies and bureau-
crats implement them is too simplistic: the boundaries between decision and execu-
tion a grey area and in many cases bureaucrats do much more than executing either
de jure or de facto.

This can, however, be a very good thing, as it makes it possible for two groups with different
incentives to monitor each other. Very simplified, we can think of politicians and adminis-
trators as two groups that are involved in policy-making and that could potentially take part
in corrupt activities. According to the logic of this argument, it is important that their interests
in corruption do not coincide. Why? Because, as in all illegal activities, the premise of corrup-
tion is that all involved can trust each other not to sell out the other party. If politicians and
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administrators have different interests in such situations, corrupt activities become a coordin-
ation problem involving the two groups. This thus makes it harder to go through with it, and
corruption levels should be lower. Ideally, politicians and administrators should therefore be
involved in the same decisions but have different incentives. It has been proposed that this
situation occurs when the administration is meritocratically recruited (Dahlstrom et al. 2012).

It should be noted, however, that the preferred monitoring effect only appears when
politicians and administrators are involved in the same decisions. Hugh Heclo (1977) suggests
that the civil-service idea requires that civil servants employed by merit actively express their
views on policy proposals. Heclo’s interpretation is, however, not self-evident. Quite the
contrary, thinking around politics and administration often starts from a dichotomy with
very distinct tasks for politicians and administrators respectively (Rouban 2007). The dicho-
tomy model thus holds that policy decisions are made in the political sphere with strict neut-
rality for the administration during implementation. (For a critique of the dichotomy model,
see Svara 1998.)

This brings us to another possible mechanism by which the administration can hamper
corruption in a society. The basic idea is that the administration should monitor potentially
corrupt politicians rather than take part in the same decisions. In this view, meritocratic
recruitments, internal promotions and other means by which the administration is isolated
from politics are good because they strengthen good governance norms in the administration.
There are two processes that contribute to this outcome. The first is that recruitment based
on merit makes the pool of employees more competent. Selection of the best applicants makes
the administration capable. The second process has more to do with internal promotions,
which are also associated with a Weberian bureaucracy. In a seminal article examining the
role of the bureaucracy in good governance, Rauch and Evans (2000: 52) argue that ‘[t]he
long-term career rewards generated by a system of internal promotion should reinforce adher-
ence to codified rules of behaviour. Ideally, a sense of commitment to corporate goals and
“esprit de corps” develop.

For these norms to influence corruption, one should probably think of it as a standard by
which the administrators can measure the performance of politicians and monitor their activ-
ities. In many ways this is exactly in line with the ideas from the progressive era in the USA
to lift the administration ‘above politics’ (Miller 2000: 289). It is thus not through the
involvement by groups with different interests that corruption diminishes but rather by way
of one group (administrators) monitoring another group (politicians).

The role of administrators in petty corruption

As mentioned already in the introduction, the Weberian principles for office-holding have
several different parts that might very well affect grand and petty corruption differently. The
reforms discussed in the previous section have more to do with monitoring and power rela-
tions between politicians and administrators, while the reforms that will be discussed in this
section have more to do with incentives for bureaucrats to engage in corrupt behaviour in the
first place and norms deterring them from doing so.

Two interrelated parts of a bureaucratic organisation have been pointed out as especially
important for affecting incentives for administrators not to be corrupt. The first concerns a
move away from what might be called an amateur administration. Historically, it was common
in Europe that administrative positions were jobs only taking up a minimum of the office-
holder’s time (Ertman 1997; Fischer and Lundgreen 1975). The office-holder could have
several positions at the same time and, in an informal way, subcontract someone else to do the
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actual work. In such a situation, the administrative position becomes merely a source of
income for the office-holder. According to this line of argument, there are no strong reasons
why an office-holder in that situation should not just maximise her income, even if that
includes taking bribes. In order to break with the amateur administration, full-time positions
should instead be created. This will in turn have two effects. First it will contribute to
creating an honesty norm, and second it will give a secure income for the office-holder.
Weber (1978: 959) writes that in a modern, professional bureaucracy, ‘the position of the offi-
cial is in the nature of a “duty” (Pflicht)’. The feeling of carrying out a duty rather than just
making a living could have many different effects, and it is not unreasonable to suggest that
one of them is that a norm of honesty is created. That norm would then drive down corrup-
tion in the administration. The income security will probably also affect the incentives for
corrupt behaviour more directly, as an insecurity of your income tomorrow creates a pressure
to maximise your income today and thus maybe even take bribes.

Another part of a bureaucratic organisation, which has gained a great deal of attention,
especially from scholars in economics, is how administrators’ salaries affect corrupt beha-
viour. While Weber (1978) emphasises the importance of secure pay for administrators, most
economists instead stress the relative level of the administrative salaries. Also, this argument
comes in two variants, the first more directly incentive-driven and the second more
norm-driven.

The basic idea in the incentive argument is that administrators aim to maximise their
income (see Becker and Stigler 1974 for a classic article in this area). Salaries and bribes are
two sources of income. If corruption, when detected, is penalised with job loss, higher pay
will create stronger incentives for honest behaviour. In such a model, corruption in the
administration is determined by (1) how high the pay is, (2) how high the bribes are, (3) how
probable detection is and (4) what the penalty for corruption is. Wages in the public sector
should thus be high enough to outweigh the potential gain of taking bribes. As pointed out
by Van Rijckeghem and Weder (2001: 308), however, when bribes are high and the probab-
ility for detection low, or fines for corruption low, it will be very costly to fight corruption
with high salaries.

Other influential analyses of wage regimes that also belong to the incentive type of argu-
ment show that different regimes attract different types of administrators. Timothy Besley
and John McLaren (1993) define three such regimes and make clear that a wage lower than
what an administrator could make elsewhere (Basley and McLaren call it the capitulation
wage) only attracts dishonest administrators as it presupposes that the administrator takes
bribes.

Scholars do, however, also hypothesise that there are other factors creating ‘fair treatment
of civil servants’, among which fair wages is an important one (Van Rijckeghem and Weder
2001: 308). This fairness might be an effective deterrent of corruption as it arguably affects
administrators’ preferences for honesty. In effect, the fair-wages explanation is, thus,
norm-driven.

There is mixed empirical support for a negative effect of administrative wages on corrup-
tion. In a cross-country comparison, Van Rijckeghem and Weder (2001) find support for
such an effect, while Rauch and Evans (2000), Treisman (2000) and Dahlstrém et al. (2012)
do not find such an effect. It is beyond the scope of this chapter to say why research is incon-
clusive, but there are some potential explanations. First, it is reasonable that there is some kind
of non-linear relationship. It is fairly easy to imagine that there are threshold effects. If admin-
istrators indeed care about their income but at the same time are not only driven by greed,
there should, for example, be some kind of effect on low-income levels. Another potential
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reason why empirical support is mixed is that the effects of pay are long term. Van Rijckeghem
and Weder (2001) are, for example, not able to find the negative effects of pay on corruption
within countries but only between countries in their sample. This is compatible with a long-
term rather than a short-term effect. Third, as mentioned in the introduction, it might be the
case that different kinds of corruption are affected by different reforms. What speaks for this
is that Rauch and Evans (2000), Treisman (2000) and Dahlstrom et al. (2012) all use a
corruption measure that does not discriminate between grand and petty corruption, while
Van Rijckeghem and Weder (2001) do. As the basic idea of pay is to affect the incentives for
administrators to take bribes, it is probable that an effect should only occur on petty corrup-
tion, while grand corruption should be unaffected. The cross-country measures of corrup-
tion do, however, mix both grand and petty corruption, making it very hard to isolate the
effect.

Conclusions

Previous sections in this chapter have argued that there are good reasons to expect a Weberian
bureaucracy to have a deterrent effect on corruption. In a bureaucratic system where public
administrators are recruited by merit, have strong esprit de corps, are full-time employed and
relatively highly paid, the risk for corruption in the public sector is relatively low, while a
patrimonial administrative system comes with much higher corruption risks.

The chapter has also summarised research indicating that it is reasonable to expect the
bureaucratic organisation to affect grand and petty corruption unevenly. The discussions in
the chapter have mainly focused on four parts of the bureaucratic organisation, namely merit
recruitment, esprit de corps (created by secure positions for administrators), full-time employ-
ment and relatively high pay for administrators. The case has been made that while recruit-
ment procedures and secure positions affect grand corruption, employment and pay instead
affect petty corruption. The reason for this is that both merit recruitment and esprit de corps
are effective as they structure contacts between politicians and administrators in a way more
beneficial for preventing grand corruption. In turn, employment and pay affect adminis-
trators’ norms, deterring them from corruption and their incentives to take bribes and accept
other kickbacks, in a way that should prevent petty corruption but leave grand corruption
untouched.

These are important insights for both policy-makers and scholars. It is tempting to draw the
conclusion from research reviewed in this chapter that the Weberian bureaucracy holds the key
to good governance. As demonstrated, there are indeed good reasons to expect some negative
effects on corruption from, for example, civil service reforms, in both the long and the short
term. At the same time, it would be premature to conclude that an introduction of a Weberian
bureaucracy is a universal cure. Its effects might very well be specific not only to the level of
corruption but also to the context. What is more, it is important to note that research in no way
has a clear answer as to whether or not there are contradicting effects from different parts of
the bureaucratic organisation, or if there are any prerequisites that need to be fulfilled before,
for example, beneficial effects of job security for administrators might be expected.
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Note

1 The terms ‘street-level” and ‘high-level’ corruption are also sometimes used for the same distinction.
See for example Nieuwbeerta et al. (2003: 139).
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9

SOURCES OF CORRUPTION IN
THE EUROPEAN UNION

Carolyn M. Warner

In 2002, the British economic journalist Samuel Brittan wrote that, for those concerned
about capitalism’s abuses, ‘globalised free trade is their best defence against the corruption of
politicized capitalism’ (Brittan 2002). That same year, apparently oblivious to the fact that
corruption was on the rise, then European Union (EU) Commissioner for Enlargement
Giunther Verheuhen pronounced that the integration process for the 2004 accession countries
was having a positive effect in the battle against corruption.! And, in 2005, then US Trade
Representative Robert Zoelleck gave a speech supporting the Central American Free Trade
Agreement (CAFTA), in which he said that CAFTA

will strengthen the foundations of democracy by promoting growth and cutting
poverty, creating equality of opportunity, and reducing corruption ... CAFTA
goes beyond cutting tariffs to require broad changes in the way economies and
polities operate, challenging those who have grown corrupt and complacent in
captive, uncompetitive markets.

(Zoelleck 2005)

Reflecting a widely held view, in all three instances, market liberalisation is predicted to
reduce corruption. But an unintended and unexpected consequence of the liberal market and
political reforms that were, directly or indirectly, the outgrowth of the formation and devel-
opment of the EU has been the growth of corruption. The formation of the Single Market
and the ‘ever closer union’ envisioned in the Treaty of Rome and the Maastricht Treaty led
to increased trade and competition across states. Under the EU, exposure to competitive pres-
sures and shared rules and regulations, it was thought, would make firms and politicians less
corrupt. Butin the face of increased competition, some firms engaged in bribery or succumbed
to extortion by politicians in order to survive or to maximise profits; in countries where
corruption was already common, new competitors from other states were drawn into local
corrupt practices; and the increased competition for access to overseas markets has sometimes
led governments to ignore international bribery and even to establish agencies whose work
actually, even if unintentionally, encourages corrupt practices.

Corruption in the EU exists and persists because competitive pressures lead some firms to
seek an edge against competition through illegal means. It persists because privatisation and
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decentralisation provide further opportunities for deviating funds, and, importantly, because
political parties and politicians are in an arms race for campaign and party financing. When
the public, above-board sources are deemed insufficient for campaign and party financing,
parties and politicians turn to kickbacks and other bribes from the firms that are eager for
exemptions to the rules of competition. All of this takes place in the context of a transnational
market with very weak transnational enforcement mechanisms, compounding the effect of
these dynamics.

Those who saw market liberalisation as a solution to the problem of corruption assumed
that lack of competition led to collusion, since no one had much incentive to cut costs.
Without competition, firms and politicians might flourish in a symbiotic relationship through
the wrongful use of public resources rather than by facing the risks associated with economic
markets and fair electoral contests (Thacker 2000). It has been assumed that persons doing
business in markets that are uncompetitive and employ high trade barriers may be induced ‘to
bribe their way to exemptions or special treatment’ (Gerring and Thacker 2005: 236). Since
such corruption adds to the cost of doing business, one might think that firms that engage in
it would be less competitive than those that do not and that an increase in competition would
so disadvantage such firms as to force them to drop out of competition or end their corrupt
practices. For their part, politicians, whose fortunes at the polls are partly wedded to domestic
firms, would have to stop seeking bribes, so that those firms might succeed and continue to
employ people (voters) and pay taxes. Sandholtz and Koetzle (2000: 39) express this view as
follows:

In a closed market, the importer sets the price of imported goods above the interna-
tional price and the bribe-taking official collects part of the monopoly profits. In a
market open to trade, the bribery tax forces returns below the level prevailing in the
market, and the producers so taxed will drop out. Thus the competition created by
free trade penalises bribery.

Golden (2002: 37) suggests that integration with the international market makes it easier for
firms to reject the demands of politicians, bureaucrats and political parties for bribes and
break existing cycles of corruption.

It has been widely thought that an organisation such as the EU, capable of establishing
rules for a transnational market, would essentially eliminate corruption within its purview
and even make it less likely to occur in member-states (Moravesik 2005). Likewise, some
have seen the kind of privatisation that accompanied the creation of the Single Market as a
brake on corruption. Gerring and Thacker (2005: 238) characterise the ideological under-
pinnings of this view as follows:

the larger a role the government plays in the market — as producer and/or consumer
— the greater its capacity to engage in corrupt activity. By this logic, adding func-
tions to government cannot reduce its level of corruption; by the same token,
whatever functions are not entrusted to government cannot be as easily abused by

government.

EU member-states such as Sweden and Denmark, with very large public sectors, belie that
view. It is not the case that the larger the government the more prevalent is corruption.
Instead, the fact that corruption persists and has adapted to the EU is in part due to the
weak accountability that is, largely intentionally, inherent in the EU’s institutional structure
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and is exacerbated by politicians, who, personal avarice aside, have a strong need for campaign
and party financing that makes them susceptible to influence peddling and is a major
cause of chicanery. States jealous of their sovereignty have essentially ensured that the very
international institutions and procedures established to limit corrupt practices have not
been given the powers or resources to do so. And politicians concerned about international
competition and jockeying for election and office are not only reluctant to give real power to
the EU, they tend not to be interested in making their own institutions of accountability
more effective. Corruption proceeds apace.

This chapter is organised as follows. It presents an overview of the received wisdom on
sources of fraud and corruption in the EU itself and in member-states, then expands on the
argument that competition, and more generally, liberalisation with weak international
enforcement mechanisms, generates pressures and opportunities for corruption in the EU. It
then expands on the above argument, citing various examples. Those interested in detailed
evidence in support of the argument are referred to Warner (2007). It then offers some less
than sanguine conclusions.

The causes of corruption

Political economists emphasise several factors for why corruption happens more often in some
places or times than others. Generally these factors are based on the nature of incentives
facing an individual, and the associated costs and benefits. Thus, for political economists, the
key factor behind corruption is the discretionary power of bureaucrats and the demand for
the resources they control (Rose-Ackerman 1978, 1999; Ades and Di Tella 1997: 1023—4;
Gray and Kaufmann 1998: 8; Mauro 1998: 12). In fraud, the focus is on the risk of detection
and extent of penalties balanced against pecuniary benefits. Indeed, most of the research on
fraud and corruption focuses on the incentive structures of government bureaucrats (Ades and
Di Tella 1997; Lett 1964; Shleifer and Vishny 1993; Bag 1997).

The solution, according to many political economists, is to introduce ‘market competition’
into previously regulated and subsidised areas (Bliss and Di Tella 1997: 1005). As Mauro
(1998: 11) argues, ‘Since the ultimate source of rent-seeking behaviour is the availability of
rents, corruption is likely to occur where restrictions and government intervention lead to the
presence of such excessive profits.” The implication is that there is more fraud where the
government intervenes in particular market sectors, for example, agriculture in the case of
the EU.

The legalistic approach to a solution argues that corruption can be curbed through more
and better oversight and stronger sanctions — the latter raising the costs of corruption, the
former the likelihood that those costs will have to be paid. Institutions must monitor
programmes and enforce rules, sanctioning infractions (Transparency International 2012).
The key is to avoid any office having a monopoly (or even overwhelming discretion) in the
distribution of a resource (Manzetti and Blake 1996; Andrews and Montinola 1998; Banfield
1975: 600; Sherlock and Harding 1991: 25). In this view, the failure to increase enforcement
stems from the vested interests of those who profit from corruption and from devoting inad-
equate resources to enforcement.

The legal and political economist views, emphasising human agency and incentives, imply
that the EU’s fraud problem is due to a corruptible bureaucracy, the existence of programmes
that are vulnerable to fraud by third parties and too few checks and balances to counter
administrative monopolies (despite the many levels of authority and decision-making).
However, the political and legal solutions fail to take into account the peculiar structure of
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international organisations, including the possible differences in attitudes towards corruption
that may affect member countries’ institutional responses to corruption and its peculiar prin-
cipal/agent structure: we have the conundrum that the member-states, as principals, have
delegated to themselves the collection and distribution of an enormous percentage of the EU’s
budget and have also delegated to themselves the operation of most of its regulatory structure.
As an official in the EU’s anti-fraud unit stated, there is a ‘complete lack at Community [EU]
level of any judicial powers relating to investigations by the police and public prosecutors’
(Kuhl 1998: 57). Despite successive Treaty revisions, the Commission’s 2001 proposal to
create a European Prosecutor has not been adopted (CEC (Commision of the European
Communities) 2001). Thus, much of the time, the agent is also the principal. If combating
corruption involves policing the agents, then it is the member-states which must be controlled.

The political economist and legalist approaches also fail to recognise the fact that govern-
ments and international organisations often have strong policy reasons for not allowing the
so-called free market to operate in specific sectors. Many of the EU’s most important and
expensive programmes (e.g., Common Agricultural Policy, Structural Funds) were deliber-
ately created to counter free market forces. Furthermore, research shows that, depending on
how they are implemented, market reforms toward a ‘free’ market ‘can be used as new means
to pursue corrupt ends’ (Manzetti and Blake 1996: 662; Johnson et al. 1998; Kaufmann and
Siegelbaum 1996).

It is often claimed that international organisations (‘regimes’) raise the ‘anticipated costs of
violating others’ property rights’ (Keohane 1984: 97; cf. Garrett 1992), thus reducing the
costs and risks of economic interaction. Some have argued that corruption, as a form of rent-
seeking and hence a source of economic inefficiency, is destined to decline as national
economies grow interdependent and are more exposed to international economic competi-
tion (Kitschelt 1996). That pressure presumably would apply to organisations such as the EU
and its member-states, which face competitive external pressures that should make corrup-
tion costly. Yet, while that expectation may be rational at the macro-level, the ‘micro-motives’
of individuals, firms, political parties and also governments still could make it rational to
engage in corrupt practices.

The rationalist perspective, which has dominated the field, ‘assumes that states rely on
[international] institutions when doing so will promote their interests’ (Martin 1997: 7; cf.
Keohane 1984; Moravcsik 1998). States agree to international institutions when doing so will
further some national interest (I am ignoring how that interest is defined or discovered),
provided there are rules to sanction non-cooperative behaviour (cheating). Yet one hallmark
of an international organisation’s legal system is its inability to do just that.

Scholars of international regimes persist in arguing that regimes, by the fact that they exist,
have at least a rudimentary legal system. The reasoning is that states would never agree to
cooperate and pool or delegate sovereignty if there were no way to discover and sanction
non-cooperative behaviour. That the legal forces are inadequate would be explained by states’
inherent concern with retaining sovereignty. If so, for a state to be rational and to agree to an
international organisation, the benefits of the organisation would have to far outweigh the
risks of others cheating, or the state would have to see, as part of the benefits, the possibility
of itself cheating the others to a greater degree than the others could cheat it.

Applying this assumption to the states’” perspective first, states see fraud and corruption in
an international organisation as a marginal cost to be discounted by the varied benefits derived
from the organisation. One of these benefits may actually be the fraud, which serves as a side-
payment to various key constituencies, or as a direct benefit to the policy-maker (Levi 1988;
Shleifer and Vishny 1998; Ades and Di Tella 1997). The political economy research on
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rent-seeking by policy-makers (governments), not just by interest groups, also leads to this
expectation (Mitchell 1990: 90; McChesney 1991: 74; Appelbaum and Katz 1987: 686). In
both cases, the costs are borne by diffuse, unorganised individuals spread across the member-
states. Second, taking a rationalist approach one step further, the effect of the international
institution may be that of broadening the arena for those actors already inclined to corrupt
behaviour, providing them with new opportunities and resources. Implicitly recognising this
possibility, Italy’s Treasury Minister at one time said of southern Italy, it ‘is not just an Italian
problem but a European problem’.?

Indeed, the EU’s peculiar institutional arrangements may contribute to fraud and corrup-
tion, as well as explain why there has not been more and better action to deal with it. For
example, while the Commission supervises budget expenditures, 80 per cent of the disburse-
ment thereof is in the hands of the member-states. Most of the EU’s ‘own resources’, such as
funds obtained from the Common External Tariff and the Value Added Tax, are collected for
it by the members. Thus, should a member government find it politically useful to tolerate
fraud in a particular economic sector (e.g., agriculture), the fact that it has jurisdiction over
EU funds within its territory lowers the risk of discovery. Most of the detection and pursuit
of fraud and corruption, as well as the prosecution of it, are reserved to the policing and legal
systems of the specific member-states. In effect, this makes EU fraud a collective action
problem (cf. Frey 1991: 13—19): member-states are able to free ride on, or defraud, the EU
because the harm caused is dispersed across all the members, while the gains are
country-specific.

These possibilities are not addressed by the scholarship on international regimes. A prom-
inent work on the subject of European integration contains no mention of corruption or fraud
and writes as if the EU’s legal system is adequate to the task (Moravesik 1998). Moravcsik goes
on to explain that states have no problem delegating sovereignty for ‘adjudication, imple-
mentation, and enforcement’ because those ‘are narrower functions’. Governments ‘can afford
looser control and greater efficiency’ (1998: 76—7). But it is difficult to see how allowing the
policing and enforcement of EU rules to be carried out primarily by the twenty-eight
member-states’ interior, judicial and defence ministries could be seen as a delegation of sover-
eignty. I would argue that governments have retained tight control and lost potential
efficiencies.

Some institutionalist scholars would suggest that fraud is an unintended consequence of
creating new institutions (Pierson 2004), with multiple levels of policy networks and informal
arrangements (CIE (Committee of Independent Experts) 1999; Pappi and Henning 1999).
‘What may appear to be fraud or corruption is merely a form of incompetence and a reflection
of inadequate resources: the inability of officials and businesses to apply EU regulations
because of their extreme complexity, their contradictions, the lack of staff and the competing
jurisdictions to which they are subject (Siedentopf and Ziller 1988; Pag and Wessels 1988:
169). Yet pushing the idea of state interests in international institutions to its logical conclu-
sion implies that fraud may be an intended consequence of creating new institutions, or at
least a consequence surreptitiously welcomed by states as a useful tool in domestic political
competition. After all, states can be selective in the areas to which they devote policing
power, spending proportionately more resources on those which clearly affect state revenues
(Francois and Vandercammen 1988: 34) and government electoral futures.

Corruption may indeed occur when principals cannot exercise sufficient oversight. A
number of scholars have argued that the EU can, in fact, be best understood as an organisation
playing host to various principal/agent relations (Pollack 1997). Having delegated certain
powers to (new) supranational institutions, the member-states may be seen as the principals
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and the staff of these institutions as the agents. This view implies that reducing corruption in
the EU programmes will be largely a matter of restricting the behaviour of the agents.
However, in the case of the EU, the principals designed the institutions so that much of the
implementation authority and responsibility remains with them, thus turning themselves into
their own agents. This creates an opportunity, if not an outright incentive, for the principal,
as agent, to cheat.

The EU has not been characterised by states unilaterally dropping their barriers to trade.
Instead, in multilateral negotiations, the states create a complex set of rules that each state is
supposed to follow in order to promote free trade and competition. In most cases, the rules
can be implemented in different ways by different states, provided the overall outcome is the
same. So, firms wanting to do business in other countries face not just one intricate set of EU
rules, but, often, different sets of rules, varying by country. That gives officials, including
politicians, opportunities to extract illegal payoffs for sorting things out, and gives firms, in
competition with one another, an incentive to bribe their way out of the complex arrange-
ments (Transparency International 2012: 39—41). The European Commission relies on
member-states to do most of the policing and especially on firms to complain to domestic
authorities if they think there has been an illegal violation of EU or other public contracting
rules. Yet, as the UK House of Lords Select Committee on the European Communities
reported in 1988,

A tenderer contemplating taking legal proceedings in a national court against a
public authority claiming breach of the Community’s procurement rules faces
fundamental problems. It is likely that the tenderer still hopes subsequently to do
business with the procuring authority; and, as witnesses were keen to emphasise, he
will not want to bite the hand that feeds him . . . It is, therefore, unrealistic to expect
that tenderers will collectively police the Community rules. Most tenderers will
prefer to cut their immediate losses in the hope of establishing a longer term rela-
tionship of trust and confidence.

(House of Lords 1988: 53)

My argument goes further, in pointing out that competition and market liberalisation can
create opportunities and incentives for corrupt behaviour. Why would competition lead to
corruption in the EU? First, competitors always have an incentive to cheat. For the EU, we
have a cautionary tale that the introduction of free trade and competition between states does
not necessarily reduce corruption. When free trade creates more competition, it can change
conditions so that some firms have incentives to resort to corruption. Paying a bribe to land
a contract is often cheaper than bankruptcy (though it is of interest that several of the large
firms earlier caught in corruption cases later went bankrupt) and can give a firm an edge over
the competitor with the better and/or cheaper bid. With the EU (and the World Trade
Organization) goading states to reduce their subsidies to private and public firms, with state
bailouts subject to EU oversight, firms must be more aggressive in the market in order to get
business to stay afloat. Public handouts are less readily available. Competition to gain market
share or entry can become fierce. Competition, by increasing the supply of firms in a given
market, can also increase the demand for corruption. Because competition increases gradu-
ally, firms, politicians and bureaucrats can absorb the new competitors into the old system.
The new market economy is absorbed into the old corrupt system, not the other way around.

Second, politicians and parties compete with each other for access to office at all levels of
government. As that demand for corruption from firms goes up, politicians, searching for
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campaign and party finance, are willing to provide a supply. This is a major driver of corrup-
tion, especially if financing is hard to get. Yet seemingly well-financed and politically
successful parties and politicians resort to corruption to obtain more funding. Whether in
two- or multi-party systems, politicians are in a funding arms race. Efforts to control it are
about as successful as controlling weapons proliferation or imposing a prohibition on alcohol.
More elections due to decentralisation adding layers of elected governments, and due to the
EU’s parliament, mean more campaign and party expenses, and hence more demand for
financing to cover costs and get ahead of political rivals.

Third, decentralisation and what we might call democratisation also have perverse effects
on corruption. When decision-making authority is brought down to regional and local levels,
where formerly it had been held by the central government, it increases the number of
instances in which governing authorities make discretionary decisions. It decreases citizen
oversight, as few voters watch their local governing authorities with the same care that they
do the national government. It also reduces monitoring because lower level oversight boards
may be less professionalised or have fewer powers. Decentralisation also is rarely clean and
straightforward, so lines of authority between levels and across sectors of government may be
blurred (Hooghe and Marks 2003). Local level staff may not have the competence to evaluate
complex bids. The French state began decentralisation in 1982 and is still catching up with
the cases of corruption that decentralisation spawned. But what really turns decentralisation
into a production process for corruption is combining it with elections to those new layers of
government and privatisation of local government services.

It is not only the newer EU member-states that suffer from corruption. The older ones,
such as Germany and France, have experienced both routine and high corruption. In Italy,
endemic corruption accompanied a rise in general living standards, and its anti-corruption
campaign of the early 1990s had limited effect. Indeed, politicians responded to the anti-
corruption efforts of the Italian judiciary by curbing judicial investigation powers, shortening
the statute of limitations times on relevant crimes and softening the penal status of crimes of
corruption. The result is what one would expect: multiple cases of political corruption,
including in the majority parties that first were swept into office as anti-system and very clean
parties. Ireland, too, saw significant corruption develop side-by-side with extraordinary
economic growth (O’Toole 2009; Moriarty Tribunal 2011). The number of major corrup-
tion cases that have involved politicians and corporations colluding across borders make it
seem as though the EU has created a common market for both trade and corruption.

The creation of the Single Market was accompanied by and facilitated corruption. In 1988,
two years after Spain joined the EU, two habitual offenders, the French company Alsthom
and the German company Siemens, were competing bidders on a contract to build trains for
the Madrid—Seville high-speed train and secretly paid a total of almost $7 million in illicit
commissions to the Spanish Socialist Party. In 1991, just as the European Single Market was
to launch, politicians in the Italian parliament accepted over $100 million in bribes to approve
the dismantling of a merger between a private and state-owned firm (Tribunale Milano
1997). In 2001, during the phase-in of the euro, Siemens allegedly paid the Italian state power
company Enel a large kickback for a lucrative contract. Italian judges accused the German
firm of considering kickbacks a normal business practice. It appears to have been, even after
Germany implemented the Organisation for Economic Co-operation and Development
Anti-Bribery Convention rule preventing bribes firms pay from being tax-deductible.
Siemens’ 2008 filing with the US Securities and Exchange Commission contains an extensive
listing of prosecutorial actions brought against the company for allegations of bribery of
public and other officials, and many of those actions are in EU member-states. Famously,
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Siemens was under investigation for having bribed Greek politicians to land the telecommu-
nications contract for the 2004 Greek Olympic Games and for having bribed its way into
another telecommunications contract (Warner 2007). The same year that the euro went into
cash circulation, a Dutch TV station aired a documentary about collusive price-fixing,
bribery and slush funds in the Dutch construction industry. A parliamentary inquiry later
substantiated the allegations (Van Den Heuvel 2005). Spanish politicians at the highest levels
of government continue to face allegations of corruption as a means of financing their
campaigns and increasing their personal wealth.> Across the EU, corruption has been found
to have occurred not just in the ‘old economy’ sectors but in new and supposedly competitive
sectors such as telecommunications, with politicians getting kickbacks for steering contracts
or making other favourable arrangements for firms (Warner 2007).

Eastern Europe

With the accession of six former Soviet bloc countries to the EU in 2004 and two more in
2007, the EU has become host to endemic corruption in a new set of states. Scholars distin-
guish between petty or bureaucratic-level corruption, which certainly occurs in a variety of’
countries, and the corruption that has as its source ‘state capture by corrupt networks’. The
latter has tended to be the case in the former Soviet countries, leading to large scale, wide-
spread and persistent corruption on a scale that perhaps only Greece, or Italy in its Christian
Democratic and Socialist Party heyday, could match. With the sudden economic reforms,
including privatisations, ‘a narrow group of elites initially governed with little political
competition from other political forces, and with little effective scrutiny from the media and
civic groups’ (Vachudova 2009: 45). Once corruption is entrenched, even with new economic
patterns, it is hard to uproot. Politicians, political parties and firms base their actions on their
expectations of how others will act, and if the expectation is that they will be corrupt, they
will interact based on that; deviating from that pattern could be costly. Investigative journal-
ists face an uphill battle, and firms attempting to enter the ‘free market’, thanks to the EU
absorbing the East Bloc into the Single Market, have to play by the local rules and pursue
their complaints in local judiciaries. Given the EU’s lack of investigative and prosecutorial
powers, the deck is stacked against honest firms.

Since even the more established and developed democracies need ethical oversight and
accountability, including sceptical journalists and stalwart public-interest groups, these are
still more essential for the often poorer, newly democratised East Bloc accession states. Yet the
EU has not addressed this issue head-on. The staff of the EU’s anti-fraud unit, OLAF, was
increased by only twenty-nine (up from 329) after the 2004 accession, which added ten states,
none of which is known for clean government (Warner 2007, 162).

As Szarek-Mason writes, ‘the EU policy against corruption within existing Member States
is very limited and restrained by a number of legal and political factors. Thus, paradoxically,
anti-corruption standards actually diminished once the CEE [East Bloc] countries acceded to
the EU’ (2010: 220). Whereas the EU can and does demand anti-corruption and anti-fraud
reforms as part of the accession negotiations, once a country is inside the EU, at best the EU
can, as in the particular cases of Bulgaria and Romania, threaten to not recognise legal
rulings or arrest warrants of that state’s own judicial system and to withhold some financial
subsidies (Ristei 2010; Szarek-Mason 2010: 135217, 227; Trauner 2009). So far, the EU has
used such threats only on a handful of occasions, and briefly withheld some funds from
Bulgaria once. The impact has been, as one would expect, negligible.* Despite reports that
anti-corruption reforms and efforts in Bulgaria were ‘a total mess’ just prior to its accession in
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2007, Bulgaria and similarly corrupt Romania joined the EU as planned in 2007. As is usually
the case for ignoring corruption, the reasons were political (Szarek-Mason 2010: 225): the
EU and accession-state politicians argued postponing the accession would discourage those
who had worked for EU membership and might destabilise the political systems. Results are
predictable. In Slovakia, there is credible evidence that politicians and businessmen colluded
in the awarding of public contracts and in privatisation schemes. The corruption scandal
broke in early 2012 and was punctuated by well-attended protest rallies. In Romania, also in
2012, the government resigned after weeks of public protests over ruling coalition corrup-
tion.” While privatisation helps countries meet the EU’s competition and budget require-
ments, it instead often is a source of corruption, in which competition is restricted to a
politically chosen few who are willing to reimburse the government, illegally, for keeping
real competition and competitors at bay.

Organised crime and corruption

Organised crime, which has spread throughout the EU, depends on political corruption for
its continued existence (Fijnaut and Paoli 2004a; Varese 2011). A recent corruption case in
Italy illustrates the enduring link between political corruption and organised crime and also
the extent to which parties and regions thought to be ‘clean’ often are anything but. The Lega
Nord, the anti-immigrant, pro-federalist, anti-corruption party of Umberto Bossi, long-time
coalition partner with Silvio Berlusconi’s Forza Italia in government, has seen its leadership,
including Bossi, directly implicated in a money-laundering scheme for the 'Ndrangheta, a
large organised-crime group associated with the southern region of Calabria; with using
funds from public financing of the party for extensive personal expenditures for family
members; and with obtaining kickbacks on public works contracts (Ruotolo 2012; Sarzanini
2012). Berlusconi has long denied credible allegations that he and his firms have links to
organised crime. The reduction in organised crime depends almost entirely on the actions of
EU member-states; the EU has, despite successive treaty revisions, no supranational or even
federalist-style investigation and enforcement powers in this area, even though organised
crime is one of the main perpetrators of fraud against the EU budget and even though the
reach of ‘mafia’ style criminal groups is transnational (Fijnaut and Paolo 2004). When the
parties of government are linked to organised crime, there’s little likelihood that the latter
will be aggressively pursued.

Concluding comments

To understand corruption’s persistence in the EU, one must remember that despite demo-
cratic elections, elected politicians are not the agents of the voters (Moe 1990). To some
extent, the tables are turned: office-holders are the ones who have the power to change laws
and, sometimes, intervene in court proceedings. Elected ‘representatives’ can use the offices
of the state to protect themselves. Though subject to regular elections, when they face voters
they are insulated from retribution by fact that corruption is rarely an overriding concern. For
instance, there are indications that Spanish voters are not likely to penalise the conservative
party of Prime Minister Mariano Rajoy despite extensive corruption allegations in 2013.°
Voters’ choices are limited, often to a set all of whom have been corrupt. When French
Socialists and Gaullists were exposed to voters as having been engaged in systematic campaign
finance corruption in the 1980s, the two political parties collaborated to pass laws granting
themselves amnesty from prosecution. Voters at the next elections could hardly vote out the
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corrupt politicians, as the major presidential and legislative candidates had tainted (but
amnestied) pasts. Further, voters may find that short-term benefits such as local economic
growth stem from corrupt politicians (Fernandez-Vasquez et al., no date).

It is clear from the EU experience that economic and political competition are insufficient
to prevent or significantly reduce corruption. What would help are more effective organs of
oversight, and accountability, bolstered by independent media and effectual public interest
groups. Among officials, of course, the most important anti-corruption forces are sound
ethics and a strong sense of public responsibility. But in real life, ethical values are often
outweighed by other factors: a state may adopt a corporate model and try to run the govern-
ment like a business, and national interest or political competition may induce officials to do
wrong. And there are states where traditions of corruption are so entrenched that it is almost
impossible to eradicate them. As I have written elsewhere,

Membership in the EU does not inherently drive out corruption, as the EU, in its
acceptance of the East Bloc countries and Malta and Cyprus, assumed. Instead,
it allows old forms to persist and permits the development of new ones. The EU
has a negligible ability to reduce corruption and it promotes economic forces and
political reforms that provide new incentives and opportunities for corruption.
Economic and political rationality are at work, but not in the expected ways.
(Warner 2007: 3)

The statement by the Economist in 2000 that ‘corruption in European politics is probably on
the wane’ was premature.’

Notes

1 Adriano Milovan, ‘EU Commissioner points to possible Croatian admission to the EU by 2008’,
Global News Wire, 3 December 2002.

2 New York Times, 15 November 1998, A1l.

Financial Times, 9 July 2013.

4 There is a debate in the academic literature about the CEE countries’ ‘compliance’ with EU policies.
When compliance is narrowly understood as transposition of new EU legislation, the CEE
countries have a good record. When it is understood as enforcing those newly transposed laws, the
countries have a poor record (Sedelmeier 2008; Trauner 2009). Some of that poor record of law
enforcement is traceable to corruption.

5 Financial Times, 11/12 February 2012: 3.
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MEASURING CORRUPTION

Perspectives, critiques and limits

Paul M. Heywood

Introduction: the current status of corruption measures

How do we measure something that is, by its very nature, largely hidden? This is the conun-
drum that faces all who have attempted to develop a means of measuring corruption. Given
the seemingly intractable nature of this problem, the obvious question is why we should want
to measure a phenomenon that is not only covert, but notoriously difficult even to define.
There are, in fact, several reasons for doing so: first, it is important to assess the scale of the
issue, in terms of its extent, location and trends, so that we know what we are dealing with.
Second, we want to see whether there are any clear patterns in order, third, to help identify
explanatory variables that will aid our understanding of why and where corruption develops.
In short, measuring corruption will help us see better where we need to take action, as well
as helping us decide both what that action should be and assessing whether it has worked. As
we shall see, however, attempts at measuring corruption can lead to unintended consequences.

The dominant mode of measurement since the mid-1990s has been perception-based, via
cross-national indices drawn from a range of surveys and ‘expert assessments’. Indices such as
the Corruption Perceptions Index (CPI), the Bribe Payers Index (BPI), the Global Corruption
Barometer (all produced by Transparency International (TC)), the Business Environment and
Enterprise Performance Surveys (BEEPS) or other aggregate indicators such as the Control
of Corruption element in the World Bank Group’s Worldwide Governance Indicators (WGI),
have undoubtedly proved immensely important in raising awareness of the issue of corrup-
tion, as well as allowing for detailed cross-country comparisons. However, it is now widely
acknowledged that such measures are inherently prone to bias and serve as imperfect proxies
for actual levels of corruption (Kurtz and Shrank 2007; Razafindrakoto and Roubaud 2006;
Heywood and Rose 2014). Indeed, measuring corruption has been described as ‘more of an
art form than a precisely defined empirical process’ (United Nations Development Programme
(UNDP) 2008: 8). Moreover, the lack of an authoritatively agreed-upon definition of what
counts as corruption remains a serious obstacle to measurement, as in practice specific indic-
ators inevitably (even if implicitly) reflect particular definitions which can be used to support
different findings (Hawken and Munck 2009).

Perhaps the key stimulus to the dominant approach to measuring corruption has been
Transparency International’s CPI. First released in 1995 and published annually since then,
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the CPI has become established as the most widely cited indicator of levels of corruption
across the world. The CPI

captures information about the administrative and political aspects of corruption.
Broadly speaking, the surveys and assessments used to compile the index include
questions relating to bribery of public officials, kickbacks in public procurement,
embezzlement of public funds, and questions that probe the strength and effective-
ness of public sector anti-corruption efforts.

(TI 2010)

The CPI is a composite index, calculated using data sources from a variety of other institu-
tions (thirteen surveys and assessments released in 2011 and 2012 were used for the 2012
index). The CPI, though, has become increasingly controversial. Although widely credited
with playing a crucial role in focusing attention on the issue of corruption, the index has none
the less been subject to many criticisms both on account of its methodology and the use to
which it has been put (see, for instance, Razatindrakoto and Roubaud 2006; Thomas 2007;
Weber Abramo 2007; de Maria 2008; Andersson and Heywood 2009; Hawken and Munck
2009; Heywood and Rose 2014). As is explicit in the title of the index, it measures percep-
tions rather than, for example, reported cases, prosecutions or proven incidences of corrup-
tion. This matters because perceptions can influence behaviour in significant ways: for
instance, if we believe that all around us people are engaging in corrupt behaviour, that may
make us more likely to adopt such practices ourselves.

One of the recognised limits of aggregate perception data is that most factors that predict
perceived corruption, such as level of economic development, state of democracy, press
freedom and so forth, do not correlate well with available measures of actual corruption
experiences (Treisman 2007). The potential scale of the disparity between perception and
experiences of corruption is starkly shown in the regular Eurobarometer studies of the atti-
tudes of Europeans to corruption (European Commission 2006, 2008, 2009, 2012). For
instance, the 2012 report, based on fieldwork conducted in September 2011, found that a
strikingly high proportion of EU citizens (74 per cent average) saw corruption as a ‘major
problem’ in their country, very similar to the levels found in the previous surveys (see
Figure 10.1). In just five countries (Sweden, Finland, Luxembourg, the Netherlands and
Denmark) did fewer than half the respondents agree. Those seen as most likely to be corrupt
were politicians at national level, followed by politicians at regional level, then officials
awarding public tenders and those issuing building permits — although personal experience of’
corruption remained very low, with just 8 per cent of respondents having been asked to pay
any form of bribe for access to services over the preceding twelve months (European
Comumission 2012: 61).

More generally, reflecting the same pitfalls in survey research beyond Europe, Treisman
(2007: 212) cautions, ‘it could be that the widely used subjective indexes are capturing not
observations of the frequency of corruption but inferences made by experts and survey
respondents on the basis of conventional understandings of corruption’s causes’. A detailed
study of the relationship between the CPI and TI’s Global Corruption Barometer, which
seeks to capture the lived experience of corruption through the eyes of ordinary citizens, has
also shown convincingly that experience is a poor predictor of perceptions and that ‘the
“distance” between opinions and experiences vary haphazardly from country to country’
(Weber Abramo 2007: 6). Moreover, general perceptions cannot differentiate between
various types of corruption, nor different sectors within countries. So the question of whose
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QC1.1 For each of the following statements, could you please tell me
whether you totally agree, tend to agree, tend to disagree or totally
disagree with it.

Corruption is a major problem in (our country)

. Totally . Tend to ‘ Tend to ‘ Totally O Don’t

agree agree disagree disagree know

Inner pie: EB72.2 Sept.-Oct.2009 . EU27
Outer pie: EB76.1 Sept. 2011

Figure 10.1  Public views of corruption in EU member-states.

Source: Special Eurobarometer 374, Corruption (February 2012)

perceptions, what their perceptions are of and where those perceptions derive from is
important.

Since the CPI is a composite index that draws upon a series of surveys mainly aimed at
Western business leaders and expert assessment, in practice the questions in many of the
surveys relate specifically to business transactions (for instance, the need to pay bribes to
secure contracts). Perceptions of corruption are likely to be seen primarily in terms of bribery,
which cannot capture either the level of grand versus petty corruption or, indeed, the impact
of corruption (Kenny 2006: 19; Knack 2006: 2; Olken 2006: 3). Moreover, the focus of ques-
tions is often on bribe-takers rather than bribe-givers: the implicit suggestion is that bribes
are paid only when required by agents in the receiving country, rather than that they may be
used proactively as a means to secure contracts.

A second, widely remarked problem with the CPI relates to the question of how we can
properly interpret what respondents to the various surveys understand by corruption. Each of
the surveys operates with its own understanding of corruption, which may focus on different
aspects, such as bribery of public officials, embezzlement and so forth, and seeks to assess the
‘extent’ of corruption (Lambsdorff 2005: 4). However, although the surveys often ask a panel
of experts to rank corruption on a scale of low to high (or some variation thereof), we cannot
know whether the experts share a common assessment of what constitutes any particular loca-
tion on such a scale: what seems a ‘low/modest’ level of corruption to one person may look
high to another (cf. Sereide 2006: 6; Knack 2006: 18). In the absence of clear indicators, such
rankings must be largely impressionistic. A third problem relates to the interval scales used in
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the CPI index, which since 2012 ranks on a scale of 100 (previously, it presented the scale as
1-10, to one decimal place). This suggests a high degree of accuracy can be achieved and that
a material difference can be identified between a country that scores, say, 70 and one that
scores 67. That impression of accuracy is reinforced by the ranking being presented in a
league-table format — although, since the number of countries included in each CPI varies,
the position in the table can be influenced simply by how many countries are covered in any
given year (see Knack 2006: 20).

Although the CPI has been very important for research, there are other types of data — also
based primarily on perceptions — that have been developed to some extent as a response to
criticisms of the CPI. For example, Transparency International itself has published since 2003
the annual Global Corruption Barometer, based on a Gallup survey that seeks to tap into both
perceptions and lived experience of corruption, and the World Values Survey (approximately
quinquennial since the early 1980s), which includes questions on attitudes to corruption (e.g.,
Gatti et al. 2003). The World Bank’s widely used WGI includes ‘control of corruption’
(identified as the exercise of public power for private gain) as one of six elements (Kaufmann
et al. 2003, 2006a) and is also a perception-based measure constructed through weighted
averages and to some extent based on the same polls and surveys as the CPI (for examples, see
Barbier et al. 2005; for a comprehensive critique of the WGI’s construct validity, see Thomas
2007).

Like the CPI, the WGI is a composite approach based upon a series of other indices:
control of corruption, voice and accountability, rule of law, government effectiveness, polit-
ical stability and regulatory quality. As Apaza (2009: 140) has argued, the validity of applying
the index rests on the ability of the WGI component indices to discriminate effectively among
the six concepts and to be different from other measures of government performance.
Recently, however, using both measurement and causal models, Langbein and Knack (2010)
have argued that upon closer scrutiny the six indicators are far from distinct; moreover, most
data users show no signs of familiarity with the underlying data. It is shown that while the
indicators can provide a statistically reliable measure, ‘what they reliably measure is not so
clear’ (Langbein and Knack 2010: 365). In fact, Thomas (2007) has argued that ‘the constructs
themselves are poorly defined and may be meaningless’ and the UNDP (2008: 26) commented
that ‘by aggregating many component variables into a single score or category, users run
the risk of losing the conceptual clarity that is so crucial’. If users are unable to understand
or unpack the concept that is being measured, their ability to draw out informed policy
implications is severely constrained.

The World Bank Institute’s diagnostic surveys provide in-depth surveys of countries by
using both experience- and perception-based questions, whilst the European Bank for
Reconstruction and Development (EBRD)-World Bank Business survey asks more than
10,000 firm managers to estimate unofficial payments to public officials as a share of annual
sales in firms ‘like theirs’ (although it is arguable that that these types of questions are not, as
often claimed, indirectly experience based, since they ask how respondents perceive their
surroundings rather than serving as an indirect way of reporting own experience; see Andvig
2005). Finally, the International Crime Victim Survey asks respondents if government offi-
cials had solicited or expected bribes for service during the last year (see Svensson 2005).
Since the mid-1990s, an increasing number of academic studies have begun to use these
alternative measures of corruption either instead of or as a complement to the CPI. But many
of these measures face the same problems of perception-based measures in general, and, in the
case of the widely used World Bank indicator ‘control of corruption’, the problems are very
similar to those outlined above for the CPI (see Thomas 2007). (See Table 10.1.)
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Methodological issues

It follows from the above that for large aggregate indicators such as the WGI, CCI or CPI, a
gap can be identified between the concept and its measurement (Andersson and Heywood
2009; Langbein and Knack 2010). The cross-pollination of assessment criteria, a lack of
transparency and data from different sources creates a tautological relationship between the
dependent and independent variables, meaning that the indicators of the concept of corrup-
tion do not always relate systematically and reliably to how it has been defined (Amdt and
Oman 2006; Langbein and Knack 2010: 351).

Hawken and Munck (2009) conducted an examination of the quantitative, cross-national
literature on corruption that made use of the CPI and CCI between 1995 and 2009 — the first
independent empirical assessment of the nearly full range of indicators used in corruption
research (specifically, seventy-six articles that appeared in prestigious economics journals) as
well as the two most widely used indices. The paper focused on two methodological choices.
The first was the class of source used to generate data on indicators. Based upon the charac-
teristics of the evaluator as the criterion of classification, five classes were identified:

expert rating by commercial agency;

expert rating by an NGO;

expert rating by a multilateral development bank;
surveys of business executives;

M NS

surveys of the mass public.

It was shown that some evaluators are stricter than others, thereby generating a systematic
margin of error (which reached as high as 14.7 per cent) both within and across countries and
regions. Thus,

As the analysis of indicators shows, a substantial amount of variation in reported
levels of corruption is not attributable to variation in actual corruption or to random
measurement error but, rather, is driven by the choice of evaluator and hence is an
artefact of the method selected to measure corruption.

(Hawken and Munck 2009: 12)

The second methodological choice was the aggregation procedures. The process of combining
multiple (weighted) indicators was put forward as a way to reduce the measurement error of
the individual indicators. Specifically, Kaufmann et al. (2006a, 2007) argued that by putting
different individual indicators into common units, through a linear and additive aggregation
rule, it is possible to measure corruption between countries whose data does not necessarily
correspond in terms of time period or sector. However, this process ‘hinges on the assump-
tion that any error in the individual indicator is random as opposed to systematic and inde-
pendent across sources’ (Hawken and Munck 2009: 13). As Apaza (2009: 141) has pointed
out, by collapsing different data sources, often selected only on the basis of convenience rather
than theoretical justification, the aggregation model is unable to offer any nuance on the
nature, category or concept of corruption. As a result, we cannot be sure of the underlying
accuracy or what we are actually measuring. Therefore, even if consensus and high correla-
tions exists between the CCI and CPI in the first place, this is by no means indicative of
accuracy or validity: ‘In a nutshell, data on corruption suffer from a fundamental problem, the
fact that different data sets used in quantitative research are routinely associated with different
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findings, and that the relative validity of different measures of corruption and hence of the
different findings is not readily apparent’ (Hawken and Munck 2009: 2).

Nevertheless, the worldwide coverage offered by large datasets, a claim that can be made
by Transparency International’s CPI, Freedom House and the World Bank Institute’s CCI,
has led to their widespread adoption by academics looking to test variables, the large-n cases
offering a ready-made basis for analysis. As UNDP has noted,

many of these same academics are critical of the methodologies used to generate
these indices. Nevertheless, for academic users and researchers, the global coverage
of data seems to trump data quality. After all, it is much easier and quicker to run a
regression analysis using someone else’s data, compared to the hard work of gener-
ating one’s own.

(UNDP 2008: 45)

Similarly, Urra (2007) also identified three problem-types that persist in the main aggregate
measures of corruption (CPI, BEEPS and WGI):

1. the perception problem;
2. the error problem;
3. the utility problem.

The perception problem is the large margin of error created when subjective indicators are
used to produce complex statistical constructions that can easily create an illusion of quantit-
ative sophistication. The error problem refers to both the internal margins of error already
contained within the various sources of corruption data and errors relative to the concept
itself; thus, corruption research confronts not only sampling errors inherent to any social-
science research but also the fact that any proxy for corruption must by definition be imper-
fect. The utility problem refers to the gap between measurement and solutions: the criticism
here is that corruption assessments that are too broad are in turn difficult to convert into
concrete anti-corruption initiatives. Azas and Faizur (2008: 11) argue that perception-based
measures are actually antithetical as a means of combating corruption because perceptions are
strongly influenced by factors that have little to do with underlying realities. There is evid-
ence that the CPI, for instance, acts as a ‘lagging indicator’, incorporating data that is two to
three years old and is thus out-dated, especially in the face of burgeoning corruption scandals
and/or prevention schemes and economic crises (Kenny 2009: 317). In addition, a govern-
ment that wants to lower its corruption perception, and in doing so invites foreign experts
and generates media attention about its efforts, does not necessarily combat corruption per se
but may still generate propaganda to change perceptions. In addition, such efforts can lead to
a ‘demonstration effect’ whereby people emulate what are seen as practices that go unpun-
ished, thus creating the impression that bribes must be paid, and it is alright to accept them in
order to get things done (Cabelkova 2000).

Governance, democracy, development and corruption

The data from TT’s CPI suggest that GDP per capita correlates negatively with corruption, a
statistical finding that has led to the widely accepted causal hypothesis that good governance
leads to, or is a predictor of, economic development. Although this has assumed an almost
scholarly consensus (Mauro 2004), it has undergone surprisingly little empirical scrutiny.
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There is a potential problem of circularity when exploring the relationship between ‘good
governance’ and corruption. A study by Kurtz and Shrank (2007: 539) of the WGI indicators
has shown that those that seek to measure the probity and efficacy of bureaucracy are
significantly coloured by recent economic performance and that perception-based measures
are riddled with problems of adverse selection, and feature deeply entrenched biases for
and against various public policy alternatives that are logically distinct from questions of’
public-sector effectiveness.

In fact, the contemporary paeans to public-sector probity are so pervasive as to imply that
the link between growth and governance is an article of faith or a starting point for analysis
rather than a hypothesis subject to falsification (Kurtz and Shrank 2007: 538).

As the principal means of promoting democracy and development, as well as combating
corruption, ‘good governance’ became a catch-all epithet of the development community. In
fact, concerns with governance and corruption emerged in the 1990s in response to the wide-
spread failure of World Bank Structural Adjustments Programs (SAPs) and the loss of credib-
ility of the so called “Washington Consensus’. The criticisms, both economic and political, of
the first generation neo-liberal reforms point out that governance and corruption ‘provide
convenient cover and an excuse for failure of policies not designed for development in the first
place’ (Azas and Faizur 2008: 13). This latter point perhaps pushes the case against the notion
of corruption to a polemical extreme; however, it also draws attention to the now inextricable
relationship between development and efforts to measure and, therefore, control corruption.
In fact, using the example of African corruption, de Maria (2008) has argued the TI’s CPI can
be used to subvert public administration to the agenda of Western economic interests. Termed
‘neo-colonialism through measurement’, it is argued that corruption cannot be compre-
hended outside the experience, nor can it submit to empirical investigation (de Maria 2008:
185). Whilst the CPI is perhaps ‘oblivious to cultural variance’, this type of critique is symp-
tomatic of a post-structuralist ‘critical turn’ in the social sciences which tends to overstate the
difference of the particular, thereby closing the analytical space for comparative and policy
work (de Maria 2008: 188).

Unlike econometric indicators, which are commonly used to quantify and categorise
developmental processes and outcomes, it is now widely agreed that corruption measurement
requires much more elaborated constructions, subject to complex and, often subjective,
inputs (Urra 2007). As shown above, a major criticism of corruption measures derives from
biases in individual indicators, such as the perceptions of business leaders. For business people,
good governance might mean low taxes and minimal regulation (e.g., free trade), whilst
wider public demands might be for reasonable taxation and appropriate regulations (e.g.,
import inspections) (Apaza 2009: 142). Therefore, where perception, policy and action meet,
good governance can act as a euphemism for the free market, an idealised role for civil society
that rarely exists in practice and a clear separation of the bureaucracy from political influence
— three factors that, when applied through various policies, can actually exacerbate under-
lying problems. Thus, in situations where business people feel aggrieved by regulations and
taxes, they may have a different evaluation of corruption compared with that of ordinary
citizens.

Indeed, there is a paradox of development aid becoming increasingly conditional on the
implementation of reforms that are impossible to achieve without that aid, hence generating
the risk of a ‘corruption trap’ (Andersson and Heywood 2009). In light of this, it is possible
to point towards an inherent politicisation of perception indices when (business) respondents
with interests in a small non-interventionist state might report negatively upon states with
stronger regulatory environments. This is not helped by the tendency for specific corruption
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studies to select their cases on the dependent variable, often not examining comparable
cases in which corruption was less severe (Hopkin 2002, cited in Kurtz and Shrank 2007:
542).

The critical warning, therefore, is that ‘links between governance and growth are thus
more to likely to be artefacts of measurement than reflections of underlying causal
dynamics’ (Kurtz and Shrank 2007: 539). This has reportedly led to a diminished credibility
of corruption perception measures in the eyes of many governments. A delegate at an
international NGO reported that their personnel face problems working with governments
because perception-based indicators fail to provide sufficient leverage to start a discussion
on what needs to be tackled on the governance and anti-corruption agenda (UNDP
2008: 42).

It has also been suggested that, paradoxically, measuring the perception of corruption
rather than corruption itself skirts the problem of measurement (Olken 2006: 2). Yet this also
raises the question of how those being surveyed form their perceptions in the first place and
whether this correlates with objective conditions. Methodological interest has turned, there-
fore, towards the attempt to ascertain the accuracy of corruption perceptions, by correlating
opinion-based surveys with objective studies. For instance, Svensonn (2003) conducted a
study of bribe payments made by Ugandan firms using a unique quantitative data set combined
with detailed financial information from the surveyed firms; Olken (2007) has constructed a
‘missing expenditure’ measure of a road-building project in rural Indonesia by using engin-
eers to estimate the prices and quantities of inputs in the road and comparing this to official
village expenditure and the perceptions of villagers themselves; Seligson (2006) collected
data on corruption by using victimisation surveys designed to gather information on specific
government departments or officials by means of denunciation, where the questions in the
survey invite the respondents to denounce corrupt acts and portray themselves as victims of’
corruption instead of active partners in corrupt transactions; and Ferraz and Finan (2008)
have used external audits, released by the Brazilian government, to construct an objective
measure of corruption based upon the number of violations associated with corruption. This
allowed the authors to assess how the publication of incidents of theft or graft empowered
voters to punish politicians at the polls.

Although there is no overall uniformity in the corruption measures deployed, what unites
these studies is an attempt both to look beneath aggregate indicators such as CPI scores and
GDP and also to provide a more nuanced account of how reliable perceptions are as well as
the social context in which they were formed in the first in place. As Kenny (2009: 329) has
suggested, using ‘output measures may better capture the development impact of corruption
as survey data is likely to be more reliable than perceptions data, and so it is worth comparing
the two to measure the accuracy of general perceptions scores as a proxy for corruption at the
sector level’.

Notwithstanding this advantage, such an approach does not overcome the problems,
outlined above, in terms of the internal limits of perception-based data. For instance, Olken
(2006) finds that personal and community characteristics, such as ethnic heterogeneity, were
significantly more correlated with corruption perceptions than were levels of objectively
estimated corruption. Therefore, the idea that it is possible to retrospectively test the reliab-
ility of perception indices by correlating that aggregate data with specific empirical findings
is open to further question. Consequently, research developing innovative small-scale corrup-
tion measures does not offer greater theoretical sophistication but trades conceptual work for
rigorous empiricism. In part, this is perhaps because such work is informed by the notion,
pervasive especially in neoclassical economics, that the main barrier to accurate measurement
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is not methodological, but information asymmetries. By improving the quality of data and
grasping the limits and biases of the original perception indicators, more rational action can
be induced within the development community. Yet, as it stands, the usefulness of such
research ‘is limited by the lack of a rigorous conceptual framework since it is not clear how to
identify a corrupt act or how to generate an aggregate corruption measure’ (Foster et al. 2009:
2). This suggests that research exploring both subjective and objective indicators is best suited
to sub-national studies, a methodological caveat that precludes using the same strategy for
national-level and wider comparative measures (Golden and Picci 2005). Indeed, given that
most corruption takes place in local contexts, it is questionable why so many measures focus
on the national level.

Development practitioners interviewed for a report published by the UNDP (2008: 41)
report ‘consistently that the most useful indicators are those that provide deep contextual
information: Are there sufficient legal mechanisms to hold executive officials accountable for
their actions? Are law enforcement officials paid appropriately? Are civil servants hired based
on their qualifications and merits?” And in response to the paucity of international corruption
measures that focus on poverty and gender issues, the UNDP has suggested that new indic-
ators need to be developed at the national level. Questions such as ‘How do poor women’s
experiences with corruption compare to poor men’s?’ need to be answered, but, as it stands,
they are not (UNDP 2008: 29).

New directions in corruption measurement

As Hawken and Munck (2009: 21) have recognised, the task of measuring corruption, espe-
cially by developing cross-national data sets of broad scope, is laudable and welcome.
Unfortunately, though, variations in reported levels of corruption are commonly a product of
the prevailing methodologies as opposed to actual levels of corruption. The injunction they
offer is to know your data. Thus, despite the drawbacks, available data should not be jettisoned
out of hand but instead employed to generate a better index, through sensitive analysis of
methodological choices on the basis of available data. In practice, this would require a
narrower empirical scope, as both indicators and aggregation rules would first be based upon
theory and rigorous tests; therefore, ‘at this point it would be preferable to test theories about
the cause and consequences of corruption with a smaller N than is provided by indexes such
as the CPI and the CCI but with greater certainty that the data are more valid’ (Hawken and
Munck 2009: 24).

This shift would require a greater qualitative emphasis. One positive benefit of qualitative
studies is the depth of insight they can offer. The main drawbacks, however, is that they
can be bulky, hard to summarise and difficult to compare across countries (UNDP
2008: 44). The UNDP Oslo Governance Centre (OGC) published A User’s Guide to
Measuring Corruption (UNDP 2008), commissioned from the NGO Global Integrity and
produced in collaboration with the anti-corruption community, governance practitioners,
researchers, policy-makers and donors. The guide explains the strengths and limitations
of different measurement approaches and provides practical guidance on how to use the
indicators and data generated by corruption measurement tools to identify entry points for
anti-corruption programming. Notwithstanding existing problems, it argues definitively
that corruption can be measured. The solution offered is to ‘employ multiple sources
of quantitative data, qualitative narrative analysis and real-life case studies to “paint a
picture” of corruption in a country, sub-national, or sector context’ (UNDP 2008: 8) (see
Box 10.1).
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Box 10.1 Summary of key phrases

Assessments Broad contextual analyses of the state and drivers of corruption that often rely on

multiple indicators of corruption, including qualitative and quantitative corruption indicators.

Composite indicators A composite or aggregate indicator is one which combines different
measures of a similar thing into a single measure. A well-known example of this would be the
Human Development Index which measures human development by combining indicators of

life expectancy, educational attainment and income.

Corruption indicators Refer to discrete, often quantitative, measurements of a particular

aspect of corruption (including the ‘level” of corruption).

Governance Like corruption, the meaning of governance is manifold. For UNDP, it
comprises the mechanisms and processes for citizens and groups to articulate their interests,
mediate their differences and exercise their legal rights and obligations. It is the rules, institutions

and practices that set limits and provide incentives for individuals, organizations and firms.

Objective indicators Indicators constructed from undisputed facts. Typical examples might
include the existence of anti-corruption laws or the funding received by the anti-corruption
agency.

Perception-based indicators Indicators based on the opinions and perceptions of corruption

in a given country among citizens and experts.

Experience-based indicators These indicators measure citizens’ or firms’ actual experiences

with corruption, such as whether they have been offered or whether they have given a bribe.

Proxy indicators Buoyed by the belief that corruption is impossible to measure empirically,
proxy indicators assess corruption indirectly by aggregating as many ‘voices’ and signals of
corruption, or by measuring its opposite: anti-corruption, good governance and public account-

ability mechanisms.

Pro-poor and gender-sensitive indicators A pro-poor indicator requires a focus on those
living in poverty, and a gender sensitive indicator captures the different experiences and interests
of women and men. Such indicators are useful to track the potentially different impacts that the

mechanisms and processes of governance have on different social groups.

Input-based corruption indicators Also called de jure indicators, these are indicators meas-
uring the existence and quality of anti-corruption or governance institutions, rules, and proced-

ures, i.e., the de jure rules ‘on the books’.

Output-based corruption indicators Also called de facto indicators, these are indicators that
measure the impact of corruption on quality of life and public service delivery, i.e. the de facto
deliverables of the governance system. These are difficult to precisely measure other than

through proxy measures.

National ownership Refers to when local stakeholders, not outsiders, have driven and
controlled the production of an assessment. Moreover, it is based on the premise of consulting
with a broad range of national stakeholders, such as the government, civil society and the private
sector.

Source: UNDP 2008
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The guide suggests an ‘informal taxonomy’ that classifies corruption indicators into four

categories:

1. the scale and scope of indicators;

2. what is actually being measured;

3. the methodology employed;

4. the role that internal and/or external stakeholders play in generating the assessments.

Given that the two terms are often conflated, as shown above, an attempt is made to distin-
guish between ‘corruption’ and ‘governance’. The former is identified as just one, albeit
important, aspect of governance, making it necessary for users of indicators to understand
where corruption stops and governance begins. In the UNDP report, some of the profes-
sionals interviewed, echoing some of the points raised above, also insist that local indicators,
developed in-country by domestic stakeholders rather than by international or external
actors, should be the future of the corruption metrics field. These metrics are, by some
standards, quite limited: they have little or no international coverage, are often purely
qualitative and may not be continued from year to year. But highly localised indicators that
are customised to national or sub-national needs have the significant advantage of being
designed from the beginning to yield actionable data (UNDP 2008: 43).

Along with the more established and widely used corruption indicators discussed above, a
newer generation of measurement and assessment has emerged, like the Ibrahim Index of African
Governance, the Global Integrity Report and the Global Integrity Index. Joined by country-
specific indicators, this proliferation has raised criticism of a duplicative and distracting field that
is in fact harmful to effective donor coordination and harmonisation of the reform agenda.

Often the only thing that seemingly redundant measurement tools have in common is
some combination of the words ‘governance’, ‘corruption’, ‘transparency’, ‘accountability’ or
‘democracy’ (UNDP 2008: 12).

However, it is noteworthy that in May 2011, Global Integrity decided to remove from its
website the Global Integrity Index which had ranked countries, citing as part of the reason
that it was

a conscious attempt to reinforce a key belief that we have come to embrace after many
years of carrying out this kind of fieldwork: indices rarely change things. Publishing
an index is terrific for the publishing organisation in that it drives media coverage,
headlines, and controversy. We are all for that. They are very effective public relations
tools. But a single number for a country stacked up against other countries has not
proven, in our experience, to be a particularly effective policy making or advocacy
tool. Country rankings are too blunt and generalised to be ‘actionable’ and inform real
rebate and policy choices. Sure, they can put an issue on the table, but that’s about it.

(Global Integrity 2011)

The emerging consensus in the field, therefore, is that disaggregated, qualitative and internal/
local assessments will more likely lead to actionable insights than composite, perception-
based indicators. In an effort to move beyond inputs and outputs, researchers have also turned
to political-economy approaches that have been developed to understand what drives corrup-
tion in a country-specific context. This is premised on the notion that governance and
corruption reforms are shaped by power relations embedded in social, political, cultural,
institutional and historical contexts. However, ‘[a] power analysis in development projects
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does little to help donors understand how to support and operationalise the findings’ (UNDP
2008: 25). Nevertheless, it is hoped that ‘newer tools may help make such analyses more
actionable in the future’ (UNDP 2008: 25).

The UNDP report maintains that the panoply of corruption indicators can be comple-
mentary rather than inimical to each other. One set of indicators is not necessarily better or
inferior to another — it depends what is being measured and toward what end (UNDP 2008: 36).
The example used to support this claim is taken from Sierra Leone, where statistical
evidence (drug inventories from central government) pointed towards deep corruption as only
5 per cent of resources provided by central government could be accounted for at the local level.
However, based upon perception surveys, it was clear that systemic corruption in the health-care
system was not present in the minds of the public. In this case, the perceptions of corruption, or
outputs, did not match more objective measures of the sector’s inputs. Such findings have raised
further concern about the accuracy and usefulness of the methods used to measure corruption.
The Pilot Project conducted by the Hungarian Gallup Institute (HGI 1999) is often cited in the
literature as evidence of the fundamental weaknesses of when different corruption measures are
conflated. One of the central points made by the HGI is the methodological difference between
the measurement of petty corruption (which would depend upon the perceptions of local people
and provide a more accurate measure of corruption) and white-collar corruption in the higher
spheres of state or business administration. Whilst the two are certainly not mutually exclusive,
establishing a causal link is, in practice, highly problematic, even the though the latter can only
exist within the established governance and social frameworks of the former.

In response, international agencies have pushed for ‘actionable’ indicators that measure
specific features of corruption that are directly linked to policy decisions.

“To put it plainly, there is little value in a measurement if it does not tell us what needs to
be fixed” (UNDP 2008: 8).

A possible alternative proposed by Johnston (2006) is not to measure corruption across
whole societies but rather to focus upon the observable effects of corruption and the incent-
ives that sustain them. Starting with specific agencies, different levels of government and
official processes would, it is argued, be better suited to tracking change over time. More
specifically, some have proposed to measure corruption as the percentage of government offi-
cials willing to accept a bribe (Cule and Fulton 2005). However, a possible pitfall could be
the instrumentalisation of action indicators. Trumpeting a particular policy area or sector can
create a reform illusion, where direct measurement of a particular area of corruption concern
(e.g., civil service) is taken as a proxy for action, with concomitant effects on perception (cf.
Heywood and Meyer-Sahling 2013).

Also in response to the fact that the literature currently lacks a unifying framework by
which different corruption measures can be placed together, Foster et al. (2009) have developed
an ‘axiomatic’ research framework. Their approach seeks to deal with the plethora of available
corruption measures with even greater mathematical sophistication through formal model-
ling, generating averages, of corruption indicators. This is said to provide a transparent meth-
odology for classifying corruption measures, which, it is argued, can aid the researcher or
policy-maker in choosing a measure and interpreting empirical findings largely because these
measures ‘generate additional insights and illuminate distinct dimensions of corruption that
cannot be seen with the standard perception-based measures’ (Foster et al. 2009: 15). The path
down which this leads corruption research points towards further abstract formal modelling:

Though our analyses are preliminary, we believe they are quite promising. Our
methods of organising data, constructing corruption measures, and specifying
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axioms, are readily implemented given appropriate data. They suggest additional
survey questions that can improve the accuracy of results and their comparability
over space and time. However, to assess whether a given comparison is statistically
significant, or to test associated hypotheses concerning corruption, an additional set
of statistical tools will need to be developed.

(Foster et al. 2009: 15)

Focusing on corruption in the Netherlands, Shacklock et al. (2006) argued that it is possible to
assess the extent and prevalence of corruption by treating it as a specific subpart of a broad typo-
logy of integrity violations. The case is put forward to triangulate research, on municipal coun-
cils and police forces, by collecting and comparing information from different sources and
methods, at different levels and in different sectors as well as at different points in time. Using the
analogy of an iceberg, by descending below the surface the position of the Netherlands as an
almost corruption-free country (in the top ten of the CPI with a score of 8.7) is put under closer
scrutiny. The next layer of the iceberg, surveys of corrupt behaviour in the workplace, provides
an indication of nepotism, patronage and cronyism and the bottom layer focuses on self-reported
behaviour. This allows researchers to question the relationship between reputations and actual
levels of corruption and the disjuncture between employees perceiving corruption and initiating
internal investigations. Nevertheless, it also gives rise to a so-called ‘integrity paradox’ whereby
greater vigilance and more numerous investigations may point towards greater corruption when
in reality this may not be the case. This reflects the broader problem of never being able to bring
all corruption to the surface, provoking the sanguine, but honest, conclusion that

[r]esearchers on corruption will have to live with the weight of the ‘dark numbers’.
We are exploring different parts of the iceberg in order to find out more about its
characteristics as well as its extent. All presented methods have their problems as
well as possibilities. All our research contributes to our knowledge about the complex
and diverse nature of the corruption phenomenon.

(Shacklock et al. 2006: 32)

Other country-focused assessments are provided by GRECO’s (Group of States Against
Corruption) country evaluations, the Working Party on the OECD Anti-Bribery Convention
and TT’s National Integrity Systems (NIS) studies. All attempt to produce a country-specific
analysis of problems relating to corruption and bribery, whilst operating with a broader
template concerning the conditions under which corruption and bribery occur (Philp 2006).
These reports have the advantage of uncovering issues which may be particular to states,
thereby distinguishing elements of corruption that may be culturally distinctive or more
widely shared with other societies (Philp 2006). Equally, TI has responded to the call for
greater vigilance toward the behaviour of the West’s business community by creating the
Bribe Payers Index (BPI) to examine the ‘supply side of corruption’, focusing on the role of
foreign firms from developed industrialised nations in offering bribes. This measure will go
some way towards recognising the internal dynamics of corruption, rather than reducing it to
a problem of developing nations.

Conclusion

This chapter has argued that the major corruption measures, such as the CPI, CCI and WGI,
which make use of cross-national perception indices to rank countries, have been subjected to
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far-reaching criticisms. Concerns have been raised about both their methodological consist-
ency and the political implications of the results they produce. It has been suggested that they
all suffer from internal biases that may be more systematic than the creators, from TI and the
World Bank, wish to admit. Nevertheless, the consensus is not to jettison such measures out of
hand but rather be more aware of their potential limitations when academics and development
practitioners seek to build on this still valuable research data. The embrace of more objective
hard measures, as opposed to subjective soft measures, has highlighted ways in which researchers
can generate data on new indicators that are, in the first instance, disaggregated from proxies
such as poverty, economic growth and levels of democracy. This requires the setting aside of
presuppositions generated by categories such as good governance, which, much like corruption
itself, has no fully agreed definition. It is cautioned, however, that the difference between
subjective and objective should not be overstated (Hawken and Munck 2009).
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11
THE SILENCE OF CORRUPTION

Identifying underreporting of business corruption
through randomised response techniques

Nathan M. Jensen and Aminur Rahman

The relationship between corruption, politics and business activity has long been a conten-
tious area of research.! Corruption can impose a tax on business, which is not only costly to
individuals and firms but can be arbitrary and unpredictable. It can affect the incentives of
firms and investors, increasing rent-seeking activity. Yet, corruption can also increase
economic efficiency where it greases the wheels of business, either as collusion between
public officials and firms or simply as a mechanism that increases the efficiency of business by
using informal mechanisms to overcome formal barriers to economic activities.

Utilising the techniques of Azfar and Murrell, we examine the extent of business
corruption in a survey of firms in Bangladesh (Azfar and Murrell 2009; see also Clausen
et al. 2010). Isolating our study to a single country allows us to sidestep many of the difficult
cross-national comparisons of individual responses to survey questions and complements
existing cross-national research on corruption.? Yet our research project is confronted with
the same empirical research design issue as literally decades of scholarship: the measurement
of corruption.

The most serious problem with corruption research is the ability to directly measure
corruption. Corruption often entails illegal and unethical activities where one or more
parties have incentives to conceal corrupt acts. Thus, one response to this measurement
problem is to rely on the opinions of experts on the levels of corruption. Unfortunately,
this fails to uncover the vast differences in experiences with corruption across firms and
still suffers from the same measurement problem.” Works such as Treisman (2007)
document the dramatic differences between perceptions of corruption and self-reported
individual experiences with corruption. If ‘experts’ aren’t directly observing individual acts
of corruption, what information are they using to evaluate the level of corruption in a
country?

In recent years, numerous new sources of corruption data have become available (Treisman
2007). These new data sources have led to some shifts in research from expert opinion on the
overall level of corruption to firm-level surveys of individual experiences with corruption.’
This allows for direct measurement of corruption and leaves room for variation across firms.
Unfortunately, this firm-level analysis requires us to rely on self-assessments by firms. If these
questions are politically sensitive, personally embarrassing or could lead to criminal sanctions,
we should be dubious about the incentives of firms to provide truthful answers. This potential
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bias in self-reporting of business corruption has implications for academic studies of
corruption.

One strategy used within firm-level surveys is to ask the enumerator to evaluate the
perceived level of truthfulness of the respondent. This strategy has the strength of allowing
enumerators, often during face-to-face interviews, to use qualitative judgements to evaluate
the truthfulness of respondents. Yet these are based on perception that can be biased, and they
provide an overall evaluation of truthfulness rather than one linked to specific questions. One
innovation in this paper is that we directly illustrate the limits of this approach within our
survey.

To evaluate the extent of truthfulness we utilise a randomised response technique (RRT),
a technique used to examine corruption in a seminal work by Azfar and Murrell (2009). This
strategy is simply to have respondents flip a coin for each question we ask. If the coin turns up
heads, the respondent automatically responds ‘yes’ but is instructed to answer truthfully if
the coin turns up tails. If respondents are answering questions truthfully, at least half of the
responses should be ‘yes’ (since 50 per cent of the coin flips should be heads). If we find that
respondents answer ‘no’ to corruption questions more than half of the time, they are, in the
language of Azfar and Murrell, systematic ‘reticent’ responses on the survey. Our survey
results do indeed show systematic reticent responses on politically sensitive questions, such as
levels of corruption and the extent of tax evasion. We find that the same types of firms that
have a propensity to provide reticent responses to our RRT are also the firms that are likely
to provide non-responses to direct questions on corruption.

Our chapter proceeds as follows. In the next section we provide a brief overview of the rela-
tionship between corruption and investment. In the third section we provide an overview of our
survey of firms in Bangladesh, explain our research design and present our results. In the fourth
section, we provide a descriptive discussion of patterns of non-response and reticent responses.
The conclusion reiterates our main findings and explores implications for future research.

Corruption and globalisation

There is a large body of literature exploring the relationship between business corruption and
economic outcomes. At a minimum, corruption is a tax on business that increases the costs
of firm operations (Vernon 1971, 1977; Wells 1977; Ackerman 1975, 1975, 1999). Yet the cost
of corruption can be much greater than the direct costs. First, corruption can disadvantage
the international investments from firms headquartered in countries with strong anti-
corruption laws (Cuervo-Cazurra 2006). For example, the passage of the 1977 US Foreign
Corrupt Practices Act led to a decrease in US investment in countries with higher levels of
corruption (Graham 1984; Kim and Barone 1981.) This can give the advantage to firms from
countries with weaker anti-corruption laws. Second, its negative impact is greater than a
transparent tax because illegality requires secrecy (Shleifer and Vishny 1993). Third, corrup-
tion can increase rent-seeking, distorting economic decisions (Kreuger 1974; Bhagwati 1982;
Murphy et al. 1995). Finally, corruption can have important political repercussions. At the
mass level, corruption affects attitudes towards government (Anderson and Tverdova 2003)
and even has an impact on reported happiness of citizens (Tavits 2008).

These negative impacts, both direct and indirect, may deter domestic and foreign invest-
ment.” This impact can be heightened when corruption is unpredictable (Campos et al. 1999;
Malesky and Samphantharak 2008). Finally, the structure of corruption, specifically if there
is a single agency demanding rents or if multiple agents all have opportunities for corruption,
affects both the level and the impact of corruption (Olken and Barron 2009).

155



Nathan M. Jensen and Aminur Rahman

Alternatively, corruption can be affected by globalisation. One mechanism is that economic
openness can affect the level of economic rents available for business, where liberalisation can
lead to a decrease in corruption by increasing economic competition (Ades and Di Tella
(1999). Foreign investment can also introduce Western business practices, leading to a diffu-
sion of anti-corruption norms across countries (Sandholtz and Koetzle 2000; Gerring and
Thacker 2005; Kwok and Tadesse 2006).

These plausible theoretical accounts of the relationship between globalisation and corrup-
tion require high-quality corruption data. Ideally, the measurement of corruption would
draw on objective measures of corruption rather than perception-based measures such as
those used by Transparency International (Sandholtz and Gray 2005). Unfortunately, meas-
uring corruption objectively requires novel research design strategies for a number of reasons.
First, firm managers may be generally reluctant to answer politically sensitive questions
(Lensvelt-Mulders et al. 2005; Azfar and Murrell 2009). This reluctance can stem from social
factors, where firm managers may be hesitant to express personal beliefs that are considered
taboo.® Second, and more relevant for this chapter, the political environment can affect
responses to firm-level surveys. Jensen, Li and Rahman (2010) analyse cross-national firm-
level Productivity and Investment Climate Surveys (PICS) administered by the World Bank.
They find evidence for non-response and false responses on corruption questions in the PICS.
Specifically, in countries with lower levels of press freedom and political freedom, a larger
percentage of firms tend to provide false responses to the corruption questions and a large
number of responses fit patterns of false response. They find that in countries with lower
levels of press and political freedom, firm-level survey data tends to underreport levels of
corruption.

While this use of surveys regarding individual experiences with corruption is flawed, the
alternative, using expert surveys, is marred by other forms of measurement error. Perhaps the
most disturbing is noted by Treisman (2007: 241):

The good news is that we are getting better and better at constructing indexes of
perceived corruption and fitting explanatory variables to the cross-national vari-
ation in them. The R-squareds now achieved are quite remarkable. The less good
news is that these indexes do not correlate with measures based on direct experience.
These facts together raise a nagging suspicion. It is possible that the ratings we have
been analyzing measure not corruption itself but guesses about its extent in partic-
ular countries that experts or survey respondents have derived by applying conven-
tional theories about corruption’s causes. These same conventional theories inform
the hypotheses of researchers, which turn out — surprise! — to fit the data well.
Believing that democracy reduces corruption, the experts give high grades to demo-
cracies; researchers then discover that democracy predicts a low perceived corrup-
tion rating.

This serious concern that subjective perceptions are taking the place of objective measures
has led many researchers to continue to refine methods for the collection of objective
data on corruption experiences. In this paper we take seriously the potential for non-response
and reticent responses in the firm-level surveys of individual experiences with corruption.
In fact, we utilise a survey methodology to examine patterns of non-response and
reticent responses to survey questions on corruption. This methodology helps to identify
and correct for these responses, whether they are generated by social or political
factors.
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Research design, data and analysis

To explore the relationship between investment and corruption, we utilise the Bangladesh
Business Confidence Survey from the fourth quarter of 2009. This survey was conducted on
a quarterly basis from the first quarter of 2009 to the first quarter of 2010 by the Bangladesh
Investment Climate Fund (BICF) and involved leading Bangladeshi survey research firms.”
The objective of the survey is to read the pulse of the economy and the mood of the business
community on a quarterly basis. Typically, the owners or the managers of a nationally repres-
entative sample of firms were surveyed covering all the six divisions of the country. In the
survey, business owners or managers report on their current business situation compared to
the immediate past and anticipate business conditions for the near future in terms of invest-
ment, employment and profitability. Jointly with one or more leading business chambers,
BICF disseminates the survey findings in a high-profile national workshop which captures
extensive print and electronic media coverage and includes key policy makers of the govern-
ment, such as the commerce minister, prime minister’s advisers, leading economists and
development practitioners, private-sector leaders, business community leaders and represent-
atives from relevant government organisations. The role of government officials in the
dissemination of the survey isn’t unique to the Bangladesh Business Confidence Survey, and
this government involvement can cause non-response and false responses on politically sens-
itive questions (Jensen et al. 2010). This is especially important since the survey includes a set
of questions on the operations of firms, firms’ experience in dealing with different govern-
ment authorities and the effects of different government policies on firm investment. Later in
this chapter we outline our strategy to deal with the issue of non-responses and reticent
responses within our survey instrument.

Our survey wave includes a total of 1,417 owners or managers spread across all of the six
administrative divisions, although the largest percentage of firms (45.07 per cent) are located
around Dhaka, the capital and the centre of most of the economic activity in the country. The
nationally representative firms in this survey, mirroring the universe of firms in Bangladesh,
tend to be small, with over half of the firms employing fewer than ten workers and less than
7 per cent employing more than fifty workers. This includes a mix of newer and older firms,
where slightly more than 50 per cent of the firms were established before 1999. Finally, the
firms in the survey are almost evenly split between firms in urban areas and rural areas (51.67
per cent to 48.33 per cent respectively).

The largest number of firms are located in the manufacturing sector (33.61 per cent),
followed by wholesale and retail trade (21.94 per cent), finance (13.82 per cent) and the hotel
and restaurant industry (10.83 per cent). The vast majority of these manufacturing firms are
in the textile industry engaging in the production of garments, leather goods or other textiles.®

Unfortunately, Bangladesh’s low levels of development and limited success in attracting
foreign investment do not allow for sufficient variation in ownership structure for us to make
comparisons across owners. Only 5.14 per cent of the firms in our survey are publicly listed
and over 67 per cent are sole proprietorships. Only eight observations are foreign-owned
firms, and twenty-six observations are government-owned enterprises. This lack of variation
in ownership type limits our ability to analyse how different ownership types affect firms’
experiences with corruption.

While the limited variation in the types of firms operating in Bangladesh constrains our
ability to examine certain questions, such as the differences in foreign versus domestic firms’
experiences with corruption, Bangladesh has other advantages for the study of how corrup-
tion affects firm activities. Bangladesh ranks 134 out of 178 in the 2010 Transparency
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International Corruption Perception Index and is thus one of the most corrupt countries in
the world. Bangladesh ranks in the bottom third in global governance indices such as the
Doing Business rankings and the World Bank Institute (WBI) indicators for government
effectiveness, rule of law and control of corruption. Reviews of the country’s governance,
most notably by Bangladeshi experts such as BR AC University’s State of Governance Reports,
have noted entrenched problems in many key public institutions (IGS 2009).

Our research on corruption and investment in Bangladesh complements existing cross-
national and single-country studies of corruption. Researchers attempting to measure firm-
level corruption have the options of directly asking respondents about the level of corruption
or asking firms about their overall perceptions of corruption. The first strategy requires firms
to potentially incriminate themselves, while the second strategy requires meaningful
subjective assessments.’

The first question we explore is a routinely asked question in the Bangladesh survey on
changes in the level of corruption. The question asks about increases or decreases in the level
of corruption over the last quarter. The exact wording of this question is presented in the
Appendix.

In Table 11.1, we present the responses from the 1,417 firms surveyed. These results
indicate a general stability in the level of corruption, with a slightly higher percentage of
managers (21.81 per cent) indicating a decrease in corruption compared with those who
indicate an increase in corruption (13.83 per cent). These results provide some insights into
the changing level of corruption over time. However, these general questions on corruption
mask important differences in firm managers personal experiences with corruption, as
general levels of corruption may have a low correlation with actual firm experiences with
corruption.

An alternative approach is to ask firms directly about their evaluation of the role of corrup-
tion in affecting business activity. The second question that we explore is a question on the
relationship between a number of different factors and business activity. Along with a number
of factors related to economic elements affecting business, one factor asks for an evaluation of
corruption (Question 2[J]). We present the exact wording of this questions and potential
responses in the Appendix.

As presented in Table 11.2, the majority of firms respond that corruption has no impact on
their business. Unfortunately, the collection of the survey data doesn’t allow us to differentiate
‘No impact’ from the responses providing non-responses, which are thus coded as ‘No impact’.
The sizeable minority of firms claiming corruption has a moderately negative impact (26.11
per cent) is important and has clear policy relevance. But do these levels of corruption distort
investment decisions and ultimately have a negative impact on economic performance?

Table 11.1 Evaluations of changes in corruption

Number Per cent
No response 230 16.23
Much lower 54 3.81
Somewhat lower 309 21.81
About the same 582 41.07
Somewhat higher 196 13.83
Much higher 46 3.25
Total 1,417 100
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Table 11.2 Evaluations of impact of corruption on business activity

Number Per cent
Very negative 37 2.61
Moderately negative 370 26.11
No impact 865 61.04
Moderately positive 127 8.96
Very positive 18 1.27
Total 1,417 100

Unfortunately, the two corruption questions presented may suffer from a number of
problems. The first question asks for a general subjective assessment of the level of corruption,
while the second asks a specific question on how corruption affects the business environment.
Broad questions on corruption may not inform us about firm experiences with corruption,
while firm-specific questions on experiences with corruption may lead managers to use
non-responses and false responses to minimise any legal or political repercussions (Jensen
et al. 2010).

Our approach is to utilise a series of questions based on a ‘coin-flip” method of randomisa-
tion of questions, often called a randomised response technique (RRT), included on the 4th
Quarter Bangladesh Business Confidence Survey. We ask a series of ten questions of varying
political sensitivity. These range from questions about underpaying taxes and paying bribes
to using the office phone for personal use. The method and structure of these questions comes
from Azfar and Murrell (2009) and Clausen et al. (2010). We build on this existing method
and use this approach to identify the types of firms that are providing ‘reticent responses’.

The instructions provided to the survey administrator for our coin-flip strategy are:
‘Instructions: Respondents are given a coin. If they flip heads, the respondent should answer
“yes”. Otherwise the respondent should respond to the questions. The enumerator shouldn’t
observe the toss.’

We present the exact questions in the Appendix (Question 3). We include politically non-
sensitive questions such as if the respondent has ever lied in their own self-interest or used a
work phone for a personal call. Other questions are designed to be highly sensitive, such as if
the respondent pays less than they should in taxes. Our main question on corruption focuses
on a very specific form of corruption relevant for starting and expanding business. Our ques-
tion is, ‘Did your business have to pay a bribe to get permits to start a business?’

This RRT can help mitigate a number of problems with non-response and reticent
responses to surveys. First, it allows respondents deniability for any illegal or unethical
answers given in the survey. For example, as stated, one question asks if the manager’s firm
pays less than they should in taxes. Firms responding ‘yes’ to this question can credibly claim
that their ‘yes’ response was driven by randomisation rather than an admission of guilt.
Second, this question is a specific, objective question about corruption. Thus, there is less
concern about subjective evaluations or anchoring problems affecting responses. Third, we
can explore the pattern of responses to examine if there is underreporting of specific events,
or if specific respondents answer in a pattern that is consistent with false responses.

A more formal way to present this is if we have no false responses or underreporting of
corruption we can interpret the probabilities as:

P[Yes] = q + (1-q) * (0.5)
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The probability of a respondent answering ‘yes’ is a function of the probability of the
respondent paying a bribe (q) and the probability of observing heads in the coin flip (0.5). For
example, if 60 per cent of respondents have paid a bribe, we should expect to observe
80 per cent of respondents answering ‘yes’ to our question. If no firms pay bribes we should
observe 50 per cent of respondents answering ‘yes’ to our question.

Let us include a term, p, for respondents that are unwilling to answer ‘yes’ to the random
response questions.

P[Yes] = (1=p)q + (1=p)(1=9)(0.5)

To use the examples from above, if 60 per cent of respondents have paid a bribe but 10 per
cent of the managers are unwilling to answer ‘yes’ on our survey, 72 per cent of respondents
will answer ‘yes’. If there is no corruption and 10 per cent are still reluctant to answer ‘yes’,
we should observe 45 per cent of respondents answering ‘yes’.

In Figure 11.1 we present data on the percentage of ‘yes’ responses. For six of the questions,
respondents answered higher than 0.5, providing no prima facie evidence of systematic
reticent responses.

For four of the questions, responses are less than 0.5, including three politically sensitive
questions on taxes, bribing police and our main question on bribing to obtain business
permits. For the question on tax evasion, the mean response is 0.3811, indicating that at least
23 per cent of firms are providing reticent responses to this question. For the questions on
bribing the police and paying bribes for permits, at least 6 per cent of respondents are providing
reticent responses. This is assuming zero tax evasion and bribery (a very bold assumption that
contradicts other measures of corruption in Bangladesh). If we assume that at least 50 per cent
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Figure 11.1  Frequency of ‘yes’ responses.
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of firms paid some sort of bribe, as much as 35 per cent of firms are providing reticent
responses.

The determinants of non-responses and reticent responses

In the previous section, we show that the data suggests a significant underreporting of polit-
ically sensitive acts, including corruption. Unfortunately, this underreporting makes it
impossible for us to know the true extent of corruption in Bangladesh or to directly evaluate
the impact of corruption on business activities. But these systematic reticent responses to our
RRT questions do allow us to evaluate the types of firms that provide potentially reticent
responses and how these firms answer direct questions on corruption.

One quick evaluation we can make in our context are what factors constitute the determ-
inants of non-response bias. As noted, firms often fail to answer direct questions on corrup-
tion, leading to potential non-response bias. To evaluate this bias we compare our corruption
question using an RRT to the direct questions about corruption (Question 1 in the Appendix).
The first obvious point is that while 226 firms (16 per cent) failed to answer the direct
question about corruption, we had a 0 per cent non-response rate using our coin-flip strategy.
This is important as Jensen et al. (2010) show that even relatively low levels of non-response
can lead to major biases in empirical analyses.

What types of firms are likely to provide non-responses to direct questions on corruption?
We find no systematic difference in perceptions of their future firm performance or whether
the firm was located in an urban or rural area. While we did find some differences across
regions, this was mostly driven by a very low non-response rate of 3.8 per cent in one of the
smaller administrative regions (Barisal).

One strong relationship we find in the data is between the types of firms that failed to
answer direction questions on corruption and the firms’ answers to the RRT questions on
paying bribes. We find that a large number of firms that failed to answer the direct corruption
question answered the RRT indicating no incidence of bribery. Our data show that firms
that indicated in the randomised response questions that bribes were used to obtain permits
had a 6 per cent lower non-response rate (13 per cent) to the direct response questions than
firms that indicated bribery wasn’t used to obtain permits (19 per cent).'” Put another way, the
managers who answered the direct question on corruption had a much higher rate of ‘yes’
answers on the question about using bribes to obtain permits (61.7 per cent) relative to firms
that failed to respond to the corruption question (50.1 per cent).

This result could fly in the face of the idea that the firms failing to respond to corruption
questions are more likely to engage in corruption. These descriptive data suggest that firms
that fail to answer direct questions on corruption are less likely to have engaged in bribes.
What explains this pattern? One possibility is that the firms that fail to answer direct ques-
tions on corruption are also likely to underreport corruption in the RRT. In short, firms
providing non-responses to some sets of politically sensitive questions could be the same firms
providing reticent responses to other questions. In blunt terms, firms either skip questions or
provide false responses.

How do we evaluate reticent responses? One strategy commonly employed in surveys is to
instruct enumerators to evaluate the perceived truthfulness of the respondent. In our survey
of firms, enumerators were instructed to classify respondents as ‘very truthful’, ‘somewhat
truthful’, ‘somewhat untruthful’ or ‘very untruthful” at the end of the interview. In our data,
of 1,417 respondents, forty-six enumerators classified 1,071 respondents (75.51 per cent) as
‘very truthful’, 341 (24.06 per cent) as ‘somewhat truthful” and six as ‘somewhat untruthful’
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(0.42 per cent). On the surface, these subjective evaluations provide us the ability to identify
potentially untruthful respondents.

Unfortunately, this strategy is subject to measurement error. In our data, we find that the
vast majority of cases of ‘somewhat truthful’ or ‘somewhat untruthful’ are concentrated in
one region, Chittagong. While this region contains an important port city which could lead
to higher levels of corruption, we find that across the region and across industries within
Chittagong, firms are much more likely to be rated as less than ‘very truthful’. This stark
regional pattern could lead researchers to infer that the region, or the type of firms in the
region, are more prone to false response.

Our survey, like many firm-level surveys, is organised by region. Thus, teams of enumer-
ators, supervised by a single individual, are assigned to survey firms within a single region.
Chittagong’s team surveyed 264 firms, where each of the six enumerators individually
surveyed between thirty-three and fifty-two firms. While the other five teams evaluated
75—100 per cent of firms as ‘very truthful’, the Chittagong team evaluated only 17.80 per cent
as ‘very truthful’, and 81.06 per cent as ‘somewhat truthful’, while the remaining 1.14 per cent
were ‘somewhat untruthful’.

Given the lack of theoretical reasons to suspect such high levels of systematic lying in this
one region, we suspect that this subjective perception suffers from serious anchoring prob-
lems. The Chittagong team is likely to evaluate firms as ‘somewhat truthful’ while the other
teams are more likely to evaluate firms as ‘very truthful’. Thus, the major variation within
this data is likely driven by different interpretations of ‘truthfulness’ or other biases that affect
the subjective evaluation of truthfulness.

Considering the difficulty in identifying false responses within the subjective evaluations,
how do we evaluate the level of false responses? Using an RRT can identify the questions that
are most likely to elicit reticent responses and offer some indirect evidence on the exact firms
providing false responses. Imagine a situation where there is no corruption in Bangladesh (no
bribes paid to the police or for business permits) and firms always pay the full amount of taxes
owed. Our coin-flip strategy would assure that for these three questions the mean answer for
each question should be 0.5 (half the respondents flip heads and answer ‘yes’, the other half
answer a truthful ‘no’). Thus, for an individual question on bribes, we should expect a mean
of at least 50 per cent ‘yes’ responses.

Evaluating patterns of answers to politically sensitive questions allows us to examine the
potential for reticent responses. We identify three politically sensitive questions (bribing
police, paying bribes for permits and paying less taxes than legally owed) that are most likely
to elicit reticent responses from managers."" Only for managers who flip tails three times in a
row (predicted as 12.5 per cent of respondents) should we observe answers of ‘no’ for all three
of questions. Again, this is making the very conservative assumption of no bribery and no tax
evasion.

A total of 321 firms, or 22.65 per cent of the sample, answered no’ to all three of these
questions. Thus, if there is no bribery and full tax payment, there is still at least 10 per cent
of the sample that is providing reticent responses. Interestingly, the subjective evaluations
of enumerators do a very poor job in identifying these firms; enumerators evaluated
80.37 per cent of firms in our sample of potential false responses as ‘very truthful” relative to
74.09 per cent ‘very truthful’ in the rest of the sample. Consistent with our explanation
earlier, enumerators’ subjective evaluations are more likely capturing differences in indi-
vidual enumerator perceptions than real differences in false responses across firms.

While our strategy doesn’t allow us to definitively identify which firms are providing false
responses, we can compare the attributes of firms that we identify as ‘reticent’ (answering ‘no’

162



The silence of corruption

to all three politically sensitive questions) to other firms in the sample. What do the reticent
responses look like relative to other respondents?

Comparing the 321 firms that answered ‘no’ to all three politically sensitive questions to
the rest of the sample, we find a few descriptive aspects of these firms different. Firms coded
as providing reticent responses are more likely to be in the service sector. Also, the capital
region and largest city (Dhaka) had a higher incidence of reticent responses than the rest of
the country (27.29 per cent to 18.90 per cent).

Our sample consists of almost all small, domestically owned firms, where only twenty-
three of 1,417 firms are government-owned. Interestingly nineteen of these twenty-three
firms did not respond to the direct questions on corruption, and thirteen of twenty-three
answered no’ to all three of our politically sensitive coin-flip questions. While this small
sample size makes us sceptical that we can draw any definite conclusions, this pattern is at
least suggestive that ownership structure could be one potential driver of non-response and
reticent response bias.

Finally, the most dramatic difference we find is related to our earlier points on non-
response bias. The firms we identify as giving reticent responses to the RRT questions are
actually much more likely to provide non-responses to direct questions on corruption than
other firms in the sample (21.18 per cent to 14.78 per cent). This suggests that non-response
bias and reticent responses are generated by the same firms. Firms that fail to answer questions
about corruption are also the most likely to exhibit patterns of answers consistent with
reticent responses. Thus, while our RRT helps provide anonymity for firms answering
politically sensitive questions, there is still a subset of firms that most likely systematically
underreport corruption either through non-response on questions about corruption or
answering questions in the RRT in a manner that is consistent with reticent responses.

We formally examine the determinants of non-response to the corruption question in
Table 11.3. In Model 1 we present a probit regression on the determinants of non-response
bias using our indicator for reticent responses as the dependent variable. If non-response is
random, we should expect no significant relationship between our covariates and non-
response rates. Our dependent variable is a dichotomous variable coded as 1 if the manager
failed to answer the direct question on corruption. Our probit regression includes dummy
variables for the different regions and a dummy variable for manufacturing firms
(Manufacturing).

The first three models examine the relationship between responses to questions on the
three politically sensitive questions (bribe permits, bribe police, less taxes) and non-response
to the direct question on corruption. For all three questions, firms that answered ‘yes’ to
questions on bribery or tax evasion (coded as 1 in our data) were more likely to answer the
direct question on corruption (coded as a 0 for the non-response variable). The final variable
(reticent response) is a dummy variable for firms that answered ‘no’ to the three politically
sensitive questions.

Our empirical analysis confirms the descriptive patterns highlighted earlier. Firms that we
identify as providing potential reticent responses to RRT questions are more likely to fail to
respond to the direct question on corruption. This impact is statistically significant and
substantially large. Firms that we identify as providing potential false responses by looking at
the number of ‘no’ answers to the randomised response questions are 11.51 per cent more
likely to fail to respond to direct questions on corruption.’? Given that 16.2 per cent of
managers failed to respond to direct questions on corruption, this is a sizeable impact.

What are the implications of this research for the understanding of corruption? One
important question is how corruption is related to firms’ investment decisions. The
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Table 11.3 Determinants of non-response

Model 1 Model 2 Model 3 Model 4
Location: Dhaka 0.968*** 1.004%%* 0.995%** 0.975%**
(0.270) (0.269) (0.272) (0.270)
Location: Chittagong 0.687** 0.701%* 0.679%* 0.682**
(0.281) (0.279) (0.283) (0.281)
Location: Rajshahi 0.912%** 0.951*** 0.952%** 0.916%**
(0.279) (0.277) (0.280) (0.279)
Location: Khulna 0.582%* 0.586* 0.583* 0.551*
(0.305) (0.303) (0.304) (0.305)
Location: Sylhet 0.817%** 0.841%** 0.838*** 0.808***
(0.298) (0.298) (0.301) (0.299)
Location: Barisal —-0.141 —0.145 —=0.141 —0.138
(0.089) (0.088) (0.089) (0.088)
Manufacturing 0.172* 0.173% 0.169* 0.167*
(0.089) (0.089) (0.089) (0.089)
Bribe for Permits —0.196%*
(0.082)
Bribe Police —0.190%*
(0.082)
Less Taxes —0.186%*
(0.084)
Reticent Response 0.225**
(0.098)
Constant —1.724%%* —1.752% %% —1.763%** —1.861***
(0.267) (0.266) (0.265) (0.265)
Observations 1,417 1,417 1,417 1,417
R-squared 0.03 0.03 0.03 0.03
Chi-squared 33.53 35.67 33.08 33.55

Notes: Robust standard errors in parentheses *** p<(0.01, ** p<0.05, * p<0.1

relationship between firm investment and levels of corruption is inconclusive using data on
the respondent evaluations of the changes in corruption over time and how corruption affects
the firm’s business.

In Table 11.4 we present a series of probit regressions on the determinants of firm invest-
ment. Our dependent variable is an indicator coded as 1 if the firm has invested in fixed
capital in the last three months and 0 otherwise. First, we include a vector of control variables
for the manager, including a dummy variable if this is the manager’s first business (first busi-
ness) and a count of the number of years of experience the manager has in this line of business
(manager experience). For robustness we also included variables on manager education and
gender. We also include a number of control variables at the level of the firm, including
dummy variables for the size of the business (medium and large firms), the age of the business
(firm age), dummy variables for firms located in urban areas (urban) and region dummy
variables.

In models 5 and 6 we include the standard measures of corruption, where corruption
change is an ordinal variable from 0 to 2: (2) if the manager perceives corruption having
increased, (1) if it has stayed the same, or (0) if it has decreased in the last quarter. Corruption
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Table 11.4 Determinants of firm investment

Model 5 Model 6 Model 7 Model 8
Firm age —0.009** —0.008** —0.008** —0.008**
(0.004) (0.003) (0.003) (0.003)
First business 0.00165 0.01 0.0107 0.00897
(0.079) (0.073) (0.073) (0.073)
Manager experience -0.00279 0.000783 0.000737 0.000471
(0.005) (0.004) (0.004) (0.004)
Large firm 0.280%* 0.274%* 0.283* 0.293**
(0.152) (0.146) (0.146) (0.146)
Medium sized firm 0.256%** 0.240%** 0.245%** 0.238%**
(0.081) (0.074) (0.074) (0.074)
Urban 0.213%** 0.200%** 0.203%** 0.205%**
(0.083) (0.075) (0.075) (0.075)
Corruption change 0.0416
(0.054)
Corruption effect —0.0155
(0.061)
Non-response 0.0416
(0.097)
Reticent response 0.227**
(0.091)
Constant —0.980%** —0.935%%* —0.956*** —0.968***
(0.211) (0.2006) (0.196) (0.196)
Location dummies Yes Yes Yes Yes
Observations 1,155 1,378 1,378 1,378
R-squared 0.08 0.09 0.09 0.09
Chi-squared 132 1671 167.2 173.2

Note: Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1

effect is a O to 2 ordinal variable on how corruption has affected the manager’s firm, which
includes categories for corruption having a positive effect on the firm (2), no effect on the
firm (1), or a negative effect on the firm (0). In both models (and alternative specifications),
reported corruption has no relationship with firm investment.

As noted, we have a sizeable non-response rate on corruption questions in our survey. In
model 3 we include a dummy variable for non-response. We find that firms that do not
respond to the direct question on corruption are no more or less likely to have invested in the
third quarter. This simple descriptive statistic may suggest that non-response bias has little
impact on our understanding of firm investment decisions.

Yet, as we note, a sizeable number of firms failing to respond to these questions are also
the same set of firms that answered ‘no’ to all three of our politically sensitive questions.
Using our variable of reticent response from our regressions in Table 11.3, we use this as an
independent variable. Our findings suggest that firms that have a high likelihood of providing
reticent responses to the corruption question are firms that are more likely to have invested
in the third quarter.

Simple descriptive statistics paint the same picture. Of the managers who were coded 0 on
our reticent-response variable, 50.7 per cent of their firms had invested in the previous
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quarter. This contrasts with the firms that were coded as reticent responses; 58.06 per cent
of these firms had invested in the previous quarter. Not only is this 7.36 per cent difference
statistically significant at the 0.05 level, it is substantially large.

These results indicate a positive relationship between the level of firm investment and the
chance that a firm will provide potentially reticent responses to corruption questions.
Unfortunately, there are numerous interpretations of this result since our results do not speak
to the causal relationship between corruption and investment. Firms that have invested more
in the past may be more exposed to corruption (and thus be more prone to lie about corrup-
tion), or they may simply be more concerned with answering politically sensitive questions.
Alternatively, the firms that have benefited the most from corruption may also be the firms
that are most concerned about providing answers to corruption-related questions.

While we cannot definitely tell which of these theories explains this relationship, at a
minimum our results suggest the need for caution in the design of surveys measuring corrup-
tion and the interpretation of the relationship between corruption and investment. Firm-level
surveys are plagued by both non-response and false response bias that can have a dramatic
impact on empirical results and thus the substantive understanding of corruption.

Conclusion

Understanding how corruption affects the business environment has important academic and
public-policy implications. Decades of research in political science, economics and interna-
tional business have probed the causes and consequences of business corruption. These studies
not only help us understand how corruption affects business but also allow us to explore
broader questions at the intersection of politics and economics. These studies require us to
measure business corruption.

Unfortunately, much of what we know about corruption is either through the subjective
evaluations of country experts or through the use of firm-level surveys that are plagued by
non-response to direct questions on corruption as well as bias. Bias stems from the fact that
firms may underreport corruption to avoid criminal sanctions or due to political pressure to
hide levels of corruption in a country or region. Using an original firm-level survey of the
business environment in Bangladesh, we include a series of traditional questions on corrup-
tion along with a set of randomised response questions in order to evaluate these problems.

Our analysis suggests a large under-reporting of corruption in firm-level surveys. One
mechanism driving these erroneous results is the systematic pattern of non-response rates by
firms. We show evidence that firms providing non-responses are also the types of firms
exhibiting patterns of answers consistent with reticent responses. Thus, the same unobserv-
able factors leading firms to avoid answering questions on corruption also cause them to
systematically underreport the level of corruption when required to answer questions.

Unfortunately, our chapter shows that RRT clearly is not a panacea for solving problems
of biased responses. Even with the anonymity provided with this technique, we observe
systematic patterns that suggest at least 10 per cent of the sample is providing reticent responses
to survey questions. Yet this technique does allow researchers to evaluate ex post systematic
problems with non-response and potential false responses in survey research. Perhaps most
importantly, it allows us to examine the types of firms (or managers) that provide reticent
responses to politically sensitive questions.

Our chapter also casts light on a common strategy utilised to limit false responses. In many
firm-level surveys, enumerators are asked to evaluate the level of truthfulness of the
respondent. In this paper we show that enumerators’ evaluations have no predictive power in

166



assessing the truthfulness of respondents. Utilising RRT techniques, while not assuring
‘truthful” responses, allows researchers to evaluate patterns of responses and to help identify
potentially ‘reticent’ respondents. Identifying the types of firms that are reticent to answer
corruption questions and the types of political environments that lead to a greater likelihood
of reticence is an important question in itself. When are firms pressured to potentially provide
false responses to corruption surveys? This chapter is a step towards answering this question.

How has the level of corruption been when interacting with officials from public institutions
over the period July to September 2009, when compared to the previous period of April to

The silence of corruption

Appendix

1. Corruption question

June 2009:

(a) Much lower -2
(b) Somewhat lower -1
(¢) About the same 0
(d) Somewhat higher 1
(e) Much higher 2
() Not applicable =7

To what extent did the following factors affect your business over the period October to
December 2009? (There is only one answer in each line. Please circle the appropriate answer.
Scale: very negative = —2, moderately negative = —1, no impact = 0, moderately positive =

2. Factors affecting business

1, very positive = 2, and not applicable = =7)

Reason Scale
A Interest rate —2 -1 0 1 2 =7
B Exchange rate -2 -1 0 1 2 =7
C  Banking credit -2 -1 0 1 2 =7
D Inflation -2 -1 0 1 2 =7
E Tax rate —2 -1 0 1 2 =7
F Energy price (electricity, oil, and gas) -2 -1 0 1 2 -7
G Transport cost -2 -1 0 1 2 =7
H  Political situation -2 -1 0 1 2 -7
I Policy uncertainty -2 -1 0 1 2 =7
] Corruption -2 -1 0 1 2 =7
K Extortion -2 -1 0 1 2 =7
L Energy supply (electricity, gas, etc.) -2 -1 0 1 2 -7
M Shortage of skilled labour -2 -1 0 1 2 -7
N  Labour relation/unrest -2 -1 0 1 2 -7
O Wage rate -2 -1 0 1 2 =7
P Shortage of raw materials/inadequate input supply -2 -1 0 1 2 =7
Q  Possible repercussions of the financial crisis -2 -1 0 1 2 -7
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3. Coin-flip questions

Instructions: Respondents are given a coin. If they flip heads, the respondent should answer ‘yes’.
Otherwise the respondent should respond to the questions. The enumerator shouldn’t observe the toss.

(@)
(b)
()
(d)
(e)
()
()
(h)
(i)
Q)

Have you personally paid a bribe to a government official in the past twelve months?
Did you vote for the Prime Minister’s party in the last national election?

Have you ever been purposely late for work?

Does your business pay less in business taxes than is required by current tax law?
Have you personally paid a bribe to a police officer in the last twelve months?

Have you ever used the office phone for personal business?

Do you believe that corruption benefits the ruling party in Bangladesh?

Have you ever lied in your own self-interest?

Did your business have to pay a bribe to get permits to start a business?

Do most firms have to pay bribes to get permits to start a business?
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Notes

See also Gerring and Thacker (2005) and Sandholtz and Gray (2005).

See Gerring and Thacker (2005: 141) on the complementarity between case study and cross-
national research on corruption.

See Kaufmann et al. (2006) for a standard measure of corruption that aggregates subjective and
objective corruption measures.

Some scholars have used indirect measures of corruption, such as Golden and Picci (2005).

See Habib and Zurawicki (2002), Knack and Keefer (1995), Lambsdorff (2003), Mauro (1995, 1998)
and Wei (2000). Corruption can also affect firm entry strategies (Henisz 2000; Rodriguez et al. 2005;
Uhlenbruck et al. 2006) or alter other aspects of their operations (Kwok and Tadesse 2006; Luo 2006).
For example, see Berinsky (1999) for work on public opinion and school integration in the United
States.

BICF provides advisory services aimed at improving the business operating environment in
Bangladesh. BICF is managed by IFC (International Finance Corporation), in partnership with the
UK Department for International Development and the European Union. BICF administered the
first two quarterly surveys jointly with the Bangladesh Enterprise Institute and the subsequent
rounds with Org-Quest Research Limited.

This sector accounts for 23.82 per cent of the firms in our sample and over 70 per cent of the manu-
facturing firms.

Olken (2009) finds that individual perceptions of corruption, while containing some information,
are highly noisy and subject to bias.

The exact difference is .0588 with a standard deviation of .0196.

This differs from previous work that uses responses on sensitive and non-sensitive questions. We
focus on the three highly sensitive questions as a means of directly isolating firms that are reticent
to answer politically sensitive questions.

This predicted probability was calculated using CLARIFY. See Tomz et al. (2003).
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CORRUPTION AND THE
PROBLEM OF PERCEPTION*

Jonathan Rose

Several of the most widely used measures of corruption are, at least in part, based upon
perceptions of corruption. For example, Transparency International’s Corruption Perceptions
Index, probably the most widely used measure of corruption, is explicitly a measure of the
perceived level of corruption (Andersson and Heywood 2009). Intrinsically, there is nothing
wrong with a perception-based evaluation of corruption. Citizens of a country have direct
lived experiences of the level of corruption in their own country; country experts have an
arguably broader familiarity, although when they are not resident in the country in question
this familiarity is perhaps less ‘deep’. Moreover, since many cases of corruption will go unre-
ported to the authorities, corruption perceptions can almost inevitably consider more cases
than an ‘objective’ analysis of, say, official corruption reports. However, despite such virtues,
there remains a legitimate fear that perceptual measures of corruption are not simply imper-
fect, as all measures are, but are instead an inadequate record of the level of corruption within
a country (for a discussion, see Treisman 2007: 241).

If the objective of a perceptual measure of corruption is to provide evidence about the
extent of corruption within a country at a given time point, it is necessary for the underlying
perceptions to be reflective of the reality of corruption on the ground. If perceptual measures
are instead merely reflections of cynicism, such measures could potentially be actively
unhelpful in the fight against corruption. Indeed, if perceived corruption was primarily
reflecting cynicism, two countries that have identical rates of corruption (objectively) may end
up with significantly different levels of perceived corruption, simply based upon their relative
levels of political cynicism or trust. This risks both undermining academic arguments based
upon such data, and creating corruption traps. The latter point is particularly serious.
Development aid is increasingly becoming contingent upon anti-corruption reforms (Treisman
2007: 242; Andersson and Heywood 2009: 747-8); yet, if perceived corruption is merely a
measure of cynicism, such reforms may be futile at altering measured (perceived) ‘corruption’
even if they do actually reduce corruption. This risks cementing a fictitious reputation for
corruption within a country, which in turn would have genuine consequences for citizens’
behaviour (see Treisman 2007: 242). Under such circumstances, the adequacy of our measures
becomes literally a matter of life and death for some of the most vulnerable people on earth.

The core of this debate is, then, a question of whether perceptions of corruption are
capable of being responsive to new information about corruption and the form that the
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response takes. Even if perceptions of corruption are responsive to new information, there
remains a question of whether the perceptions themselves are solely transient, and thus influ-
enced hugely by local events, or whether the perceptions are more stable, and potentially
more reliable. In order to investigate the adequacy of perceptual measures, this chapter invest-
igates the impact upon perceptions of corruption of differential ethical performance of local
representatives in a high-profile scandal.

The formation of political perceptions

In an idealised model, we may expect that perceptions of corruption within a country are
some function of the knowledge the individual holds about the realities of corruption within
that country. Each new piece of information pushes the individual’s perceived level of corrup-
tion in a country to become either more or less positive, depending upon the nature of the
information, in proportion to how important the information is. (For a discussion, see Bartels
1993: 268; Gaines et al. 2007: 958-9.) This model is therefore responsive to the facts of
corruption within a country and therefore gives rise to a potentially useful measure of corrup-
tion. Of course, even such assumptions do not guarantee that measures derived from percep-
tions are useful; it may be the case that in some countries it is exceptionally hard to get any
information at all about corruption within the country. This would especially be the case in
dictatorial regimes, where the potential for corruption may be particularly great. However,
given that such regimes are generally rare, and in most cases the corrupt actions of the
governors are widely known externally, this is unlikely to pose a significant problem.
Unfortunately, even disregarding such potential objections, this ‘information-response’
model may proceed too fast, and assume too much. Indeed, there is little evidence to suggest
that individuals are sufficiently adept at applying and attributing information to allow percep-
tual models to be assumed to function adequately in the abstract. If new information is inter-
preted on the individual level through a systematically biased lens, the resulting reported
perceptions will themselves be systematically biased. Indeed, as Downs and Larkey (1986:
2-3) note, ‘popular conceptions of government performance are not founded on careful
analysis but on an amalgam of ideology, anecdotal evidence, and invidious comparison’.

In the simplified model above, new information alters perceptions, but the model does not
account for cognitive biases that may undermine a straightforward linking of facts to percep-
tions. To begin with a trivial point: all facts must be interpreted in some way before they can
have any effect upon individuals’ perceptions; a fact, absent of any appreciation, is effectively
‘inert’. However, the process by which information is interpreted is not unbiased, and, there-
fore, the resulting perceptions show biases (Gaines et al. 2007; Olken 2009: 958-9). Moreover,
these biases are systematic within individuals. So, for example, supporters of a party are
notably more positive in their perceptions when ‘their’ party holds office than when a less-
preferred party holds office (Anderson et al. 2005; Blais and Gélineau 2007; Esaiasson 2011;
see also Evans and Anderson 2006; Evans and Pickup 2010). Similarly, individuals can — and
do — interpret facts in ways that best fit with their partisan leanings (Gaines et al. 2007).
However, whilst biases appear systematic within individuals, this does not inherently under-
mine the utility of perceptual measures. Perceptual measures invariably aggregate a large
number of individuals’ perceptions to provide a single measure covering a single geographic
or political area. Thus, even systematically biased perceptions can give an unbiased estimate
—so long as the biases cancel each other out on aggregate. Unfortunately, this appears not to
be the case. Indeed, because perceptions are importantly coloured by political affiliations, the
ups and downs of political life, and especially electoral competitions, mean that society as a
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whole will usually favour one party over another, and thus the aggregate perceptions of
society will be systematically biased in some specific way.

Partisanship may be an important factor in biasing perceptions, but it is far from the only
one. Indeed, political cynicism in general importantly affects how citizens relate to new
negative political information (Dancey 2012). Cynicism will have important random
components; some people are simply more cynical and some people are simply less cynical,
around a general average within the country or territory. The average effect of such random
variations is essentially zero, assuming a normal distribution of cynicism within society.
Thus, the random, individual-level component of cynicism is unlikely to be problematic at
the aggregate level. However, this does not ensure that cynicism is not a problem for our
understanding of corruption. First, because the general average of cynicism will vary system-
atically between countries, and, as such, comparisons of corruption perceptions between
countries are made more difficult. Second, because the general level of cynicism within a
country can be subject to systematic variations, caused by sufficiently high-profile events, at
least in the short term (see Pharr 2000: 198—9; Chanley et al. 2000; Bowler and Karp 2004).

Moreover, biases are not only conditional upon political positions. In the context of a study
of reported corruption surrounding an Indonesian road-building project, Olken (2009: 958-9)
demonstrated that younger people, better-educated people and men were all more likely to
perceive corruption within identical circumstances. Conversely, having a greater degree of
personal connection to the building project, whether through social circles or personal connec-
tions, tends to reduce the amount of corruption perceived (Olken 2009: 958-9).

The large uncertainties associated with how ‘facts’ about the world are transformed into
perceptions within individuals, and the associated systematic biases present within and
between individuals’ perceptions (Weber Abramo 2008), may make perceptions appear an
odd choice for a measure of corruption. Perceptions may be crucial to understand because
they alone condition how individuals will react, but this does not mean that they provide an
adequate measure of the reality of corruption or the success of governments in tackling
corruption. Yet we should not dismiss the utility of corruption perceptions based solely upon
their imprecision. Indeed, even a highly imperfect measure of corruption that is ultimately
based upon lived experiences may still be useful. Simply, it is undesirable to let the (impossible)
perfect measure be the enemy of the (existing) useful measure. The purpose of this chapter is
not to evaluate specifically which factors affect citizens’ perceptions, nor to attempt to gauge
their relative importance. Instead, this chapter attempts to understand the more general ques-
tion of whether perceptual measures can potentially be considered a useful, though imperfect,
measure, or whether they cannot.

The case of MPs’ expenses: confounded perceptions?

This chapter analyses the impact of the high-profile ‘MPs’ expenses’ scandal in the UK upon
reversed public probity perceptions, which provides a measure of citizens’ perceptions of
corruption.! The expenses scandal, beginning in May 2009, related to the use of the Additional
Costs Allowance (ACA) by a wide variety of MPs, who were found to have claimed extens-
ively — either appropriately or inappropriately — in a way that the public at large did not find
reasonable. The scandal was largely driven by the Daily Telegraph, which had obtained the full,
unedited list of claims made by MPs for parliamentary allowances. Individual MPs were
highlighted on the front page of national and local newspapers for their claims over a period
of several months, including now-infamous cases of claims for duck houses and moat cleaning
and claims for second homes despite living just a few miles from Parliament (see also Allington
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and Peele 2010; Fielding 2010: 102). This ‘drip-feed’ approach allowed the scandal to remain
as essentially the most important story within the UK over several months, a tactic that
enhanced the visibility of the scandal and its impact (Kelso 2009: 329). This made ‘MPs’
expenses’ an event of a magnitude not seen for at least a generation in the UK, provoking a
particularly vitriolic public reaction even by the standards of contemporary lay political
discourse (for a discussion, see Kenny 2009; Kelso 2009; Allington and Peele 2010; see also
Fielding 2010; Levy 2010). MPs were publicly heckled, berated and denounced. As Kelso
(2009) noted, Parliament appeared to be ‘on its knees’.

This event was, in its severity, exceptional. Moreover, unlike many other scandals, ‘MPs’
expenses’ touched a great variety of MPs from across the country. This is both unusual and
important, because it gives a personal connection between the person found doing wrong (the
MP) and their constituent. As similar events played out in a huge number of constituencies,
many citizens had a personal connection to those accused of wrongdoing (the local MP). Thus,
especially given the harsh coverage, and the prominent casting of the issue as a corruption
scandal, we would reasonably expect perceived corruption to have increased across the board
following the scandal. Crucially, however, the differential performance of individual local MPs
(ranging from completely ‘clean’ to ‘highly corrupt’) gives a measure of variance within indi-
viduals’ experiences. This variance allows us to probe whether the performance of an individual
representative can have an important impact upon perceived corruption, which in turn tells us
about how responsive political perceptions are to new information. Moreover, the differential
performance of MPs allows us to evaluate how responsive and how nuanced perceptions of
corruption are in the face of new information. It should, ideally, be the case that those people
whose MPs performed ‘best” have perceptions that are more positive, and those with MPs who
performed worst have perceptions that are more negative. Indeed, if perceptual measures of
corruption are to be useful they should respond in some way to facts about the political world.

Variables and hypotheses

The data used here come from an omnibus survey of 1,963 UK residents conducted at the end
of 2010 and beginning of 2011. These data were collected seven months after the previous
general election and nineteen months after the beginning of ‘MPs’ expenses’. Whilst this
means a significant amount of time had elapsed between the event under question and the
data collection, previous research has found identifiable effects of major scandals over such
periods of time. (For an example, see Chang et al.’s 2010 analysis of the 1994 Italian election
after a major scandal in 1992.) Moreover, because of the significance of the scandal, and
because a large number of MPs remained in Parliament despite having been found to have
inappropriately claimed large sums of money, the issue continued to be salient. It would
therefore be expected that nineteen months after the beginning of the scandal, and whilst the
scandal was still periodically receiving media attention, a notable effect would be visible if
perceptions are responsive to facts about the political world.

The dependent variable is a reverse-coded ‘public probity’ index, which provides a measure
of perceived corruption. This variable is an operationalisation of a latent variable, constructed
following a Mokken scale analysis that suggested each questionnaire item could plausibly be
thought of as a single reflection of an underlying attitude (see Mokken 1971; van Schuur
2003). The items used (with their scalability coefficients in brackets) are:

» confidence that the authorities will punish those caught doing wrong (0.44);
» confidence in the authorities to uncover wrongdoing by those in public life (0.46);
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e arating of how standards of public probity compare to a few years ago (0.44)
e confidence in the authorities to uphold standards of public probity (0.53)
e an overall rating of standards of public probity (0.52).

Scalability coefficients above 0.3 are considered adequate, and coefficients in the range
0.4-0.5 are considered moderate to strong.” This variable has a range of 20. Because the
dependent variable is reverse coded, higher values indicate that respondents perceive more
corruption, whilst lower values indicate greater perceived public probity. The use of a latent
variable, which in turn is measured through five observed variables, allows for greater preci-
sion in measuring individuals’ perceptions; individual-level ‘errors’ and uncertainties in
responses to single questions are averaged out in the final index.

In order to measure the extent to which a respondent’s local MP was involved with the
expenses scandal, this chapter makes use of reported claims by individual MPs under the ACA
and the wrongdoing (regardless of legality) noted in the ACA Review by Sir Thomas Legg
(2010). This report covers the period 2004/5-2008/9 and details the spending per MP under
the ACA. In addition, this report specified how much each MP had claimed ‘inappropriately’
(regardless of the legality of the claims), which ought to be repaid.” These data are available
for all MPs who had been elected before 2009.* Because the data come from after the 2010
general election, some respondents have local MPs who were elected in 2010 and thus could
not (even in theory) have been included in the review. This is beneficial as it allows for a
direct consideration of how responsive perceptions are to changes (i.e. the election of a new
MP) and how nuanced perceptions are in their attribution of negative perceptions. However,
operationalising the amount each MP repaid as a simple continuous variable is prevented by
the existence of ‘structural zeros’ — i.e. those MPs who claimed nothing because it was
impossible for them to have done so. Instead, a typology will be constructed from the avail-
able data that allows us to distinguish the following five categories of local MP:

la. The local MP was not implicated in the event, because they had not claimed anything
under the ACA, and was re-elected.

1b. The local MP was not implicated in the event, despite making claims under the ACA,
and was re-elected.

2a. The local MP was implicated in the event, though only for a small amount of money, and
was re-elected.

2b. The local MP was implicated in the event, for a large amount of money, and was
re-elected.

3. The local MP was not implicated in the event, by virtue of being elected after the event.

This typology covers all possible combinations of MPs in Parliament during the survey
period. The typology is operationalised as a series of unordered categories; this allows a
discussion of the impact of each category, relative to a reference category, without requiring
an assumption of ordinality. Respondents are allocated to categories of the typology to reflect
the involvement of their MP. This typology distinguishes (with the number of respondents
whose MPs are of this type in brackets): those MPs who did not claim anything (90), those
who claimed but not inappropriately (483), those who claimed and were asked to repay less
than £1,000 (286), those who claimed and were asked to repay more than /1,000 (356), and
those MPs who were newly elected in 2010 (676). Of course, the decision to separate those
who were asked to repay more than /1,000 and those asked to repay less than /1,000 is
somewhat arbitrary. However, it is hoped that such a cut-off provides some indication of the
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seriousness of the infraction whilst providing a sufficient number of cases in each category for
a robust analysis.

If public perceptions are both responsive to changes in circumstances within a country,
and sufficiently nuanced, it is expected that those respondents who live in constituencies of
MPs who had not claimed inappropriately would have relatively more positive perceptions
and thus think that there was relatively less corruption. Thus, it may be expected that those
respondents who live in constituencies where the local MP never claimed under the ACA,
was newly elected, or where the local MP claimed but not inappropriately, and thus did not
have to repay any money, would be more positive in their perceptions. Indeed, because MPs
who did claim, but did so appropriately, have proven themselves capable of adhering to appro-
priate standards of conduct, it may be the case that their constituents have perceptions that are
more positive (thus perceiving less corruption). Respondents living in constituencies in
which the local MP claimed inappropriately would be expected to be relatively negative, and
this effect would be expected to be most severe for those respondents whose MP claimed
more than £1,000 inappropriately.

However, because the distinctions discussed relate voters to MPs, it is important to control
for potential unrelated differences in perceptions of corruption. This is especially important
given that constituencies are geographical boundaries as well as political. This geographical
factor creates some measure of ‘clustering’.’ People who live in the same constituency are
(ceteris paribus) more similar to each other than people in other constituencies (Pattie and
Johnston 2000; Johnston et al. 2007). To this extent, voters within a constituency may not be
strictly comparable with voters in other constituencies. Thus, it is important to attempt to
control for variables that might indicate pre-existing differences in perceptions of corruption
but which could not also have been caused by the main independent variable of interest.
Unfortunately, because of an absence of detailed contextual variables, it is impossible to
control for urban/rural location differences, respondents’ education or housing tenure.
Following the control variables used by Johnston et al. (2007) when investigating geographic
effects, controls will be introduced for age, sex, class, working status and party support. Age
is coded as raw (unbounded) age, and sex is a male/female dichotomy. Class categorises
respondents in the usual way: A, B, C1, C2, D and E. Class is treated as an ordered categorical
variable. Working status classifies respondents as either: working full-time, working part-
time, not working though actively looking for work, not working and not looking for work,
retired or in full-time education. Because not all of these categories can be sensibly ordered,
these will be treated as nominal categories. Finally, party support is operationalised as three
dichotomies probing whether respondents would consider voting for the Conservatives,
Labour or the Liberal Democrats at a general election. Respondents could select none, one or
more of these parties. This is, thus, a weaker display of support than being a member of a
party or naming a single party as the party for which you are most likely to vote. However,
this has the advantage of giving a somewhat more detailed picture for those people who are
inclined to vote for one party but are not hostile to others.

Results

The results of linear regression analysing the impact of the categories of the hypothesised
typology upon perceptions of corruption are presented in Table 12.1. As the typology variable
takes the form of a comparison across five unordered categories, the effects of four of the
categories are analysed as a mean comparison against a single reference category. For clarity,
each of these categories is highlighted in bold, with each category representing a separate

177



Jonathan Rose

Table 12.1 Impact of local MPs’ ‘expenses’ involvement upon perceptions of corruption

(1) ()
Intercept 14.61 *** 13.37 ***
(0.53) (0.66)
Claim, no repay 1.65 ***
(ref. cat: no claim) (0.45)
Repay < £1,000 1.78 **x*
(ref. cat: no claim) (0.48)
Repay > £1,000 1.61 ***
(ref. cat: no claim) (0.47)
Newly elected MP 1.59 **x*
(ref. cat: no claim) (0.44)
Sex 0.18 0.15
(0.19) (0.19)
Class 0.24 **x* 0.23 **
(0.07) (0.07)
Age 0.02 * 0.01t
(0.01) (0.01)
Part-time —0.43 —0.42
(ref. cat: full-time) (0.31) (0.32)
Not working, looking —0.38 —0.35
(ref. cat: full-time) (0.42) (0.43)
Not working, not looking -0.01 -0.15
(ref. cat: full-time) (0.34) (0.35)
Retired —0.35 —0.20
(ref. cat: full-time) (0.33) (0.33)
Full-time education —1.24 ** —-1.12 %
(ref. cat: full-time) (0.47) (0.5)
Conservative —1.25 **x —1.30 ***
(0.22) (0.23)
Lib Dem —1.13 *** —1.15 **x*
(0.29) (0.29)
Labour —(.78 *** —0.68 ***
(0.19) (0.19)
n 1833 1763
Adjusted R* 0.05 0.05

Note: Entries show un-standardised coefficients with standard errors in parentheses. Significance codes:
T=p<0.1, * = p<0.05, ** = p<0.01, *** = p<0.001.

comparison against the same reference category. This bolding is not repeated for similarly
compared control variables.

Model 1 represents the ‘base’ model, showing only the effect of the controls upon the
dependent variable. Model 2 tests the typology discussed above. This shows strong and signi-
ficant effects for all categories compared to those who claimed nothing under the ACA
between 2004/5 and 2008/9. As the dependent variable is a measure of perceptions of corrup-
tion, higher values indicate perceptions that are more negative. Here, few differences can be
seen between the other categories. Having a newly elected MP has the least negative effect
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when compared to having an MP who made no claims. However, substantively, the magnitude
of this effect is almost indistinguishable from having an MP who was asked to repay more
than £1,000. Indeed, the only substantively and statistically significant distinction is between
constituents of MPs who claimed nothing, and all others.

Finally, the gap between the event and the data collection allow for a mass of other, poten-
tially relevant factors to impact upon citizens’ perceptions of corruption in a way that cannot
be controlled with the data available. In particular, the election itself and the coalition form-
ation that followed may be a source of resentment. This is especially so for those people who
supported the Liberal Democrats, who, as the junior partner in the coalition, moved a signi-
ficant distance from their manifesto in the coalition agreement. However, repeating the
analysis excluding Liberal Democrat supporters produces results that are not substantively
different, strongly suggesting that this concern is not warranted.

Discussion

The find