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Preface

We scientists in the drug discovery business are not so different from alchemists
of old: “Convert this lead into gold and I shall share my wealth with you.” Or 
perhaps, “Convert this lead into gold or else!” You’ve no doubt felt motivation
from both the carrot and the stick during your career, but it probably sounded more
like this: “If you can make a better COX-2 inhibitor, the company’s stock will
triple!” Or, “If we don’t fill our pipeline quickly, someone is going to buy us!”
Whether then or now, the risk/reward ratio is literally a step function, not a con-
tinuum, dependent on a scientist accomplishing a mission his analytical con-
science cannot guarantee.

Now, as in earlier times, we try anything that makes sense in the discovery
process. Because no one method has provided a “lock” on discovery, scientists have
room for style and intuition. “I know the value of computer-aided drug design.”
“The more times you’re up at bat, the more often you’ll hit a home run— so screen.”
“Drug discovery requires a genomic/proteomic/metabolic pathway approach.”
“Start with someone else’s drug and synthesize around the patent.” Who’s right? It
begins to sound like a debate of the merits of one religion versus another. But sci-
ence is about quantitation; why can’t we simply calculate which approach is the
best? Perhaps because no one does “outcomes research” on the drug discovery
process. I think instead it is because science is ultimately a human endeavor, and
each person espousing a discovery philosophy is motivated to make that choice
look like the right one. In the marketplace of ideas, steak sells, and sizzle sells.
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This book is about steak. If you hear a little sizzle as well, it’s because the
authors believe passionately in their technology and the philosophy that accom-
panies it. “Lead into gold,” each plaintively wails. Lead, gold, carrots, sticks,
steak, sizzle, and drugs. Let the games begin.

Anthony W. Czarnik
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1
The Motivation: A Top-Down View

Wendell Wierenga
Syrrx, Inc.
San Diego, California

If one were to start the process of drug discovery de novo one would probably not
begin; it is an incredibly daunting task. If you look at what one is up against in terms
of discovering and developing a drug, the challenges are almost overwhelming.
There is a veritable physiological labyrinth for determining drug efficacy and
safety. What does a pharmacological agent, whether it is a large or small molecule,
have to go through to be of some benefit to an individual with some pathologic
state? It must survive gastric pH and gastrointestinal enzymes if it is an orally
administered drug. Absorption is a key issue: it has to get to the systemic circula-
tion. There is also the problem of enterohepatic recycling. There are barriers—
lymphatic barriers, endothelial barriers, blood–brain barriers, and blood–retina
barriers—blocking the movement of the molecule to the appropriate site of action
or pathology. All of these are very important challenges for a potential new drug.
Many of these barriers do not have good laboratory models at the present time. And
this doesn’t even take into account what the body likes to do with xenobiotics,
namely, to metabolize, conjugate, excrete, and eliminate them. Eventually, some of
the drug must get to the right organ, cell type, and molecular target (enzyme, recep-
tor) to effect a beneficial response. In so doing, it must have sufficient selectivity
relative to potentially deleterious effects on normal tissue to yield an acceptable
benefit/risk. This physiological labyrinth often takes more than a decade of re-
search time for a single drug to traverse, while, in parallel, many more drugs fail.

There are yet other prerequisites for a drug. It has to be stable, of course. It
has to have a decent shelf life, but not only as the bulk material on large scale under
a variety of conditions; the formulation also must be stable and compatible with
human life. There has to be an economical source because in the end if one can-
not produce the drug in a reasonably cost-effective manner, it is not going to be
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2 Wierenga

Figure 1 How did we discover drugs?

available to the marketplace. Lastly, one must have the necessary analytical tools
for determining the various physical and chemical properties of the molecule and
its presence in various biological fluids. All these tools need to be made available
for one eventually to have something called a drug.

How did we discover drugs? Figure 1 divides drug discovery into five cate-
gories. The two that are highlighted—modifying the structure of known drugs and
screening inventories of natural products (primarily)—represent the history of
drug discovery in the 1950s, 1960s, and 1970s. The others—proteins as therapeu-
tics, modifying the structure of natural substrates, and structure-based, computer-
aided drug design—emerged in the past 15 years or so, and are only today really
beginning to make an impact. Let’s review each of these categories of approaches
to drug discovery.

Figure 2 shows a few examples of drugs created by modification of known
drugs. There are certainly many more, but these are a few examples from the
Parke-Davis research laboratories of building on past leads and establishing
improvements in a molecule based on a previously known drug: angiotensin-con-
verting enzyme (ACE) inhibitors, quinolone antibiotics, cephalosporins, κ ago-
nists, and 3-hydroxy-3-methylglutaryl coenzyme A (HMG-CoA) reductase
inhibitors. In some cases, these examples were very successfully marketed; other
cases were not commercially successful but resulted in the creation of effective
drugs. Nonetheless, modification of known drugs is a successful paradigm for
drug discovery and represents the vast majority of the research investment in the
1960s and 1970s in drug discovery.

In many ways this approach was predated by natural products. Many of our
early drugs came from plant sources or, later on, from Streptomyces or other
microorganisms. Figure 3 is a nonexhaustive but representative list of natural
products that were sources of drugs, discovered using a screening paradigm. In
some cases, the knowledge of “traditional medicines” and folklore contributed
significantly to the nonrandom sourcing for the eventual isolation and purification
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The Motivation: A Top-down View 3

Figure 2 Modify structure of known drugs.

Figure 3 Screening: extensive history of natural products and microbial secondary
metabolites.
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4 Wierenga

of the natural product. These secondary metabolites are still having a significant
impact on medical therapy today. There are anti-infective products (antibiotics and
antifungals), as well as products for the treatment of atherosclerosis. Mevinolin
(also known as lovastatin) is a paradigm for very important treatments of dyslipi-
demias and atherosclerosis, i.e., HMG-CoA reductase inhibitors. There are also
treatments for hypertension and angina. There is an expanding group of anticancer
drugs, many of them based on original plant- or microorganism-derived second-
ary metabolites that exhibited cytotoxic activity in a number of tumor cell assays.
Finally, there are neurologics and immunosuppressives. The category of drugs
comprising natural products and derivatives is extensive.

This sourcing of drugs from natural products has changed over the past 5–10
years, with increasing numbers of drugs coming from chemical libraries rather
than from natural products. The reason for this is that over the last 30 or 40 years
pharmaceutical companies and chemical companies have established significant
inventories of small molecules. These inventories were not being exploited as
potential sources of drugs because of the absence of broad-based, automated
screening methods and biologically relevant assays. This has changed dramati-
cally in the last decade. Today one can come up with an extensive list of potential
drug candidates coming from the screening of chemical libraries (Fig. 4), and this
has become the basis for significant new technologies in the area of high-through-
put screening and combinatorial chemistry. So how did one discover drugs in the
past? To recapitulate, in large part, one did it by modifying the structure of known
drugs or screening inventories of natural products.

With the advent of molecular biology in the late 1970s, proteins as thera-
peutics came on the scene. While the list of protein-based drugs is not yet long, it
is growing, and it represents a very important drug category (Fig. 5). These drugs
are important not only from the point of view of medical therapy but also because
of their economic impact. This particular list of seven proteins represents currently
over $7 billion in sales annually. These proteins are having a dramatic impact on
our industry, and they are having a dramatic impact on patient therapy.

The fourth approach to drug discovery, the modification of natural sub-
strates, has had less success in yielding new drugs. Figure 6 lists examples taken
from our laboratory research efforts at Parke-Davis. These include adenosine
deaminase inhibitors, renin inhibitors, angiotensin receptor antagonists (a very
large area of investment for many pharmaceutical research laboratories over the
past 10 years), and cholecystokinin B (CCK-B) receptor antagonists. While this is
another valid approach for drug discovery, one subset of this approach—pep-
tidomimetics as drugs—continues to be characterized by poor pharmacokinetics
and delivery-related challenges.

There was an interesting statement in the May 1991 issue of Business Week:
“The old way—screening thousands of chemicals in a hit or miss search—is inef-
ficient and wastes time. That is why it can now cost more than $200 million to
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The Motivation: A Top-down View 5

Figure 4 Screening: a more recent history of the chemical library.

bring one drug to market.” One can debate that statement, but it is still the case that
“Boger and others like him are carrying the flag for a new wave of research and
development, often called rational drug design.” While rational drug design
includes the approach of modifying natural substrates, it is most often thought of
as structure-based and computer-aided drug design. This approach to drug dis-
covery started in the early 1980s and is now a significant skill set in many phar-
maceutical companies.

The factor that drives this approach is specificity. The driving force for many
in drug discovery is to find agents that are more specific for a particular molecular
target because that should enhance efficacy, reduce side effects, and yield an agent
that is unique to a particular pathology. However, the task is very daunting, as one
can see by going down the list of molecular targets in Figure 7 and thinking about
the implications. For instance, we are good at finding specific inhibitors of
enzymes, but there are multiple classes, and even within classes there are isozymes.
Similarly, with receptors, there are isoforms. Receptors are found not only in the
plasma membrane but in the cytoplasm and nucleus as well. Ion channels have mul-
tiple subunits. The complications go on and on. There is, in each one of these cat-

vasopressin
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6 Wierenga

Figure 5 Biologicals (r-DNA based).

Figure 6 Modify natural substrates.

egories of potential molecular targets, a multiplicity of targets with, in many cases,
a lot of similarity between those targets in terms of binding sites for the putative
antagonist or modulator. There can be active sites and allosteric binding sites. Also,
one must not forget other important carriers or modifiers to drugs in the biological
milieu: serum proteins, P450 modification, glucuronidation, and sulfation, to name
a few. These all represent important factors in this aspect of specificity, and they
must be taken into account in the area of rational drug design.

α-glucocerebrosidase

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



The Motivation: A Top-down View 7

Figure 7 Specificity, The Holy Grail.

How, then, does one achieve specificity? Specificity is fundamentally
molecular information. One builds in specificity by understanding the “rules of
recognition” between one molecule and another through the use of hydrogen
bonds, ionic interactions, hydrophobic interactions, and, of course, the overall
three-dimensional structure. If one analyzes our success in drug discovery so far,
one can derive a “specificity scale” (shown in Fig. 8) relating the complexity of
molecular targets to the amount of information one can incorporate into a poten-
tial inhibitor or binding agent. We have been most successful with enzymes in
terms of specificity. On the other hand, transcription complexes, including tran-
scription factors, activators, repressors, often seven to nine components along with
DNA in the milieu, represent a much more daunting challenge. They may very
well represent the most complicated state so far for targets of drug discovery. In
the middle tier are nucleic acids, antibodies, dimeric domain recognition kinds of
targets, signaling proteins, and receptors. If one reviews the past decade of drug
discovery progress, it parallels the specificity scale.

The challenge, then, is to build specificity into our drugs through the use of
molecular information. Using proteins as drugs is one way of enhancing speci-
ficity (Fig. 9). By definition, you can build a lot of information into a large mole-
cule, even if it has repeating units of amide bonds or, with an oligonucleotide,
repeating units of phosphodiester bonds. There are related approaches to enhance
specificity that have yielded to drug discovery in the last 10 years, such as anti-
sense and ribozymes targeting RNA or DNA in the nucleus or the cytosol, having
exquisite specificity for a particular sequence. Thus, structure-based drug design
is increasing in importance as an approach to drug discovery by enhancing drug
specificity.
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8 Wierenga

Figure 8 Specificity equals information.

Figure 9 Approaches to enhance drug specificity.
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The Motivation: A Top-down View 9

Figure 10 Small molecule messengers.

However, one should not forget that nature has already shown us that small
molecules can have sufficient information built into them to achieve specificity as
drugs. Consider steroids, leukotrienes, nucleosides, mononucleotides, cate-
cholamines, excitatory amino acids, or even something as simple as acetylcholine
(Fig. 10). These are small-molecule messengers acting extra- or intracellularly, or
both, and represent drugs with legitimate specificity in terms of their molecular
targets. One does not necessarily need a molecular weight of 3000 in a drug to
achieve appropriate selectivity or specificity. This provides continuing impetus
that small molecules can, through various approaches, yield the degree of selec-
tivity necessary to achieve the goal of being a drug for a particular disease.

In spite of the efficacy of some of these newer approaches, however, one
cannot forget screening because screening has advanced in speed, quality, and in
diversity of sources and targets. At Parke-Davis in 1991 we initiated an effort
aimed at high-throughput screening, which has become a very key component of
drug discovery for us, as in many companies. Over the past several years, the
industry has moved from high throughput to ultrahigh throughput. Today one can
set up a screen and go through a library of 100,000 compounds in a day, even with
a cell-based screen. Rapid, automated, high-volume techniques and instrumenta-
tion, as well as novel sources for diversity, biological as well as chemical, and the
generation of molecular targets through biotechnology, have revolutionized
screening as an important paradigm in drug discovery.

In a parallel fashion, another translational technology for enhancing screen-
ing as a drug discovery tool is the explosion in diversity of screening sources,
namely, through combinatorial libraries. Many libraries have been generated,
including those for peptides, monoclonal antibodies, oligosaccharides, and
oligonucleotides. Over the past several years, an additional focus on small mole-
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Figure 11 Promiscuous scaffolds or chemotypes.

cule combinatorial chemistry has generated multiple additions of low molecular
weight “organic” compound libraries for high-throughput screening. Rapid gen-
eration of libraries is becoming routine. Indeed, we are finding certain chemotypes
recurring as frequent “hits” (Fig. 11).

The power of this technology has been brought to bear, together with mod-
ification of natural substrate or structure-based drug design in this decade. If one
looks back to 1990, one can find hardly any small molecules that bound to G-pro-
tein-coupled receptors (GPCRs) and demonstrated appropriate agonist or antago-
nist activity. Within the past few years, this field has exploded, in large part
because of these technologies. For example, some early work from the Smith
Kline Beecham (SKB) Laboratories used ligand-based modification to generate
cyclopeptides based on the natural ligand vasopressin, and SKB scientists were
able to generate nanomolar level antagonists targeting the V1 receptor [1]. Con-
comitantly, scientists at Otsuka Pharmaceuticals in Japan were actually screening
a chemical library for V1 antagonists and came up with a compound with lower
molecular weight than the cyclopeptide on which the SKB scientists had been
working [2]. (Scientists at Yamanouchi had a parallel effort.) This represented an
early example of a small molecule derived via screening that could act as an appro-
priate antagonist with reasonable selectivity, in comparison with the rather com-
plicated natural ligand vasopressin or the cyclopeptides from SKB.

In a similar fashion, discoveries were made regarding the related receptor,
oxytocin (OT). It had been shown that meperidine bound the OT receptor
extremely weakly, but by modifying the structure, scientists generated a small
molecule, where the natural ligand was a cyclopeptide for the OT receptor and,
again, exhibited quite high selectivity [3]. A natural product that had high selec-
tivity for the OT receptor was found by screening natural product libraries in par-
allel research efforts at Merck [4].
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The Motivation: A Top-down View 11

Figure 12 Peptidomimetic cholecystokinin antagonists.

The relatively huge investment in angiotensin (AT) receptor antagonists
really began from an initial disclosure of a Takeda Pharmaceutical’s patent on a
small molecule that was based on a two-amino-acid component structure of
angiotensin. From this came a plethora of AT1 receptor antagonists from many
laboratories. At Parke-Davis we were screening using a different receptor as it
turned out (we didn’t know it at the time) and found that a structurally unrelated
low molecular weight compound was quite specific for the AT2 receptor. In fact,
this has turned out to be an interesting lead in terms of understanding the pharma-
cology of the AT2 receptor relative to AT1. Again, the screening of small mole-
cules in combination with structure-based design approaches generated interest-
ing potential drug candidates.

In our laboratories, we took a reductionist approach to looking for low
molecular weight compounds that would act as agonists or antagonists at the CCK
receptors. This approach led to the conclusion that trp-phe were the two key recog-
nition sites in a portion of the natural ligand for binding to the CCK-B receptor.
Our scientists were able to generate a 2 nM level antagonist at the CCK-B recep-
tor; this agent eventually went into clinical trials [5,6] (Fig. 12). This agent has a
molecular weight of about 600, which is, of course, much smaller than the natural
ligand itself. This is an approach exemplifying structure-based ligand modifica-
tion to generate a drug candidate. In a parallel fashion, drug discovery efforts gen-
erated low molecular weight (benzodiazepine-like) CCK-B antagonists at several
other pharmaceutical companies. These molecules came out of a screening
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12 Wierenga

Figure 13 Examples of structure-based, computer-aided drug design.

approach based on finding a natural product, asperlicin, that exhibited high bind-
ing to the CCK-B receptor. So, a combination of approaches yielded potential
drugs that were evaluated in the clinic against several disease states.

Structure-based, computer-aided drug design, the last category of the five, is
an area of increasing investment for many groups in drug discovery. Figure 13 lists
four examples from our own laboratories. These approaches illustrate the increas-
ing importance of structure-based drug design in the area of drug discovery. The
HIV-1 aspartyl protease and its dimeric structure has really become the first major
success story of this approach. We learned much in the early 1980s about
inhibitors of a related aspartyl protease, renin, and applied this science to the first
generation of inhibitors of HIV-1 protease. The industry now has five inhibitors
that are approved, on the market, and being used, representing a significant
advance in the treatment of HIV-positive individuals. They all share a key element,
which is a hydroxy group that is involved in the binding site to water and aspartic
acid in the recognition site of the dimeric aspartyl protease. They are elongated
peptide-like structures and represent a challenge to achieving acceptable bioavail-
ability and drug–drug interactions.

Second-generation agents (Fig. 14) are under clinical evaluation and repre-
sent smaller versions of the first-generation molecules, or even radically modified
or divergent forms. The drug PNU 140690 was recently disclosed from Pharmacia
and Upjohn, and has little structural relationship to the other inhibitors. It does
have a close structural relationship to a series discovered through parallel research
in our laboratories. These compounds represent the combination of structure-based
drug design with an iterative cycle of modeling, synthesis, testing, and crystallog-
raphy to come up with improvements in specificity, selectivity, and bioavailability.

In early 1992 we found through screening our compound library that a par-
ticular pyrone, shown in Figure 15, was a very modest, but nonetheless repro-
ducible, inhibitor of HIV-1 protease. It was selective for HIV protease over other
aspartyl proteases and related families. An iterative design cycle was begun, con-
sisting of the structure determination (using x-ray crystallography, cocrystalliza-
tion, and soaking experiments with additional inhibitors), modeling, additional
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The Motivation: A Top-down View 13

Figure 14 Second generation HIV-1 protease inhibitors.

Figure 15 Third generation, non-peptidic HIV protease inhibitors.

chemistry to modify the structure based on what we had learned from modeling,
and looking at the requisite biochemistry and enzymology of the agents. This
cycle was repeated to determine the appropriate binding of these molecules in the
three-dimensional structure using structure-based drug design.

We were able to alter this relatively simple pyrone with a series of modifi-
cations, principally in the P2 and P2-prime sites, which very rapidly led to
nanomolar level inhibitors and represented legitimate advances in non-peptide
based HIV protease inhibitors. This has now been extended to an interesting mol-
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14 Wierenga

ecule whose IC50 is 5 nm. It has a different structure, but nonetheless binds in the
active site, does not use water within the binding site, and is quite different from
the first- and second-generation inhibitors [7]. This demonstrates the power of
structure-based drug design, coming originally from a screening approach, to
yield a drug candidate lead.

In the muscarinic area, quite a different approach was taken. We had deter-
mined that there was a three-point pharmacophore based on a series of agonists
that to bind to the M1 receptor; however, the pharmacophore analysis had gotten
bogged down at that point. As we modeled this within the GPCR model, we
thought about where it was binding and looked at the other muscarinic receptors
(M2 or M5) in terms of differences in the transmembrane region. We hypothesized
that, not unlike retinal binding to rhodopsin, if this very small agonist was bind-
ing in the transmembrane region, we could elongate this simple pharmacophore
(much like retinal is extended) to generate something that would have greater
specificity. In fact, we were able to extend the basic pharmacophore to produce a
molecule that has much greater specificity for the central versus the peripheral
muscarinic receptors. This compound is now under investigation in clinical stud-
ies targeting the treatment of patients with Alzheimer’s disease. Thus, this origi-
nal idea of molecular modeling and pharmacophore analysis is in fact a validated
approach to drug discovery.

How will we discover drugs in the future? While I believe that all five cate-
gories will be used, modification of known drugs (validated chemotypes) will
probably be of decreasing interest over time. The integration of the other four
approaches will become more important in the future application of drug discov-
ery. The targets are manifold. Figure 4 is a highly simplistic representation of the
source of molecular targets that we currently spend so much time identifying and
finding antagonists or agonists for. They can be extracellular, membrane-based
receptors, nuclear receptors, or cytosolic signaling receptors. There is a growing
list of targets such as serine/threonine kinases, tyrosine kinases, and phosphatases,
as well as a significant interest in the cell cycle and understanding the regulatory
enzymes involved in the cycle. Probably the newest frontier is transcription fac-
tors, where many are working on ways of finding agents that would regulate gene
expression and affect some particular pathological state.

The technological foci for drug discovery, shown in Figure 16, are organized
for a specific reason. The technologies of high-throughput screening, and biomol-
ecular structure determination, molecular modeling, and combinatorial chemistry
are having a dramatic impact on drug discovery today and will continue to become
even more important in the future. However, they are very dependent on finding
the molecular targets. A veritable avalanche of new targets will be coming via
genomics and proteomics. Concomitantly, there is the critical aspect of managing
the plethora of data that emerge as a result of these data-rich approaches, and
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Figure 16 New drug discovery paradigm.

understanding from those data which are the truths that are important in the drug
discovery process.

Genomics is a simple word, but it envelops many components that are more
than simply the genetic map, or the physical map, or even the gene sequence. The
advances made in these three areas during the last 3 or 4 years alone have been strik-
ing, and much more rapid than any of us would have imagined. In many ways, gene
sequencing, as well as the maps, will probably be well in hand for a number of
genomes in the next couple of years. However, gene function and gene regulation
represent a formidable challenge for drug discovery and the molecular sciences.
Genetic functional analysis has a number of tools already available, and there will
undoubtedly be more to come. Transgenics, knock-outs, and gene replacement are
very powerful technologies in our understanding of gene function. Antisense is
already available, and of course the two-hybrid technique is being exploited in
many laboratories investigating gene function. Synteny, differential display, and
single-nucleotide polymorphism (SNP) analyses are additional tools. Nonetheless,
this is a bottleneck, and improvements are needed before we can move forward
from sequence to function and understand regulation. The challenges in this field
will include sequencing, informatics, multiple species, and the fact that it is not
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only the natural state that we are interested in but the pathological state as well. We
need to understand function and mutations relevant to the pathological state. The
output is the genetic footprint. Disease phenotype is what we are interested in. It
has implications for diagnostics as well as for drug discovery, and it has implica-
tions down the road for preventive medicine and gene therapy.

Proteomics is also an important area. In fact, this is here and now, not in the
future. Two-dimensional gel electrophoresis, together with matrix-assisted laser
desorption/ionization (MALDI) mass spectrometry and image analysis, is used to
determine the output of genomics. This is an area of intense investment in many
laboratories that must be included in the bioinformatics database that is being gen-
erated. This database will be used to help determine which targets are the appro-
priate ones for drug discovery or for diagnostics.

Lastly, there are some important components for which tools are slowly
evolving. We need to optimize a drug candidate, not only for selectivity but for
bioavailability, toxicity, target organ selectivity, stability, and scalability. These are
all legitimate and important components. We have drug class issues in drug dis-
covery and development that act as guides for us, but nonetheless there are going
to be discoveries unique to particular drug candidates. Small molecules continue
to present difficulties with toxicity and bioavailability. Proteins have associated
cost and delivery issues. Peptides have stability and bioavailability issues.
Oligonucleotides often have the same class issues as proteins and peptides. Gene
therapy certainly has to face the safety, delivery, and duration-of-effect issues.

What, then, are the future issues for drug discovery and development, given
all of these technological foci? Determining the importance of the molecular tar-
gets is one such issue. For the next few years, we will continue to operate with a
pretty tenuous linkage of molecular target to disease. In many cases, our molecu-
lar targets are hypothesized to be linked to a particular disease; we don’t really
determine this until we find inhibitors and take them to the clinic to see if they
work. Also, the diseases we are facing today and tomorrow are more challenging
than those that confronted us yesterday and the day before. Many are chronic dis-
eases with multiple etiologic factors and will probably require combination ther-
apy—another complication to drug development. Of course, we will have novel
toxicities. Finally, as we move further into the area of gene regulation, nuclear tar-
gets will represent additional complexities. The opportunities and the challenges
will yield new drugs, combination therapies, and patient-specific treatments dur-
ing the next decade.
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I. INTRODUCTION

There are three basic components necessary for drug discovery and lead identifi-
cation: (1) targets, (2) screens and (3) compounds. Each of these plays a pivotal
role in the drug discovery process and ultimately the success of clinical trials. Dur-
ing the past 50 years there has been a paradigm shift in drug discovery (Fig. 1),
closely bound to the development of technology [1]. Initially, companies focused
on the effects of putative therapeutics on whole-animal models to study pharma-
cology and efficacy. Later, tissue and cell cultures led to a refinement in pharma-
cological studies and in the number of screenings performed. More recent
progress has involved advanced purification and molecular biology technologies,
which in the past 10 years has lead to a wholesale move toward selecting molecu-
lar targets to screen. Most recent, there has been an explosion of genomics, pro-
teomics, bioinformatics, and information technologies, which will significantly
increase the potential to identify and validate novel disease genes and their corre-
sponding pathways, representing enormous value to the pharmaceutical industry.
Of the approximately 80,000–150,000 human genes, there may be as many as
10,000 potential “drugable” targets, i.e., amenable to low molecular weight mol-
ecules (e.g., enzymes, receptors, ion channels, hormone receptors, etc.) for treat-
ment of the most common multifactorial diseases [2].

In addition to these novel disease targets, there are a significant number of
partially validated targets associated with major human diseases, such as nuclear
receptors and G-protein-coupled receptors [3–6]. These targets, combined with
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Figure 1 There has been a paradigm shift in the drug discovery process during the past
50 years. The pharmacological approach has used whole-animal and cellular models to dis-
cover drugs. Later, molecular targets were employed to screen for drugs. Most recently,
genetics and genomics opened up a whole new approach to discover disease genes and
pathways, creating enormous potential value to the pharmaceutical industry.

genomic technologies (including genetics, bioinformatics, data mining, structural
informatics) and compounds, offer potential for very selective drugs of the future.
The best example of these are the so-called SERMs (selective estrogen receptor
modulators), where a compound can be agonist in one cell type and an antagonist
in another. In addition, one needs to consider that multifactorial diseases them-
selves have overlap (e.g., diabetes and obesity) and that single genes (e.g., chlo-
ride transporter) can be involved in the etiology of multiple diseases (e.g., cystic
fibrosis, asthma, pancreatitis, and male infertility).

The process “gene to drug” will accelerate with the ever-increasing volumes
of new genetic information, with increased biological understanding of how the
pathways are connected, and with the technologies that make it possible for each
step of the process to be completed more quickly and efficiently. The purpose of
this chapter is to demonstrate to the reader which technologies can be used to iden-
tify gene targets and validate them to speed up the quality of drug discovery by
providing an increased number of better validated targets.
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II. TARGET IDENTIFICATION/VALIDATION

A. Genomics

Thomas Roderick [7] coined the term “genomics” in 1986. Genomics describes the
study of a genome by molecular means distinct from traditional genetic
approaches. The term is derived from genome, a fusion of the words gene and chro-
mosome to describe the complete collection of genes possessed by an organism [8].

Genomics as currently practiced can be categorized as follows:

1. Structural genomics
2. Functional genomics
3. Pharmacogenomics

Genomics technologies, which are already more or less impacting drug discovery
identification and validation, are as follows:

• Positional cloning and association genetics
• Genome sequencing (humans, animals, and pathogens)
• Expressed sequence tag (EST) sequencing
• Derivation of full-length cDNAs and their sequences (gene families)
• Microarrays of oligonucleotides and cDNAs (chips)
• Subtractive hybridization
• Differential display
• Antisense
• In situ hybridization
• Serial amplification of gene expression (SAGE)
• Taq-Man/quantitative polymerase chain reaction (PCR)
• Protein–protein interactions using yeast 2 hybrid
• Reporter genes (e.g., green fluorescent proteins, GFPs)
• Transgenic/knockout animals (especially mice)
• Model organisms (e.g., yeast, C. elegans, Drosophila, zebrafish, mouse,

rat)
• Two-dimensional gel electrophoresis
• Databases (bioinformatics, structural informatics)

Presently, this collection of genomics technologies for drug discovery are used in
variations or combinations of two approaches:

1. The “top-down” approach, which uses positional cloning and associa-
tion genetics to identify disease-related genes.

2. The “bottom-up” approach, which predominately focuses on the ran-
dom sequencing of cDNA and an inference of the protein product’s
function based on sequence similarity to well-characterized genes and
proteins.
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In the future emerging technologies will further impact drug discovery tar-
get identification and validation. These are:

• Integrated databases (structure to function)
• Single-nucleotide polymorphism (SNP) identification/scoring in high-

throughput modus
• Second-generation solid-phase DNA arrays
• Single-cell PCR
• Laser capture
• Protein–protein and protein–compound interactions
• In solution RNA profiling technologies (liquid arrays)
• Phage display libraries (antibodies)
• Genetic suppressor elements (GSEs)
• Zinc finger proteins
• Conditional knockout mice (Cre/lox)
• Inducible promoters in vitro and in vivo (e.g., tetracycline on/off systems)
• Gene trapping
• Biochips
• Microfluidics
• In vitro and in vivo imaging
• Fiberoptics
• Structures of membrane-bound proteins (e.g., G-protein-coupled recep-

tors)
• RNA as targets for infectious diseases

The approach is to first describe the existing technologies and their impact on tar-
get identification and validation and then to turn to many of the emerging tech-
nologies to predict their potential impact on drug discovery.

1. Genetic Mapping and Positional Cloning

One of the objectives of the Human Genome Project was to advance genetic map-
ping from the restriction fragment length polymorphisms (RFLPs) used initially
to microsatellite markers [9]. The accent now is on biallelic marker systems using
SNPs, which are very prevalent within the genome [10–12]. This has allowed the
cloning of many single genes causing human diseases inherited in a simple
Mendelian fashion. Some of the most important genes controlling hypertension
have been found by studying the molecular genetics of blood pressure variation in
this way [13,14]. Recently, the ATP-binding cassette transporter 1 (ABC-1) was
positionally cloned using Tangiers patients [15]. The ABC-1 transporter is
involved in cholesterol efflux and linked to low levels of high-density lipoprotein
(HDL) and coronary heart disease (CHD). Furthermore, the implication of potas-
sium channels in long-QT syndrome and epilepsy by their positional cloning [16]
simply reinforces the power of genetics for biochemical understanding and for
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providing a genetic validation of a biological hypothesis [17,18]. It also illustrates
that the comprehensive study of a gene family (e.g., potassium or sodium chan-
nels) by using data mining and genomics approaches in concert with genetic map-
ping is a paradigm for the study of more complex traits. It may also be a rapid way
to find new “genetically validated targets” for drug intervention [19]. Unfortu-
nately, until now the unraveling of the biochemical pathology of common diseases
in humans based on an understanding of complex, polygenic disease traits by
cloning of relevant genes has been somewhat disappointing. A number of linkages
have been made for several diseases such as diabetes, obesity, asthma, and cogni-
tion, but very few of the genes have been uncovered [22–24].

Positional cloning has also been used to isolate mouse genes, which cause
Mendelian diseases in this species. Several of these genes have been instructive
regarding similar human syndromes [20]. One of the best studied is leptin and the
leptin receptor for obesity derived from analysis of ob/db mice [21]. The mouse
has certainly become one of the most useful models of polygenic models of human
disorders. Often, the phenotypic characteristics are strikingly similar to that for the
analogous human disorder [25]. Generally, the predicted amino acid sequence
homology ranges from approximately 80% to near identity. Therefore, in some
cases it is likely that drugs that interact with these gene targets using mouse as the
model will have similar physiological effects in humans, although the downstream
signaling (e.g, the interleukin-4 receptor) may not be identical in mouse and
human. However, the mouse can be “humanized,” i.e., the mouse gene exchanged
for the human in a knock-out/knock-in approach [25].

In addition, there has been conserved organization of the gene order and rel-
ative position in the genomes of human and mouse for large chromosomal regions.
This is known as synteny, and the ability to jump between human and mouse
genetic information based on synteny is of great advantage in gene identification
and localization [26]. The fundamental approach is to use conserved synteny to
determine if the same genomic region is functionally involved in a disease pheno-
type in both human populations and the mouse [27]. If the same chromosomal
region is involved, then it is generally easier to identify the gene in the mouse than
in humans, and one can use mutation detection/analysis to determine if the same
gene is involved in human polygenic disease. “Although several textbooks and
other reference works give a correct definition, the term synteny nowadays is often
used to refer to gene loci in different organisms located on a chromosomal region
of common evolutionary ancestry,” as just described [28]. Originally, the term syn-
teny (or syntenic) refers to gene loci on the same chromosome regardless of
whether or not they are genetically linked by classical linkage analysis. However,
molecular biologists (including myself) inappropriately use the original definition
of synteny and its etymological derivation, especially as this term is still needed to
refer to genes located on the same chromosome. “Correct terms exist: ‘paralo-
gous’ for genes that arose from a common ancestor gene within one species and
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‘orthologous’ for the same gene in different species” [28]. To make a long story
short, the process described above as synteny should be described as orthologous.
None the less, the approach is very powerful. Gene mapping of complex disorders
has resulted in the identification of a number of cases that one clearly orthologous
between human and the mouse [29,28]. Furthermore, the similarity in gene struc-
ture between mouse and human is very high. This homology extends from the
exon–intron organization of many genes to the predicted amino acid sequence of
the gene products [22].

One of the best examples of the power of genetics has been provided by stud-
ies on Alzheimer’s disease. All of the genes known to be involved unequivocally
were found by positional cloning or by association genetics: amyloid precursor
protein (APP), presenilin genes (PS1 and PS2), and ApoE4 [30]. There is unlikely
to be a pharmaceutical or biotechnology company investigating Alzheimer’s dis-
ease, which does not have a drug discovery program, based on one or other of these
genes. It is also worth mentioning that access to transgenic animals is still an impor-
tant component of the drug discovery process (see Sec. II. A. 4 below). In Alz-
heimer’s disease, for example, various transgenic mice strains have been used to
examine amyloid deposition. Genetic crosses have shown that ApoE4 and trans-
forming growth factor β1 (TGF-β1) influence amyloid deposition and that the pre-
senilins act synergistically with APP in the development of the pathology. Some of
these animals may become models for the disease, with utility for finding com-
pounds that modify the pathology of plaque formation [31]. None of this would
have been possible without having the genes in hand. The lesson is simple: genet-
ics is the key to mechanism; mechanism is the key to therapeutic discovery; and
therefore genetics is the key to therapeutic discovery.

2. Genome Sequencing

At present, the greatest impact of genomic research has come from DNA sequenc-
ing projects [32]. One of the first applications of genomics to drug discovery was
through the development of EST (expressed sequence tag) sequencing and the cre-
ation of large gene sequence databases [22]. This approach to generating large-
scale DNA sequence information was carried out by Craig Venter at TIGR and by
Human Genome Sciences. These initiatives and the development of commercial
EST sequence databases and data-mining tools by companies such as Human
Genome Sciences and Incyte have had a rapid effect on drug discovery by giving
pharmaceutical companies access to potentially new targets related to previously
known ones. The best (and most obvious) examples are targets such as G-protein-
coupled receptors, steroid hormone receptors, ion channels, proteases, and en-
zymes. The value from this approach is considerable although it is not always clear
what disease a relative of a known target might be useful for without further vali-
dation. Any antagonist or agonist of such a target however can be used in animals
to rationalize or validate the protein as a target for intervention in a particular dis-
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ease. A reasonable example would be the development of novel serotonin recep-
tor of active small molecules working via a new receptor [33]. Evidence of the
anticipated impact on drug discovery of such sequence databases is clear from the
rapid take-up of subscriptions to the Incyte (ESTs) and Celera (genomic) data-
bases by many of the major pharmaceutical companies.

Nowhere has comprehensive genome sequencing had more effect than in
bacterial genetics. The sequences of well over 20 different bacterial genomes are
now available [34–36]. The information derived from the comparisons of these
sequences within and between microorganisms and with eukaryotic sequences is
truly changing microbiology. The greatest benefit from these approaches comes
from being able to examine homologies and gene organization across whole
genomes at once. For target identification this has obvious benefits because if the
potential target is conserved among target organisms but not in the host then it may
be a reasonable target. This is not new thinking; the development of dihydrofolate
reductase inhibitors and some antifungal drugs followed exactly the same ration-
ale. In the bacterial studies, procedures such as “signature-tagged mutagenesis”
and in vivo expression methods are tying together genomic and biological data to
reveal genes permissive for virulence and pathogenicity [37,38]. Recently, the
smallest of all genomes, Mycoplasma genitalium, which has only 517 genes, was
sequenced at Celera. The big surprise was that only 300 of the 517 genes are
essential for life of the organism and 103 of these 300 essential genes are of
unknown function [39]. This tells us what is in store for the future when we con-
sider that the human genome is estimated to have some 80,000–150,000 genes.
Still, this approach will be valid for higher eukaryotes, too, once the genomes of
mouse and human have been fully sequenced and assembled [40].

Genomics is made possible through the large-scale DNA sequencing efforts
of many public and private organizations, including the Human Genome Project,
which has provided major impetus to the discovery of the genome and informa-
tion technologies [9]. This international program is well underway to determine
the complete DNA sequence (3000 million bases). As of October 1999, 30% of the
sequence is available in the public domain (see http://www.nhgri.nih.gov/HGP/).

By 2002 a comprehensive working draft (90% of the genome) is expected,
and by 2003 the entire sequence is projected for completion [41]. Recently, chro-
mosome 22 (http://www./genome/guide/HsChr22.shtml) has been completely
sequenced as part of the Human Genome Project. Chromosome 22 is especially
rich in genes. While sequencing the 33 million base pair chromosome, Dunham et
al. [42] identified 679 genes, 55% of which were previously unknown. Approxi-
mately 35 diseases have been linked to mutations in chromosome 22. These
include immune system diseases, congenital heart disease, and schizophrenia,
among others.

The purpose of structural genomics is to discover, map, and sequence 
genetic elements. Annotation of the sequence with the gene structures is achieved
by a combination of computational analysis (predictive and homology-based; see:
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http://compbio.ornl.gov/structure/) and experimental confirmation by cDNA
sequencing (see http://genome.ornl.gov/GCat/species.shtml). Recently, a web site
entitled the “Genome Channel” (see http://compbio.ornl.gov/channel) has offered
a road atlas for finding genes by zooming in from chromosomes to annotated DNA
sequences. Furthermore, the site links the user to sequencing centers for 24 organ-
isms, including humans, mice, and Escherichia coli, to name a few. Detecting
homologies between newly defined gene products and proteins of known function
helps to postulate biochemical functions for them, which can then be tested. Estab-
lishing the association of specific genes with disease phenotypes by mutation
screening, particularly for monogenic/single disorders, provides further assistance
in defining the functions of some gene products, as well as helping to establish the
cause of the disease. As our knowledge of gene sequences and sequence variation
(see Sec. II.C) in populations increases, we will pinpoint more and more of the
genes and proteins that are important in common, complex diseases [41]. In addi-
tion, by comparing corresponding genomic sequences (comparative genomics) in
different species (man, mouse, chicken and zebrafish, Drosophila, Caenorhabditis
elegans, yeast, E. coli) regions that have been highly conserved during evolution
can be identified, many of which reflect conserved functions, such as gene regula-
tion. These approaches promise to greatly accelerate our interpretation of the
human genome sequence [43]. In the future it will be possible to understand how
specific sequences regulate the expression of genes in the genome.

3. Functional Genomics

Complete sequencing of the human genome is really only the beginning. As the
geneticist Eric Lander has characterized, “Molecular and cell biologists are still
only approaching a phase of development of their discipline reached by chemists
100 years ago, when the periodic table was first described” [44]. We still need to
link the genetic makeup of an organism (its genotype) to its form and function (its
phenotype) and how the environment effects them. To that end, whereas structural
genomics seeks to discover, map, and sequence these genetic elements, functional
genomics is the discipline that seeks to assign function to genetic elements. A
more detailed understanding of the function of the human genome will be
achieved as we identify sequences that control gene expression. In recent years,
our knowledge of gene sequence has increased massively, principally due to large-
scale cDNA and genome sequencing programs [41]. The availability of this infor-
mation resource has fueled efforts to develop ways of analyzing gene expression
systematically, and as a result there are a range of approaches available that allow
parallel analysis of a large number of genes. These tools can provide a compre-
hensive view of the genes expressed in samples of tissue and even individual cells,
and in so doing will advance our understanding of biochemical pathways and the
functional roles of novel genes. Most important, genome sequences will provide
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the foundation for a new era of experimental and computational biology, provid-
ing the essential resources for future study.

Genes are sections of genomic DNA that encode proteins. They are copied
into messenger RNA (transcribed) and it is this mRNA that carries the genetic
code from the nucleus to the cytoplasm to direct protein synthesis. It is thought
that there are 80,000–150,000 genes in the genome of man and other mammals. In
each cell only a portion of these genes is active at any one time, thought to be in
the region of 10,000–15,000. The expression of these genes instructs the protein
synthetic machinery to produce a specific set of proteins that are required for the
cell to perform its normal functional role. Certain genes are expressed in all cells
all of the time and encode so-called housekeeping proteins, whereas others are
expressed only in certain cell types and/or at certain times. It is these latter pro-
teins that give a cell its unique structural and functional characteristics and ulti-
mately make one cell different from another. However, the complement of genes
expressed by a cell is not a fixed entity, and there are many genes whose expres-
sion can be induced or reduced as required. This provides the flexibility in bio-
logical systems to respond and adapt to different stimuli, whether they are part of
the normal development and homeostatic processes, or a response to injury, dis-
ease, or drug treatment. As the transcription status of a biological system reflects
its physiological status, the ability to study the complement of genes expressing
its “signature” and the abundance of their mRNAs in a tissue or cell will ultimately
provide a powerful insight into their biochemistry and function [45].

However, there are certain inherent difficulties in the study of gene expres-
sion. Unlike DNA, which is essentially the same in all cells of an individual, there
can be enormous variation in abundance and distribution of a particular mRNA
species between cells. Some genes are highly expressed, i.e., their mRNA is abun-
dant (>1000 copies per cell), whereas other genes are weakly expressed, with their
transcripts present at only a few copies per cell. In addition, because most tissues
are composed of distinct cell populations, an mRNA, which is only present in one
of those cell types, perhaps already at low levels, becomes even rarer when the
RNA is extracted from that tissue as it is diluted in the RNA derived from nonex-
pressing cells. It is also becoming increasingly apparent that for many genes the
transcripts can exist in different forms, so-called alternative splice variants. These
splice variants allow an even greater diversity in the complement of proteins that
can be generated from the genetic code, but adds another level of complexity to
the analysis of gene expression. Furthermore, these mutations of splice sites can
lead to reduction of a biological function (e.g., sodium channels [19]).

Knowledge of a novel gene’s sequence alone usually provides few clues as
to the functional role of the protein that it encodes. However, sequence informa-
tion can be used for further characterization of the gene and is a good starting point
in defining its expression. If a gene’s expression is limited to certain tissues or cell
types or is changed during disease, then we can begin to postulate and focus in on
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those sites. Likewise, if other genes’ expression maps to the same cells, we can
begin to understand which protein complex or biochemical pathway the gene
product might interact with [45].

The other major goal of RNA expression profiling has always been the iden-
tification of genes that are expressed at different levels between one system or
experimental paradigm and another. Knowledge of these genes not only sheds
light on the biochemical events underlying the change but in some cases also pro-
vides a list of potentially interesting genes, such as which genes are expressed in
malignant but not in normal cells. For these reasons, expression profiling will help
in our understanding gene function and the biology of complex systems, as well
as in many aspects of the drug discovery process [45].

The past several years have witnessed the development of a plethora of new
methodologies to study gene expression:

1. Subtractive hybridization [46]
2. Subtractive PCR ([47] and http://www.clontech.com)
3. Differential display [48]
4. In situ PCR [49,50]
5. Single-cell PCR [51,52]
6. Serial analysis of gene expression, “SAGE” ([53] and http://www.

genzyme.com)
7. DNA chips ([54] and http://www.Affymetrix.com)
8. Microarrays ([55] and http://www.synteni.com)

These all can provide insights into the complement of genes expressed in a par-
ticular system. However, what really makes the difference and ultimately deter-
mines how widely they are used in the future is the detail of how they work and
quality of data they yield. We also need to distinguish what is important in (1) dis-
covery of novel genes (e.g., subtractive hybridization, subtractive PCR, SAGE),
(2) large-volume RNA profiling of known genes (e.g., PCR, DNA chips, microar-
rays), and (3) if the expression of genes in a subcellular region of a tissue (in situ
hybridization, in situ PCR).

The main issues in expression profiling are therefore as follows:

• Novel versus known genes—Is the objective to discover novel genes or
to evaluate known genes in a high-throughput mode?

• Localization within a tissue—Can the technology distinguishes expres-
sion at the cellular level within a tissue?

• Sensitivity—Can the method detect low-abundance sequences and how
much starting material (mRNA) is required?

• Specificity—Is the assay highly specific for the transcript of interest?
• Quantification—How accurately can it measure mRNA abundance?
• Reproducibility—How robust is the methodology?
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• Coverage—How many transcripts can be analyzed at once and does the
approach have the ability to detect previously uncharacterized genes?

• Redundancy—How often is each transcript sampled? (Some systems
have the potential to analyze the same mRNA a number of times, there-
fore increasing the complexity of the data.)

• False positives—How often do things appear to be differentially ex-
pressed but turn out not to be?

• Scale of analysis—Is the approach amenable to high-throughput screen-
ing data output and does the assay give results that are easy to interpret?

• Cost—How much does it cost for the initial investment and cost/gene/
assay?

Depending on the question the experimenter is asking, one or a combination
of these technologies will be needed. This is outlined in Figure 2, which illustrates
that any one RNA sample may require use of one of these technologies (e.g.,
SAGE) to detect novel and known genes at low throughput and thereafter require
use of DNA chips or arrays for high-volume throughput and reproducibility test-
ing. In situ hybridization, in situ PCR, and/or single-cell PCR would test the most
important genes identified and validated by chips and arrays.

As mentioned above, though the methodologies have been widely used in
the research environment, not all are applicable for high-throughput, routine
analysis of gene expression. However, one approach above all others shows most
promise in this respect and is now driving the field of expression profiling: DNA
chips and microarrays. Although there are some important differences between
DNA chips and microarrays, both work by a similar mechanism, i.e., hybridiza-
tion of complex mixtures of DNA or RNA to complementary DNA probes immo-
bilized on a solid surface. DNA chips are presently available through one com-
pany, Affymetrix [54]. This approach was pioneered by Affymetrix, which makes
microchips of overlapping oligonucleotides (“oligos”) available, representing
sequences from thousands of genes. These chips can also be used to measure
sequence variation and for detection of SNPs. One of the perceived disadvantages
of the Affymetrix format is its lack of flexibility.

Other chips are available from Synteni and elsewhere that comprise cDNAs
or oligos [56] covalently attached to a solid phase. Oligos have an advantage over
cDNAs in that oligos can detect splice variants, which can make very interesting
drug targets. These chips can be interrogated by using fluorescently labeled
hybridization probes and the results displayed by color integration. By far the
most impressive use of such chips has been carried out in Pat Brown’s laboratory
at Stanford. Two elegant experiments have been done. The first compared the pat-
tern of yeast gene expression during sporulation [55], and the second looked at the
expression of a subset of the genes expressed in fibroblasts after serum starvation
and activation. The take-home messages from these beautiful experiments are as
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Figure 2 Numerous RNA profiling technologies are available, which are interdependent.
Depending on the question posed, the experimenter may choose to use a specific combina-
tion of technologies. SAGE provides the best approach to discover and quanitate novel and
known genes. However, the throughput is lower than that of Affymetrix DNA chips or
microarrays. Affymetrix chips are convenient to use, but cost more than microarrays and
are less flexible for following up on genes of interest in a high-throughput mode. PCR
microarrays are more sensitive than oligomicroarrays; however, PCR microarrays cannot
detect splice variants like oligomicroarrays.

follows: the reproducibility of the biology of the system is crucial for consistent
results; (2) the need for sophisticated pattern matching is absolutely essential for
data interpretation [57,58]. Function of an unknown gene based on its pattern of
expression under different conditions is compared to a known dataset. From the
experiments reported above, the functions of many “unknown” yeast and human
genes were suggested based on their expression characteristics relative to known
sets such as cell cycle genes or genes involved in DNA replication. Now that the
C. elegans and Drosophila genomes are completely sequenced [59], it will not be
long before worm and fly gene chips are available for the same kind of experi-
ments. In fact, first signs are here; White et al. [60] recently published an elegant
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paper on the microarray analysis of Drosophila development during metamor-
phosis, where both known and novel pathways were assigned to metamorphosis.

So what role will RNA profiling have in the future of drug discovery? High-
throughput RNA expression profiling is still in its infancy, and clearly much
remains to be done to apply it for a maximum impact on drug discovery. We have
yet to identify all human genes and, to an even greater extent, those of the model
organisms, mouse and rat. There is also considerable room for improvement on the
basic technologies and methodology. Judging by the number of recent small start-
up companies and new emerging industries (Motorola, HP, Corning, IBM), one of
the most active areas of genomics is the use of microarrays for large-scale mea-
surement of gene expression [61]. In addition, second-generation technologies
(e.g., Corning, Third Wave Technologies, Luminex, Curagen, QuantumDot) are
underway. These second-generation technologies are expected to (1) design better
surfaces, (2) produce more sensitive dyes (QuantumDot http://www.qdots.com),
and (3) develop totally new approaches such as the in-solution assays (liquid
arrays), e.g., “Invader” technology (see http://www.twt.com) or by exploiting elec-
tronics by designing digital micromirrors [62].

The ability to examine the expression of all or a large number of genes at
once will provide new insights into the biology of disease, such as in the identifi-
cation of the differences between normal and cancerous cells [63], as well as gene
expression during aging [64] or during HIV infection [65]. Undoubtedly, there
must be gene products that play a crucial role in metastasis that could be targeted
by drug treatment. However, working out which those are, which cancers they are
active in, and their specificity to tumor cells should now be possible. Recently,
Golub et al. [63] demonstrated that molecular classification of cancer types could
be predicted by gene expression profiling. Furthermore, this information can be
integrated into the genetics of cancer and histopathology building a 3D model
[66]. Companies such as LifeSpan (www.Isbio.com) provide disease and normal
tissue banks of more than 1,000,0000 samples or a “customized approach” to
genomics. In addition, Velculescu et al. [67] released approximately 3.5 million
SAGE transcript tags from normal and diseased tissues.

Indeed, expression profiling is a powerful research tool for analyzing the
differences between tumor types and for distinguishing between tumors, which up
to now have been classified based on their morphological characteristics and pres-
ence of a few markers. The just recently developed technology “Laser Capture”
should also help to better define tumor types in vivo in combination with chips
[68] and how they relate to mouse xenografts, not to forget just defining differ-
ences or reliable markers in tumor cell lines for in vivo studies. Another example
is the case of genetic disorders that have a complex multigenic basis but that can
be mapped back to so-called quantitative trait loci (QTLs). It has been recently
demonstrated how microarrays can be used alongside classical genetic approaches
to identify the genes underlying the defect [69].
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Genome-wide arrays also have more direct application in drug discovery. It
is possible to use them to profile the effect of various drugs or compounds on gene
expression so as to assess their potential efficacy or side effects [70]. It is also pos-
sible to compare the profile of genes expressed in a deletion mutant compared to
wild type. If the deletion mutant has a “desirable” phenotype it may be possible to
phenocopy the deletion by finding a chemical inhibitor of the protein product or
the deleted gene using whole-scale gene expression screening. In addition, the
gene’s expression can be induced or repressed in vitro or in vivo, and then its
responsiveness characterized by RNA profiling. Such examples are (1) tetracy-
cline on/off [71]; (2) genetic suppressor elements [72,73]; (3) zinc finger proteins
[74]; (4) gene trapping [8]; (5) correcting the mutation using chimeric RNA-DNA
oligonucleotides [75–83].

Still, one of the major problems with the simultaneous analysis of the
expression of thousands of genes is the shear weight of data generated (see sec.
II.D). Not only is it essential to link the result from each DNA probe back to the
parent sequence; it is also necessary to decide which result is significant and then
generate a list of ‘interesting genes.” If, say, 300 genes change in a given experi-
mental paradigm, due to experimental error, which ones are interesting and wor-
thy of follow-up and what do they tell us about what is really happening in the sys-
tem under investigation? How also can one store and integrate this enormous
amount of data over years of experimentation and even compare data generated by
different labs? These problems will undoubtedly remain for sometime; however,
too much data is better than not enough. While clearly there is much to do on many
fronts, it is almost certainly true to say that expression profiling will help revolu-
tionize the way in which we perform biological investigations in the future. RNA
profiling, together with the many other genomic technologies, promises to have a
big impact on the process of drug discovery [45].

Recently, three new approaches to validate target genes have been developed:

1. Genetic suppressor Element (GSEs’)
2. Zinc finger proteins
3. Gene trapping

(1) Genetic suppressor element (GSE; retroviral based) is a unique tech-
nology to rapidly discover and validate novel pharmaceutical targets, as well as
design therapeutic agents that regulate the function of these targets in specific dis-
ease processes [72,73]. Presently, there are four start-up biotechs dominating the
field: Arcaris Inc. (formerly Ventana), Rigel Pharmaceuticals Inc., Genetica Inc.,
and PPD Inc. GSE technology is based on the rapid creation of high-titer helper-
free recombinant retroviruses capable of infecting nearly any higher eukaryotic
cell type [84]. Novel in its conception and application, this technology facilitates
both target and drug discovery in diseases previously resistant to standard
approaches. Unlike traditional small-molecule screening approaches, which can
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underrepresent a given library, the GSE technology delivers highly complex
“expression libraries” into target cells where each cell contains unique informa-
tion. This information is decoded to synthesize a single peptide or anitisense RNA,
which interacts with potential targets within the cell. By examining the specific
physiological effect of the introduced molecule, the peptide or antisense RNA
capable of changing cellular physiology in a desired manner is obtained and the
essential link to identifying a target is made [85–87]. To date these studies have
been primarily in oncology and virology [88,89]. Other fields of immediate poten-
tial use include antimicrobials, neurosciences, immunology and transplantation,
cardiovascular and metabolic diseases.

(2) Zinc finger proteins are DNA-binding proteins that mediate the
expression, replication, modification, and repair of genes. Pabo and Pavletich [74]
solved and published the first crystal structure of a zinc finger protein bound to its
cognate DNA sequence,—perhaps the seminal publication in the field of zinc fin-
ger protein rational design. The discovery of zinc finger DNA-binding proteins
and the rules by which they recognize their cognate genetic sequences (up to 18
base pairs) has made possible the rational design of novel transcription factors that
can recognize any gene or DNA sequence. The start-up biotech company Sang-
amo has combined these protein–DNA recognition rules with powerful selection
methods to allow the rapid generation of proteins that recognize and bind to target
DNA sequences (see http://www.sangamo.com). Sangamo can rationally design
zinc finger proteins that selectively up or down regulate the expression of target
genes and that in vitro or in vivo.

(3) Traditional gene-trapping approaches, in which genes are randomly
disrupted with DNA elements inserted throughout the genome, have been used to
generate large numbers of mutant organisms for genetic analysis. Recent modifi-
cations of gene trapping methods and their increased use in mammalian systems
are likely to result in a wealth of new information on gene function. Various trap-
ping strategies allow genes to be segregated based on criteria such as the specific
subcellular location of an encoded protein, the tissue expression profile, or respon-
siveness to specific stimuli. Genome-wide gene trapping strategies, which inte-
grate gene discovery and expression profiling, can be applied in a massively par-
allel format to produce living assays for drug discovery [8]. Gene trapping was
originally described in bacteria [90,91]. Since then it has been used in many other
organisms, including plants [92], C. elegans [93], Drosophila [94], mouse embry-
onic stem cells [95], zebrafish [96], and yeast [97].

Gene trapping provides another approach to help validate targets for mod-
ern drug discovery efforts, including bioassays to sort through the large number of
potentially active compounds. The need for an integrated technology platform to
discover genes, pathways, and corresponding drug candidates drives the develop-
ment of novel approaches, termed “gene-to-screen genomics.” Gene trapping/tag-
ging strategies may provide such a link to drug discovery [98].
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4. Model Organisms (Yeast, C. elegans, Drosophila, Mouse, Rat)

“Connecting genotype to phenotype is not always straightforward” [99]. Thus, the
power of less complex organisms for understanding the function of unknown
human genes derives from the essential homology of many genes from different
organisms [22]. Examples are transcription factors, neurotransmitters and their
receptors, growth factors, signaling molecules, apoptosis factors, G-protein-cou-
pled receptors, membrane trafficking and secretion factors, etc. [100,101]. During
the past several years, a great deal of work, much of it in yeast, has identified a net-
work of proteins, constituting “checkpoints” of cell cycle regulation. One has been
linked to the hereditary disease Li–Fraumeni syndrome, which leaves patients
prone to develop multiple forms of cancer [102]. Yeast genetic screening has also
been used to identify mammalian nonreceptor modulators of G-protein signaling
[103]. Recently, yeast screening resulted in identification of novel biochemical
pathways based on a biochemical genomics approach to identify genes by the
activity of their products [104]. The authors of Ref. 4 took the global approach by
developing an array of 6144 individual yeast strains, each containing a different
yeast open reading frame (ORF) fused to a reporter gene/purification tool, gluta-
tione S-transferase (GST), as originally described by Simonsen and Lodish [105].
The strains were grown in defined pools, GST-ORFs purified, and activities of
each strain identified after deconvoluting. This approach yielded three novel
enzyme activities.

The nematode C. elegans is a principal organism for the analysis of the devel-
opment and function of the nervous system. This is because it is especially
amenable to molecular genetic analysis [106]. Its complete cell lineage and ner-
vous system connectivity have been mapped [107]. C. elegans is the first animal for
which the complete genome has been sequenced [59]. Since the C. elegans genome
was sequenced, an enormous amount of novel functions have been discovered and
linked to more complex organisms, including humans [106,108–111]. For exam-
ple, presenilins and APP of C. elegans are particularly attractive given the ease of
making animals lacking the function of a single gene either genetically or by using
RNA interference [108]. Subsequently, suppressor mutations are selected in genes
in the same pathway and their DNA sequence is determined. One of the most
impressive examples of this approach is in studies of apoptosis where the major
components of apoptosis pathway are conserved in C. elegans and mammalian
cells [112]. Another example is the identification that p66 shc expands life by
enhancing resistance to environmental stresses such as UV light and reactive oxy-
gen species [113]. Recently, p66 shc knockout mice show the same phenotype as
the worms [114]. Taking a global two-hybrid approach, Walhout et al. [115] have
functionally annotated 100 uncharacterized gene products starting with 27 proteins
of known function. The most striking set of interactions involves the Rb tumor sup-
pressor protein complex, which regulates gene expression during the cell cycle. The
screens yielded 10 interacting proteins, comprising 3 known interactors and 7
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known to interact with other proteins of the complex. This publication showed that
by having the total sequence of C. elegans, it is now possible on a genome-wide
scale to map the interacting proteins and enhance our understanding of molecular
mechanisms both in this organism and in humans. The model organism Drosophila
has also provided insights into mammalian signaling pathways and their impor-
tance in development [116] and will continue to, especially since its genome has
been recently sequenced [117]. Both yeast and C. elegans are used for drug screen-
ing both at the expression level using chips and at the organism level and by creat-
ing strains designed (by phenotype and genotype) for screening compounds against
a particular biochemical step or pathway [22,118]. Recently, Andretic et al. [119]
demonstrated that cocaine sensitization could be demonstrated in ‘Drosophila’.
Cocaine sensitization was absent in all but the mutant fly strains missing the time-
less gene. This implication of a subset of the circadian clock genes in drug respon-
siveness echoes recent suggestions that at least some of these genes may act in more
places and in more functions than just the brain’s clock [120].

Over the past 40 years, the mouse has certainly become one of the most use-
ful models of human genetic disease. Multiple single-gene and polygenic models
of human disorders have been characterized in the mouse. Often the phenotypic
characteristics are strikingly similar to that for the analogous human disorder
[121–126]. The mouse has many advantages over other model organisms for these
kinds of studies:

1. The relatively short generation time facilitates breeding approaches for
genetic linkage studies and accelerates the development of genetic
models [25].

2. The genetic understanding and characterization of the genome in the
mouse is second only to humans in depth and breadth among mam-
malian species. The ability to genetically map in the mouse
(http://www.jax.org) and then clone single-gene disorders rapidly with
the “emerging technologies” will allow the economical identification of
the polygenes controlling quantitative traits [27,127,128]. There are
numerous examples of single-gene mutations in the mouse having vir-
tually identical phenotypes in human, and cloning of the mouse gene
has led to cloning of the human homologue [129].

3. The sequence/structural homology between human and mouse is quite
good. The mouse can be used in parallel with human studies for gene
discovery and target identification. This parallel approach can be used
for the identification of disease genes (and putative targets or pathways
involved in pathogenesis) as well for as phenotypic characterization. As
described above (see Sec. II.A.I), the fundamental approach is to use
conserved “synteny” (or orthology) to determine if the same genomic
region is functionally involved in a disease phenotype in both human
populations and the mouse. If the same chromosomal region is
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involved, then it is generally easier to identify the gene in the mouse
than in humans, and one can use mutation detection/analysis to deter-
mine if the same gene is involved in human polygenic disease.

4. The ability to make transgenic and gene-targeted deletions or substitu-
tions both classical and conditional is now a mature technology for the
mouse ([121,122,130,131] and Biomed Net Knockout database:
http://www.biomednet.com/db/mkmd).

5. The ability to phenotype the mouse is becoming more precise and
achievable despite the small size of the animal (e.g., MRI imaging
[132–134]). The ability to phenotype is of utmost importance. This is
why obesity was one of the first therapeutic indications tackled. Many
obesity genes have been identified in the mouse during the past 7 years
[135–138]. Therefore, the mouse is emerging as one of the premier
models for disease gene discovery and utility in the drug discovery
process.

The premise of genomics in drug discovery and validation is that genes
found to be associated with disease are prevalidated. If mutations in these genes
affect the disease risk or phenotype, then we know that these genes are likely to be
important in the disease process [25]. However, the identification of an association
between a gene mutation or sequence variant and a disease trait does not neces-
sarily imply that the gene, or its protein product, is a “drugable” target. In addi-
tion, one must not forget the role of environment even in well-controlled genetic
backgrounds. Recently, Crabbe et al. [139] demonstrated that subtle environmen-
tal differences between laboratories could have a significant effect on behavioral
measures in inbred and mutant mouse strains, not to mention nongemomic trans-
mission across generations of maternal behavior and stress responses found
recently in rats [140]. Thus, these genes may simply be important players in the
disease process, and an understanding of their role may serve to provide access to
the pathways involved in disease and ultimately the appropriate targets for thera-
peutic intervention. Still, the utility of the mouse extends beyond being just a gene
discovery tool to provide prevalidated targets. It can also be used for the develop-
ment of animal models, and the testing of compounds in specifically constructed
transgenic and knockout strains to further define the target and pathway of a ther-
apeutic compound [25].

B. Proteomics

The proteome of an organism is the complete set of proteins that it can produce.
Proteomics is the study of the proteome of cells, tissues, or organisms, including
the interaction of the proteome with the environment, where the proteomic signa-
ture is the subset of proteins whose alteration in expression is characteristic of a
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response to a defined condition or genetic change [141]. Besides genomics there
is also a great interest in working at the genome level with polypeptides or 
proteomics. In fact, proteomics is one of the most important “postgenomic”
approaches to understanding gene function. Given that the mRNA concentration
in any cell and the amount of cognate protein are not always correlated (owning to
the differential kinetics of both types of molecule), there may be a good deal of
new information to be found by studying proteins in this way. Thus is especially
interesting because posttranscriptional regulation of gene expression is a common
phenomenon in higher organisms [142].

Presently, proteomics primarily uses two-dimensional gel electrophoresis to
profile gene expression and cell responses at the protein level. Protein spots are
identified by matrix-assisted laser desorption/ionization (MALDI) and tandem
MS/MS techniques, using proteomics for target identification, mechanism of
action studies, and for comparing compounds based on the similarity of proteomic
signatures they elicit. Probably the most advanced organization taking the global
approach to proteomics, especially in higher eukaryotes, is Oxford GlycoSciences
(http://www.ogs.com), which recently announced, along with Incyte, that they had
launched an integrated proteomics database that includes information about how
mRNA expression levels correlated to protein expression levels. Large Scale Biol-
ogy Inc. has focused on establishing databases of hundreds of compounds, effects
on rat liver and Proteome Inc. (http://www.prteome.com) has established excellent
yeast (C. albicans) and C. elegans protein databases. To date, the bottleneck with
the two-dimensional gel approach has not been running the gels but rather sensi-
tivity, the quantitative detection of spots, as well as the time needed to “gel-gaze,”
(i.e., to image the gel so as to identify differences from gel to gel). To that end,
Genomic Solutions (http://www.genomicsolutions.com) has assembled and devel-
oped a rather complete suite of technologies and systems for protein characteriza-
tion–based electrophoretic separation, which includes a fairly sophisticated and
proven imaging technology that permits the identification, quantification, and
comparison of two-dimensional separations. Other companies, such as Amer-
sham/NycoMed, are developing second-generation dyes and stains to increase the
sensitivity of the detection of the spots in the two-dimensional gels. Ruedi Aber-
sold at the University of Washington is developing an approach where by he is
miniaturizing classical electrophoresis technologies in a way that is compatible
with automation [143].

As described in a recent Nature survey [143] on the prospects of proteomics,
the now well-established two-dimensional gel approach has many limitations.
Still, development of the more advanced technologies (e.g. protein chip, antibody,
and protein array) that may deliver fast and parallel quantitative analyses of pro-
tein distributions has a way to go (e.g., see below Phylos, Ciphergen, CAT, Mor-
phosys, etc.).

One such technology that is further advanced comes from Ciphergen
Biosystems. The ProteinChip system that Ciphergen uses is the patented SELDI
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(Surface-Enhanced Laser Desorption/Ionization) ProteinChip technology to rap-
idly perform the separation, detection, and analysis of proteins at the femtomole
level directly from biological samples. The ProteinChip System can replace and
complement a wide range of traditional analytical methods, which not only are
more time consuming but require specialized scientific expertise (see
http://www.chihergen.com). Ciphergen’s ProteinChip arrays allow the researcher
to affinity-capture minute quantities of proteins via specific surface chemistries.
Each aluminum chip contains eight individual, chemically treated spots for sam-
ple application; this setup facilitates simultaneous analysis of multiple samples. A
colored, hydrophobic coating retains samples on the spots and simultaneously
allows for quick identification of chip type. Typically, a few microliters of sample
applied on the ProteinChip array yields sufficient protein for analysis with the Pro-
teinChip Reader. Designed with proprietary technology, the Reader takes advan-
tage of modern time-of-flight (TOF) mass spectrometry to determine the precise
molecular weight of multiple proteins from a native biological sample. To enhance
the appearance and facilitate interpretation of the protein mass data collected, Pro-
teinChip software offers various presentation formats or “data views.” Recently,
Garvin et al. [144] employed MALDI-TOF to detect mutations in gene products
by tagging a PCR fragment after in vitro transcription and translation. The process
can be multiplexed and is amenable to automation, providing an efficient, high-
throughput means for mutation discovery and genetic profiling.

To bring functional genomics to the protein arena, Phylos (http://www.
phylos.com) has pioneered PROfusion technology whereby proteins are cova-
lently tagged to the mRNA [145]. Using this technology, both synthetic and natu-
ral libraries (representing the repertoire of proteins naturally expressed in a given
cell type or tissue source) have been constructed. Due to the in vitro nature of
library construction, Phylos libraries are the largest described to date, up to 1014

in size. From a library of such molecules one can select for a protein function of
choice, with the benefit that the genetic material is linked to the protein for subse-
quent PCR amplification, enrichment, and, ultimately, identification [146]. The
key to the Phylos technology is in the development of a puromycin-containing
DNA linker that is ligated to RNA prior to translation. Puromycin is an antibiotic
that mimics the aminoacyl end of tRNA and acts as a translation inhibitor by enter-
ing the ribosomal A site and accepting the nascent peptide, a process catalyzed by
the peptidyltransferase activity of the ribosome. To accomplish this, puromycin is
chemically protected and attached to controlled-pore glass for automated synthe-
sis of a DNA linker consisting of 5′- dA27dCdC-P (P = puromycin). The PROfu-
sion molecule represents a very unique entity with characteristics that can be uti-
lized for the production of protein chips. The presence of the RNA tail offers a
convenient appendage for anchoring the antibody mimic onto a microarray simi-
lar to a DNA chip. Since the technical aspects of chemical attachment of nucleic
acids to a chip surface have been well worked out, one can take advantage of this
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reagent and convert an existing DNA chip to a protein chip through the hybridiza-
tion of a pool of PROfusion molecules. Because the PROfusion molecule has a
unique genetic tag associated with it, specific capture probes can be designed and
a specific DNA chip produced for the pool of molecules. Upon hybridization of
the PROfusion molecule to the DNA chip, the surface now displays the covalently
attached peptide or protein portion of the PROfusion molecule [145]. Further-
more, by using a drug or protein physically anchored either to a solid support or
to a chemical ligand (e.g., biotin), the PROfusion cellular library is passed over the
target and the interacting proteins eluted and amplified for the next round. Such a
methodology brings with it a number of significant advantages. Direct selection of
interacting proteins from a cellular PROfusion library through rounds of selection
and amplification allows for the identification of both low-abundance and low-
affinity targets [145].

Other approaches to identifying interactions of chemical entities with target
peptide libraries are described by Kay et al. [147]. These libraries can be gener-
ated on pins, beads, or in solution, expressed in bacteria attached to phage or syn-
thesized in vitro off of polysomes. However, the complexities only range from 108

to 1010. Recently, a method of quantitative analysis of complex protein mixtures
using isotope-coded affinity tags was reported by Gygi et al. [148]. The method is
based on a class of new chemical regents, termed isotope-coded affinity tags
(ICATs), and tandem mass spectrometry. The first successful attempt using this
technology was comparing yeast using various sources of carbon to grow on. The
future will show if this technology can be used to quantitatively compare global
protein expression in other cell types and tissues.

Another protein chip approach was recently demonstrated by Bieri et al.
[149] by which they were able to develop a novel assay of G-protein-coupled
receptor (GPCR) activity that employs immobilized receptors on a solid surface
and in a functional form. To achieve this, the authors used a specific labeling pro-
cedure to biotinylate the carbohydrate located in the glycosylated extracellular
domain region of the rhodopsin receptor, a GPCR responsible for dim light detec-
tion in animals. This in turn reacts with the surface on the chip using lithography.
Rhodopsin interacts with a specific Gα subunit, transducin, to activate cyclic GMP
phosphodiesterase and thus can activate the immobilized rhodopsin on the sensor
chip with the flash of light, which is monitored by receptor activation through the
release of transducin from the chip surface.

Monoclonal antibodies raised against purified, native protein have typically
been used as the optimal reagent for many research purposes. However, creation
of this type of reagent is both costly and time consuming. A more rapid and cost-
effective alternative, but one that is less attractive, is the use of polyclonal anti-
bodies to the target protein or peptides derived from the target. These reagents are
generally inferior to monoclonal antibodies with respect to affinity of binding,
specificity of reactivity, and utility. An attractive alternative to these approaches is
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phage display antibody technology (see) Cambridge Antibody Technologies
(CAT), Cambridge, UK; Morphosys, Munich, Germany; Dyax, Cambridge, MA;
and UbiSys, Netherlands). Phage display antibodies are at least equal, and in most
cases superior, to monoclonal and polyclonal antibody approaches with regard to
affinity of interaction, selectivity of reactivity, utility in a variety of applications,
speed of antibody generation, and numbers of antibodies that can be generated.
Moreover, single-chain variable regions with affinities and selectivity equal to
monoclonal antibodies can be generated in a period of weeks (as opposed to
months). As a result, it is possible to generate much larger numbers of antibodies
in the same period of time. It has become clear that there is a critical need for
potent and selective antibodies for target identification and validation.

C. Pharmacogenetics and Pharmacogenomics

The intimate connection between drug discovery and genetic information has only
become widely recognized in recent years, primarily due to the fact that the two
disciplines were perceived to have nothing in common. The discovery of single-
Nucleotide Polymorphisms (SNPs) has united the two fields [150,151]. SNPs are
the predominant basis of genetic variability in the human population. SNPs will
provide the genetic markers for the next era in human genetics [41]. Particular
advantages of using SNPs over other types of genetic marker include the relative
ease of automating SNP typing assays for cheap, robust, large-scale genotyping,
and the abundance of SNPs throughout the genome. Comparisons of the DNA
sequence between two individuals reveals on average one nucleotide difference
for every 1000 base pairs [152]. This frequency increases as more samples are
included in the comparison [153,154]. The majority of changes are single-base
substitutions, termed SNPs, although deletions and insertions of one or more bases
are also observed. Heritable sequence variations arise as a result of a copying
error, or damage and misrepair of DNA that results in alteration of the genomic
sequence in germ cells. As a result, the changes are passed on in subsequent gen-
erations, and the two or more alternatives at a particular position, or locus, become
established in the population. Further diversity arises as a result of recombination
between homologous segments of chromosomes during meiosis [41,155].

By 2001 a comprehensive working draft of the human genome is expected
and possibly the entire three billion base pairs may be completed. “The Human
Pharmaco SNP Consortium” will also identify approximately 300,000 common
sequence variants (SNPs) during this time. In addition, private companies are
assembling SNP databases (e.g., Celera, Curagen, Genset, Orchid, Phenogenex,
etc.) in partnership with larger pharmaceutical companies. In the interim, phar-
maceutical companies are limiting their analysis of SNPs to selected candidate
genes (pharmacogenetics) to identify associations between polymorphism and
drug [41].
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The goals for pharmacogenetics/pharmacogenomics are to associate human
sequence polymorphisms with drug metabolism, adverse events, and therapeutic
efficacy. Defining such associations will help decrease drug development costs,
optimize selection of clinical trial participants, and increase patient benefit. Ret-
rospective analysis and rescue of nonconclusive studies as well as determination
of the genetic causality of disease are also possible. In addition, the ascertainment
of DNA samples from clinical trial patients will facilitate the discovery and vali-
dation of targets using linkage disequilibrium and association methods. Candidate
genes identified by positional cloning in the mouse can be followed up by using
the appropriate patient’s DNA to confirm the gene’s (or genes’) importance in dis-
ease [156].

Pharmacogenetics covers a new aspect of drug development, which will
apply to discovery, development, and marketed programs. To date, benchmarking-
type information is not available. However, it is expected to play an important role
in the near future for many pharmaceutical companies. To associate polymor-
phism with drug effects, DNA samples are obtained from both drug- and placebo-
treated patients. To associate polymorphism with disease risk (i.e., target discov-
ery/validation), DNA from patients affected by a specific disease should be
compared with DNA from patients unaffected by that disease. The latter group
may be affected with other disease states; hence, patient DNA samples from one
trial may serve as controls in another, provided that they have been obtained from
a population of comparable ethnic composition. In effect, supplementary DNA
collection will not be necessary to effect properly controlled pharmacogenetic and
target validation studies. Moreover, power simulations suggest that sample sizes
obtained during standard clinical trials are sufficient to detect genetic association,
given that the genetic effect is of sufficient magnitude and the allele is not rare
[157]. Drugs can be more accurately profiled for drug–drug interactions by look-
ing at the metabolism of the compound by the known enzymes and variants
thereof. If a drug is found to have limited efficacy but virtually no (or very mild)
side effects, then it may also be possible to subtype the patients by genotype so as
to distinguish responders from nonresponders. Similarly, if a compound has a
potentially severe but very rare side effect (but good efficacy), then genotyping
may be used to identify patients in whom a side effect is more likely.

Polymorphisms in coding, regulatory, intronic, untranslated, and other
regions can all cause variation in gene activity. Cytochrome P450 gene 2d6 is an
example of a coding polymorphism that modulates the activity of the gene and can
thereby have a sheat influence on the rate of drug metabolism. Finally, there is
growing activity in profiling compounds for toxicity by using SNP and expression
chip “signatures” [158]. Good examples of genotyping currently being done in
clinical trials include measuring ApoE4 genotypes for Alzheimer’s disease and
measuring polymorphism in various cytochrome P450 genes. As the general pop-
ulation to be treated is genetically diverse the statistical considerations of these
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approaches are complex. However, recent examples show that in outbred popula-
tions, linkage disequilibrium can be regularly observed at distances of 25 kb from
causative polymorphism. Hence, a useful genome-wide SNP map will be com-
posed of 300,000 evenly distributed SNPs localized to specific points in the genome
[159]. Given the sample sizes available in clinical trials, the rare allele in a biallelic
SNP must be present in a population at a frequency greater than 15%. The Holy
Grail is undoubtedly a genome-wide “SNP” map by which correlation of SNP hap-
lotypes with drug–person phenotypes will be made. From a commercial perspec-
tive, there will be a trade-off between marketing a drug in a subset of the popula-
tion and prescribing it for everyone with the disease. Diagnostics will go hand in
hand with pharmacogenetic/pharmacogenomic testing [22]. Presently, there are
numerous start-up companies developing technologies to score SNPs in a very
high-throughput mode to meet the needs of pharmacogenetics and, in the future,
pharmacogenomics. These technologies include mass spectrometry and DNA
arrays to fiberoptic arrays [159]. For more information, see the web sites of the fol-
lowing companies: Third Wave Technologies, Kiva Genetics, Hexagen, CuraGen,
GeneTrace, Sequenom, Orchid, PE, RapidGene/Chiroscience, Affymetrix,
Nanogen, Illumina, Renaissance Pharmaceuticals, Varigenics, Celera, PPGx,
Sangamo, and others. It is safe to say that profiling humans by genotyping will
become part of drug development in the future; it is simply a question of when [22].

D. Bioinformatics/Structural Informatics/Chemi-informatics

Bioinformatics encompasses the acquisition, storage, and analysis of information
obtained from biological systems. The information is derived primarily from
genomics (genomic and EST DNA sequences, RNA profiling, proteomics) and
high-throughput screening [160]. Structural informatics refers to the acquisition,
storage, and analysis of structural genomics data, especially that from whole
genomes, i.e., genomes that have been totally sequenced (e.g., microbes, yeast, C.
elegans) [161,162]. “High level protein expression systems, robotic crystallization,
cryogenic crystal handling, X-ray area detectors, high field NMR spectrometers,
tunable synchrotron radiation sources and high performance computing have
together catapulted structural biology from an esoteric niche to biological main-
stream” [162]. The next step is to integrate the bioinformatics and structural infor-
matics data. There are both private (Inpharmatica) and public (Structural Research
Consortium, http://proteome.bnl.gov/) initiatives underway. As described above in
the introduction, defining SERMs by using the three-dimensional structure of the
estrogen receptor, combining expression profiling (chips) to specific cell types
(both in vitro and in vivo), and linking there data to chemi-informatics will be most
fruitful for drug discovery in the future.

Many pharmaceutical and biotech organizations have expressed the desire
to create a means for tying together structural genomics and chemical information.
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A GenChem Database would map gene sequence (actually, protein sequence) to
chemical structure in a multidimensional matrix. Two dimensions would be the
sequence and the chemical compounds, where each dimension could be examined
for similar or dissimilar sequence or chemistry (technology for both exists). The
additional dimensions are the different ways to fill in the two-dimensional chem-
istry versus sequence matrix. A simple way that has some predictability is to score
sequences against chemicals for binding ability. You would then find, for example,
that proteases cluster by sequence similarity and by inhibitor similarity. Another
way to map the sequence-to-chemical matrix would be in terms of whether the
chemical compound up-regulates or down-regulates the gene expression.

What is expected to happen in the next 5 years is that research will be done
to populate the multidimensional matrix with different types of data (ligand bind-
ing affinities, expression changes, etc.). In addition, so-called digital organisms
are already on the horizon. These are computer programs that self-replicate,
mutate, and adapt by natural selection [163]. The availability of these comprehen-
sive datasets will fundamentally change biomedical research and health care prac-
tices. Bioinformatics, structural informatics, and chemi-informatics seek to lead
the industry into this new era by bringing genomic information to bear on drug
discovery, development, and therapy (Fig. 3 and http://www.bme.jhu.edu/ccmb).

Figure 3 To capitalize on genomics, the most important task is the integration of data-
bases. The plea is for better visualization and data-mining tools as well as better interface
of databases.
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However, in the “postgenomics” thinking world, everyone has realized that bot-
tlenecks exist in the measurement and analysis of data. participants at the Genome
V session held on October 6–10, 1999 [164] discussed strategies for the system-
atic information gathering on genes and proteins, how to improve pattern recog-
nition algorithms, and ways of analyzing large datasets efficiently without the
need for supercomputers.

Genomic studies have shown that many genes in mammals are present in
four copies relative to metazoan genomes [165]. Individual members of these gene
families have, in many cases, evolved to take on new functions. Nonetheless, there
are numerous cases of functional redundancy in mammalian genomes. Therefore,
drugs that target single proteins may induce the activity compensatory proteins
that cancel the drug’s effect. Using sequence similarity algorithms, bioinformatics
may identify targets likely to have functionally redundant gene relatives. Reports
of multifunctional proteins have become increasingly common; for example, sig-
nal transduction pathways have proteins that act on multiple substrates. Drugs that
inhibit multifunctional proteins may induce unwanted effects. Gene expression
(RNA profiling) and protein expression (proteomics) tools reveal patterns that
characterize the response of a cell or tissue to compounds [160]. When correlated
to efficacy, toxicity, and biological mechanism, these patterns become powerful
tools for generating testable hypotheses. In the future, when the databases are
large and robust enough, such patterns will be diagnostic and will not require fur-
ther experimental validation.

A common problem in large, multidimensional datasets is variable data
quality. It is seldom possible to apply weighting factors in genomic datasets, and
therefore early genomic datasets will be noisy. Key in identifying important sig-
nals in this background are larger experiments (increased sampling frequencies)
and the creation of novel algorithms tuned to identify biologically significant pat-
terns. A typical array experiment generates thousands of data points and creates
serious challenges for storing and processing data. Informatics can include both
“tools” and “analyzers.” Tools include software that operate arraying devices and
perform image analysis of data from the readers, databases to hold and link infor-
mation, and software to link data from individual clones to web databases. Pat
Brown’s laboratory at Stanford has made available software for operating custom
built arrayers (http://cmgm.stanford.edu/pbrown/mguide/software.html).

The quality of image analysis programs is crucial for the accurate interpre-
tation of signals for slides (chips) and filters. Yidong Chen (NHGRI) has devel-
oped a software image analysis package for slides and filters called “deArray” that
is available but not supported (www.nhgri.nih.gov/DIR/LCG/15K/HTML). Mark
Boguski and colleagues have developed software to analyze and link databases
such as Entrez and UniGene [58], which can be downloaded at www.nhgri.nih.
gov/DIR/LCG/15K/HTML/. Software packages for commercial arrayers and chips
are also available:
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1. Synteni (Gem Tools)
2. Genomic Solutions (Visage Suite)
3. Silicon Genetics/Affymetrix (GeneSpring)
4. Additional development of algorithms for pattern recognition and clus-

ter analysis of complex genomic datasets is key to the successful com-
pletion and integration of the complex datasets [164].

Most EST databases and all gene expression technologies are tuned to detect
genes expressed at moderate to high levels (100 transcripts per cell or better).
Genomic sequence, subtracted normalized cDNA libraries, and gene-finding
sequence analysis algorithms will all help to identify genes expressed at low lev-
els. Tools for highly parallel measurement of mRNA levels will require significant
improvements before gene expression changes for rare transcripts can be reliably
measured. Similar gains in technology will be requisite to approach comprehen-
sive sampling of the proteome and molecular identification of its constituents. Pre-
suming adequate quality control, genomic databases (sequence, polymorphism,
gene expression, and proteomic) all increase in value as more data are deposited.
To maximize the investment in genomics and bioinformatics, data must be stored
in a series of central databases. These databases must be made available for brows-
ing/mining to scientists and those interested in multiple therapeutic areas. More-
over, links between databases will facilitate the integration of information from
multiple types of experiments and data. A current common theme in the pharma-
ceutical industry is the importance of information technology as a key support fac-
tor in drug discovery and development.

III. CONCLUSION

As the reader can see, there are two major approaches using numerous technolo-
gies to identify and validate targets: “top-down” and “bottom-up.” Choice of
approach depends on the knowledge of the disease indication at hand, and in some
cases both approaches may apply. Irrelevant of the approach or approaches, key is
information technologies. Pharmaceutical companies’ biggest concern in terms of
drug discovery in the postgenomic era is data integration, particularly as it relates
to target validation. The plea is for better visualization and data mining tools as
well as better interface of databases [166]. At present, there is no quick way to val-
idate a target. Indeed, there is no universal definition of what a validated target is.
All of the data being generated on a genome-wide scale must be captured and inte-
grated with other data and with information derived by classical, hypothesis-
driven biological experimentation to provide the picture from which completely
new targets will emerge. This is a daunting bioinformatics challenge [167]. How-
ever, one thing is clear: target validation has become a term that is often used but
not rigorously applied. The evolution of truly validated targets is a much slower
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process than target identification. At present, even large drug discovery organiza-
tions in the biggest pharmaceutical companies are not capable of producing more
than a handful of well-validated targets each year [2]. Thus, the technologies
described in this chapter must be applied such that the number of disease gene tar-
gets identified is rigorously validated to improve the quality of drug discovery
while providing an increased number of better validated targets because even the
best validated target doesn’t guarantee lead compounds for development. Targets
are only truly validated when a successful drug (not compound), working through
that mechanism, has been found.
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Functional Genomics

David O’Hagan
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Ann Arbor, Michigan

I. INTRODUCTION

A well-known paradigm in biology is that the function of a biological entity is
closely linked to its physical structure. Based on this principal, predictions of bio-
logical function have been made by analyzing the structure of the organic mole-
cules on which cells are constructed, such as DNA, RNA, and proteins (Fig. 1).
Since proteins provide the raw materials by which the superstructures of cells are
constructed, it is reasonable to conclude that the amount, kind, and state of pro-
teins found within a cell can be used to predict how a cell or organism will respond
to chemicals, drugs, and the environment. Due to the hierarchical nature of genetic
information, i.e., DNA to RNA to protein, it has been possible to approximate the
structure and function of proteins by studying the information contained within
the primary sequence and abundance of DNA and RNA, respectively. The mas-
sively parallel research methods used to determine the sequence and abundance of
DNA and RNA are collectively called genomics. Functional genomics is the study
of the DNA and RNA component of gene expression, coupled with biological and
biochemical experimental data, to approximate the structure and function of pro-
teins [6].

Since it is with proteins that drugs primarily interact, investigating the prop-
erties of proteins may lead to innovations in the treatment of human disease [21].
Nevertheless, due to the public resources now available through the efforts of the
Human Genome Project, it is the study of the DNA and RNA component of gene
expression that is most immediately available. For this reason, genomic method-
ologies allowing for the parallel characterization of DNA and RNA are now avail-
able and routinely practiced. Functional genomics now serves as a tool by which
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Figure 1 Hierarchy of genetic information.

predictions of cellular function and potential drug–cell interaction can be made.
Moreover, given the complexity of cellular signaling and regulatory pathways,
numerous simultaneous measurements of the interdependent changes occurring
during biological processes can be used to predict how drugs will affect these
pathways [22]. The following chapter is designed to highlight the primary consid-
erations given to the use of functional genomics as an approach to drug discovery.
These are (1) functional characterization of proteins, (2) the molecular pathways
by which proteins provide complex cellular function, and (3) the use of genomic
technologies to determine function and find drug targets.

II. PROTEINS: STRUCTURE AND FUNCTION

All proteins rely on a linear arrangement of 20 amino acids to create the compli-
cated structures that serve a cell or organism with such properties as locomotion,
exchange of raw materials, and procreation. Although there are as many as 10.24
trillion combinations of these 20 amino acids for every 10 residues, based on the
proteins sequenced to date many of the same sequences are observed. This obser-
vation suggests that very few protein sequences translate into proteins that can per-
form some function. In the hope of better understanding how certain protein
sequences are selected over others we must explore the way in which proteins
originate and improve the cell’s or organism’s reproductive strength, its evolu-
tionary history.
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The term “molecular evolution” suggests that just as species are selected
based on their reproductive advantage, that proteins are selected based on their abil-
ity to improve the health and well-being of a cell at the molecular level. The origin
of all proteins starts with the production of an open reading frame (ORF) through
genetic alterations introduced by such events as point mutations, chromosomal
rearrangements, and transposable elements. Therefore, it is the environment that
provides the physical and functional constraint by which proteins are selected
through the evolving genomes of the world. By relying on the form and fit of pro-
teins to the molecules of the cellular microenvironment, such as nucleic acids, ions,
and other proteins, a subset of all possible protein sequences have been selected and
modified to produce the diversified adaptations observed in nature [4,11,16]. More-
over, it is this connectivity between sequence and function that provides biologists
with the primer for unraveling the cellular role of proteins with unknown function
(“orphans”). By observing the conservation of sequence elements, the profile of
protein expression and the effects of mutations, a crude approximation of the func-
tion of an orphan protein can be ascertained [5,9,12,15,17,18].

A. Molecular Evolution

Since it is the function of the protein that keeps it from being lost during evolu-
tionary selection, it is reasonable to conclude that any segment of a protein that has
not been altered in sequence over great evolutionary distances must be perform-
ing some role in the health of the organism. The most abundant and extensively
characterized class of proteins, first observed in prokaryotes, appears to be
selected to perform a series of functions related to the maintenance of the cellular
microenvironment, i.e., housekeeping genes. These consist mostly of proteins
involved in energy metabolism, biosynthesis of required amino and nucleic acids,
transcription/translation, and the replication of the cell’s genome (Fig. 2). [10].

These fundamental requirements of all cells provide the backbone on which
subsequent protein adaptations are made during evolution. As a consequence of
speciation, many proteins are composites of functional units acquired during the
fusion or rearrangement of ancestral genes. These small segments of protein
sequence are called domains or modules [2,8,12]. These modules are made up of
independent segments (motifs), which provide the module with important contact
and energetic attributes, allowing the module to perform a task. It has been sug-
gested that during molecular evolution the exons containing these functional units
are partially responsible for the shuffling of modules to create alternative com-
posite proteins [7–9,12]. Many environmental changes occur over small periods of
evolutionary time and therefore require adaptations on behalf of the organism to
survive. Due to this immediate need in the production of proteins required to com-
pensate for the environmental change, it is easy to see how the coordinated
rearrangement of functional domains within a genome would arise. By using
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Figure 2 Functional categories in eukaryotic proteomes. The classification categories
were derived from functional classification systems, including the top-level biological
function category of the Gene Ontology Project (GO; see http://www.geneontology.org).
Initial sequencing and analysis of the human genome. International Human Genome
Sequencing Consortium. Nature. Feb 15, 2001; 409(6822): 860–921.

bioinformatic sequence alignment tools it has been possible to group these mod-
ules into classes and demonstrate the conservation and expansion of shared mod-
ules during the course of evolution (Table 1).

Ancestral proteins of prokaryotic origin have given rise to eukaryotic pro-
teins with new functions, such as the suspected transition of the bacterial FtsZ to
the eukaryotic tubulin protein [4], as well as immunological proteins restricted to
multicellular organisms. It is the molecular evolution of these ancestral genes that
have given rise to a multitude of proteins that have diverse function yet can be cat-
egorized into families on the basis of their relatedness.

In addition, through genetic and biochemical experimentation of proteins
with similar motifs and domains, the functions of these sequences are being iden-
tified and will provide us with even more information about proteins with unde-
fined function. By the association of sequence and biochemical/biological data,
the suggestion of biological function for proteins is possible.
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Table 1 Domain Sharing and Order Conservation Within Human and
Between Human and Other Eukaryotes

*Number of unique domain arrangements/number of human proteins in which these
arrangements are found. The second number is larger than the first because many proteins
may share the same arrangement. For example, in the case 4/10 (bold numbers) there are
four unique arrangements of three-domain proteins with two domain types (for example,
the arrangement A-B-A has three domains but only two domain types: A and B) that have
been conserved among human, fly, worm, and yeast: In human there are 10 such proteins.

B. Sequence and Protein Families

As stated previously, the proteins selected by molecular evolution are a subset of
all possible proteins and can be categorized into families (Table 2). It is the
sequence similarity of DNA, as well as the protein, that serves as the measure of
evolutionary distance and perhaps suggests altered or new protein function.
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Table 2 The Largest Protein Familiesa

Family Source
Modules in 
SwissProt Found where?

C2H2 zinc fingers PF00096 1826 Eukaryotes, archaea
Immunoglobulin module F000471 351 Animals
Protein (Ser/Thr/Tyr) kinases PF00069 928 All kingdoms
EGF-like domain PF00008 854 Animals
EF-hand (Ca binding) PF00036 790 Animals
Globins PF00042 699 Eukaryotes, bacteria
GPCR-rhodopsin PF00001 597 Animals
Fibronectin type III PF00041 514 Eukaryotes, bacteria
Chymotrypsins PR00722 464 Eukaryotes, bacteria
Homeodomain PF00046 453 Eukaryotes
ABC cassette PF00005 373 All kingdoms
Sushi domain PF00084 343 Animals
RNA-binding domain PF00076 331 Eukaryotes
Ankrin repeat PF00023 330 Eukaryotes
RuBisCo large subunit PF00016 319 Plants, bacteria
LDL receptor A PF00057 309 Animals

aThe sources for there numbers of modules are Pfam (PE) or Prints (PR).
GPCR, G-protein-coupled receptor; EGF, epidermal growth factor; ABC, xxxxx; LDL, low-density
lipoprotein.

Through the use of bioinformatic tools, as well as the extensive amount of
sequence data available in public databases, it is now becoming a common prac-
tice to investigate the relationships between the protein sequence of a gene and to
classify it in a specific protein family. Comparing the protein and DNA sequence
of novel proteins with other proteins of known function and similar structure, we
are able to predict biochemical or biological properties based on previously col-
lected data on these family members [2,3,5,7–9,12]. An important caveat and dif-
ficulty with this process is that many proteins in higher organisms have evolved
through fusion of the functional domains of existing proteins and are a composite
of more than one protein ancestral family (Fig. 3).

The homeodomain family of transcription factors serves as the best exam-
ple of this modular design. Since many transcription factors rely on a DNA bind-
ing domain as well as an additional domain that allows for the activation of the
transcription factor, multiple protein sequences will align and cluster under these
separate domains. Therefore, insight into the biological function of these new pro-
teins from its family association can be misleading. Nevertheless, these bioinfor-
matic techniques are expected to provide a wealth of detailed information to the
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Figure 4 The platelet-derived growth factor molecular pathway.

biologist searching for clues as to how the orphan protein of interest is involved
with the model under investigation [13]. Table 2 is a short list of the largest pro-
tein families and where they can be found [2].

As a consequence, the DNA sequence similarity of most proteins is highly
conserved between protein families as well as species in regions of functional
importance. The most common observation is that the portion of the protein that
is responsible for the interaction of that protein with other molecules has at least
a weak similarity in protein sequence and is the focus of family categorization.

III. MOLECULAR PATHWAYS

Through large-scale analysis of human genes and the proteins they produce, a
detailed map of the human body will provide a blueprint of molecular pathways,
which will describe how the complicated interactions of proteins support our exis-
tence. A blueprint of this interdependent network is vital to the development of
drugs that will be used to influence the quality of life through pharmaceutical
intervention. Figure 4 represents a common molecular pathway that helps illus-
trate the dependency on many factors to respond to the extracellular signal pro-
vided by platelet-derived growth factor (PDGF). The final response to the envi-
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ronmental signal is largely dependent on the abundance and state of the proteins
the pathway. The lack of expression or the inactivation of the downstream proteins
can lead to a breakdown in the communication of the signal or the diversion of the
signal toward an alternative pathway.

Drug discovery is based on determining which compounds are best suited for
the systemic, or tissue-specific, manipulation of biological function for the long-
term chemical compensation of patients with a weak genetic background or the
temporary modulation of life-sustaining systems threatened as a result of injury
[6,20–22]. Functional genomics promises to provide researchers with detailed
feedback on the effectiveness, as well as negative consequences, of this interven-
tion at the molecular level. In order to produce drugs that manipulate biological
function but do not produce side effects that prohibit its use, it will become com-
monplace to incorporate large-scale genomic methods that reveal shortcomings of
the drug being tested.

A. Signal Transduction

The foundation of most drug discovery projects relies on the ability of cells within
a tissue to be influenced by the local environment. This response is due to the pres-
ence of proteins on the surface of the cell, like the PDGF receptor, that sense the
environmental changes and transduce this signal into the cell and alter its bio-
chemical state. By altering the behavior of even a subset of cells within a tissue,
the function of whole organs can be altered, leading to the adjustment of life-sus-
taining parameters necessary to maintain higher order functions. Signal transduc-
tion is made possible by networks of interacting proteins working in concert to
achieve changes in cellular function. The state of the cell is defined by parameters
such as the complement of proteins being synthesized and processed, their enzy-
matic activity, and their location within the cell, as well as changes in the equilib-
rium of ions across intracellular and extracellular membranes. The state of the cell
determines how it will respond to the environment [1]. For instance, will it secrete
specific humoral factors, such as insulin, or contract upon neuronal stimulus like
muscle cells? The presence of receptors that are inserted into the cell membrane
allow for the interaction of signaling molecules, called ligands, on the outside of
the cell to influence the function of cells by altering the state of protein networks
within the cell.

B. Protein–Protein Interaction

The cellular signaling mechanism responds to perceived signals from receptors
through networks of proteins that come in direct contact with one another. This
protein–protein interaction serves as one criteria for protein domain conservation
during molecular evolution [11,16] and can be recognized by the massively paral-
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Figure 5 A: Note the structural similarities between the invasin extracellular region and
the fibronectin type III domain. B: A ribbon diagram illustrating the tertiary structure with
only 20% sequence identity.

lel collection of sequence and expression data offered by genomic technologies.
Sequence alignment of protein family members across many species, in conjunc-
tion with biologically relevant experimentation, provides important insight into
the function of these conserved sequence elements and therefore must be carefully
considered during the assignment of function of any one protein.

C. Tertiary Structure and Convergence

In some cases the functions of two proteins separated by great evolutionary dis-
tances converge. In these cases, it is common to have very little similarity in pro-
tein sequence yet similar function (Fig. 5) [16]. By viewing the tertiary structure
of two proteins that share a similar function, general similarities can be seen. The
tools for comparing the three-dimensional conformation of proteins in order to
understand function are still in their infancy. Therefore, it is necessary to rely on
the information contained within the primary sequence of the two proteins to
investigate the rules that control the ability of that protein to perform its function.
Determining what structural characteristics allow proteins to interact with the rest
of its molecular pathway will make it possible to more accurately predict the con-
sequences of their individual contribution to that pathway. For example, it is well
known that defined mutations within the homeodomain of certain transcription
factors will specifically alter the sequence specificity on which the transcription
factor binds, required for the induction or repression of gene transcription. More-
over, a better understanding of there structural characteristics would allow for the
logical design of small molecules to modulate specific components of that path-
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way, potentially translating into drugs with higher fidelity, fewer side effects, and
increasing the number of targets on which drugs are designed.

D. Gene Expression and Protein Kinetics

Proteins function at the molecular level and are governed by the laws of probabil-
ity and molecular kinetics. If the concentration of a protein is increased beyond
some critical value, the probability that that protein will come into contact with its
correct partner is increased. Yet, as a consequence of its increased rate of interac-
tion with all molecules in the cell, interactions with inappropriate branches of the
intracellular regulatory network become common. This altered protein function is
similar to the altered specificity of drugs that have been given at high doses to
achieve an effect but cause unwanted side effects. By monitoring the normal con-
centration of regulatory proteins in the cell, it may be possible to recognize pat-
terns of expression that are associated with disease, as well as define the correct
abundance ranges of proteins to achieve stability and avoidance from a patholog-
ical state. Figure 6 represents data collected through the use of microarray tech-
nology in which mRNA from patients with the premature aging disorder progeria
is compared with that of “normals” of differing age groups. These data provide an
example of similarities in the abundance of proteins expressed within these two
groups and suggests that these proteins are somehow involved in progeria.

Techniques that provide information on the abundance of proteins in cells
will be crucial to understanding how the many molecular pathways coordinate the
maintenance of the intracellular environment. It is also well known that cells of
multicellular organisms do not express all available proteins in every cell. By
expressing specific proteins at a particular abundance, alternate cell types are
available to the organism. To understand biological function, it is necessary to
determine which protein complements are required for any one specific cellular
contribution to the organism.

Another possibility for the use of this kind of information is that it may make
it possible to treat one cell type so that it may carry out the function of another. By
modifying the abundance of a subset of proteins required to compensate for the
loss of that cell type, pharmaceutical intervention may allow for the compensation
of diseases in which cells of a particular type have been destroyed. Potential tar-
gets for such treatment are found in diabetic patients where the loss of insulin-pro-
ducing pancreatic islet cells has been effected through an autoimmune response,
as well as dopamine-producing cells of the central nervous system involved in
Parkinson’s disease. The ability to control cell identity is dependent on being able
to determine which signaling molecules are necessary to achieve changes in pro-
tein expression, thereby mimicking the cell that has been destroyed. For this, the
expression profile of that cell must serve as the defining characteristic to be
achieved by pharmaceutical intervention.
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anFigure 6 Data collected through the use of microarray technology in which mRNA from patience with the premature aging
disorder progeria are compared to “normals” of differing age groups.
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E. Autoregulation of Gene Expression

The state of a cell is regulated by the activity as well as the complement and abun-
dance of proteins. Therefore, it is common to have immediate changes in cellular
function without any change in the expression of proteins. It is this immediate
early response that allows for quick adaptation and compensation to environmen-
tal conditions. The presence of phosphate on proteins that alter their specificity or
enzymatic rates, is a prime example of changes of state that lead to rapid cellular
responses, as is subcellular localization. To use genomic techniques for the char-
acterization of novel drugs that are designed to influence these sort of immediate
early responses it is necessary to identify changes in protein activity. This is clas-
sically performed through the addition of radioactive phosphate that identifies pro-
teins that have incorporated or lost these molecular markers. The purpose of this
experimental approach is to ascertain if a regulatory pathway has been altered.
Since genomic approaches rely on the measurement of mRNA and only approxi-
mate protein abundance, immediate early responses are not easily recognized.
Nevertheless, the induction of early response mechanisms can lead to secondary
effects on the abundance of proteins through transcriptional modulation. Tran-
scription factors that regulate their own expression have been observed, and it is
this autoregulation that allows inference of changes in regulatory pathways by lev-
els of protein expression [14]. It is the change in gene expression observed at times
later than the initial treatment of cells that can be used to better understand the way
in which a drug has influenced the cells’ state. Functional genomics is a tool, and
all of the limitations must be recognized when inferring functions onto proteins,
cells, and drugs based on changes in gene expression. Nevertheless, the power of
large-scale experimentation may provide the information necessary for the
informed selection of efficacious drugs.

IV. GENOMICS TECHNIQUES

Genomic methodologies, like microarrays, have been recently implemented to
supplant techniques like Northern and Southern blot analyses because, in general,
they provide the same type of information with regard to the kind and abundance
of proteins in cells [23–26]. Northern blot analysis serves as a measure of the
steady-state abundance of mRNA for a transcript of interest, and this is used to
approximate the abundance of protein, since for most genes the mRNA abundance
in the cell is at least proportional to the amount of protein. The primary difference
between genomic and blotting techniques is that many simultaneous approxima-
tions of the protein complement of a cell or tissue can be obtained in a fraction of
the time. Furthermore, simultaneous measurement of experimental conditions
reduces the many false assumptions made from experimental data accumulated
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Figure 7 Microarrays (Gene Chips). (Reprinted with permission of Genomic Solutions
Inc.)

over great periods of time. This section will survey and explain a few genomic
techniques so that the relevance of the techniques may become obvious.

A. High-Throughput Screening

The term high-throughput screening (HTS) relates to the parallel or serial process-
ing of many individual samples in an attempt to obtain a large dataset by which sub-
sets will be identified through selection criteria of many forms. Like looking for the
proverbial needle in a hay stack, the elementary question raised by HTS is whether
or not a particular “straw” matches your selection criteria. Unlike the more tradi-
tional one-straw-at-a-time approach of a sequential search, HTS is characterized
by performing massively parallel searches. That is, it tries to look at large numbers
of “straws” simultaneously, with each one assessed for the same criteria. As sim-
plistic as it may seem, it is the most direct method by which one evaluates a sam-
ple and decide whether it is involved with one’s model or not, and the rate at which
one proceeds depends greatly on how quickly and accurately the screening takes
place. Microarrays are glass slides on which DNA of many different types is placed
in an array format. This substrate serves as a methodological platform to identify
and measure the level of expressed genes. By placing either of these substrates in
direct contact with labeled cDNA, a fluorescent copy of the cell’s expressed genes,
a measure of gene expression can be made. The question of whether gene A is on
or gene B is off can be answered in parallel. If the question is when gene A gets
turned on, a million samples may have to run in series before the answer is yes, and
therefore making high-throughput screening a necessity (Fig. 7).

B. Microarrays

Microarrays and other solid substrates can augment the progression of genetic
analysis. The early to mid-1960s saw the beginning of a genetic revolution, which
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led to discoveries that until then had not previously been thought possible. Regu-
larly, such journals as Cell, Science, and Nature were publishing articles pertain-
ing to the cloning and characterization of novel genes. As technology progressed,
it became clear that the regulation of the newly found genes was complicated and
interlaced with environmental influences, as well as intercellular communication
pathways. To make any headway into the analysis of such a complicated network
of gene regulation, a fast and effective protocol for looking at the expression of
these genes would be critical. Microarray technologies were developed to help
researchers investigate the complex nature of gene expression and continue to be
utilized on an enormous scale. To better understand the full scope of microarray
and other technologies, it is helpful to be introduced to the applications in which
the genomic tools are used.

C. Single-Nucleotide Polymorphism Detection

Polymorphism is the property of taking on many forms, and it is used to describe
the natural changes in the DNA sequence of a gene relative to other alleles.
Microarrays and new techniques can quickly and reliably screen for single-base-
pair changes in the DNA code for an entire gene (polymorphism) by using the
sequence by hybridization method [26]. Sequencing through the hybridization of
a target molecule to a known array of oligonucleotides has been performed suc-
cessfully and will be used extensively for the monitoring of changes related to dis-
ease [26]. With the help of genomic technologies, or by knowing the sequence of
a gene associated with a disease, the diagnoses of patients with a higher degree of
confidence is predicted to mature [20–23]. Since the sequence of a gene can iden-
tify phenotypic characteristics that are associated with many metabolic processes,
the technique may also make it possible to use this information in deciding the
proper course of treatment for patients when the ailment is known; this is called
pharmacogenomics. It is well known that patients with varying genetic back-
grounds respond to treatments of disease to varying degrees. Through the
sequencing of particular genes related to drug-metabolizing enzymes and genes as
yet unknown, we may obtain a rationale for drug therapy and design [23].

Single-nucleotide polymorphism (SNP) detection will be very similar to the
sequencing of a whole gene, but there will only be representatives of known poly-
morphisms. An example of this kind of approach to diagnostics was presented by
Loyd Smith et al. in 1994. He used polymerase chain reaction (PCR) to produce a
defined probe. He hybridized this probe to a matrix of known oligonucleotides
representing exon 4 (the coding component of messenger RNA) of the human
tyrosinase gene, and then scored and assessed the presence of polymorphisms.
Another example of this kind of approach was performed by Kathrine W. Klinger
et al. whereby a complex, defined PCR probe was used to assess the presence of
polymorphisms in the genes involved in cystic fibrosis, β-thalassemia, sickle cell

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



72 O’Hagan

anemia, Tay-Sachs disease, Gaucher’s disease, Canavan’s disease, Fanconi’s ane-
mia, and breast cancer.

D. Deletion Detection

Microarray and others analysis may also be performed to characterize a deletion,
insertion, or mutation in genes that have been correlated to disease, such as the p53
gene to cancer. If it is suspected that a gene is mutated, clinicians will isolate DNA
from the patient, use this DNA to create a probe, and then hybridize this probe to
an array that can identify mutations in that gene.

E. Differential Display by Hybridization

Use of microarrays and other substrates for hybridization with cDNA produced
from cells or tissue will make possible the identification of regulatory genes
involved in the control of human disease [23]. There are models for cellular dif-
ferentiation and diseases in which cDNA probes can be obtained for the purpose
of hybridization to microarrays and others. The genes identified by differential
hybridization to these substrates can be used as candidates in the characterization
of human disease and, once identified, confirm the involvement of these candidate
genes in disease. If this approach is successful, these disease genes can be used as
a target for the production of drugs that influence the expression of the genes. Fig-
ure 8 represents an example of this approach. Prostate cancer cells were treated
with a chemopreventive agent to determine its involvement in prostate cancer. The
observation that make this example important is that the cells were cultured under
two different conditions but, of the 5000 genes that were screened, all but a few
were differentially expressed. This suggests that the change induced by the treat-
ment may be minor and understandable. These sorts of experiments, in conjunc-
tion with additional supporting data, will provide candidates that can be screened
for their usefulness as drug targets.

One of the most important questions asked by today’s research scientists is,
what is different between two cell types (e.g., disease vs. normal, treated vs.
untreated)? The only methods available for this kind of query are differential dis-
play, representational difference analysis (RDA), subtractive hybridization, serial
analysis of gene expression (SAGE), and differential hybridization to cDNA
libraries. An exceptional example of this approach was performed by Bertrand R.
Jordan, who implemented microarrays in his hunt for genes that define the exis-
tence of three cell types in the murine thymus. By creating a 3′ complex probe and
hybridizing this to a microarray, he found novel genes that were differentially
expressed between the three cell types. This methodology can be implemented for
other models of disease as well and may lead researchers to rational therapies for
the devastating medical disorders that plague our society.
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Figure 8 Prostate cancer cells were treated with a chemopreventive agent to determine
its involvement in prostate cancer. (Reproduced with permission of Dr. Fazul Sarkar,
Department of Pathology, and David O’Hagan, Center of Molecular Medicine and Genet-
ics, Wayne State University.)

F. Expression Monitoring

Expression monitoring is another approach that takes advantage of the large data-
bases of sequenced cDNAs. By designing arrays that contain representatives of the
most important genes that control the cell cycle and involve cellular regulation, an
evaluation of cellular and tissue state is possible. The power of new bioinformat-
ics software will improve the usefulness of this method, and such software is fre-
quently used. Another possible application that has been discussed is the diagno-
sis of disease by association of a pattern of hybridization with that disease, as
compared to positive and negative controls. In other words, does a tissue resemble
a specific expression pattern as a consequence of disease?

With the recent advances in bioinformatics technology and the development
of microarrays and tools that contain the number of probes necessary for the
analysis of gene expression, it is now possible to confront the daunting task of
human genetic analysis. Moreover, some pathological conditions caused by envi-
ronmental insults instigate a cascade of changes in gene expression that can have
drastic outcomes, as experienced by patients with the autoimmune disorder
rheumatoid arthritis. Given the complexity of cellular signaling and regulatory
pathways a cell, it has been impossible to address these numerous interdependent
changes occurring during biological process, be it pathological or normal. This
allows physicians and scientists to address the needs of the cell, clearly a substan-
tial contribution to the reduction of human morbidity.

G. Finding Targets for Drug Development

As mentioned previously, most drugs are small organic molecules that are
ingested and introduced into the circulatory system, whereupon they bind to
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receptors on the surface of cells whose function is to be influenced. There are
approximately 30,000–35,000 genes in the human genome producing an even
greater number of proteins through alternative splicing and differences in post-
translational modification. Unfortunately, only a handful of these proteins serve as
targets for pharmaceutical intervention [21]. To increase the range of influence
available to clinicians through drug treatment, it will be necessary to broaden the
scope of protein targets used during drug development. Yet, before drugs can be
specified for the treatment of clinical symptoms, a clear picture of the physiolog-
ical and molecular pathways involved with the disease or pathological process
must be assessed. To understand the function of any system, all the components of
that system as well as their interactions must be known. It is not enough merely to
catalog all of the proteins expressed in a cell type. The interrelationships of
expressed proteins must be determined through careful planning of experimental
models that have defined measurable physiological or molecular changes. The
extent to which the model has been characterized can synergistically increase the
amount and value of the conclusions drawn from the individual experiment. Like
a jigsaw puzzle, the next piece of data must be based on the existing framework.

In order to increase the rate of discovery, experimental data must be gath-
ered in parallel. This has been made possible through the advent of molecular
techniques such as that associated with microarray technology. The probability of
success in any experimental fishing expedition is the size and quality of the net
used. With microarrays, the expression of approximately 10,000 genes can be
monitored from as little as 5 µg of total mRNA. Since there are many experimen-
tal models that have distinct physiological or molecular changes associated with a
defined cell type, a wealth of data can be acquired in parallel. Nevertheless, the
quality of the data rests in the hands of the individuals who are responsible for the
sample handling and tracking. As there are so many data to be analyzed, a small
error in sample tracking can lead to devastating errors in the conclusions drawn
from experiments. Sample tracking is a crucial component of the data collection
and review process. In this case, the old adage “Garbage in, garbage out” rings
true. If the acquisition and storage of highly parallel data can be performed with
some degree of confidence, then the sky is the limit. Similarities and differences,
or the correlation of expressed genes with changes in responses of cells to their
environment, will expand our understanding of the human machine at rates not
thought of 10 years ago.

V. SUMMARY

Functional genomics is a term used to describe the assembly of data to better
understand the form and function of the cell. Much is already known about the
mechanisms that govern a cell’s interaction with its environment, and it is this base

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Functional Genomics 75

of knowledge that will act as the primer for solving the puzzles of biology. DNA,
RNA, and proteins act together to maintain the integrity of cellular environment,
and how they interact with each other is the information accessible through many
newly developed high-throughput technologies. By applying high-throughput
technologies to the information already known about how cells respond to their
environment (functional genomics), the development of efficacious drugs with
few side effects through intelligent design will be possible.
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I. INTRODUCTION

Proteomics is a powerful approach for integration into drug discovery because it
allows the examination of the cellular target of drugs, namely, proteins. Under-
standing how drugs affect protein expression is a key goal of proteomics in a drug
discovery program. Mapping of proteomes, the protein complements to genomes,
from tissues and organisms has been used for development of high-throughput
screens, for validation and forwarding of new protein targets, for SAR develop-
ment and for exploring mechanisms of action or toxicology of compounds, and for
identification of protein biomarkers in disease. For example, Arnot and coworkers
describe an integrated proteomics approach to identify proteins differing in
expression levels in phenylephrine-induced hypertrophy of cardiac muscle cells
(myocytes) [1]. Once a proteome is established and expressed proteins are linked
to their respective genes, then the proteome becomes a powerful means to exam-
ine global changes in protein levels and expression under changing environmental
conditions. The proteome becomes a reference for future comparison across cell
types and species. It is expected that proteomics will lead to important new
insights into disease mechanisms and improved drug discovery strategies to pro-
duce novel therapeutics.
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Figure 1 “Proteomics” literature publications as a function of publication year. The lit-
erature search was accomplished through the SciFinder program (American Chemical
Society).

The application of proteomics to the study of biochemical pathways and the
identification of potentially important gene products as targets for drug discovery
is well established in the literature [2–4]. Celis et al. are exploring the possibility
of using proteome expression profiles of fresh bladder tumors to search for protein
markers that may form the basis for diagnosis, prognosis, and treatment [5]. Ulti-
mately, the goal in these studies is to identify signaling pathways and components
that are affected at various stages of bladder cancer progression and that may pro-
vide novel leads in drug discovery. The explosive growth of the proteomics arena
is illustrated by the rapid increase in the number of publications in the past few
years (Fig. 1). Studying individual proteins in the context of other cellular proteins
is complementary to the information gathered from a genomics-based approach.

In order to increase the capacity and throughput of the information flow
derived from a proteomics-based research program, several newly developed tech-
nologies must be highly integrated to yield a complete and efficient proteomics-
based methodology [6,7]. The traditional approach involves the separation of the
highly complex protein mixture, with two-dimensional electrophoresis (2-DE, or
2-D PAGE for two-dimensional polyacrylamide gel electrophoresis)—the most
popular method because of its high sample capacity and separation efficiency.
Associated with 2-DE are the necessary means to analyze and store the gel images
for protein correlation and data tracking. A major component of the proteomics
assembly is bioinformatics, including methods that correlate changes observed in
the gel patterns (attributed to changes in the environment) and software that iden-
tifies proteins from genomic and protein sequences.
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A proteomics-based approach has been practiced for many years, to moni-
tor differential protein expression. However, at the time the term “proteomics” was
coined [8], the technology presented by new mass spectrometric methods was
developed to make the identification of proteins separated by PAGE more
amenable, and it has greatly expanded the range of applications to which pro-
teomics can contribute. Mass spectrometry provides a robust method for protein
identification (provided the genome or protein sequences are known and available)
and is being applied in many labs worldwide. The method can be automated,
thereby greatly increasing the throughput of the analysis if many proteins need to
be identified. The virtues of mass spectrometry have played an important role in
honing the burgeoning field of proteomics, and mass spectrometry will continue
to support these escalating efforts. This chapter serves to outline the major tech-
nologies associated with a proteomics-based approach to drug discovery.

II. GEL ELECTROPHORESIS

A. Two-Dimensional Gel Electrophoresis

Since its inception, 2-DE has provided researchers with a powerful tool that is
capable of resolving a complex protein mixture into its individual components [9].
As implied by its descriptive nomenclature, two-dimensional electrophoresis,
2-DE systems separate proteins on the basis of distinct properties in each of two
dimensions. In each dimension, the chosen property of the individual proteins
within the mixture defines the mobility of individual proteins within an electrical
field. As defined in this chapter, the term 2-DE describes a technique that separates
proteins in the first electrophoretic dimension on the basis of their charge and in
the second electrophoretic dimension on the basis of their molecular mass. While
2-DE separations of protein mixtures can theoretically be carried out in free, aque-
ous solvent systems, the resultant separations are of little practical value due prin-
cipally to thermal convection and diffusion effects. Thermal effects caused by
joule heating during the separation and the effects of diffusion following the sep-
aration will serve to severely limit protein separation and, ultimately, protein res-
olution. To minimize these effects, 2-DE is carried out in a polyacrylamide sup-
port medium. The utility of polymerizing acrylamide monomers into an
electrophoretic support matrix capable of reproducibly separating complex pro-
tein mixtures was recognized long before the advent of 2-DE systems [10,11].
While either electrophoretic dimension alone can independently resolve 100–200
individual proteins, the combined separation properties resident in 2-DE systems
offer investigators the ability to resolve up to 10,000 individual proteins [12]. The
route to this level of understanding of how 2-DE systems can facilitate our under-
standing of the proteome has been a scientifically arduous evolution.
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Protein separation in the first dimension is based on the isoelectric point (pI)
of individual proteins. Isoelectric focusing (IEF) depends on the formation of a
continuous pH gradient through which a protein migrates under the influence of
an electrical field. The net charge on the protein varies with the pH but approaches
zero at its pI. At a pH equivalent to its pI, movement of the protein in the electri-
cal field ceases, and the protein is “isoelectrically focused.” In practical terms, IEF
is achieved using either carrier ampholyte gels or immobilized pH gradient (IPG)
gels. Carrier ampholytes are oligoamino and oligocarboxylic acid derivatives with
molecular weights ranging from 600 to 900 D. By blending many carrier
ampholyte species together, highly reproducible continuous pH gradients between
pH 3 and 10 can be formed in a polyacrylamide support matrix. Typically, the first-
dimension pH gradient and polyacrylamide support matrix are cast in a tube gel
format that conforms to the physical measurements of the second-dimension gel
system. Carrier ampholyte IEF tube gels possess several advantages over IPG strip
gels. First, they are easily prepared and do not require specialized gradient-form-
ing instrumentation. Second, carrier ampholyte IEF gels can be experimentally
tailored to generate linear or nonlinear pH gradients in broad or very narrow
ranges [13]. Disadvantages of carrier ampholyte use include (1) lot-to-lot varia-
tion in the ampholytes themselves attributable to complicated organic synthetic
methods and (2) the physical chemical effect termed “cathodic drift” that prevents
a truly stable pH equilibrium state from being obtained in the first-dimension gel
system. The tangible effect of cathodic drift is a progressive deterioration of the
basic side of the pH gradient that can be compensated for by addressing factors
such as the time and power requirements [14].

Immobilized pH gradient gel chemistry is based on Pharmacia Immobiline
acrylamido buffers [15]. These chemical entities are bifunctional. The general
chemical structure CH2�CH�CO�NH�R defines one end of the molecule,
designated R, as the titrant moiety where a weak carboxyl or amino group pro-
vides an ionizable buffer capacity that defines the range of the continuous pH gra-
dient. At the other end of the molecule, the CH2�CH� moiety provides an 
acrylic double bond that copolymerizes into the polyacrylamide support matrix. It
is the polymerization of the Immobiline buffers into the polyacrylamide support
matrix that provides an immobilized pH gradient. Because the Immobiline mole-
cules themselves are rather simple chemical entities, the discrete molecules can be
produced in a very reproducible manner with minimal lot-to-lot variation. This
eliminates a principal concern associated with carrier ampholytes. IPG gradient
gels also offer the prospect of increased sample loading over the carrier
ampholytes. Carrier ampholyte tube gels can routinely accommodate up to 100 µg
of protein and in certain instances several hundred micrograms of protein. In com-
parison, IPG gels offer higher protein loading potentials that can accommodate up
to and in certain instances more than 1000 µg of protein [16]. Another benefit
associated with IPG gels is the virtual elimination of cathodic drift that permits
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basic proteins to be resolved [17]. While both carrier ampholyte and IPG gels offer
similar pI resolution, IPG gels have been viewed as providing less reliable posi-
tional focusing for discrete protein species than carrier ampholyte gels [13].
Although casting procedures for IPG gels require specialized gradient forming
instrumentation, the increased commercial availability of IPG gels from several
manufacturers minimizes this potential disadvantage.

Sample preparation presents a problem that must be considered in the con-
text of the first-dimension IEF chemistry [18]. The first-dimension IEF
chemistries that produce the desired continuous pH gradient depend on protein
charge to effect zonal concentration of discrete protein species. Consequently, the
introduction of charged species, especially detergents, with the sample must be
minimized. This constraint makes sample preparation for 2-DE analysis a daunt-
ing task. To maximize protein representation with the sample and simultaneously
retain a fixed linear relationship with respect to the original material being sam-
pled necessitates that (1) the starting material be handled appropriately to mini-
mize modification to the protein due to degradation and spurious posttranslational
covalent modification, (2) the disruption and solubilization of proteins that partic-
ipate in intermolecular interactions be ensured, (3) highly charged species such as
nucleic acids are removed, (4) intra- and intermolecular disulfide bonds are dis-
rupted, and (5) transmembrane proteins are solubilized and removed. To accom-
plish this task basic 2-DE sample preparation buffers employ high concentrations
of a chaotropic agent such as urea, employ nonionic or zwitterionic detergents, use
nucleases, and depend on reductants such as dithiothreitol in the presence of alky-
lating agents to disrupt disulfide bonds. Consideration must also be given to post-
first-dimension buffer exchanges that facilitate the egress of proteins from the
first-dimension gel and permit efficient penetration of the second-dimension gel
matrix. An excellent compendium of recent procedures that address protein solu-
bilization concerns associated with specific organisms and specific protein classes
has been provided in a text edited by Link [19].

Protein separation in the second dimension is based on the molecular size of
individual proteins. Many variations exist as to the composition of the second
dimension. Specific applications have been designed that optimize protein separa-
tion under denaturing or nondenaturing conditions, reducing or nonreducing con-
ditions, linear or nonlinear polyacrylamide support matrixes, and numerous buffer
compositions. The most frequently used second-dimension buffer systems are
based on the pioneering work of Laemmli [20]. In the Laemmli system, the poly-
acrylamide support matrix is used to sieve proteins that have been subject to denat-
uration in the presence of sodium dodecyl sulfate (SDS). This crucial step is based
on the premise that SDS binds uniformly to denatured macromolecules with a
fixed stoichiometry and in so doing forces them to assume a prolate ellipsoid
shape. Theoretically, all protein species assume the same shape and migrate
through the polyacrylamide support matrix with rates that are dependent on only
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their hydrodynamic radius. Consequently, the position to which a protein species
migrates during a fixed time is correlated to its molecular size. This fact offers
investigators the opportunity to move to dimensionally larger gel formats to
increase protein loading and subsequently resolution. A larger 2-DE gel system
can accommodate more protein. This increases the likelihood that low-abundance
proteins will be detected and that these can be separated from other proteins in the
gel. An alternative approach to this problem is present in so-called zoom gels.
Zoom gel systems run the same sample on narrow first-dimension pH gradients
and separate on as large a second-dimension gel as possible. The broadest pH
range and most extensive molecular weight range can then be reassembled into a
single composite image by visual means or attempted using specialized software
applications. In practice, this is very difficult to accomplish.

B. Staining Methods in 2-DE

As is the case for most technologies in which there are numerous acceptable meth-
ods, there is no single method that is universally used to detect proteins separated
by 2-DE. Various stains are widely available to visualize proteins [21]. A number
of parameters need to be evaluated before a stain or dye can be chosen for a par-
ticular application. The weight of each parameter in the decision making process
is a function of the goals of the study. The sensitivity, dynamic range, compatibil-
ity with analytical techniques associated with protein identification, as well as the
cost are all important considerations that must be addressed in order to select the
most appropriate visualization agent.

1. Coomassie Stains

The Coomassie blue stains have been the most widely used for proteins separated
by 2-DE. Two forms of the Coomassie blue stain are available, namely, Coomassie
blue G-250 and Coomassie blue R-250. First used by Meyer and Lambert to stain
salivary proteins, Coomassie blue stains can be used to detect as little as 200 ng of
protein/mm2 on a 2-D gel [22]. The mechanism of binding between stain and pro-
tein occurs through several different interactions, including the binding between
basic amino acids and the acid dyes, as well as by hydrogen bonding, van der
Waals attraction, and hydrophobic interactions between protein and dye [22]. A
common Coomassie blue staining protocol utilizes 0.1% Coomassie blue R-250
dissolved in water/methanol/glacial acetic acid (5:4:1). The duration of gel stain-
ing increases with the thickness of gel and decreases as a function of temperature.
Gels that are 1.5 mm thick are generally stained overnight at room temperature.
The quickest way to remove excess stain from the gel is by destaining in a solu-
tion containing 30% methanol/10% acetic acid. An alternative method dissolves
the stain in trichloroacetic acid (TCA). The relative insolubility of Coomassie
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stain in TCA results in the preferential formation of protein–dye complexes. The
result is the rapid staining of a 2-D gel with little destaining required [22].

The major disadvantages with use of Coomassie stains are the inability to
accurately quantify proteins and the relative insensitivity of the stain. Despite these
drawbacks, Coomassie blue stains have a number of advantages that will ensure
their continued utility for visualizing proteins separated by 2-DE. There are many
instances in which a high degree of sensitivity is not required. The proteins of inter-
est may be in high abundance either naturally or through manipulation of the sam-
ple preparation using affinity chromatography. In addition, the inherent pH stabil-
ity of the immobilized pH gradients strips allows the application of milligram
quantities of protein to the first dimension [23], dramatically increasing the abun-
dance of protein spots present in the SDS-PAGE gel. Most importantly, unlike sil-
ver stain, proteins stained with Coomassie blue can easily be processed with ana-
lytical procedures used in protein identification. Finally, Coomassie stains are
inexpensive and reusable, making them attractive to laboratories with low budgets.

2. Silver Staining

The use of silver stain to visualize electrophoretically separated proteins was pro-
posed in 1979 by Switzer and coworkers [24]. With a sensitivity approximately
100 times that of Coomassie blue, silver stain offers the ability to detect as little as
1 ng of protein. Numerous studies have focused on optimizing the various steps in
the silver staining protocol (reviewed in [25]). The majority of methods conducted
have utilized either silver diammine (alkaline method) or silver nitrate (acidic) as
the silvering agent. The acidic methods can be further categorized into lengthy
procedures, which require greater than 5 hr, and the less sensitive, rapid methods
whereby staining can be completed in less time. A comparative study conducted
by Rabilloud determined protocols utilizing silver diammine as well as glu-
taraldehyde as an enhancing agent (discussed below) to be the most sensitive
staining methods [26]. Although somewhat laborious, the silver staining of 2-DE
gels is a relatively straightforward procedure. The initial step of the silver stain
procedure involves the immersion of the gels in a fixative solution. This solution
(generally containing acetic acid and either methanol or ethanol) functions to pre-
cipitate the proteins within the gel matrix as well as remove interfering substances
such as detergents, reducing agents, and buffer constituents such as Tris [25]. The
second step is aimed at enhancing the subsequent image formation. Enhancement
can be achieved through increasing the silver binding (referred to as amplification)
to the proteins through the use of aromatic sulfonates or dyes such as Coomassie
blue. The process of minimizing the formation of a background image through the
use of oxidizing agents (permanganate or dichromate) is known as contrastization
and is usually used only in the acidic methods. A third major enhancement tech-
nique (sensitization) involves increasing the rate at which silver reduction occurs
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on the proteins. Sensitization can be accomplished using sulfiding agents
(thiourea) and/or reducing agents (e.g., dithiothreitol, DTT). Many of the existing
staining protocols contain a combination of enhancement techniques to improve
the subsequent image formation. Following silver impregnation, image develop-
ment is accomplished through the reduction of Ag+ to metallic Ag. Development
solutions used with silver nitrate generally contain formaldehyde, carbonate, and
thiosulfate while those methods utilizing silver diammine are composed of
formaldehyde and citric acid [27].

Despite the high sensitivity of silver stain, there are a number of major draw-
backs and limitations associated with this technique. The routine use of silver stain
is relatively expensive due the high price of reagents as well as the cost of disposal
of hazardous waste. In addition, poor images may result from high background,
often resulting from the use of poor water quality. A recent study investigating the
contributing factors of background silver staining also suggested the involvement
of a redox initiator system like APS (ammonium persulfate), and amine, such as
TEMED (N,N,N′,N′-Tetramethyl-ethylenediamine [27]. There is also a signifi-
cant protein-to-protein variability relative to the extent of silver deposited on the
protein. Some proteins do not stain at all or are detected as negatively stained in
contrast to a dark background [28]. The polypeptide sequence and the degree of
glycosylation function to influence the intensity and color of the resulting stained
proteins. Silver stain is not exclusive for proteins, since DNA as well as
lipopolysaccharides may be stained also. Other limitations of silver staining
include poor linearity to protein concentration [29] and relative incompatibility
with subsequent analytical techniques. A recent study by Gharahdaghi and
coworkers demonstrated improvement in the use of mass spectrometry to identify
proteins from silver-stained gels by destaining with Farmer’s reducer prior to
enzymatic digestion and analysis [30]. The ability to routinely identify silver-
stained proteins using mass spectrometric analysis would be a significant advance-
ment in the field of proteomics.

3. Fluorescent Stains

One of the most promising new developments in the area of visualizing proteins
on 2-DE gels has been the recent commercial availability of reliable fluorescent
stains. A widely used fluorescent stain is the Sypro line, available from Molecular
Probes (Eugene, OR). Stains such as Sypro ruby have a number of distinct of
advantages over both Coomassie and silver stains. Several of these advantages are
a function of the binding that occurs between the proteins and the stain. Rather
than binding to specific functional groups or portions of the polypeptide back-
bone, the Sypro stains actually bind to the SDS molecules coating the protein [31].
This type of interaction minimizes the protein-to-protein signal variation and
allows quantitative comparison between proteins. In addition, the noncovalent
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binding of stain to protein–SDS complexes does not mask antigenic sites permit-
ting Western blot analysis when the gels are processed using a nonfixative stain-
ing procedure [31]. The dynamic range of the fluorescent stains is 5–10 times
higher than either Coomassie or silver stains, which allows for accurate determi-
nation of protein expression levels. Equally impressive is the fact that many of the
new fluorescent stains have sensitivities equal to or greater than silver stain. In
addition, the protocol for fluorescent staining is very simple, requiring only a brief
incubation (30 min) in a fixative solution followed by incubation in the dye from
90 min to overnight. The fluorescently labeled proteins can be visualized using an
ultraviolet (UV) transilluminator, a blue-light transilluminator, or a laser scanning
instrument with documentation being achieved through the use black-and-white
print film, charge-coupled device (CCD) camera, or laser scanning instrument.
Several of the newer stains, such as Sypro ruby, are completely compatible with
mass spectrometry and microsequencing [31]. Despite all of the positive attributes
of fluorescent stains, the major drawback is the cost of the stain, which can be pro-
hibitive to most laboratories running large-format 2-D gels.

Fluorescent dyes such as the cyanine dyes have also been used to detect pro-
teins separated by 2-DE [32]. The major advantage of fluorescent dyes is the abil-
ity to detect protein differences between samples using a single gel. The technique
employed is referred to as difference gel electrophoresis (DIGE). DIGE involves
labeling the samples of interest with different dyes, combining the samples into a
single sample that is then subjected to 2-DE. The fluorescence images obtained
from the different dyes are then superimposed to detect protein differences
between samples. The use of a single gel eliminates the gel-to-gel variability asso-
ciated with 2-DE as well the difficulties associated with matching spots between
gels [32]. The success of DIGE is based on identical proteins labeled with differ-
ent dyes having the same electrophoretic mobility. Similar to the case of fluores-
cent stains, the high cost associated with fluorescent dyes is the major drawback,
along with the fact that many are not readily available as consumables.

The needs of a study are critical determinants when choosing a staining
approach. Many factors need to be considered prior to initiating 2-DE including
the need to quantify protein abundance or changes in protein expression levels, the
amount of protein sample available, the number of samples involved, and the need
for protein identification. Most proteomic-based studies are relatively large under-
takings requiring substantial time and effort. The use of methods to visualize and
detect proteins of interest consistently and to a required degree of sensitivity will
ensure the success of those projects.

C. Imaging and Image Analysis

Rigorous attention to detail from sample preparation to image analysis is neces-
sary if the 2-DE project is designed to generate valid comparative and numerical
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data. While precisely determining how much protein is loaded on the first-dimen-
sion gel determines the validity of subsequent image analysis, the type of 2-DE
image is in large part determined by the nature of the sample itself. Autoradio-
graphic images derived from isotopically labeled samples can be collected on film
or phosphor imaging systems. Difficulties associated with film response to weak
β-emitting isotopes and a modest linear dynamic range of 300:1 have led most
investigators to employ phosphor imaging devices. Phosphor imaging systems
have linear dynamic ranges that span up to five orders of magnitude and are as
much as 250 times more intrinsically sensitive to radiolabeled proteins than film
[33]. Other advantages of phosphor imaging systems include fast imaging times,
acquisition of digitized data ready for computational analysis, and chemical devel-
opment of films is not required. A significant drawback to phosphor imaging sys-
tems is their cost and the requirement that different screens be used to measure
specific radioisotopes. A particularly attractive use of phosphor imaging technol-
ogy is the application of double-label analysis. Experimental samples can be pre-
pared with two different radiolabels. Phosphor images can be acquired that track
two different biochemical processes within the same sample and from the same
gel by imposing selective shielding between the source and the target following
the initial image. This approach circumvents problems associated with intergel
reproducibility. Nonradiolabeled samples can be imaged using chromogenic or
chemiluminescent immunological methods [34,35] or conventional stains or dyes.
Current methods for 2-DE image acquisition depend primarily on CCD camera
systems and document scanning devices [36,37]. CCD camera systems employ
CCD devices in lieu of conventional film to acquire the image. The characteristic
emission spectrum and stability of the light source as well as a uniform diffusion
of the light across the 2-DE gel surface is important to ensure that optimized, con-
sistent images are obtained over time. The CCD chip image map can be readily
converted to digital form and downloaded to a computer for subsequent analysis.
Document scanners acquire 2-DE image information through an array of pho-
todetectors that are moved across a 2-DE gel illuminated by a white or filtered
light source. For 2-DE gel applications it is important that the scanner obtain and
record a uniform image map across the length and width of the gel. Document
scanning features that change gain settings to optimize text contrast during image
acquisition should be disabled to ensure that a uniform image is obtained for sub-
sequent analysis. During image acquisition any changes in the relationship
between the image CCD device or scanner must be noted. A gray scale step tablet
should be used initially to calibrate and to recalibrate the system following any
changes.

All steps of the 2-DE process culminate in the generation of an image and
establish its analytical value. The central tenet of 2-DE image analysis, i.e., to pro-
vide a comparative means to detect and measure changes, has changed little since
the QUEST system was designed and developed by Garrels et al. about 25 years
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ago [38]. The specific intent for the QUEST system was to develop a system for
quantitative 2-DE that was exemplary in gel electrophoresis, image processing,
and data management. Although advances in computer computational speed and
power have made more complex analyses possible by more sophisticated algo-
rithms in less time, these principle goals remain. Currently several 2-DE image
analysis software systems are available commercially; among them are Melanie II
and PDQUEST (BioRad Laboratories, Hercules, CA), BioImage (Genomic Solu-
tions, Ann Arbor, MI), and Phoretix 2D Advanced (Phoretix International, New-
castle upon Tyne, UK). While each software system possesses unique features, the
basic approach to 2-DE gel analysis is quite similar. The process of image analy-
sis begins with spot picking and image editing. Spot-picking algorithms are effec-
tive but they frequently miss spots, fail to resolve multiple spots, or identify arti-
facts as spots. These occurrences must be visually identified and corrected by the
investigator. Once edited, reference spots are identified that appear consistently
and are well resolved on each gel in a project. These are used to register the indi-
vidual gels across a project. Matching individual spots across all gels in a project
follows the gel registration process. This process is arduous and time consuming.
For each hour spent producing a 2-DE gel, 4–6 hr may be spent in image editing
and analysis. Once the imaged spots have been matched, statistical processes can
be applied that detect and define significant differences between spots across
respective groups within a project. At this point, data management and data visu-
alization tools are required.

Data management and data visualization are critical concerns in the evolu-
tion of a 2-DE project. Although all investigators confront these issues when a 
2-DE project is completed, an integrated approach that considers data manage-
ment and visualization during the planning stages of a 2-DE project offers the best
opportunity to optimize the process and achieve intended project goals. A clear
understanding of the specific aim of the project at its onset can define several
important strategic concerns. How will the 2-DE data be analyzed and what level
of validation is needed? Is visual examination of the 2-DE gel data sufficient or are
statistical methods required? Is the experimental design appropriate and are sam-
ple numbers adequate to ensure that the experimental outcomes can be determined
without ambiguity? What form of raw data must be harvested from the 2-DE
images and by what analytical method? Does this project stand alone or will data
be integrated into a larger ongoing project? Will data be added to a database? If so,
what annotation will be necessary to ensure continuity with existing data? Will
important spots be excised from the gel for subsequent identification? In simple
terms, the outcome of a 2-DE project is determined by careful planning. If visual
inspection of the 2-DE gel data is sufficient to achieve project-specific aims, then
2-DE images must be evaluated in a consistent manner and the results cross-
checked and agreed on by several observers. If statistical methods are to be used,
then the type of raw data that will be used in the analysis determines the output of
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the image analysis system. The statistical analysis can be performed at a single
level with an analysis that employs t tests or can be multilevel with each succes-
sive level dependent on the previous analysis. The type of assay that is used is an
important determinant of whether the final 2-DE data represent a completed proj-
ect or become a covariant in a larger model that includes data from other sources.
Preliminary statistical analysis of the spot data can be accomplished using a
straightforward t-test procedure based on individual spot intensity values or inte-
grated spot intensity values. Mapping statistically changed spot matches onto the
2-DE gel images can provide a visual signature that is characteristic of a treatment,
organism, or pathologic process. Signature patterns can be visualized on gels or
by more complex statistical methods that cluster data and create strong visual links
between related and disparate statistical data. There are many alternative
approaches to the visualization of complex computational datasets [39]. In the
absence of established standards, investigators should be guided by a desire to
present data graphically with simplicity, clarity, precision, and efficiency [40].

D. Protein Spot Excision

The excision of protein spots from a 2-DE gel can fulfill a tactical objective or be
a component of a more strategic objective. Fundamentally, spots are excised from
2-DE gels to provide a source of material that can be used to identify the protein(s)
resident in the spot. From a tactical perspective, a 2-DE project can represent a
completed experimental objective. In this context, the identification of important
spots derived from analytical means applied completes the project. In contrast, a
2-DE project can be a component of a much larger, ongoing project. In this cir-
cumstance, exhaustive protein spot excision that accounts for all spots in a 2-DE
gel may be used to establish a repository of information that can be stored and
drawn on at a later date. Regardless of the intent, protein spot excision requires
that spots be precisely removed, and that protein(s) present in the spot be abundant
with respect to the detection limit of the identification technology and be stained
in a manner that does not interfere with identification technology. Several
approaches to protein spot removal should be considered. With respect to protein
spots, the 2-DE gel is quite variable with respect to spot density. Consequently,
picking methods that remove defined sections of the 2-DE gel in a grid pattern are
inefficient in some regions of the gel and prone to cross-contamination from mul-
tiple spots in others. Conversely, a picking method that punches specific spots per-
forms equally across the gel but requires considerable investigator skill and time.
An alternative is the application of a spot excision robot to the process. This is fea-
sible only if large numbers of protein spots are to be excised from many gels over
time due to the fact that robotic systems are costly and have only recently become
commercially available (e.g., Genomic Solutions), suggesting that performance
and reliability remain largely unknown. Many wide-bore needles can be beveled
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flat and used as spot excision devises for the price of an automated robotic system.
In regions of high density, great accuracy must be used to remove only the spot
intended without contaminating the target spot or affecting the ability to excise
proximal spots. To accomplish this manually or through automation requires that
the excision device be precisely centered on the spot and have a diameter that does
not exceed the diameter of the spot. The flip side of this is that in instances where
a large spot needs to be excised in its entirety, a larger punching device or multi-
ple punches must be taken. Given the present state of robotic systems this is much
easier to accomplish manually. Another factor should be considered in the sam-
pling of low-abundance protein spots. First, staining is not necessarily linearly
correlated to spot intensity. If multiple spots are to be pooled to increase the appar-
ent abundance of protein, a point of diminishing returns may be reached where
excision from multiple 2-DE gels fails to increase the protein extracted from the
gel above the detection limit of the detection device. In this instance, preparative
sample loading on a fresh 2-DE gel is often the better solution. Keratin contami-
nation is a major concern during spot excision. Keratin proteins from many
sources must be assumed to be present in the laboratory environment unless spe-
cific and heroic measures are taken to ensure and guarantee its absence. Precau-
tion against keratin contamination must be taken at all steps of the 2-DE gel
process to avoid contamination of the sample, gel chemistry components, and the
surface of the gel. During spot excision the investigator should wear protective
clothing, gloves, hair net, and a mask. If a robotic system is used, careful mainte-
nance, cleaning, and use of an enclosure system will greatly reduce potential ker-
atin contamination.

III. PROTEIN IDENTIFICATION

A. General Concepts

Proteins are separated first by high-resolution two-dimensional PAGE and then
stained. At this point, to identify an individual or set of protein spots, several options
can be considered by the researcher, depending on availability of techniques. For
protein spots that appear to be relatively abundant, e.g., more than 1 pmol (10–12

mol), traditional protein characterization methods may be employed. Specifically,
methods such as amino acid analysis and Edman sequencing can be used to pro-
vide necessary protein identification information. With 2-DE, approximate molec-
ular weight and isoelectric point characteristics are provided. Augmented with
information on amino acid composition and/or amino terminal sequence, accurate
identification can be achieved [6,41,42].

However, most of the emphasis the last few years has focused on employing
mass spectrometry (MS)–based methods. The sensitivity gains of using MS allows
for the identification of proteins below the 1-pmol level and in many cases in the
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femtomole (fmol, 10–15 mol) regime. More confident protein identifications can be
made with the mass accuracy of the MS molecular mass measurement. For pep-
tide fragments less than 3000 D, a mass accuracy of better than 100 ppm can be
obtained. For example, for a peptide of molecular mass 1500 D, the accuracy of
the MS measurement can be �0.075 D (50 ppm). Moreover, MS is highly
amenable to automation, as steps from sample preparation, sample injection, data
acquisition, to data interpretation can be performed unattended. Automation is an
important concept as capacities increase. It can reduce sources of sample contam-
ination as well as sample handling errors. A general approach employing MS for
protein identification is shown in Figure 2. Great strides have been made toward
the automation of these procedures, and many more improvements will become
evident in the near future. The rapid increase in proteomic sample throughput aris-
ing from constant improvements in the automation of sample preparation and data
acquisition have resulted in ongoing generation of an overwhelming amount of
data that must be mined for significant results. This has necessitated the parallel
development of increasingly efficient computer-based data searching strategies,
which can rapidly provide protein identifications from experimentally derived
polypeptide molecular masses and sequences. With these clear advantages of
using an MS-based approach, proteomics research has embraced MS with enthu-
siastic support.

B. Automated Proteolytic Digestion

For the application of MS for protein identification, the protein bands/spots from
a 2-D gel are excised and are exposed to a highly specific enzymatic cleavage
reagent (e.g., trypsin cleaves on the C-terminal side of arginine and lysine
residues). The resulting tryptic fragments are extracted from the gel slice and are
then subjected to MS methods. One of the major barriers to high throughput in the
proteomic approach to protein identification is the “in-gel” proteolytic digestion
and subsequent extraction of the proteolytic peptides from the gel. Common pro-
tocols for this process are often long and labor intensive. An example of an in-gel
digest and extraction protocol [43] routinely used by our laboratory is as follows:

1. Wash and dehydrate gel
a. Add 100 µl of a 1:1 mixture of 100 mM NH4HCO3/CH3CN to each

tube containing a gel piece and let stand for 15 min.
b. Remove supernatant and dehydrate with 25 µl CH3CN for 10 min.
c. Remove supernatant and dry by vacuum centrifugation for 5 min.

2. Reduction and alkylation of protein
a. Add 10 µl of 10 mM dithiothreitol in 100 mM NH4HCO3 and let

stand for 60 min at 56ºC.
b. Allow to cool, then add 10 µl of 100 mM fresh iodoacetic acid in 100

mM NH4HCO3 and let stand for 45 min at 45ºC in the dark.
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Figure 2 A general scheme for protein identification utilizing an MS-based approach
applied in the authors’ laboratory.
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3. Wash and dehydrate gel
a. Add 50 µl of 100 mM NH4HCO3 and let stand for 10 min, then

remove supernatant.
b. Add 25 µl of CH3CN; let stand for 10 min, then remove supernatant.
c. Repeat steps a and b.
d. Dry by vacuum centrifugation for 5 min.

4. Trypsin digestion
a. Swell the gel disk in 15 µl of 50 mM NH4HCO3 containing 10 ng/µl

TPCK-modified trypsin in an ice bath for 45 min.
b. Add 15 µl 50 mM NH4HCO3 and digest overnight at 37ºC in the

dark.
5. Extraction of tryptic peptides from gel

a. Extract with 30 µl of 50% CH3CN containing 1% trifluoroacetic
acid (TFA) three times for 10 min each.

b. Combine the supernatant for each of the three extractions and dry by
vacuum centrifugation.

c. Resuspend peptides in 5 µl of 30% CH3CN containing 1% TFA and
store at –80ºC.

Using the above protocol, a scientist can comfortably digest and extract 25 sam-
ples in less than 36 hr, which limits throughput to approximately 100 in-gel digests
and extractions per week. (In our experience, significant human error can be intro-
duced over time while manually processing more than 25 samples per day.)
Reducing the digest time from overnight to 2–3 hr can improve the throughput, but
not significantly. However, a 2-D gel of a cell lysate can contain literally thousands
of unique proteins, seen as stained spots. Even if the spots are excised from the gel
manually, hundreds of samples requiring digestion and extraction can be gener-
ated per day. Setting aside the fact that in a proteomics project it is rare that each
experiment would require every single spot from the gel to be identified, it is obvi-
ous that many more samples can be generated per week per scientist than digested
and extracted manually.

A welcome alternative to the lengthy and laborious manual digest and
extraction process are several automated digest and extraction robots that recently
became commercially available [44–46]. The most useful of these robotic systems
have the following features in common: some form of computer control, temper-
ature control, options for allowing digestion with multiple enzymes, and the abil-
ity to digest gel pieces and extract the subsequent proteolytic peptides in a 96-well
plate format, allowing parallel sample processing of 96 samples at a time. This
will increase throughput to approximately 400 samples per week per robot using
the above protocol, and potentially far more using a shorter digestion period.

Commercial units from Genomic Solutions (ProGest) and AbiMed (Digest-
Pro) incorporate a particularly ingenious mechanism for overcoming possible
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sample contamination issues arising from the liquid handling syringe system. The
syringe never touches the solutions in the wells. Instead, it pressurizes the wells
such that the liquid flows from two small holes laser drilled into the bottom sides
of each of the wells in the 96-well polymerase chain reaction (PCR) plate. The
robot slides the reaction PCR 96-well plate over either a waste position for adding
and discarding reaction reagents or a sample collection position for the extraction
of proteolytic peptides. This methodology also decreases the opportunities for
sample loss to adsorptive surfaces, although this remains a significant issue for
low-level samples.

C. Peptide Mapping by MALDI-MS

A mass spectrum of the resulting digest products produces a “peptide map” or a
“peptide fingerprint”; the measured masses can be compared to theoretical peptide
maps derived from database sequences for identification. There are a few choices
of mass analysis that can be selected from this point, depending on available
instrumentation and other factors. The resulting peptide fragments can be sub-
jected to matrix-assisted laser desorption/ionization (MALDI) [47] and/or elec-
trospray ionization (ESI)–MS [48] analysis.

MALDI-MS is a tool that has rapidly grown in popularity in the area of bio-
analytical mass spectrometry. This is due to recent improvements in time-of-flight
(TOF) technology through enhancements in resolution and subsequently mass
accuracy, which have increased the usefulness of MALDI-MS data. Currently, the
TOF analyzer is the most common system for MALDI. Improvements such as the
reflectron analyzer and time lag focusing (delayed extraction) have greatly im-
proved the quality of MALDI-MS data [49]. Automation has also played an
important role in the increased use of MALDI-MS as a tool for proteome analysis
by allowing automated acquisition of data, followed by fully automated database
searching of protein sequence databases such as SWISS-PROT and NCBI
[2,50,51].

To better understand the reasons for the popularity of MALDI-MS, one must
first understand the simplicity and speed of the approach. The peptide analyte of
interest is cocrystallized on the MALDI target plate with an appropriate matrix
(i.e., 4-hydroxy-α-cyanocinnamic acid or 3,5-dimethoxy-4-hydroxycinnamic
acid (sinapinic acid)), which are small, highly conjugated organic molecules
which strongly absorb energy at 337 nm. In most MALDI devices, 337 nm irradi-
ation is provided by a nitrogen (N2) laser. Although other lasers operating at dif-
ferent wavelengths can be used, size, cost, and ease of operation have made the
nitrogen laser the most popular choice. The target plate is then inserted into the
high-vacuum region of the source and the sample is irradiated with a laser pulse.
The matrix absorbs the laser energy and transfers energy to the analyte molecule.
The molecules are desorbed and ionized during this stage of the process. The ions
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Figure 3 Internal view of a Micromass TofSpec 2E MALDI time-of-flight mass spec-
trometer (Beverly, MA).

are then accelerated under constant kinetic energy (V) down the flight tube of the
TOF instrument by using acceleration potentials up to 30 kV. This acceleration
potential imparts the ions with nearly the same kinetic energy and they each obtain
a characteristic flight time (t) based on their mass-to-charge (m/z) ratio and total
flight distance (L).

t = L �(m�/z�)(�1�/2�V�)�

As a result, ions of different masses are separated as they travel down the field-free
region of the flight tube of the mass spectrometer (lighter ions travel faster than
larger ions), then strike the detector and are registered by the data system, which
converts the flight times to masses. A photograph of a MALDI mass spectrometry
is detailed in Figure 3.

A MALDI-TOF mass spectrometer consists of six major sections:

1. Laser system: Device capable of supplying an appropriate wavelength
of energy sufficient to desorb and ionize matrix and analyte from the
target surface.
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2. Source: Section of instrument that contains the target plate that holds
the matrix and analyte of interest. Ions generated in the source region
are accelerated down the flight tube.

3. Flight tube: A field-free region of the mass spectrometer where separa-
tion of the ions based on their characteristic mass-to-charge ratio
occurs.

4. Detector: Device that detects and measures ions.
5. Data system: Computer that converts detector output into an easily

interpreted form (mass spectrum) and allows storage of the spectral
data.

6. Vacuum system: Components necessary to evacuate the source and
free-flight region, creating pressures in the 10–6–10–7 torr range.

To obtain the best mass accuracy possible, MALDI-MS instrumentation
equipped with a reflectron and time-lag focusing is commonly employed [49]. A
reflectron is used to compensate for the initial energy spread that the ions may
have following desorption off the sample target plate. Ions of the same mass-to-
charge ratio, which have slightly different energy, have different final velocities
and therefore arrive at the detector at slightly different times, resulting in loss of
resolution. To compensate for this effect, an ion mirror or reflection is used to
focus the ions by creating a flight distance gradient; ions with higher kinetic
energy penetrate more deeply and thus travel a longer total distance than ions of
lower energy. In addition, time lag focusing (or commonly referred to as delayed
extraction) allows the initial energy spread to be partially focused prior to accel-
erating the ions. The combination of time lag focusing with an ion mirror provides
for higher order energy focusing, resulting in significantly enhanced mass resolv-
ing power and improved mass accuracy. In many cases, this combination can
increase MALDI-TOF mass accuracy to better than 20 ppm for peptides of molec-
ular mass 500–3000 D.

The large number of samples generated by a proteomics approach requires
a capability for very high throughput that can be achieved through automation of
the entire process. Most commercial MALDI-MS instruments have capabilities
for automated data acquisition. However, the amount of interactive control feed-
back can vary greatly, and this feature should be considered carefully when eval-
uating this type of analysis. The quality of the data and the speed at which it is
obtained can be greatly affected by laser energy and the homogeneity of the ana-
lyte spot. To minimize the effects caused by inhomogeneous analyte crystals and
searching for “the sweet spot” across a sample spot, an automated MALDI sam-
ple preparation robot is used in our laboratory. Currently, there are several auto-
mated sample preparation robots available commercially, including ones from
Micromass, Bruker, and PerSeptive Biosystems.

The MALDI sample spotter supplied by Genomic Solutions is shown in Fig-
ure 4. It is capable of spotting the target configurations of various instrument man-
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Figure 4 (A) Picture of a Genomic Solutions ProMS automated MALDI sample spotter
and (B–C) enlarged views of a MALDI sample target mounted in the unit, showing the
result of spotting analyte on the target.
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Figure 5 MALDI-MS peptide map of E. coli protein, Cell Division Inhibitor MinD
(MIND_ECOLI, accession #P18197), separated by 2-DE. The molecular masses labeled on
the spectrum were compared with the sequence of the protein for identification (“*” denotes
trypsin autolysis peaks). The portions of the protein sequence for the observed tryptic pep-
tides are highlighted on the sequence.

ufacturers’ systems. In addition, the system can be programmed with sample
preparation protocols to remove gel contaminants (i.e., salts, ammonium bicar-
bonate, SDS, etc.) that could interfere with or degrade spectral quality. For exam-
ple, the use of pipette tips packed with reversed-phase media (e.g., C18 “ZipTips”
from Millipore) effectively desalts and concentrates peptides for MALDI-MS
analysis.

A small aliquot of the digest solution can be directly analyzed by MALDI-
MS to obtain a peptide map. The resulting sequence coverage (relative to the entire
protein sequence) displayed from the total number of tryptic peptides observed in
the MALDI mass spectrum can be quite high, i.e., greater than 80% of the
sequence, although it can vary considerably depending on the protein, sample
amount, and so forth. The measured molecular weights of the peptide fragments
along with the specificity of the enzyme employed can be searched and compared
against protein sequence databases using a number of computer searching routines
available on the Internet. An example of such an exercise is depicted in Figure 5
and is discussed further in Section III.E.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



100 Loo et al.

Figure 6 (left) HPLC mass chromatogram for the tryptic digest of ovalbumin. (right)
The resulting mass spectra at the indicated retention times are shown. Approximately 0.25
µg of protein was loaded onto an SDS-PAGE gel, and the protein was stained with zinc imi-
dazole. An electrospray ionization ion trap mass spectrometer (LCQ, Finnigan MAT, San
Jose, CA) coupled on-line with a capillary HPLC (MicroPro Syringe Pumping System,
Eldex Laboratories, Napa, CA) in junction with a capillary peptide trapping precolumn was
used for peptide analysis.

D. HPLC-MS and Tandem Mass Spectrometry

An approach for peptide mapping similar to MALDI-MS involves the use of ESI-
MS. ESI is a solution-based ionization method. Analyte solutions flowing in the
presence of a high electric field produce submicrometer-size droplets. As the
droplets travel toward the mass spectrometer orifice at atmospheric pressure, they
evaporate and eject charged analyte ions. These ions are sampled by the mass
spectrometer for subsequent mass measurement. A peptide map can be obtained
by the direct analysis of the peptide mixture by ESI-MS. A highly applied advan-
tage of ESI is its ease of coupling to separation methodologies such as HPLC.
Thus, alternatively, to reduce the complexity of the mixture, the peptides can be
separated by reversed-phase HPLC with subsequent mass measurement by on-line
ESI-MS (Fig. 2). The measured masses can be similarly compared with sequence
databases. An example of an LC-MS application is shown in Figure 6.
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To provide further confirmation of the identification, if a tandem mass spec-
trometer (or MS/MS) is available, peptide ions can be dissociated in the mass
spectrometer to provide direct-sequence information. Peptide fragmentation typi-
cally occurs along the polypeptide backbone to produce products termed “y-type”
and “b-type” fragment ions (in which the y ions contain the C-terminal portion of
the peptide and the b ions contain the N-terminal portion). These product ions
from an MS/MS spectrum can be compared to available sequences using power-
ful software tools as well. In many examples, laboratories may use nanoelectro-
spray with tandem mass spectrometry to examine the unseparated digest mixtures
with a high degree of success [2].

One of the most common tandem mass spectrometers used for proteomics
applications is the quadrupole ion trap (QIT) mass spectrometer [1,51–53]. An ion
trap is a ion storage device that utilizes radiofrequency (rf) voltage across a ring
electrode to contain ions [54]. As the rf amplitude increases, ions of increasing
mass become unstable in the trap and are ejected toward a detector. The ion trap
mass spectrometer has become a workhorse instrument for proteomics because of
its ease of use and because of its high efficiency for generating sequence informa-
tion. Examples of tandem mass spectra derived from tryptic peptides are shown in
Figure 7. For the examples shown, the MS/MS spectra were readily interpreted via
computer programs.

For a single sample, LC-MS/MS analysis included two discrete steps: (1)
LC-MS peptide mapping to identify peptide ions from the digestion mixture and
to deduce their molecular weights, and (2) LC-MS/MS of the previously detected
peptides to obtain sequence information for protein identification. An improve-
ment in efficiency and throughput of the overall method can be obtained by per-
forming LC-MS/MS in the data-dependent mode. As full-scan mass spectra are
acquired continuously in LC-MS mode, any ion detected with a signal intensity
above a predefined threshold will trigger the mass spectrometer to switch to
MS/MS mode. Thus, the ion trap mass spectrometer switches back and forth
between MS (molecular mass information) and MS/MS mode (sequence infor-
mation) in a single LC run. This feature was implemented to generate the spectra
shown in Figure 7. The data-dependent scanning capability, combined with an
autosampler device, can dramatically increase the capacity and throughput for
protein identification.

E. Computer-Based Sequence Searching Strategies

The concept of database searching with mass spectral data is not a new one. It has
been a routine practice for the interpretation of electron ionization (EI) mass spec-
tra for many years. However, there is a fundamental difference between database
searching of EI spectra and proteomic spectra. In the former, an experimentally
acquired spectrum is compared with a large collection of spectra acquired from
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Figure 7 HPLC-MS/MS data–dependent scan results for a tryptic digest of yeast eno-
lase. The ion trap mass spectrometer automatically acquires MS/MS data for peptide peaks
above a defined abundance threshold. The HPLC mass chromatogram is shown on the left,
and representative MS/MS spectra are shown on the right. From top to bottom, the observed
tryptic peptides of enolase are TAGIQIVADDLTVTNPK (residues 312–328), AAQDS-
FAAGWGVMVSHR (residues 358–374), and SGETEDTFIADLVVGLR (residues
375–391).

known, authentic standards. Fundamental features, such as the ions present and
their relative intensities, are compared for establishing a match and a “quality of
fit.” This type of computer-based searching is typically referred to as “library
searching.” This is in contrast to the strategy employed with proteomic data, where
a list of experimentally determined masses is compared to lists of computer-gen-
erated theoretical masses prepared from a database of protein primary sequences.
With the current exponential growth in the generation of genomic data, these data-
bases are expanding every day.

There are typically three types of search strategies employed: searching
with peptide fingerprint data, searching with sequence data, and searching with
raw MS/MS data. These strategies will be discussed below. While the strategy
employed often depends on the type of data available, there is also a logical pro-
gression, based on the costs of each strategy in terms of time and effort. While
many of the computer-based search engines allow for the purchase of an on-site
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Table 1 Web Addresses of Some Representative Internet Resources for Protein
Identification from Mass Spectrometry Data

Program I. Web address

BLAST http://www2.ebi.ac.uk/blastall/
Mascot http://www.matrixscience.com/cgi/index.pl?page=/home.html
MOWSE http://srs.hgmp.mrc.ac.uk/cgi-bin/mowse
PeptideSearch http://www.mann.embl-heidelberg.de/Services/ PeptideSearch/

PeptideSearchIntro.html
ProteinProspector http://prospector.ucsf.edu/
Prowl http://www.proteometrics.com/

license for use with proprietary data, most are available on the Internet for on-line
access and use with public domain databases (Table 1). One limiting factor that
must be considered for all of the following approaches is that they can only iden-
tify proteins that have been identified and reside in an available database or are
highly homologous to one that resides in the database.

1. Searching with Peptide Fingerprints

MALDI peptide fingerprinting is probably the most rapid manner in which to
identify an unknown protein. Computer software is used to theoretically “digest”
the individual protein components of a protein database using the same protease,
generating a list of theoretical peptide masses that would be derived for each entry.
The experimentally determined peptide masses are then compared with the theo-
retical ones in order to determine the identity of the unknown (as discussed in Sec.
III.C and III.D and depicted in Fig. 8).

The majority of the available search engines allow one to define certain
experimental parameters to optimize a particular search. Among the more typical
are: minimum number of peptides to be matched, allowable mass error, monoiso-
topic versus average mass data, mass range of starting protein, and type of pro-
tease used for digestion. In addition, most permit the inclusion of information
about potential protein modification, such as N- and C-terminal modification, car-
boxymethylation, oxidized methionines, etc. However, most protein databases
contain primary sequence information only, and any shift in mass incorporated
into the primary sequence as a result of posttranslational modification will result
in an experimental mass that is in disagreement with the theoretical mass. In fact,
this is one of the greatest shortcomings of this particular method. Modifications
such as glycation and phosphorylation can result in missed identifications. Fur-
thermore, a single amino acid substitution can shift the mass of a peptide to such
a degree that even a protein with a great deal of homology with another in the data-
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Figure 8 Principles of protein identification by MALDI-MS peptide fingerprinting.

base cannot be identified. Interestingly, one software package, ProteinProspector,
has a feature within its MS-Fit subprogram that allows one to search peptide fin-
gerprint data in so-called homology mode. In this mode, the software considers
possible mutations of individual amino acid residues in an effort to transform a
theoretical peptide mass to match an experimental one. This can be extremely
powerful for the identity of a protein that is not in the database yet is significantly
homologous to one that is in the database.

A number of factors affect the utility of peptide fingerprinting. The greater
the experimental mass accuracy, the narrower you can set your search tolerances,
thereby increasing your confidence in the match and decreasing the number of
false-positive responses [55]. A common practice used to increase mass accuracy
in peptide fingerprinting is to employ an autolysis fragment from the proteolytic
enzyme as an internal standard to calibrate a MALDI mass spectrum. Neverthe-
less, in terms of sample consumption, throughput, and the need for intensive data

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Integrated Proteomics Technologies 105

interpretation, peptide fingerprinting is always a logical first approach for protein
identification.

Peptide fingerprinting is also amenable to the identification of proteins in
complex mixtures. Peptides generated from the digest of a protein mixture will
simply return two or more results that are a good fit. As long as the peptides
assigned for multiple proteins do not overlap, then identification is reasonably
straightforward. Conversely, peptides that are “left over” in a peptide fingerprint
after the identification of one component can be resubmitted for the possible iden-
tification of another component.

2. Searching with Sequence Information

Computer-based searching of databases with sequence information is the oldest
and probably the most straightforward of the three strategies. Typically, an exper-
imentally determined partial amino acid sequence is compared with the sequences
of all of the proteins listed in a database, and a list of those proteins containing the
same partial sequence is generated. Virtually all of the web-based search applica-
tions are able to search with sequence information. One advantage of this
approach is that typical search engines, such as BLAST, allow for increasing lev-
els of ambiguity in the submitted experimental sequence, facilitating the identifi-
cation of homologous known sequences.

Protein identification via searching with sequence information employs
similar strategies irrespective of how the sequence information is obtained. Auto-
mated Edman degradation is one of the traditional methods for obtaining sequence
information. However, several drawbacks make this approach somewhat less
attractive. The collection of data is time consuming, typically requiring 12–24 hr.
The subsequent interpretation of the data to extract an amino acid sequence is still
largely done by hand, making it a difficult process to automate. And information
is limited to the N terminus of the protein; if interior information is desired, the
protein must be proteolytically digested and individual peptides separated and col-
lected for off-line analysis.

The ability to rapidly generate amino acid sequence information via MS/MS
experiments, whether it is with a triple-quadrupole instrument, an ion trap, or via
postsource decay with MALDI-TOF, has revolutionized the practice of generating
sequence information. Many software packages can use a combination of sequence
information and mass spectral information, such as the molecular weight of the
individual peptide under investigation. With an accurate value of the parent ion
mass of a peptide, and even partial sequence information, it is possible to get a
strong match for an unknown. A disadvantage of this approach is that it requires
manual interpretation by the operator, making it more difficult to automate, and can
require two separate experiments to get both pieces of information.

Some software packages employ a combination of predictive MS/MS data
and sequence information. An example is the so-called error-tolerant software that
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is part of the PeptideSearch package at the EMBL’s web site. This strategy is
employed when a certain amount of sequence information is available from an
MS/MS spectrum, but not the complete sequence. The starting mass of the partial
sequence, followed by the sequence itself and then the ending mass, are submit-
ted for database searching. The partial sequence must be manually derived from
the experimental MS/MS data, which requires operator input and is not amenable
to automation. However, a weak spectrum in which only 4–5 amino acid residues
can be deduced typically does not yield enough information to unequivocally
identify a protein or may return a deluge of poor matches. By incorporating the ion
mass at which the partial sequence starts and stops, as well as the mass of the pep-
tide itself, PeptideSearch is often able to generate a strong match from marginal
data. Potential candidate proteins in the database must contain the partial
sequence, must generate a theoretical proteolytic peptide of the correct mass, and
must contain the partial sequence positioned appropriately within that theoretical
peptide, based on the starting and ending masses of the partial sequence. If a can-
didate protein meets all of these requirements, then a strong match can be argued
for even a very short experimentally derived sequence.

3. Searching with Raw MS/MS Data

Current mass spectral technology permits the generation of MS/MS data at an
unprecedented rate. Prior to the generation of powerful computer-based database
searching strategies, the largest bottleneck in protein identification was the man-
ual interpretation of this MS/MS data to extract the sequence information. Today
many computer-based search strategies that employ MS/MS data require no oper-
ator interpretation at all. Analogous to the approach described for peptide finger-
printing, these programs take the individual protein entries in a database and elec-
tronically “digest” them to generate a list of theoretical peptides for each protein.
However, in the use of MS/MS data, these theoretical peptides are further manip-
ulated to generate a second level of lists that contain theoretical fragment ion
masses that would be generated in the MS/MS experiment for each theoretical
peptide (Fig. 9). Therefore, these programs simply compare the list of experimen-
tally determined fragment ion masses from the MS/MS experiment of the peptide
of interest with the theoretical fragment ion masses generated by the computer
program. Again, as with the peptide fingerprint strategy, the operator inputs a list
of masses and typically has a choice of a number of experimental parameters that
can be used to tailor the search as appropriate. This is a very processor-intensive
function and, due to the size of current databases, is only possible on a routine
basis due to the explosive increase in desktop computing power.

The recent advent of data-dependent scanning functions on an increasing
number of mass spectrometers has permitted the unattended acquisition of
MS/MS data. Another example of a raw MS/MS data searching program that takes
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Figure 9 Principles of protein identification by HPLC-MS/MS peptide sequencing.

particular advantage of this ability is the SEQUEST program. The SEQUEST
software program inputs data from a data-dependent LC/MS chromatogram, auto-
matically strips out all of the MS/MS information for each individual peak, and
submits it for database searching using the strategy discussed above. The appeal
of this approach is that each peak is treated as a separate data file, making it espe-
cially useful for the on-line separation and identification of individual components
in a protein mixture. No user interpretation of MS/MS spectra is involved.

Several different strategies are applicable in the computer-based searching
of sequence databases for the identification of unknown proteins. The choice of
strategy employed is often dictated by the format of the data available. However,
one must always use caution and examine the results with a critical eye. It is the
responsibility of the investigator to examine the list of resultant matches with
respect to quality of fit. Often this is aided by examining the individual MS/MS
spectra and ensuring that most of the abundant ions are being used for identifica-
tion, not simply those that are in the “grass.”

The capacity to perform these searches using web-based programs provides
direct access to the rapidly expanding collection of public domain protein data-
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bases that are also on the internet. Furthermore, most of the programs take great
advantage of HTML’s ability to weave various sources of information together
through hyperlinks, so that when a strong candidate for a protein identification is
found, a wealth of additional information is only a mouse click away.

F. Other Methods Used for Proteomics Research

Seeking to avoid the difficulties associated with extracting proteins embedded in
gel matrices, other approaches to proteome analysis dispense with polyacrylamide
gel separations and rely on multidimensional chromatography. One such approach
has paired size exclusion chromatography with HPLC for intact protein analysis,
offering convenient preparative capabilities by directing column effluent to a frac-
tion collector [56]. For identification purposes, ESI-MS mass analysis offers an
intact molecular weight accurate to about �0.1%, and fractions can also be ana-
lyzed at significantly lower throughput by Edman degradation for NH2 terminal
sequence determination, enzymatic digestion followed by successive stages of MS
and MS/MS for higher confidence identification and/or characterization, or by
other assays. While promising, the comprehensive chromatographic method is
currently limited by dynamic range (ability to see low-level proteins present at
only a few copies per cell in the presence of abundant proteins present at tens of
thousands or more copies per cell). Moreover, identification on the basis of molec-
ular weight alone is risky, particularly in complex systems presenting many post-
translational modifications; availability of chromatographic retention times does
not enhance the confidence of proposed identifications significantly. Finally,
membrane proteins and other hard-to-solubilize proteins may not be recovered by
this methodology, and tend to be harder to handle as intact proteins versus tryptic
peptides.

Capillary electrophoresis (CE) is a very high-resolution technique similar to
gel electrophoresis, except that the separations take place in a capillary filled with
an electrolyte. The term capillary electrophoresis encompasses all of the elec-
trophoretic separation modes that can take place in a capillary. A schematic of a
CE system is shown in Figure 10. In simplest terms, separations are achieved in
CE based on differences in the electrophoretic mobilities of charged species
placed in an electric field. However, one other phenomenon present in CE also
contributes to the movement of analytes in an applied potential field, that being the
electro-osmotic flow. Electro-osmotic flow describes the movement of fluid in a
capillary under the influence of an applied electric field and is brought about by
the ionization of silanol groups on the inner surface of the capillary when in con-
tact with the electrolyte. An electrical double layer is formed when hydrated
cations from the electrolyte associate with the negatively charged ionized silanol
groups. When a potential is applied, the hydrated cations migrate to the cathode,
creating a net flow in the same direction. The velocity of the electro-osmotic flow
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Figure 10 Schematic of a capillary electrophoresis system.

can be directly affected by changes in the field strength, electrolyte pH, and vis-
cosity of the electrolyte solvent system used. The contribution of electro-osmotic
flow to the movement of charged species in a capillary can most easily be deter-
mined experimentally by observing the migration time to the detector of a neutral
marker species. The flow characteristics of electro-osmotic flow are plug-like, in
comparison to the laminar flow achieved in LC. As a result, far more theoretical
plates can be generated in CE as compared to comparable column lengths in LC.
There are any number of excellent texts available that cover in-depth the theories
associated with CE [57,58].

As described for high-performance liquid chromatography (HPLC), by far
the most widely applied ionization method used in interfacing CE to mass spec-
trometry for the analysis of biomolecules is electrospray ionization. An uninter-
rupted electrical contact is essential for both the continued operation of the CE and
for the generation of the electrospray when interfacing CE with ESI-MS. Several
interfaces have been developed to achieve this electrical contact. The three most
widely applicable interfaces are liquid junction, sheath liquid, and sheathless
interfaces.

Although detection limits down to attomole (10–18 mol) ranges have been
reported, CE is generally recognized as having a very low concentration limit of
detection (CLOD). To achieve the best resolution and peak shape, it is necessary
to inject only very small volumes (low nanoliters) of sample, which forces the use
of highly concentrated samples initially. Several groups have developed various
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preconcentration techniques to attempt to overcome this CLOD [59]. All of these
techniques involve trapping or preconcentrating the samples on some type of C18
stationary phase or hydrophobic membrane in the case of tryptic digest mixtures.

Capillary isoelectric focusing (CIEF) has been combined with on-line elec-
trospray ionization Fourier transform ion cyclotron resonance (ESI-FTICR) mass
spectrometry to examine desalted, intact Escherichia coli proteins [60]. The
methodology’s promises of simultaneous ppm mass measurement accuracy, high
sensitivity, and ultrahigh MS resolution would be particularly attractive for intact
protein analyses from proteomics samples. Protein pIs in combination with molec-
ular weight can provide a useful means for proposing protein identifications. How-
ever, the CIEF conditions employed for on-line MS have so far employed native
or near-native separation conditions, yielding pIs that are not predictable from
sequence alone and that do not necessarily correlate with the denatured pIs.
MS/MS dissociation techniques compatible with FTICR mass spectrometry, such
as infrared multiphoton dissociation (IRMPD) or sustained off-resonance irradia-
tion (SORI), may provide structural information to yield higher confidence pro-
tein identifications.

The most developed, automated non-gel methodology for proteome analy-
ses was demonstrated by analysis of E. coli periplasmic proteins, partially frac-
tionated by using strong anion exchange chromatography [61]. Each fraction was
digested with trypsin and then analyzed by using microcolumn LC/ESI/MS. The
tandem mass spectra were used to search the E. coli sequence database, from
which a total of 80 proteins were identified. The procedure limits the amount of
sample handling, and by manipulating the proteins as mixtures, the higher abun-
dance proteins act as carriers for lower abundance proteins, further reducing
losses. However, the presence of a single highly abundant protein can potentially
suppress the acquisition of tandem mass spectra for lower abundance peptides
present in the mixture (dynamic range limitation). Also, because the procedure is
a superficial sampling of the peptides present, there is the possibility that a protein
may be present but no MS/MS data for peptides from that protein are acquired. For
relatively simple mixtures this approach greatly increases the speed and efficiency
of analysis.

Relative quantitation can be difficult to achieve with all of the above meth-
ods. One trend, designed to deliver quantitative information, has been to isotopi-
cally label samples reflecting different conditions [62]. Based on the isotope ratios
of tryptic peptides (or appropriately sized intact proteins when FTMS is employed
[63]), one can attempt to determine whether a protein is up-regulated or down-reg-
ulated. Clearly this methodology can only be employed when it is possible to iso-
topically label cells, e.g., bacterial cell cultures.

A newer approach to deliverery of quantitative information in all types of
samples relies on alkylating cysteines with unique tags (e.g., isotopically encoded)
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that incorporate biotin functionalities [64]. Cysteine-containing tryptic peptides
can be withdrawn selectively from mixtures for subsequent LC/MS/MS analysis,
yielding both identification and quantitation. The approach should also reduce
limitations on dynamic range because only cysteine-containing proteins would be
loaded onto the LC column, albeit at the cost of losing all information about non-
cysteine-containing proteins.

IV. CONCLUSIONS

Much of the technological advances to support proteomics research was developed
during the past decade. However, it is obvious to those active in the field that many
more developments will be unveiled in the near horizon.With improvements in sen-
sitivity, throughput, and ease of use, proteomics will continue to flourish as a prom-
ising biomedical research endeavor. The tools used to generate the data will be bet-
ter crafted, and the way in which the data generated from a proteomics approach are
used to further the goals of drug discovery will become more sophisticated.
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I. INTRODUCTION

The historical trend in chemical and biological instrumentation and the develop-
ment of analysis protocols over several decades has been to work with increas-
ingly smaller sample volumes and quantities of analytes and reagents. This trend
has been greatly facilitated by the development of very sensitive measurement
technologies, such as mass spectrometry and laser-induced fluorescence. Addi-
tional benefits have included reduced reagent costs as well as lower environmen-
tal impact.

Microtechnologies merely continue this historical trend, but with a new
twist—the jump to an entirely new technology platform. Moreover, new scientific
problems can now be studied that take advantage of phenomena unique to microm-
eter scale domains, such as greatly increased surface to volume ratios. As an exam-
ple, chemical reactions that are too energetic at a macro scale and that require syn-
thetic detours through less reactive intermediates can often be conducted directly
on a micro scale where heat and mass transfer can be controlled much more effi-
ciently. New intermediate products, never seen before, may also result.

The construction of microdevices is based on many of the fabrication tech-
nologies employed in the semiconductor industry. However, only recently has its
use in microfluidic applications become a reality. A seminal paper that anticipated
the use of silicon as a structural material for micromechanical systems is the one
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written by K. E. Petersen [1]. He suggested and illustrated that microstructures
with mechanical functionality were indeed possible with silicon as the construc-
tion material. This led gradually to the construction of active microfluidic compo-
nents, such as valves, pumps, motors, separators, etc., on chips.

Much early research focused on the use of different micromechanical sys-
tems and devices, such as pumps and chemical functionalities, for reaction, sepa-
ration, and detection. As these became more robust and more routine, increased
complexity resulted in packaging of entire chemical protocols on a microdevice.
On-board detection or interfaces to detection systems are also appearing in
research labs and the marketplace [2].

Microdevices are highly suited to field or portable use. We will see increased
usage of these devices in medical care and environmental monitoring. Coupled to
network systems, these devices can serve as a distributed laboratory. The
economies of scale realized in the production of these systems will result in sin-
gle-use or disposable systems.

This chapter will cover some of the traditional fabrication methods and dis-
cuss trends in new materials and techniques. Some discussion will focus on sys-
tems packaging and integration techniques and issues. This will be followed by
descriptions of a selection of commercial systems that are emerging. It is difficult
to predict where these technologies will lead. However, it is safe to assume that
they will have a widespread and fundamental impact on many areas of scientific
endeavor. These areas include materials research, environmental monitoring,
health care, drug discovery, and national security.

The microtechnology field literature is rich [3–5]. It is not the purpose of this
chapter to restate this material but rather to provide a quick overview from the per-
spective of the use of these technologies in the chemical and biological laboratory.

Microtechnologies in the semiconductor industry cover a size regime of
roughly 0.1–100 µm. For example, microprocessors are currently being fabricated
with 0.18 µm feature sizes that make possible not only faster performance but the
packaging of greatly increased functionality on the same size chip. This is the
same scale that we will use to describe microtechnologies for chemical and bio-
logical applications.

Another new emerging field—nanotechnology—covers the atomic and
molecular domains from a few nanometers to about 100 nm. Nanotechnology is
defined as the creation of useful materials, devices, and systems through the con-
trol of matter on the nanometer length scale and the exploitation of novel proper-
ties and phenomena developed at that scale. As such, nano- and microregimes
overlap and, indeed, there will be synergies between the two. For example, we
will see nanoscale sensors as detection components in microscale laboratory
devices. A brief discussion of nanotechnology and its applications will also be
mentioned.
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II. TRADITIONAL METHODS OF MICROFABRICATION

The term microfabrication broadly refers to all techniques for fabricating devices
and systems on the micrometer scale. As such, it borrows heavily from the
processes and techniques pioneered in the semiconductor industry. To fabricate
such small devices, processes that add, subtract, modify, and pattern materials are
heavily used. The term micromachining can also be used to describe technologies
to make devices other than electronic and semiconductor circuits. Similarly, these
technologies can be characterized as additive (i.e., deposition of materials, metals,
etc.) or subtractive (i.e., removal of materials through mechanical means, etching,
laser processes, etc.). Micromachining processes can further be described as
either surface or bulk. Surface techniques act on layers of materials above a base
or substrate whereas bulk techniques also involve removal or modification of the
substrate.

A. Lithography and Photolithography

Lithography is the most basic method for the construction of microscale devices
and is an old technique first developed in the early 19th century. Used originally
and still widely in use today in the printing industry, lithography is also the main-
stay of modern semiconductor manufacturing.

Lithography is basically a technique or suite of techniques for transferring
copies of a master pattern onto the surface of a solid material. The most widely used
form of lithography in the construction of microdevices is photolithography where
the master pattern (i.e., a mask) is transferred onto a photosensitive solid material
using an illuminated mask. Transfer of the mask pattern can be accomplished
through either shadow printing whereby the mask is held close to (10–20 µm) or in
contact with the surface of the photosensitive resist layer or by projection printing
whereby the pattern is projected through an optical lens system onto the target layer.
The latter can take advantage of magnifying or reducing optics to make very small
features such as those seen in very large scale integrated (VLSI) devices.

1. Bulk Micromachining

The exposed resist material is then removed or developed through various etching
processes. The exposed portions of the resist layer are removed if positive resist
materials are used and, conversely, unexposed portions of the resist are removed
if negative resist materials are used. The basic positive resist process is illustrated
in Figure 1.

In bulk micromachining, the substrate is removed wherever it is not pro-
tected by the resist material during the etching process. Etching can be either
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Figure 1 (A) The basic photolithographic process is illustrated wherein a photosensitive
resist material on a substrate is exposed through a patterned mask. (B) After exposure the
resist material is removed through a developing step. Positive photoresist material is shown
in this example.

isotropic or anisotropic. In isotropic etching, removal of material occurs in all
directions at the same or approximately the same rate. Isotropic etching tends to
produce structures with rounded features. Anisotropic etching, on the other hand,
tends to proceed along a preferred direction and results in more sharply defined
features. While these terms describe the extremes of potential etching behavior, it
is rare that either process operates to the exclusion of the other, and resulting struc-
tures are generally along a continuum somewhere between the two extremes.

a. Isotropic Etching. Isotropic etching removes material in all directions
at the same or nearly the same rates. Deviations from true isotropic behavior are
generally attributed to differences in chemical mass transport of etchants to target
surfaces. Agitation of the material during etching greatly improves true isotropic
performance. Figure 2 shows the individual steps involved in chemical etching,
namely, diffusion from the bulk etchant solution and adsorption to the surface of
the substrate where chemical reaction occurs. This is followed by desorption of the

A

B
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Figure 2 Chemical etching involves five steps: diffusion of reactants to the surface where
they are adsorbed, reaction with the surface, and desorption and diffusion of reaction prod-
ucts into the bulk solution.

reaction products and, finally, diffusion of the reaction products back into the bulk
solution.

Material removal is often accomplished through etching in acidic media.
HNA, a mixture of HF/HNO3/water and acetic acid, is commonly used.

The overall reaction [6] is given by:

Si + HNO3 + 6HF = H2SiF6 + HNO2 + H2 + H2O

Mechanistically, this reaction can be broken down into several sequential half
reactions. Local oxidation of silicon takes place in nitric acid. The anodic reactions
are also described as the injection of “holes” into the silicon and are given by:

Si = Si2+ + 2e–

Si + 2H+ = Si2+ + H2

The corresponding cathodic reaction is the attachment of 2OH– groups to the Si2+

to form Si(OH)2 and is given by:
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Table 1 Isotropic HNA-Based Silicon Etching Solutions

Nitric acid HF Acetic acid Comments

100 1 99 Removes shallow implants
91 9 Polishing etch at 5 µm/min with stirring
75 25 Polishing etch at 20 µm/min with stirring
66 34 Polishing etch at 50 µm/min with stirring
15 2 5 Planar etch
6 1 1 Slow polishing etch
5 3 3 Nonselective polishing
3 1 1 Selective etch of n+ or p+ with added NaNO2 or H2O2

2H2O + 2e– + 2OH– + H2

followed by:

Si2+ + 2OH– = Si(OH)2

and, finally:

Si(OH)2 = SiO2 + H2

This is followed by the dissolution of the SiO2 by HF:

SiO2 + 6HF = H2SiF6 + 2H2O

At high HF and low HNO3 concentrations, the etch rate is controlled by
HNO3 concentration and the rate of oxidation of silicon. Conversely, at low HF
and high HNO3 concentrations, the etch rate is controlled by the ability of HF to
remove SiO2. Addition of acetic acid extends the useful range of oxidizing power
of nitric acid over a wider range of dilution. The dielectric constant of acetic acid
of approximately 6, compared to water of 81, results in less dissociation of the
nitric acid. The etching reaction is diffusion controlled and the concentration
determines the etch rate, so that mixing is important for uniform etching behavior.
Table 1 summarizes some typical isotropic etching solution concentrations and
their effects.

Although isotropic etching agents are simple to use, there are several draw-
backs. It is difficult to mask with high precision with a masking agent such as SiO2
because the masking agent is also etched to a measurable degree. Moreover, the
etch rate is sensitive to temperature-stirring conditions. For this reason,
anisotropic etching agents were developed.

b. Anisotropic Etching. The discovery of anisotropic etchants in the
1960s addressed the lack of geometrical control presented by isotropic bulk etch-
ing agents. These agents preferentially etch along a particular crystalline direction
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Table 2 Typical Etch Rates and Conditions for Anisotropic Etchants

Formulation
Temp 
(ºC)

Etch rate
(µm/min)

<100>/<111>
Etch ratio Mask film

KOH, water, isopropanol 85 1.4 400:1 SiO2 (1.4 nm/min)
Si3N4 (negligible)

KOH, water 65 0.25–1.0 SiO2 (0.7 nm/min)
Si3N4 (negligible)

TMAH, water 90 3.0 10 SiO2 (0.2 nm/min)

with a discrimination or anisotropy ratio (AR) that can exceed 500:1. The aniso-
tropy ratio is defined as

AR = (hkl)1 etch rate/(hkl)2 etch rate

AR is defined as approximately 1 for isotropic etchants and can be as high as 400/1
for the <110>/<111> crystal orientations using potassium hydroxide (KOH).

A wide variety of etching solutions are available for anisotropic etching.
Two popular ones are KOH and tetramethylammonium hydroxide (TMAH). Table
2 gives some of the properties of these popular anisotropic etchants. Others
include the hydroxides of other alkali metals, such as NaOH, CsOH, and RbOH,
ammonium hydroxide, ethylenediamine pyrocatechol (EDP), hydrazine, and
amine gallates. For each, a key feature is the fact that the <111> crystal directions
are attacked at rates at least 10 times, and typically 20–100 times, lower than other
crystalline directions. Anisotropic etching can also be further controlled by the
introduction of dopants or by electrochemical modulation.

c. Etch Stopping. It is often desirable to stop the etching process at pre-
cisely defined places. Highly doped p+ regions, generally obtained with gaseous
or solid boron diffusion into the silicon substrate, greatly attenuate the etching
rate. It is believed that doping leads to a more readily oxidizable surface. These
oxides are not readily soluble in KOH or EDP etchants,

Other attenuation methods include electrochemical modulation. This
involves holding the silicon positive to a platinum counterelectrode. A very
smooth silicon surface can result (referred to as electropolishing). Photon-pumped
electrochemical etching is also a popular modulation technique especially for
high-aspect-ratio features.

2. Surface Micromachining

Surface micromachining refers to those processes that act on layers above a sub-
strate. Figure 3 illustrates the principle. As in bulk micromachining, both additive
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Figure 3 Surface micromachining operates on layers deposited on the surface of a sub-
strate.

and subtractive processes can occur with surface micromachining. A problem
unique to surface techniques is sticking whereby supposedly freestanding surface
micromachined structures adhere to the substrate after the last rinse.

The primary cause of sticking is the capillary force of water that pulls the
structure against the wafer. Ethanol can be added to the rinse water to reduce sur-
face tension. Ethanol and t-butyl alcohol followed by freeze drying can also be
used as can the addition of antisticking surfaces such as fluorocarbon film.

Many structures have been made with surface techniques. These include
digital micromirror devices (DMDs) or arrays (DMMAs), which are used in digi-
tal light projectors and now also have seen application in the construction of
oligonucleotide hybridization arrays. A picture of nine elements of a DMMA is
shown in Figure 4. Other common surface micromachined devices include valves
[7] and nozzles [8].

3. Metal Electrodeposition

Electroplating is a very useful process for producing additive metal structures
above a substrate. A large number of metals can be electroplated, including cop-
per, gold, silver, nickel, and platinum. These are generally reduced from a salt
solution, typically a sulfate or cyanide. Either DC or AC current can be used, with
the latter generally resulting in much finer grain growth.
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Figure 4 This view of nine digital micromirror device (DMD) array elements shows the
mirrors with the central mirror removed to expose the underlying, hidden-hinge structure.
These mirror elements are either in an on or off state. In the on state they reflect light onto
a screen, while in the off state the light is directed to a beam absorber. The on mirror reflects
light into the lens and the off mirror reflects light into a light absorber. Each mirror in the
array is individually controlled and is totally independent of all other mirrors. The amount
of a particular color in a particular pixel is used to determine the amount of time the corre-
sponding mirror will be in the on state for that movie frame. The mirrors may turn on and
off as many as 50,000 times a second, which enables a large number of color possibilities
and the elimination of flicker. (Courtesy of Texas Instruments, USA.)

As an alternate to electricity, some metals can be deposited using chemical
reducing agents. These are the so-called electroless processes and can be used for
gold and nickel. Chemical reducing agents include potassium borohydride
(KBH4) and dimethylamine borane (DMAB) for gold and NaH2PO2 for nickel.
Aspect ratios for structures generated by electroless plating can reach 10:1.

B. Newer Techniques and Materials

Many techniques have evolved and been developed during the past 30 years. A few
of these are profiled below. This list is far from complete, and there are also many
variations on the ones described below. However, these techniques are commonly
used, and therefore some familiarity will be useful.

1. Plasma and Deep Reactive Ion Etching

There are several dry-etching processes that include the use of reactive gas plas-
mas and ions. External energy in the form of radiofrequency (RF) power drives the
chemical reactions. In a plasma etcher, the wafer is one of two electrodes and is
grounded. The powered electrode is the same size as the wafer. Plasmas are gen-
erally low temperature and operate in the 150–250ºC range; however, some oper-
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Figure 5 The LIGA process. Steps 1–5 are conventional lithography. Nickel is electro-
plated in step 6 after which the wafer is lapped to the desired thickness. Step 6 shows the
remaining PMMA removed. The structures can then be freed from the seed metal base
layer.

ate down to room temperature. In deep reactive ion etching (DRIE), the powered
electrode is the wafer with the other electrode being much larger.

Very-high-AR devices (40:1) can be obtained with these techniques. Reac-
tant gases generating ions in the RF field generally have unusually high incident
energies normal to the substrate. Some common etch gases and mixtures are
CClF3 + Cl2, CHCl3 + CL2, SF6, NF3, CCl4, CF4 + H2, and C2ClF5.

2. X-ray LIGA

LIGA is an acronym for the German “Lithographie, Galvanoformung, Abfor-
mung,” a succession of lithographic, electroplating, and molding processes. LIGA
can generate high-aspect-ratio devices in excess of 100:1. Developed by W.
Ehrfeld [9], LIGA is a template-guided microfabrication process that uses an
extremely well-collimated synchrotron x-ray radiation source to transfer a pattern
onto a substrate.

Figure 5 shows the basic steps of the LIGA process. A primary substrate is
coated with a conductive top layer. Polymethyl methacrylate (PMMA) is then
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applied typically through a series of multiple spin casts or as a commercially pre-
pared thin sheet solvent-bonded to the substrate. The PMMA is then exposed
through a mask opaque to x-rays and then developed resulting in high-aspect
structures. Metal is then electroplated into the PMMA mold, and the resulting
assembly is diamond lapped and polished to the desired height. The remaining
PMMA is then developed away and a chemical etch removes the conducting top
layer, thus freeing the part.

One drawback to LIGA is the need for a synchrotron radiation source that
restricts access to the technique dramatically, even though there are many such
light sources available worldwide,

Many devices have been constructed using the LIGA process. These include
microvalves [10], micropumps [11], fluidic amplifiers [12], and membrane filters
[13]. Some of these devices, while manufactured by the LIGA technique, have
subsequently proven inferior to or more expensive than those made by other tech-
nologies.

3. UV LIGA

To overcome the limitation of synchrotron light source requirement, thick UV-
sensitive resists, such as polyimides, AZ-4000, and SU-8, have been developed as
alternatives to the x-ray-sensitive PMMA. Epon SU-8 is an epoxy-based, trans-
parent negative photoresist material that can be built up into 200-µm-thick layers.
Hoechst AZ-4000 is a positive resist material that can be built up into layers 15–80
µm thick with multiple spin coats. These materials and the technique certainly are
more accessible than LIGA. Aspect ratios of 5:1 to 15:1 can be achieved with these
materials.

4. Polymer Replication

The fabrication of microdevices with conventional plastic molding technologies;
such as reaction injection and thermoplastic molding and hot embossing, should
not be overlooked. These continue to be by far the cheapest alternatives to making
microstructures in materials. The entire CD industry is dependent on these tech-
nologies, so that micrometer-size features in plastic are readily achievable. Many
of the microfluidic devices currently appearing on the market are made by this
technique and are designed to be inexpensive and disposable.

5. Laser Ablation

Powerful laser beams have sufficient energy to ablate silicon through thermal
evaporation. The 1.06 µm Nd:YAG and carbon dioxide laser systems are used rou-
tinely for drilling silicon. Lasers can be used for subtractive as well as additive
processes and have been used for annealing, deposition, and welding. In laser
beam cutting, coherent light replaces electrons as the cutting tool. Removal rates
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tend to be slow. Lasers have also been used to assist in chemical etching to photo-
disassociate the reactive etchant.

6. Ion Beam Milling

Ion beam milling is a thermomechanical drilling technique wherein the drill bit is
a stream of ions. Typically a liquid metal, such as gallium, is focused to a submi-
crometer diameter. Like laser ablation, ion beam milling is a slow serial technique.
Atomic force microscope tools are made by ion beam milling, but the technique is
generally too expensive to use in a mass production mode.

7. Ultraprecision Machining

Single-crystal diamond tools have made ultrahigh-precision mechanical machin-
ing possible. A machining accuracy in the low-submicrometer range is possible.
Throughput is extremely slow and there are stringent environmental requirements
on the machine. This technique will thus find limited use in the mass fabrication
of microscale laboratory devices.

8. Porous Silicon as a Sensor Material

Porous silicon was first discovered [14] during electropolishing of silicon in 1956.
At low current densities, partial dissolution of Si results during etching with HF
with the formation of hydrogen gas:

Si + 2F– + 2H+ = SiF2

SiF2 + 2HF = Si42 + H2

A very porous silicon structure results that can have aspect ratios up to 250. Sili-
con can be made either microporous or macroporous. The pores follow crystallo-
graphic orientation and vary in size from 20 Å to 10 µm. Porous silicon oxidizes
readily and etches at a very high rate. A prepattern is generally defined by a pho-
tolithographic transfer. The etch pits formed at exposed area of the mask serve as
nucleation centers for macropores.

Porous silicon has been used in a number of applications, including electro-
chemical reference electrodes, high-surface-area gas sensors, humidity sensors,
and sacrificial layers in micromachining. Recent research has focused on using
porous silicon as a substrate for chemical sensors [15]. The silicon pillars can be
derivatized using well-known chemistries and linked to chemical recognition mol-
ecules (i.e., antibodies or oligonucleotides). When immersed in a solution of tar-
get molecules and exposed to light, an interference pattern results that is extremely
sensitive to concentration. These porous silicon sensors can serve either as stand-
alone instruments or as the sensing element in an integrated fluidic chip.
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III. SYSTEM INTEGRATION ISSUES

Integration covers a whole spectrum of issues from the semiconductor and fluidic
level to the control, to information display and treatment, and to user interface lev-
els. Integration must address electronic interfaces, mechanical and optical inter-
faces, materials and packaging issues, as well as the chemical compatibility and
functionality.

Many single components, such as valves, pumps, separation columns, and
optical and electrochemical detectors, have been made in the past 30 years and
have been proven to work individually. The focus of much current work is to show
how these components can be assembled into a multiple-function device. Activi-
ties such as sample preparation, detection, and data presentation are increasingly
being collocated.

The choices of materials is wide. Materials must be chosen not only for ease
and expense of fabrication but for chemical and biochemical compatibility. Table
3 lists some common choices, along with their advantages and disadvantages.

A. Interfaces

Fluid interconnects do not exist for microfluidic devices and those that have been
used vary widely from pipet tips and glue to gas chromatographic fittings and
microfabricated fittings [16,17]. In general, the “macro-to-micro” interface issues
have not been well resolved. Various technologies including electrokinetic sam-
ples made by Caliper allow for the sampling of multiwell microtiter plates.

Table 3 Microchip Systems Material Selection Guide

Material Advantages Disadvantages

Silicon IC compatible, large technology base,
bulk etching, surface micromachin-
ing, and dry or wet processing; can
include electronics

Chemically reactive surface

Glass Insulating, transparent, good chemical
compatibility, bulk etching (like sili-
con), large lab experience

Little commercial technology
base

Plastics Low cost—used widely in commercial
diagnostics systems, replication
using hot embossing on a nm scale

Untried commercially on fine
resolution, hydrophobic chemi-
cals absorbed

Source: S. Verpoorte and J. Harrison, Short Course on Microfluidics taught at LabAutomation2000,
Palm, Springs, CA, January 22–23, 2000.
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B. Fluidics and Electronic Integration

Monolithic integration places all components on the same device. Typically, actu-
ators and sensing elements are made in the same process. Little or no assembly is
required; monolithic systems are highly reliable and low in cost. The limitations
include incompatibilities with process steps, low overall yield due to many points
of failure, and high costs for small quantities. Several layers, all with their own pro-
cessing requirements, can be sandwiched together to make a final assembly in a col-
lective system. The benefits of collective integration include being able to segre-
gate chemical and processing step incompatibilities. Higher individual step yields
are countered by the final assembly requirements and are often highly variable. As
in collective integration, hybrid integration results in a sandwich construction. The
layers of silicon, glass, or plastic can either fluidic, control, or electronic, and are
assembled and bonded together.

C. Integral Detection Systems

Sample measurement in chips presents new challenges to detection systems. The
most popular modalities are fluorescence, absorbance, luminescence, and chemi-
luminescence. Other methods include use of mass sensors such as mass spec-
trometry and acoustic wave devices; electrochemical sensors such as potentio-
metric, amperometric, and conductivity; and, finally, thermal sensors such as
bolometers and thermopiles. All are handicapped to an extent by the small sample
sizes encountered on chips and therefore must be very sensitive or coupled to
chemistries that exhibit amplification.

IV. APPLICATIONS OF MICROTECHNOLOGIES

A. Bead-based Fiberoptic Arrays

The ability to etch silicon materials predictably has given rise to an interesting
technology based on fiberoptics [18–20]. Optical fibers are made from two kinds
of glass or plastic: a core and a cladding. The core has a slightly higher refractive
index than the cladding, permitting the fiber to transmit light over long distances
through total internal reflection. Today’s high-bandwidth telecommunications
technology is based on optical fibers.

The fibers can be made with 3–7 µm in outside diameters. One thousand of
these fibers can be bundled together into a 1-mm-diameter bundle. The ends are
then etched with hydrofluoric acid to produce micrometer-size or femtoliter-size
pits. Figure 6 shows an image of these wells taken with an atomic force microscope.

It is possible to insert individual microspheres into these wells. The beads
are sized so that they self-assemble, one to a well, when the fiber bundles are
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Figure 6 An atomic force microscope image of the wells generated by etching the inner core of each optical fiber in an optical fiber bun-
dle. The capacity of each well is on the order of a few femtoliters. (Courtesy of David R. Walt Group, Tufts University.)
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Figure 7 A self-assembled array of optically encoded microbeads into femtoliter-size
wells on the ends of individual optical fibers. The identity of the bead is first determined
followed by a measurement of the concentration of analyte attached to the bead by selec-
tive chemistries. (Courtesy of Illumina Inc.)

dipped into a 20% solids slurry. One milliliter of such a slurry can contain 100 mil-
lion beads. Each individual bead can be optically encoded with fluorescent dyes
[21] so that it reports a unique optical “bar code” when interrogated with a laser.
Figure 7 illustrates the sequence of steps. Moreover, it is possible to construct an
array of 384 of these fiber bundles on a 4.5-mm pitch to fit into a standard 384-
well microtiter plate. This increases the amount of information gathered in a sin-
gle experiment to more than 2 million data points. This technology is currently
being commercialized by Illumina, Inc. [22].
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Illumina’s proprietary Oligator technology complements its BeadArray
technology. The Oligator synthesizes in parallel many different short segments of
DNA to meet the requirements of large-scale genomics applications. With unique
segments of DNA attached to each bead, the BeadArray technology can be used
for SNP genotyping.

B. DNA Arrays

Much has been written about oligonucleotide, DNA or cDNA, and RNA microar-
rays. This technology was first commercialized by Affymetrix, Incyte, and Hyseq.
It relies on surface micromachining techniques wherein the “layers” are succes-
sively photolithographically masked in light-directed oligonucleotide synthesis
steps. For example, the Affymetrix technique works by shining light through a
photolithographic mask onto a light-sensitive surface. The surface reactions are
controlled so as to carry out the standard phosphoramidite oliognucleotide chem-
istry. Various cycles of protection and deprotection are required to build up a typ-
ical 20-mer oligo at specific sites.

Some of the limitations of this approach to making arrays are that masks are
not cheap or quick to make and are specific to the pattern of oligonucleotides that
make up the array. A new approach, based on surface micromachining semicon-
ductor technology from Texas Instruments [24], uses a digital micromirror device
(DMD). Figure 4 illustrates the DMD device. A DMD consists of individually
addressable mirrors on a dense 600 × 800 array in a 10 × 14 mm area. There are
nearly half a million addressable locations available for light-directed synthesis of
oligonucleotides. DMD technology is in common use today in digital light pro-
jectors. Recently, a research group at Wisconsin [25] has demonstrated the use of
DMD in the construction of oligoarrays. Light from an arc lamp directed by digi-
tally controlled micromirrors cleaves photolabile protecting groups off the ends of
DNA molecules. The illuminated areas then couple to the next base to be added
while the dark areas remain unreactive.

The ability to spatially control selective chemistries is the basis of much
array-based technology. Even higher densities can be obtained with arrays of fem-
toliter microwells made with standard polymer embossing techniques. Whitesides
et al. [26] have described soft lithographic techniques to construct planar arrays of
approximately 3-fl wells with 107 wells/cm2. Basically, an array of posts formed
in a photoresist on a silicon wafer is used as a “master” to form the arrays of
microwells. The master is generated by rapid prototyping or standard photoli-
thography with a chrome mask. The arrays of wells were fabricated by molding an
elastomeric polymer against the master. The wells have aspect ratios ranging from
1:1 to 1.5:1. The authors describe a technique for filling the wells that takes advan-
tage of the difference in the interfacial free energies of the substrate and the liquid
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of interest and controlling the topology of the surface. Liquid is allowed to drain
off an array of microwells either by gravity or by pulling the array from a bulk
solution.

One application of DNA array technology is that of Hyseq. The HyChip sys-
tem uses arrays of a complete set of DNA probes in conjunction with a target-spe-
cific cocktail of labeled probes to identify differences between a reference and test
samples. Since the chip contains all possible probes, the HyChip system has the
distinct advantage of being able to sequence DNA from any source. Other avail-
able DNA chip technologies require prior knowledge of the gene sequence and
mutations prior to chip design, and require no less than one chip for each gene
being tested. The HyChip system is therefore universal and requires only a single
chip for a wide variety of targets.

The arrays produced by the companies above tend to be very high density
with thousands if not millions of uniquely addressable locations. There is also a
very large market for lower density arrays produced on coated surfaces by mechan-
ical systems such as robots and cartesian spotting devices. Table 4 lists some of the
leading manufacturers of microarray spotting systems, slide suppliers, scanners
image processing software, and data analysis software.

C. Electronically Enhanced Hybridization

DNA sequencing by hybridization (SBH) [27,28] and other oligonucleotide
hybridization protocols rely on a rather time-consuming hybridization step.
Although there are many variables to control for a successful hybdridization,
migration of the DNA to the fixed complementary probe tends to be slow. Often
this step requires hours to overnight reaction times. Recently, Nanogen has com-
mercialized a chip that electronically drives the target DNA to the probes, greatly
speeding up this process [29]. After hybridization, the chip is washed and detec-
tion occurs reducing a typical several hour experiment to less than 30 min.

Nanogen’s technology allows small sequences of DNA capture probes to be
electronically placed at, or “addressed” to, specific sites on the microchip. A test
sample can then be analyzed for the presence of target DNA molecules by deter-
mining which of the DNA capture probes on the array bind, or hybridize, with
complementary DNA in the test sample. In contrast to nonelectronic or passive
hybridization with conventional arrays on paper or glass “chips,” the use of elec-
tronically mediated active hybridization to move and concentrate target DNA mol-
ecules accelerates hybridization so that hybridization may occur in minutes rather
than the hours required for passive hybridization techniques. In addition to DNA
applications, this technology can be applied to a number of other analyses, includ-
ing antigen–antibody, enzyme–substrate, cell–receptor, isolation of cancer cells
from peripheral blood cells, [30], and cell separation techniques.
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Table 4 Selected Companies Providing Microarray Technologies, Surfaces,
Scanners, Imaging Software, and Data Analysis Tools

Company/institution Web site

Beecher Instruments http://www.beecherinstruments.com
BioRobotics http://www.biorobotics.com
Cartesian Technologies http://www.cartesiantech.com
Engineering Services http://www.esit.com/
Genetic Microsystems http://www.geneticmicro.com
Genetix http://www.genetix.co.uk
Gene Machines http://www.genemachines.com
Intelligent Automation Systems http://www.ias.com
Packard http://www.packardinst.com
Amersham Pharmacia Biotech http://www.apbiotech.com
Corning CoStar http://www.cmt.corning.com
Surmodics http://www.surmodics.com
Telechem http://www.arrayit.com
Axon http://www.axon.com
GSI Luminomoics http://www.gsilminomics.com
Genomic Solution http://www.genomicsolutions.com
Molecular Dynamics http://www.mdyn.com
Virtek http://www.virtek.com
BioDiscovery http://www.biodiscovery.com/
Imaging Research http://imaging.brocku.ca/arrayvision.html
National Human Genome Research

Institute
http://www.nhgri.nih.gov/DIR/LCG/15K/img

_analysis.html
Stanford University http://rana.stanford.edu/software/
The Institute for Genomic Research http://www.tigr.org/softlab/
Silicon Gentics http://www.signetics.com
Spotfire http://www.spotfire.com

1. Electronic Addressing

Electronic addressing is the placement of charged molecules at specific test sites.
Since DNA has a strong negative charge, it can be electronically moved to an area
of positive charge. A test site or a row of test sites on the microchip is electroni-
cally activated with a positive charge. A solution of DNA probes is introduced
onto the microchip. The negatively charged probes rapidly move to the positively
charged sites, where they concentrate and are chemically bound to that site. The
microchip is then washed and another solution of distinct DNA probes can be
added. Site by site, row by row, an array of specifically bound DNA probes can be
assembled or addressed on the microchip. In the electronic addressing illustration
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Figure 8 A test site or a row of test sites on the microchip is electronically activated with
a positive charge. A solution of DNA probes is introduced onto the microchip. The nega-
tively charged probes rapidly move to the positively charged sites, where they concentrate
and are chemically bound to that site. The microchip is then washed and another solution
of distinct DNA probes can be added. Site by site, row by row, an array of specifically
bound DNA probes can be assembled or addressed on the microchip. (Courtesy of
Nanogen, Inc.)

shown in Figure 8, a total of five sets of different capture probes have been elec-
tronically addressed to the microchip. With the ability to electronically address
capture probes to specific sites, the system allows end-users to build custom arrays
through the placement of specific capture probes on a microchip. In contrast to
current technologies, these microchip arrays can be addressed in a matter of min-
utes at a minimal cost, providing research professionals with a powerful and ver-
satile tool to process and analyze molecular information.

2. Electronic Concentration and Hybridization

Following electronic addressing, electronics are used to move and concentrate tar-
get molecules to one or more test sites on the microchip, as shown in Figure 9. The
electronic concentration of sample DNA at each test site promotes rapid
hybridization of sample DNA with complementary capture probes. In contrast to
the passive hybridization process, the electronic concentration process has the dis-
tinct advantage of significantly accelerating the rate of hybridization. To remove
any unbound or nonspecifically bound DNA from each site, the polarity or charge
of the site is reversed to negative, thereby forcing any unbound or nonspecifically
bound DNA back into solution away from the capture probes. In addition, since
the test molecules are electronically concentrated over the test site, a lower con-
centration of target DNA molecules is required, thus reducing the time and labor
otherwise required for pretest sample preparation.
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Figure 9 The electronic concentration of sample DNA at each test site promotes rapid
hybridization of sample DNA with complementary capture probes. The electronic concen-
tration process has the distinct advantage of significantly accelerating the rate of hybridiza-
tion. The polarity or charge of the site is subsequently reversed to negative, thereby forcing
any unbound or nonspecifically bound DNA back into solution. (Courtesy of Nanogen, Inc.)

3. Electronic Stringency Control

Electronic stringency control is the reversal of electrical potential to quickly and
easily remove unbound and nonspecifically bound DNA as part of the hybridiza-
tion process. Electronic stringency provides quality control for the hybridization
process and ensures that any bound pairs of DNA are truly complementary. The
precision, control, and accuracy through the use of the controlled delivery of cur-
rent in the electronic stringency process, as shown in Figure 10, permits the detec-
tion of single-point mutations, single-base-pair mismatches, or other genetic
mutations, which may have significant implications in a number of diagnostic and
research areas. Electronic stringency is achieved without the cumbersome pro-
cessing and handling otherwise required to achieve the same results through con-
ventional methods. In contrast to passive arrays, Nanogen’s technology can
accommodate both short and long single-stranded fragments of DNA. The use of
longer probes increases the certainty that the DNA that hybridizes with the cap-
ture probe is the correct target. Nanogen’s electronic stringency control reduces
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Figure 10 The precision, control, and accuracy through the use of the controlled deliv-
ery of current in the electronic stringency process permits the detection of single-point
mutations, single-base-pair mismatches, or other genetic mutations. (Courtesy of Nanogen,
Inc.)

the required number of probes and therefore test sites on the microchip, relative to
conventional DNA arrays. In contrast, traditional passive hybridization processes
are difficult to control and require more replicants of every possible base pair
match so that correct matches can be positively identified.

D. Microfluidic Devices

There are many university research laboratories and institutes across the world
working in the area of microfluidic devices of all kinds. Much early work was
done by such groups as Ramsey’s at Oak Ridge National Laboratory [31–33] who,
in addition to the groups of de Rooij [34], Manz [35], and Harrison [36,37], for
example, continue to be very active.

Microfluidic technologies have over the past decade matured sufficiently so
that it has become the basis for many companies. Many of these companies also
perform fundamental research while providing their technologies to customers
either as products or in early technology access partnerships. Still other compa-
nies use microfluidics technology in a specialized application and market the
value added in a specialized field of endeavor, such as environmental monitoring,
patient diagnostics, genetic testing, or drug discovery. For example, complete
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Figure 11 Agilent 2100 bioanalyzer based on the Caliper Lab on a Chip technology. The
system operates with several chip kits specific to the analysis of DNA and RNA. Other kits
are in development. (Courtesy of Caliper Technologies.)

instrument systems based on microfluidic separations are emerging, many inte-
grated with detection.

1. Microfluidic Separations

Caliper Technologies was founded on the technologies originating in many of
these research labs. During 1999, Caliper introduced its first two LabChip sys-
tems—a personal laboratory system for the life sciences market and a high-
throughput screening system to aid pharmaceutical companies in discovering new
drugs. Codeveloped with Agilent, the first laboratory system consists of the Agi-
lent 2100 bioanalyzer, a desktop instrument designed to perform a wide range of
scientific experiments using a menu of different LabChip kits. Each kit contains
chips and reagents designed for specific applications. The LabChip system brings
the benefits of miniaturized, integrated, and automated experimentation to the
researcher’s desktop. Agilent launched this product in September 1999. Current
applications include DNA and RNA analysis. Figure 11 shows the Agilent 2100
bioanalyzer. The analyzer works with a series of chips optimized for DNA and
RNA analysis, e.g., the DNA 7500 LabChip assay kit provides size and concen-
tration information for DNA fragments ranging in size from 100 to 7500 base
pairs.

Caliper’s LabChip high-throughput screening system utilizes chips that
draw nanoliter volumes of reagents from microplates for analysis. The system per-
forms a wide range of experiments using a menu of different chips. Caliper cur-
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rently offers chips to perform drug screening for several classes of targets and
anticipates offering more chips, currently in development, to increase both capa-
bility and throughput.

Using a similar approach, ACLARA Biosciences has demonstrated rapid,
high-resolution electrophoretic separations in plastic chips [38–40]. DNA frag-
ment sizing is required in numerous applications and represents an attractive tar-
get market wherein ACLARA provides ready-to-use disposable plastic chips, pre-
filled with a proprietary gel. ACLARA produces plastic chips in polymers thereby
enabling the mass production of low-cost disposable chips. They use two main
steps in the production of plastic chips: (1) formation of microstructures in a base
layer and (2) sealing of the base layer with a cover layer. To form the base layer,
microstructure patterns are replicated from a micromachined master (or submas-
ter) onto a polymeric substrate. ACLARA has developed several different replica-
tion technologies that span a range of capabilities and economies of scale,
enabling the company to select the most appropriate technology for any applica-
tion under development.

2. Microfluidic Synthesis

Traditional means of transferring fluids with pipets are severely challenged much
above 384 wells in a microtiter plate. The microfluidic technology developed by
Orchid Biocomputer [41] provides a viable route to achieve much higher levels of
densification, unachievable by traditional systems. Orchid is developing modular
chip-based systems with 96, 384, 1536, and 12,288 (8 × 1536) reactor arrays that
accommodate 100- to 80-nl sample volumes.

The unique features of the Orchid chips include the ability to process hun-
dreds of reactions in parallel through the use of precise fluidic delivery methods.
These chips use hydrostatic pressure pulses with nonmechanical microvalves fab-
ricated in the multilayer collective device to transfer fluids vertically and horizon-
tally into 700-nl microreaction wells. The highly complex three-dimensional
architecture of these chips enables the broadest range of capabilities of any chip
in the industry. With this enclosed system there is no risk of evaporation or reagent
degradation. One important application of Orchid’s microfluidic technology is in
parallel chemical processing as embodied in the Chemtel chip shown in Figure 12.

3. Chip-Based Flow Cytometry for Medical Diagnostics

A multidisciplinary team at was formed at the University of Washington School of
Medicine’s departments of bioengineering, mechanical engineering, electrical
engineering, and laboratory medicine. The developments resulting from this mul-
tidisciplinary research have been licensed from the University of Washington to
Micronics, Inc. [42].
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Figure 12 The Orchid biocomputer microfluidic chip. (Courtesy of Orchid Biocom-
puter.)

Micronics is further developing microfluidics-based systems for application
to clinical laboratory diagnostics and analytical and process control chemical
determinations. In both instances, the small size and autocalibrating characteris-
tics of the microfluidics technology lends itself to application at the point of the
sample. This avoids the transportation of sample to centralized laboratories—a
step that results in both delays and degradation of the sample—and it provides
answers at the point were decisions can be made immediately.

A major area of Micronics’ technology is in microfluidic-based cell cytom-
etry. In operation, biological cells from a sample, such as blood, pass in single file
through a channel on which is focused a laser beam. Light scattering measure-
ments are taken at multiple angles, and these multiparameter scatter measure-
ments provide a “fingerprint” for the various types of cells. This technology,
known as flow cytometry, is not new. However, Micronics is implementing the
technology on a microfluidic scale using new miniaturized optical technology
developed recently for CD readers. Micronics microcytometer technology has
demonstrated the capacity to count and classify platelets, red blood cells, and var-
ious white cell populations by means of laminate-based microfluidic flow chan-
nels and light scattering optics. Additional light scattering and data analysis chan-
nels will be used to extend the capabilities of the microcytometer toward a
complete blood cell assay including a five-part white cell differential.

4. Microfluidics in a Rotating CD

Gyros Microlabs AB has integrated a microfluidics system based on a simple mod-
ular design, consisting of a spinner unit, a flow-through noncontact liquid
microdispenser, CD with proprietary applications and chemistries, detector(s),
and software.
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Figure 13 A lab on a CD design and a close-up of individual microchannels. Fluid trans-
port is achieved through the action of centripetal force as the CD spins. (Courtesy of Gyros
Microlab AB.)

Many complex steps, such as sample preparation, fluid handling, sample
processing, and analysis, can be carried out seamlessly within the confines of a
single CD. The CD, shown in Figure 13, is made up of intricate, molded
microchannels in plastic, creating interconnected networks of fluid reservoirs and
pathways. No pumps are required because spinning the CD moves the liquids
around. What makes the technology versatile is the ability to rapidly and easily
create application-specific CDs, where the applications are embedded in the intri-
cate microstructures on the CD.

One application explored is high-throughout SNP scoring on a CD in com-
bination with solid-phase pyrosequencing [43]. The centripetal force in the CD
device allows for parallel processing without complex tubing connections. One of
their current designs integrates the whole process for single-nucleotide polymor-
phism (SNP) analysis, including sample preparation, achieving more than
100,000 SNPs per day [44].

Gyros has also developed flow-through, noncontact, piezoelectric dispenser
allowing them to deposit a precise amount of liquid into each microstructure while
the CD is spinning at 3000 rpm, thus managing many operations simultaneously
without any evaporation problems. The flow-through principle facilitates the use
of thousands of different samples or reagents. Gyros is developing a full range of
dispenser variants including arrays, which will revolutionize the way small vol-
umes of liquids can be handled.

As can be seen from the selected examples, many products and services are
being developed based on microarray and microfluidic components. Table 5 lists
some of the companies along with their web site to which the readers are referred
for additional information.
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Table 5 Selected Companies and Institutes and Web Sites

Company/institution Website Comments

Oak Ridge National 
Laboratory

http://www.ornl.gov Large microfluidic develop-
ment effort

Caliper Technologies http://calipertech.com One of the early companies
in microfluidic systems,
DNA applications

ACLARA Biosciences http://www.aclara.com/ Microfluidic systems, DNA
applications

Illumina http://www.illumina.com/ Fiberoptic, self-assembling
bead arrays, very high-
throughput assay technol-
ogy

Hyseq http://www.hyseq.com/ Developer of sequencing by
hybridization (SBH)

Nanogen http://www.nanogen.com Electronically-driven
hybridization

Orchid Biosciences http://www.orchidbio.com Early microfluidic company
focused on chip-based syn-
thesis and SNP scoring

Micronics http://www.micronics.net/ Licensor of Univ. of Wash-
ington microfluidic tech-
nologies, microcytometry

Gyros Microlab AB http://www.gyrosmicro.com/ Lab on a CD disk

V. NANOTECHNOLOGY

Nanotechnology [45] is a very broad emerging discipline; it describes the utiliza-
tion and construction of structures with at least one characteristic dimension mea-
sured in nanometers. Such materials and systems can be deterministically designed
to exhibit novel and significantly improved physical, chemical, and biological
properties, phenomena, and processes because of their size. Since they are inter-
mediate between individual atoms and bulk materials, their physical attributes are
often also markedly different. These physical properties are not necessarily pre-
dictable extrapolations from larger scales. Currently known nanostructures include
carbon nanotubes, proteins, and DNA.

In biology, recent insights indicate that DNA sequencing can be made many
orders of magnitude more efficient with nanotechnology. It can also provide new
formulations and routes for drug discovery, enormously broadening the therapeu-
tic potential of drugs. For example, drugs or genes bound to nanoparticles can be

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.

http://www.ornl.gov
http://calipertech.com
http://www.aclara.com/
http://www.illumina.com/
http://www.hyseq.com/
http://www.nanogen.com
http://www.orchidbio.com
http://www.micronics.net/
http://www.gyrosmicro.com/


144 Beugelsdijk

administered into the bloodstream and delivered directly to cells. Furthermore,
given the inherent nanoscale of receptors, ion channels, and other functional com-
ponents of living cells, nanoparticles may offer a new way to study these compo-
nents.

Nanosensors with selectivities approaching those of antigen–antibody or
hybridization reactions will greatly influence chemistry and instrumentation
development. These sensors would be naturally complementary to microfluidic
systems, and we should expect to see these systems integrated in the future.

Scientists are just now beginning to understand how to create nanostructures
by design. A more complete understanding will lead to advances in many indus-
tries, including material science, manufacturing, computer technology, medicine
and health, aeronautics, environment, and energy, to name a few. The total socie-
tal impact of nanotechnology is expected to be greater than the combined influ-
ences that the silicon integrated circuit, medical imaging, computer-aided engi-
neering, and manufactured polymers have had in this century. Significant
improvements in performance and changes of manufacturing paradigms will lead
to several industrial revolutions in the 21st century. Nanotechnology will change
the nature of almost every man-made object. The major question now is, how soon
will this revolution arrive?

VI. SUMMARY

The above examples are merely illustrative and not intended to be a comprehensive
coverage of all available systems of current research. This field is changing very
rapidly; new products, services based on microfluidic systems, and even new com-
panies are constantly emerging. Most of the above products were made by combi-
nations of the fabrications technologies described in the first part of this chapter.
They also illustrate how fundamental developments made in various research
groups are migrating to the private sector and eventually to the marketplace.

These devices are the tip of the iceberg. They are indicative of the state of
the technology and also serve as a prelude to products to come.
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I. INTRODUCTION

An important byproduct of the Human Genome Project is an appreciation of the
nature and degree of individual genetic variation [1]. While small insertion and
deletions and variation in the length of repetitive DNA elements are common, by
far the most frequently occurring type of genetic variation is the single-nucleotide
polymorphism (SNP). A SNP is a nucleotide position in genomic DNA where the
nucleotide base varies within a population [2]. In humans, it is estimated that
between any two genomes, 1 in 1000 bases will be an SNP. When a large popula-
tion consisting of many genomes is considered, as many as 1 in 100 bases will be
polymorphic. Thus, in the human genome, which contains some 3 billion base
pairs, there are expected to be more than 3 million SNPs. Many of these SNPs will
have biomedical uses ranging from identification of potential drug targets to diag-
nosis of disease susceptibilities and targeting of therapies. Analysis of millions of
SNPs in millions of patients presents a daunting challenge with new types of con-
siderations and requiring the development of new approaches. In this chapter, we
will briefly cover some of the uses of SNPs and describe some of the assay
chemistries and analysis platforms that will allow SNPs to be used on a large scale
for these emerging pharmaceutical applications.

A. SNP Applications

SNPs have several potential applications relevant to drug discovery and develop-
ment. First, SNPs located in the protein coding or regulatory regions of genes can
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affect protein function or expression. In some cases, such alterations can be iden-
tified as the cause of a disease, thereby pointing to a potential drug target as well
as having diagnostic uses. While in some diseases a single mutation can be iden-
tified as the cause of a disease, more often disease is expected to be the result of
an interacting combination of differences in a number of genes [3]. Case-control
association studies that focus on protein-altering SNPs within a set of candidate
genes can reveal the involvement of specific genes in such complex diseases [2].
In a set of related applications, SNPs can be used as mapping markers to identify
genes that may be associated with a particular disease. In these scenarios, hun-
dreds of thousands of SNPs are scored in affected and control populations con-
sisting of hundreds to thousands of individuals. While the experimental design and
statistical considerations for large-scale association or linkage disequilibrium
studies are still the subject of debate (discussed and reviewed in [4]), it is hoped
that this approach may help address the difficult problem of diseases with complex
genetic susceptibilities.

Similarly, amino acid–altering SNPs can affect a patient’s response to a
drug. Variation among individuals with respect to drug targets as well as drug
metabolism can result in important differences in drug efficacy and toxicity [5,6].
As for complex diseases, drug responses will most often have a polygenic charac-
ter, and patient responses will be determined by an individual variation in the rel-
evant genes. The understanding of pharmacogenetic variation will not only be
important for diagnostic uses but for the design of clinical trials for new drugs as
well. Ensuring that known drug target and metabolism genotypes are represented
in a clinical trial population should make it possible to more precisely predict drug
efficacy and safety in the general population. In the broad vision of pharmacoge-
nomics, disease and susceptibilities as well as highly individualized therapies
would be ascribed on the basis of a patient’s genotype, thereby ensuring safe and
optimal treatment for every patient.

B. SNP Discovery and Scoring

A prerequisite for the applications described above is the identification and map-
ping of SNPs throughout the genome. Most of this task will be accomplished in
the course of various large- and small-scale sequencing efforts [7–10]. There are
currently active efforts in both the public and private sectors to discover and map
SNPs on a genome-wide scale [11,12]. There have been several reviews on the
methods and considerations that are relevant for SNP discovery [1,13]. While
large-scale sequencing is the source of the majority of newly discovered SNPs,
there are also efforts to develop methods of “scanning” genomic DNA for varia-
tion, with sequencing being used to confirm and identify SNPs. Although most
SNP discovery methods can be configured for subsequent scoring of a SNP in
unknown samples, in general scanning methods do not scale well for high-
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throughput genotyping applications. Scoring of large numbers of known SNPs is
more efficient using one or more methods designed to interrogate an SNP directly
[14]. In this chapter, we will consider the methods and analysis platforms avail-
able for large-scale SNP scoring in a drug discovery environment.

II. GENERAL CONSIDERATIONS

Before discussing in detail the chemistries and platforms used to score SNPs, it is
useful to consider the important characteristics of large-scale SNP analysis for drug
discovery applications because the requirements in this setting are very different
from those of a smaller scale research setting. As discussed above, though estimates
vary for applications related to gene discovery, on the order of 100,000 SNP mark-
ers will have to be screened in thousands to tens of thousands of individuals. Thus,
any single application will likely require the scoring of millions of SNPs. This scale
of analysis involves particular consideration of issues of throughput and cost that
will influence the choice of assay chemistry and analysis platform. Two issues that
are especially important in this regard are the amenability of methods to automa-
tion and the multiplexed analysis of many SNPs in each sample.

A. Sample Preparation

In most cases, the starting material for an SNP scoring project will be purified
genomic DNA, which is then subjected to polymerase chain reaction (PCR) to
amplify the regions containing the SNPs. PCR amplification is a major cost for
most SNP scoring methods, and although there is much interest in developing
“PCR-less” assays, as yet the combination of sensitivity and specificity of PCR
has not been surpassed. Fortunately, PCR reactions are readily set up and per-
formed in microwell plates with commercially available laboratory automation
equipment. Additional cost and time savings can be obtained by multiplexing the
PCR step, although the technical challenges to performing many PCR reactions in
one tube are still significant enough to keep this approach from being routine on a
large scale.

Once the DNA template is prepared, some assay chemistry is performed,
generally consisting of a hybridization or binding procedure, often coupled to an
enzymatic reaction, that allows identification of the nucleotide base located at the
SNP position. Such chemistries usually require incubations ranging from minutes
to hours, but these need not be rate limiting if they can be performed in parallel in
microplates. Specialized enzymes, fluorescent nucleotides, or other reagents are
often required and represent another major cost for SNP scoring assays. Again,
multiplexed sample processing of many SNPs in a single tube can dramatically
decrease the cost per SNP scored, as well as increase throughput.
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B. Sample Analysis

If upstream sample processing steps can be conducted in parallel, sample analysis
is often the rate-limiting step in SNP scoring applications. The ideal method
would permit analysis of the products of SNP scoring reactions directly, without
need for further purification, including highly multiplexed analysis of many SNPs
per sample, as well as analysis of many samples simultaneously and/or a high
serial sample analysis rate. The method should also be integrated with commercial
lab automation instrumentation commonly used in a drug discovery environment.
While no single analysis platform meets all of these criteria, a few meet several of
them, and continued instrument development will likely improve performance in
these respects.

C. Automation and Multiplexing

Especially important features for large-scale applications are multiplex and
automation capabilities. Microplate-based assays are particularly well suited to
automation, and many commercial robotics systems can perform large-scale sam-
ple preparation and analysis using microplates. Automation permits processing of
large numbers of samples, and microplate assays can be configured to use small
volumes (a few microliters) providing a reduction in assay reagent costs. An even
bigger reduction in assay costs can be obtained by performing the multiplexed
scoring of many SNPs in a single sample. For some SNP scoring chemistries the
expensive reagents (enzymes and/or labeled nucleotides) are in excess, so that
additional sites can be scored using the same pool of these reagents. This results
in a decrease in the cost per SNP scored that is directly proportional to the level of
multiplexing.

While microplates are well suited to the parallel processing of many sam-
ples, it is difficult to multiplex solution-based SNP scoring assays beyond a few
sites. Electrophoresis-based methods can provide a modest degree of multiplexing
combined with parallel sample analysis, and automation capabilities are improv-
ing. Microarray-based analysis methods are especially well suited for highly mul-
tiplexed assays, enabling the analysis of many more SNPs in a single sample than
microplate-based assays. Flat microarrays (DNA chips) facilitate the multiplexed
scoring of 1000 or more SNPs from a single sample, while soluble microarrays
(DNA microspheres) can supports analysis of dozens to a hundred SNPs simulta-
neously, and potentially many more. Sample preparation and analysis for DNA
chips can be automated using vendor-supplied equipment, while multiplexed
microsphere-based assays are compatible with parallel sample preparation in
microplates and conventional lab automation equipment.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



SNP Scoring for Drug Discovery Applications 153

III. SNP SCORING CHEMISTRIES

The objective of an SNP scoring assay is to determine the nucleotide base at spe-
cific sites in the genome. A variety of approaches have been developed to score
SNPs, some of which exploit differences in physical properties of the DNA and
oligonucleotide probes, while others rely on highly specialized enzymes to ana-
lyze DNA sequence. These methods vary in their ease of use, flexibility, scalabil-
ity, and instrumentation requirements, and these factors will affect the choice of
approaches employed in a high-throughput screening environment.

A. Sequencing

Conceptually, the simplest approach to scoring SNPs is probably direct sequenc-
ing, since sequencing is used to discover and confirm SNPs initially. However, in
practice, direct sequencing is a fairly inefficient way to score SNPs. While the
speed and throughput of sequencing instruments continues to improve, with cap-
illary-based sequencers capable of generating 96 sequencing reads of 400–500
bases each in 2–3 hrs in general such read lengths will contain only one to a few
SNPs on average. Considering this throughput rate (96 SNPs every 2–3 hr per
instrument) and sample preparation costs (PCR amplification or cloning followed
by one or more sequencing reactions for each target), direct sequencing is not suit-
able for most large-scale SNP scoring applications. In some highly variable
regions of the genome—certain human leukocyte antigen (HLA) genes, for exam-
ple—a sequencing read may contain dozens of potential SNP sites. In such cases,
sequencing can be quite efficient, providing multiplexed SNP scoring in one reac-
tion. However, such cases are rare exceptions, and for most applications sequenc-
ing is not a viable high-throughput SNP scoring method.

B. Hybridization

SNPs can often be detected by measuring the hybridization properties of an
oligonucleotide probe to a template of interest. The melting temperature for
hybridization of an oligonucleotide of modest length (15–20 mer) can differ by
several degrees between a fully complementary template and a template that has a
one-base difference (i.e., an SNP). By carefully designing oligonucleotide probes
and choosing hybridization conditions that allow the probe to bind to the fully
complementary template, but not a template containing an SNP, it is possible to
use hybridization to distinguish a single-base variant (Fig. 1A).

In practice, this approach generally requires careful optimization of
hybridization conditions because probe melting temperatures are very sensitive to
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Figure 1 SNP scoring chemistries. A: Hybridization-based methods to interrogate a
variable site (lowercase) in a DNA template involve the design of probes that, under the
appropriate incubations conditions, will anneal only to one specific allele. B: Allele-spe-
cific chain extension (ASCE) employs primers that anneal at the SNP-containing site such
that only the primer annealed perfectly to a specific allele (primer A) is extended, while
primer specific for another allele (primer B) is not. C: In single-base extension (SBE), a
primer is designed to anneal immediately adjacent to the SNP-containing site and a DNA
polymerase is allowed to extend the primer one nucleotide using labeled dideoxynu-
cleotides. The identity of the incorporated dideoxynucleotide reveals the base at the SNP
site on the template DNA. D: The oligonucleotide ligation assay (OLA) uses two types of
oligonucleotides. The first (primer) anneals to the template DNA immediately adjacent to
the SNP-containing site. The second type (probe) anneals on the other side of the SNP such
that that the terminal base will pair with the SNP. If the terminal base is complementary to
the base at the SNP site, the first (primer) and second (probe A) oligos will be covalently
joined by DNA ligase. If the terminal base of the second oligo (probe B) is not comple-
mentary to the SNP base, ligation will not occur.
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sequence context as well as to the nature and position of the mismatched base. This
difficulty in choosing optimum hybridization conditions (buffer and temperature)
can be eliminated by continuous monitoring of probe hybridization as the temper-
ature is increased, allowing the melting temperature for matched and mismatched
probes to be determined directly in a process known as dynamic allele-specific
hybridization (DASH; Howell, 1999 #46). Alternatively, the use of highly parallel
microarrays enables an SNP-containing template to be interrogated by many dif-
ferent hybridization probes for each SNP [15], providing a redundancy of analysis
that effectively increases the signal-to-noise ratio. Peptide nucleic acids (PNAs),
which are oligonucleotide analogues with a structure that make hybridization very
dependent on correct base pairing (and thus very sensitive to mismatches [16,17],
can improve hybridization-based assays. Locked nucleic acids (LNAs; Wengel,
1999 #209), another oligonucleotide analogue, are likely to be similarly useful.

C. Allele-Specific Chain Extension

The combination of a hybridization probe with a sequence-sensitive enzymatic
step can offer very robust and accurate SNP scoring chemistry. Allele-specific
chain extension (ASCE) involves the design of a primer whose 3′ terminal base
will anneal to the site of the SNP [18,19]. If the base at the SNP site on the tem-
plate DNA is complementary to the 3′ base of the allele-specific primer, then DNA
polymerase will efficiently extend the primer (Fig. 1B). If the SNP base is not
complementary, polymerase extension of the primer is inefficient and under the
appropriate conditions no extension will occur.

Originally implemented as a PCR-based assay, allele-specific PCR (AS-
PCR) used gel electrophoresis to detect the PCR product as a positive indicator of
the presence of the SNP of interest [18,19]. AS-PCR is widely used in diagnostic
assays for several disease-associated mutations [20] as well as for HLA typing
[21]. In addition, by using two allele-specific primers, AS-PCR can be used to dis-
tinguish whether two SNPs are present on the same chromosome [22]. AS-PCR
assays can also be multiplexed to some extent, enabling several SNPs to be
assayed in a single sample [23]. More recently, ASCE has been adapted to detec-
tion platforms more compatible with large-scale analysis including microarrays
[24,25].

D. Single-Base Extension

The ability of DNA polymerase to discriminate correctly paired bases is the prin-
ciple underlying conventional DNA sequencing as well as ASCE. Another
approach employing the sensitive sequence discrimination of DNA polymerases is
single-base extension (SBE) of a primer, also known as minisequencing or genetic
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bit analysis (GBA). In SBE (Fig. 1C), an oligonucleotide probe is designed to
anneal immediately adjacent to the site of interest on the template DNA. In the
presence of dideoxynucleoside triphosphates, DNA polymerase extends the
annealed primer by one base [26,27]. This is essentially the same dye terminator
chemistry widely used in conventional sequencing and, as long as the SBE primer
is specific, can be very accurate with an excellent signal-to-noise ratio.

Most often, the dideoxynucleotide is labeled. Usually the label is a fluores-
cent dye, but in some configurations biotinylated dideoxynucleotides can be used
and detected with a labeled avidin in a secondary labeling step. If fluorescent
dideoxynucleotides are used, all four bases can be scored in a single reaction if
each of the four dideoxynucleotides is tagged with a different fluorophore. Ther-
mal cycling of the SBE reaction using a temperature-stable polymerase can pro-
vide signal amplification, although at present amplification of the genomic tem-
plate by PCR is still required.

E. Oligonucleotide Ligation

Another method that takes advantage of enzyme discrimination of correctly paired
bases is the oligonucleotide ligation assay (OLA). Two types of oligonucleotide
probes are designed: one that anneals immediately adjacent to the SNP site on the
template DNA and one that anneals immediately adjacent to the other side of the
SNP (Fig. 1D) such that the terminal base will pair with the SNP. If the terminal
base of the second primer is complementary to the SNP base, then a DNA ligase
enzyme will covalently join the two primers. If the terminal base is not comple-
mentary, ligation will be very inefficient. As for SBE, OLA exploits highly spe-
cialized enzymes to discriminate correctly matched bases and can be very accu-
rate. In addition, because it uses two primers to interrogate the SNP, OLA can also
be configured to detect small insertions or deletion mutations.

Often one primer is immobilized on a solid substrate [28] and the second
primer is labeled, either directly with a fluorophore or with a biotin for subsequent
detection with labeled avidin. OLA is generally performed on PCR-amplified tem-
plate DNA, but a variant, the ligase chain reaction (LCR), uses genomic DNA as
template for the ligation reaction, the products of which are then amplified [29].
Another variant suitable for use with genomic DNA template is “padlock probe”
ligation, which generates a circular oligonucleotide product which can than be
amplified many hundred fold using rolling-circle amplification [30,31].

F. Nuclease-Based Assays

Several SNP scoring methods based on nuclease cleavage of oligonucleotide
probes have been demonstrated. A relatively straightforward assay targets SNPs
that alter the recognition site for a restriction endonuclease, resulting in a change
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in the electrophoretic migration of the template molecule. More general
approaches that can be configured as homogeneous assays are Taq-Man [32] and
Invader [33], both based on hybridization combined with an enzymatic 5′-nucle-
ase activity.

In Taq-Man, the 5′-nuclease activity of Taq DNA polymerase cleaves a
hybridization probe that specifically anneals to the template DNA during PCR.
The Taq-Man hybridization probe is labeled with fluorescent donor and acceptor
molecules that exhibit fluorescence resonance energy transfer (FRET) that is
released upon cleavage. The Taq-Man probes must be carefully designed to
hybridize only to perfectly matched template and not to template with a mis-
matched base. The Invader assay uses the 5′-nuclease activity of a thermostable
flap endonuclease (FEN) enzyme to cleave a 5′ “flap” displaced by an invading
probe. Probe cleavage produces a short oligonucleotide bearing a label that can be
detected. Alternatively, the short cleavage product can serve as an Invader probe
for a second stage of probe cleavage. This results in an amplification of the signal
under isothermal conditions, and detection of signals from genomic DNA without
PCR has been reported [33]. Both the Taq-Man and Invader assays are gaining
popularity for the analysis of single-point mutations. Highly multiplexed analysis
of many SNPs simultaneously, such as is desired for large-scale applications, has
not yet been demonstrated for these assays.

G. Summary

For large-scale SNP scoring, the SBE chemistry is probably the most robust, flex-
ible, and easily multiplexed chemistry. For SBE, one primer is designed for each
SNP, which are then labeled by extension with dideoxynucleotides. The extension
of primers with labeled dideoxynucleotides by DNA polymerase is essentially the
same chemistry used in conventional sequencing and is generally very accurate.
Allele-specific chain extension requires a different primer for each allele, but also
benefits from the specificity of DNA polymerase. Ligation assays can be very
accurate as well, but they require a primer and a different probe to score each SNP.
On the other hand, ligation assays are more readily configured to score small inser-
tions or deletions than SBE. Neither ligation, ASCE, nor SBE assays are well
suited to score SNPs in highly variable regions of the genome, as variability in
primer binding sites makes primer design more difficult. In these rare instances,
conventional sequencing may be the most effective method of assessing genotype.

IV. PLATFORMS

Just as there are a variety of assay chemistries for scoring SNPs, there are several
platforms on which samples can be analyzed. Although all chemistries are not
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compatible with every platform, most can be analyzed by a variety of instruments.
Key considerations for large-scale SNP scoring in a drug discovery environment
are compatibility with highly parallel and automated sample preparation and the
ability to perform multiplexed scoring of many SNPs in each sample.

A. Electrophoresis

Being a standard technique in molecular genetics labs, gel electrophoresis is
widely used for SNP scoring. Most often, mobility through the gel or sieving
matrix is used to identify a particular DNA fragment by its size. In addition, fluo-
rescence detection of one or more probes can be used to identify primers or incor-
porated nucleotides. These two features form the basis of automated DNA
sequencing but also have applications in SNP scoring. In allele-specific PCR,
agarose gel electrophoresis is often used to identify amplified products based on
size [23]. For SBE assays, different sized primers, each interrogating a different
SNP, can be resolved by electrophoresis, enabling multiplexed analysis of several
sites simultaneously [34,35].

The limitations of electrophoresis as a SNP scoring platform stem from
fairly low throughput. The current state of the art in electrophoresis for sequenc-
ing applications, capillary electrophoresis instruments with 96-sample capacity,
can perform an analysis every 2–3 hr. Assuming a size-based primer multiplex to
analyze 10 SNPs simultaneously, one could score roughly 4000 SNPs per work-
day. New generation instruments with 384-capillary capacity could quadruple that
throughput.

B. Microplate-Based Assays

Many SNP scoring assays have been adapted to a microwell plate format, enabling
highly parallel and automated sample processing and analysis. This platform is
compatible with commercial high-throughput sample handling and measurement
instruments that are widely used in the pharmaceutical industry. SNP scoring
assays in microplates can be configured as heterogeneous (requiring wash steps to
remove excess reagents) or homogeneous (no wash steps required), with fluores-
cence or absorbance detection.

For the heterogeneous approaches, the microwell is often used as a solid
support for oligonucleotide probes. For example, OLA and SBE assays have been
configured with the SNP primer immobilized on the microplate bottom [28,36].
PCR-amplified template, reporter oligos or nucleotides, and enzyme (ligase or
polymerase) are added and the enzymatic reaction causes the immobilized primer
to be labeled. Excess reagents are then washed away and the signal remaining in
the well is measured.

For homogeneous assays, the microwell serves as a cuvette in which fluo-
rescence is monitored. The key to the most homogeneous assays is the use of
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FRET, which results in a change in the fluorescence spectra of a sample when two
fluorescent dyes are brought into proximity. In addition to the example of the Taq-
Man assay described earlier, FRET-based approaches have been configured for
hybridization using molecular beacons [37], OLA [38], and SBE [39].

Fluorescence detection provides sensitive detection for the microwell for-
mat, and the use of FRET provides essentially real-time scoring of the SNP. An
entire microwell plate can be measured in less than a minute, enabling high sam-
ple throughput, and, in the case of 384 or higher densities, the reaction volumes
can be quite small (on the order of 10 µl). A disadvantage of microplate-based
detection is the limited capacity for the multiplexed detection of many SNPs per
sample. The use of differently colored probes can enable simultaneous detection
of multiple signals, but because currently available fluorophores have relatively
broad emission spectra, it will be very difficult to configure homogeneous solution
assays with a multiplex capacity of more than three or four SNPs per sample.

C. Mass Spectrometry

There is a significant effort aimed at adapting mass spectrometry to genomic appli-
cations, including SNP scoring. The advantages of mass spectrometry as an ana-
lytical tool stem from its capacity to produce very rapid and precise mass mea-
surements. This allows many assays to be configured without the use of exogenous
labels. For instance, SBE reactions can be analyzed by measuring the mass of a
dideoxynucleotide added to a primer. Because each of the four dideoxynucleotides
has a distinct mass, it is possible to identify which nucleotide(s) was added to the
primer [40]. In addition, by using several primers of different masses (lengths) to
interrogate several SNPs, it is possible to perform a multiplexed analysis on each
sample [41].

Current limitations of the mass spectrometry–based SNP scoring include a
marked dependence on the size of DNA molecule being analyzed. Single-base res-
olution decreases for larger oligonucleotides, especially between nucleotides of
similar mass such as A and T. The use of mass tagged nucleotides (i.e., isotopi-
cally labeled nucleotides) can increase this resolution [41–43] at added expense.
Another limitation is the requirement for highly processed and purified samples.
Current mass spectrometry–based genotyping protocols call for purification of
samples before analysis. This requirement increases the cost and time of the pro-
cedure, although these steps can be automated and performed in parallel. It is very
likely that some of these limitations will be overcome, given the current high level
of interest in adapting mass spectrometry to genomic applications.

D. Flat Microarrays

Perhaps one of the best publicized biological technologies of the last decade is the
use of microarrays to perform large-scale genomic analysis [44,45]. These

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



160 Nolan et al.

microarrays, typically constructed on glass using photolithographic or robotic
printing or spotting processes, can contain hundreds to hundreds of thousands of
different DNA molecules on a surface of just a few square centimeters or less.
Assays are generally configured using fluorescent reporter molecules, and arrays
are read using scanning methods such as confocal microscopy.

For SNP scoring applications, DNA microarrays have generally been used
in conjunction with hybridization assays [15]. In these assays, the sensitivity of
hybridization to local sequence context of a SNP is overcome by interrogating
each SNP with multiple hybridization probes, providing a redundancy to the
analysis that reduces ambiguous SNP scoring. Chips designed to interrogate hun-
dreds of SNPs simultaneously have been developed [15], and it should be possi-
ble to make chips with even higher SNP scoring capacity. In addition to hybridiza-
tion-based SNP scoring, the SBE chemistry has been adapted to flat microarrays
[27]. Currently, flat DNA microarray technology is expensive and not very flexi-
ble. To acquire proprietary or specialized array manufacturing technology and
dedicated array analysis instrumentation requires a large initial investment. How-
ever, for large-scale SNP scoring applications, the investment may be justified.

E. Soluble Arrays

An approach that has not yet generated the publicity of the DNA chip but will
probably have a major impact in a variety of areas is the use of soluble arrays and
flow cytometry. Soluble arrays are composed of microspheres that are dyed with
different amounts of one or more fluorophores such that many distinct subpopula-
tions of microspheres can be identified on the basis of their fluorescence intensity
using flow cytometry. Conceptually, the soluble array approach is similar to that
of flat microarrays, with different levels of fluorescence intensity replacing x-y
positions on a surface. Currently, soluble microsphere arrays of 100 elements are
commercially available ([46]; Luminex Corp., Austin, TX), but this number could
in principle be expanded to thousands with the use of additional dyes to create
multidimensional arrays.

The analysis of soluble arrays by flow cytometry has a number of advan-
tages over flat surface microarrays. First, oligonucleotides are readily immobi-
lized on microspheres using well-known benchtop chemistry. Second, because
each array element is a distinct population of microspheres, array preparation con-
sists of the combining of individual microspheres into a mixture using a pipette.
Reconfiguration of the array requires only the modification of individual micros-
phere populations, followed by the preparation of a new mixture. The use of uni-
versal oligonucleotide address tags [47,48] to capture tagged primers after a solu-
tion-phase SNP scoring reaction further increases the flexibility of the array by
allowing assays to be redesigned. Third, because the array is in a liquid phase, con-
ventional liquid-handling hardware can be used for highly parallel sample prepa-
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Table 1 Characteristics of SNP Scoring Platforms

Hardware 
costs Throughput

Automation 
compatibility

Multiplex 
capacity

Gels Low-high Low-moderate Low-moderate Moderate
Microplates Moderate-high High High Low
Mass spectrometry High Moderate-high Moderate-high Moderate
Flat arrays/scanner High Low Moderate High
Microspheres/flow

cytometry
Moderate-high Moderate-high Moderate-high Moderate-high

Low <20K <1 sample min Custom HTS <5 SNPs/sample
Moderate 20–100K 1–10

samples/min
Custom-commer-

cial hybrid
5–50 SNPs/

sample
High >100K >10 samples/

min
Commercial 

HTS
>50 SNPs/

sample

ration in microplates. In addition, improved sample handling capabilities for flow
cytometry [49] should boost throughput by more than a factor of 10 from a cur-
rent 1–2 samples per minute. Fourth, because flow cytometry can discriminate
between free and particle-bound probe, under most conditions no wash or purifi-
cation step is required. Finally, because flow cytometry is capable of measuring
tens of thousands of particles per second, soluble arrays can be analyzed in just a
few seconds.

A variety of SNP scoring chemistries are compatible with the use of micros-
pheres as solid supports and fluorescence detection by flow cytometry. Hybridiza-
tion-based assays have been used detect PCR products [50] as well as to interro-
gate SNPs by multiplexed competitive hybridization [51]. In addition, the OLA
and SBE chemistries have been adapted to microspheres [48,52,53]. While the
soluble array technology does not yet have the parallel analysis capacity of the flat
microarrays, advantages in serial sample throughput, ease of automation, and flex-
ibility will make it attractive for many applications.

F. Summary

Key features of a large-scale SNP scoring platform are the abilities to analyze
highly multiplexed assays with high serial sample thoughput in an automated
manner (Table 1). Microplates are an excellent platform for automated parallel
sample processing but cannot offer a high level of multiplexed analysis. Flat DNA
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microarrays offer very highly multiplexed analysis (thousands of SNPs) but a low
sample analysis throughput. Soluble arrays have a high multiplex capacity (dozens
to a hundred SNPs), with a fairly high serial sample throughput. Microplate-based
sample processing combined with a highly multiplexed array-based measurement
probably represents the most efficient combination of current technologies.

V. CONCLUSIONS AND PROSPECTS

Many strategies are being employed to score SNPs. Large-scale SNP scoring such
as is required for drug discovery applications requires special consideration of the
issues of throughput and cost. Especially important for optimizing throughput and
cost are the ability to automate sample preparation and analysis and the ability to
perform multiplexed scoring of many SNPs in a single sample. In this chapter, we
have focused on those methods currently available that could be configured for
large-scale applications. However, with the intense interest this area of research is
generating, improvements in all aspects of sample preparation and analysis are to
be expected. In closing, we would like to point to a few areas of likely progress.

Most SNP scoring assays involve PCR amplification of the DNA template.
PCR not only improves assay sensitivity but provides added specificity for reso-
lution of specific SNP sites against similar sites in gene homologues or pseudo-
genes. For the efficient highly parallel analysis of multiple SNPs such as is possi-
ble with microarrays, the PCR amplification step must be highly multiplexed.
Multiplexed PCR is a challenging problem, requiring the design and pooling of
PCR primers that will specifically amplify many sequences under the same con-
ditions yet will not interact with each other to produce primer artifacts. Because
this is a generally important problem, with applications beyond SNP scoring, it is
hoped that automated informatics and computational tools will be developed to
supplement the largely empirical approach to multiplex PCR currently employed.

Applications of DNA microarray technologies will continue to be devel-
oped, providing highly parallel multiplexed analysis. Flat surface microarrays
should prove to be much more useful for SNP scoring when combined with sin-
gle-base extension and universal capture tags. The parallel analysis capabilities of
soluble microsphere arrays are expected to increase as improved dye chemistry
enables the production of multidimensional arrays, providing the parallel analysis
throughput of flat microarrays with conventional liquid handling automation.
Newer formats, such as microarrays configured on the ends of optical fibers
(Chapter 7), may also prove to have unique advantages as detection platforms for
SNP scoring applications. Finally, the push of micro- and nanofabrication toward
integrated lab-on-a chip approaches will likely have an impact in reducing costs,
especially if these can provide a highly multiplexed analysis.
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An understanding of human genetic variation, especially in the form of
SNPs, offers enormous potential for enhancing and improving the process of drug
discovery and development. The realization of this potential depends on the abil-
ity to score rapidly and efficiently large numbers of SNPs in large numbers of sam-
ples. Technologies that combine automated sample preparation with highly multi-
plexed analysis will play a central role in meeting these needs.
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I. INTRODUCTION TO PROTEIN CHIP TECHNOLOGIES

The genome sequencing revolution has presented protein biochemists with bless-
ings and challenges. At the DNA level, high-throughput technologies enabled the
rapid discovery progress that the gene discovery community has enjoyed. Innov-
ative, chip-based technologies have provided molecular biologists with a com-
pletely new set of tools. At the same time, the incredible amount of information
from the various genomic analysis efforts has added additional layers of com-
plexity to the way a lot of biological and medical questions are addressed. The
simultaneous genetic analysis of many species and tissue types has broadened our
view and quickened our understanding of key physiological processes on a genetic
level. As will be discussed in this chapter, technology platforms originally intro-
duced for nucleic acid analysis would eventually also have a significant impact on
protein biochemistry in the hands of drug discovery researchers.

The rapid developments in the DNA and RNA analysis field have led the
way to smaller sample volumes and rapidly increasing sample throughput. Array-
ing technologies, as well as microfluidic and robotic systems, have revolutionized
industrial molecular biology. However, the fast and furious pace in that area has
widened the gap in the understanding of proteins and protein–protein interactions,
which has not progressed at the same speed. The reasons for this are both of a
philosophical and a practical nature. In the minds of the molecular biology com-
munity, proteins for a long time have been not proteins but gene expression prod-
ucts. The umbrella of this term very conveniently shields the molecular complex-
ity and diversity with which proteins present us. This molecular diversity is the
main practical reason why the study of proteins is much harder to press into a mul-
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tiplexed high-throughput format. The beauty of nucleic acid biochemistry lies in
the simple variation of a known theme, the repetitiveness of a very limited num-
ber of building blocks, with triplet-based sequence as the brilliant key to the lan-
guage of life. This key encodes the bountiful variety of the protein world, where
things become much less predictable. Already the 20 amino acids as components
with very different chemical characteristics presents a considerable analytical
challenge when one considers the combinatorial possibilities. In addition to that,
proteins can undergo posttranslational modifications with other classes of mole-
cules, such as lipids or carbohydrates, which can alter the behavior and character-
istics of the entire molecule. Yet from the earliest studies in protein biochemistry,
especially in the area of enzymology, the need for efficient as well as meaningful
protein analysis has been clear, especially in two aspects: proteins as antagonist
targets and lately also as therapeutics themselves in the fight against disease. The
increasing pace of discovery in cell biology and molecular biology discovery
research has made that need all the more pressing. Protein development efforts
drive large programs in the pharmaceutical industry. The focus of these programs
has undergone many changes over the years. Enzymology clearly made its mark
on drug discovery research early on. The advent of recombinant bacterial and
eukaryotic protein expression systems now allows the production of large amounts
of functional proteins for small-molecule antagonist screening, structural charac-
terization, and functional studies. Tagging recombinant proteins further facilitated
upstream optimization as well as downstream processing and analytical work.
Tagging systems represented the first step toward an integrated assay platform for
proteins that went beyond polyacrylamide gels. At the same time, advances in the
fields of immunology and signal transduction presented new challenges. Func-
tionality of a protein in these areas could not be measured through a catalytic reac-
tion that was monitored as a color change or fluorescence enhancement. Instead,
the function of a protein was based on its proper interaction with another protein
or other class of effector molecule. This called for the development of new types
of assays that allowed real-time monitoring of binding kinetics and the determi-
nation of binding specificity in a physiological setting. Also, the genome sequenc-
ing efforts led to the discovery of whole families of novel genes with unknown
functions. This presented an additional need for interaction studies that would
allow identification of binding or reaction partners. High-throughput screening
groups started to expand into the areas of rapid biological assays for proteins with
unknown activities. Aside from these exploratory and discovery applications,
functional assays have become increasingly important at downstream junctures of
the drug development process. To catch up with the speed of gene discovery, pro-
tein development was in need of sensitive, multiplexed assays that still would have
the flexibility to accommodate the diverse needs of the protein world. As it turned
out, the technology toolbox that revolutionized the nucleic acid world also
changed the way we look at proteins. This chapter will attempt to cover the
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advances in the area of chip-based protein analysis technologies over the past
decade and highlight the most important implications of these technologies for the
drug discovery process.

II. SURFACE PLASMON RESONANCE BASED
TECHNOLOGY: HOW OPTICAL BIOSENSORS
REVOLUTIONIZED PROTEIN–PROTEIN 
INTERACTION STUDIES

A. Optical Biosensor Technology:Technical Background
and Development

Development in the field of optical biosensors received significant impetus from
the need of improvement in the area of laboratory-based immunodiagnostics.
Optical techniques seemed an obvious choice for this area, since refractive index
is one of the few physical parameters that vary upon the formation of an immune
complex [1]. While interest in diffraction phenomena and the curious absorption
anomalies of metallized optical diffraction gratings in particular dates back to the
turn of the century, more systematic theoretical work in the field did not start until
the 1950s, with the major advances published again much later [2–5].

Optical biosensor technology relies on a quantum mechanical detection
phenomenon called the evanescent field. It is used to measure changes in the
refractive index that occur within a few hundred nanometers of a sensor surface.
These refractive index changes are caused either by the binding of a molecule to
a second molecule that has been immobilized on the surface or by the subsequent
dissociation of this complex [6]. There are several ways to create an evanescent
field [7–9]. Surface plasmon resonance (SPR), which is the technology platform
of the BIACORE instrument, has established itself as the most commonly used
over the past 10 years. In SPR, polarized light is shone onto a glass prism that is
in contact with a thin gold–glass surface. Light is reflected at all angles off the
gold–glass interface, but only at the critical angle the light excites the metal sur-
face electrons (plasmons) at the metal–solution interface. This creates the evanes-
cent field and causes a dip in the intensity of the reflected light. The position of
this response is sensitive to changes in the refractive index as well as the thickness
of the layer in the vicinity of the metal surface [10]. Resonance is described in an
arbitrary scale of resonance units (RU). A response is defined as the RU difference
compared with a baseline that is normally established at the beginning of an exper-
imental cycle with the immobilization of the capture protein or molecule. Figure
1 shows the setup of a typical SPR detection system, consisting of a detector, the
sensor chip, and an integrated microfluidics system, which allows for the contin-
uous flow of buffer, sample, and reagents.
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Figure 1 Schematic representation of an SPR detection system.

In a typical experiment, a capture molecule is first immobilized covalently
on the sensor surface. Subsequently, the residual binding sites are blocked. After
a wash with a buffer of low ionic strength, the interaction sample is passed over
the sensor, followed again by buffer. Figure 2 illustrates a typical SPR sensogram.
Response is measured with time and is proportional to the mass of the adsorbed
molecule [6,11]. As ligand adsorption on the immobilized capture molecule
occurs, the adsorption profile allows the determination of the association rate con-
stant, kon. After passing of the sample plug, dissociation of the complex follows as
buffer passes over the sensor. The logarithmic decay of the dissociation reaction
then allows the calculation of the dissociation rate constant koff. Earlier studies
exploring the potential of SPR in the field of biomolecular interactions employed
simple adsorption to the metal surface for the immobilization of the capture com-
ponent. This strategy comes with certain limitations. Some proteins may denature
when absorbed directly to the metal; hapten-type ligands are very difficult to
immobilize on metal. Furthermore, the performance of the sensor depends on the
even and reproducible distribution as well as correct orientation of the adsorbed
molecules. With a directly immobilized ligand there can be undesired interaction
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Figure 2 Typical SPR sensogram.

of solutes with the metal as well as exchange processes between ligand and solute.
To overcome these limitations, a carboxylated dextran surface coupled to the gold
film was developed, which evolved into the standard surface medium for covalent
immobilization of capture molecules in the BIACORE system, the CM5 sensor
chip. The concept of this surface technology was first described by Johnsson et al.
[10]. Their hydrogel-modified surface was designed to minimize nonspecific
adsorption of ligands at physiological ionic strength and at the same time facili-
tate accessibility of the ligand in the subsequent interaction study. Since the 
BIACORE system has grown into a generally accepted and commercially avail-
able analysis platform, the associated surface chemistry has been refined and
diversified to accommodate the constantly growing number of applications.
Today’s gold–dextran surfaces basically have five different layers: the glass basis
layer, the gold film, a linker layer, the dextran layer, and a specific layer. In the
original surface design the covalent coupling of the biological capture molecules
occurred directly by nucleophilic displacement of N-hydroxysuccinimide (NHS)
esters on the carboxymethyldextran chains [12]. Modern CM5 surfaces come pre-
activated for four different covalent coupling strategies: amine, ligand thiol, sur-
face thiol, or aldehyde. In addition to the covalent binding, hydrophobic surfaces
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are now available for the capture of membrane complexes, and nickel-chelate sur-
faces allow the selective binding of His-tagged proteins.

The popularity of biotinylation as an efficient tag for the capture of both pro-
teins and nucleic acids via streptavidin has prompted the development of strepta-
vidin precoated surfaces.

On the instrumentation end, development has yielded a higher degree of
sophistication and sensitivity, addressing some of the earlier problems associated
with reproducibility and difficulty in detecting low-affinity interactions. At the
same time, a greater level of automation has standardized and facilitated the use
of the technology, opening it to the nonspecialized user. High-end systems allow
the most elaborate kinetic analyses of biological interactions, whereas more sim-
ply designed yet fully automated systems allow rapid and reliable screening of a
large number of samples.

B. Types of SPR Applications and 
Experimental Considerations

Since its original development in the area of immunodiagnostics, optical sensor
technology has expanded into a wide variety of biological and medical areas of
interest. An obvious choice for signal transduction research, SPR has become a
standard tool for the analysis of receptor–ligand interactions [13,14]. The field of
chaperonins also discovered the technology early on [15–17]. Beyond mere pro-
tein–protein interactions, SPR has found applications in small-molecule screening
[18] as well as protein–carbohydrate [19] and protein–nucleic acid interactions
[20–22]. Even viral particle binding to cell surface receptors has been analyzed by
SPR [23]. At downstream junctures of the drug development process, specialized
optical bionsensors are used for bioprocess monitoring and product analysis [24].
In spite of the great diversity of molecules analyzed, SPR studies mainly fall into
two categories as far as experimental goal and design are concerned. Screening
applications look for the relatively simple answer of an approximate kinetic rank-
ing, basically to see if an analyte is specifically binding to a given ligand or not.
Functional studies look at the mechanism of a certain biological interaction by
determining quantitative rate constants. Clearly a functional study with the aim of
retrieving key mechanistic data requires a different level of insight and experi-
mental premeditation than a simple “quick and dirty” screen. Yet it is crucial to
realize that the mimicking of a biological interaction event on a two-dimensional
platform is not a trivial endeavor per se. Failure to understand the key biochemi-
cal parameters, caveats, and limitations of the system will inevitably lead to the
failure of even the simplest of studies.

The continuously advancing simplification and automation of commercially
available SPR systems has made life easier for the inexperienced user, and it has
become more and more tempting to forget about the cumbersome underlying the-
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ory. Increasing simplicity and user friendliness have allowed an explosion in SPR-
related references in the scientific literature. Reviewed over time, the literature
reveals a typical trend for an evolving technology platform. Most of the earlier
papers in the field were more devoted to the experimental designs, technological
details, and most of all the analysis of kinetic data [25–27]. More recent papers are
overwhelmingly application driven and for the most part have moved the more
dreaded theoretical aspects into the background [28,29]. This development clearly
comes at a price, for it appears that less and less effort is spent on both careful
experimental design and critical evaluation of the answers provided, leading to a
situation where more data actually provide less value but increased confusion
instead. Therefore, it seems worthwhile to revisit the key factors that control both
the experimental as well as the data analysis parts of SPR experiments.

Clearly, when a reaction that usually occurs in solution is forced into a two-
dimensional setup, limitations of mass transfer will have to be considered. At the
same time the immobilization of one binding partner on the surface can actually
help mimic a biological situation where the capture molecule is immobilized in a
molecular superstructure like a membrane. While no systematic efforts have gone
into the comparative analysis of SPR and solution binding, several researchers
have revisited their SPR-derived affinities using other techniques, such as isother-
mal titration calorimetry, for confirmation. They have generally found good agree-
ment, provided that the experimental design was chosen wisely [31–33]. Obvi-
ously, background understanding of the biological system to be analyzed will help
in the design of the study. If the ligand or the analyte is a novel protein of unknown
function, the data obtained in the experiment will have to be qualified with the pos-
sibility in mind that the binding partners may not have been presented in the cor-
rect orientation or configuration for an interaction to take place. When coupling
the ligand to the surface in a covalent fashion, e.g., via the primary amines, this
basically constitutes a random binding event that may hamper the formation of the
correct capture configuration to receive the analyte. Tumor necrosis factor and
similar ligands, for example, bind their receptors in a trimeric fashion: three recep-
tor molecules have to form a homologous trimer to receive an analyte trimer. The
addition of tags can help to overcome this problem: use of Fc fusions, for exam-
ple, allows capture on the surface via a protein A bridge that orients all capture
molecules in the same way. Also, Fc tags even without the help of protein A force
their fusion partner into homologous dimers with other molecules. While this can
help to increase the percentage of correctly oriented capture ligands on the sensor
surface, it also has to be considered as an additional source of artifacts. Some tags,
like Fc’s, are quite bulky and can lead to considerable structural changes in the
proteins they are attached to. They may destabilize them to the point of breakdown
or simply lead them into an inactive configuration. If the fusion breaks down, the
empty Fc will still bind to other molecules and produce inactive multimers. Mol-
ecule size does matter for another reason in this context: it should be considered
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in the decision which partner of the binding experiment to immobilize covalently:
the bulkier antibody, receptor, fusion protein for example, or the small peptide
analyte. In many situations, this decision is made out of necessity rather than
choice, as, for example, when one binding partner is available in a purified form
but the other needs to be fished out of conditioned cell culture supernatant. Purity
and homogeneity of ligand and analyte play a key role in the kinetics of the exper-
iment. If contaminants are present that interfere with binding or act as competi-
tors, this will undoubtedly at least complicate the situation, at most render kinetic
data useless. Contaminants can also obstruct the formation of specific multimers
necessary for capture. Especially if the stoichiometry of the reaction is unknown,
it is important to analyze a wide concentration range of both ligand and analyte.
Problems of mass transfer have been extensively studied from a theoretical point
of view and the reader is referred to the literature for a comprehensive treatise on
the phenomenon [34–36]. In a high-density binding situation the crowding of mol-
ecules in the association state will push the balance from desired multimerization
to unwanted aggregation. It has been observed that in general valid kinetic mea-
surements are best obtained with low levels of ligand immobilization [37]. If the
analyte concentration chosen is too high, the mass transfer limitations hamper its
access to and from the surface. The valency of the interaction also needs consid-
eration, since multivalency leads to avidity effects, even in a low-density associa-
tion. This has been extensively studied using the example of whole antibodies that
are at least bivalent [38].

Since SPR analysis represents the in situ monitoring of an interaction with
one binding partner in flow, the time component of the setup naturally plays an
important role and the optimization of flow rates deserves some consideration. As
a general rule, a higher flow rate helps to minimize mass transfer limitations [39].
In a typical BIACORE experiment, the flow rate is kept constant and the sample
is delivered to the surface in a small sample plug (typically in a volume between
50 and 200 µl) at a low analyte concentration, preceded and followed by low ionic
strength buffer. In this way a discreet amount of analyte is delivered to the chip
while the continuous flow necessary for kinetic analysis is maintained. This con-
figuration is useful for first-order or pseudo-first-order kinetics and the determi-
nation of affinity constants. However, because of the finite volume of the sample
plug and the limited data collection time associated with it, some binding reactions
cannot be measured to equilibrium. To do this, the sample has to be recirculated
over the surface or delivered in the buffer at a constant concentration [40,41].

The scope of this chapter precludes in-depth discussion if kinetics and data
analysis methods that apply to SPR applications, and the reader is referred to the
more specialized literature for that area. However, it seems appropriate to at least
touch on the most important parameters involved in deriving reliable kinetics and
a sound statistical analysis of experimental data. In a very insightful 1994 review
Daniel O’Shanessey critiqued SPR studies described in the literature thus far [42].
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His article shows that inappropriate interpretation of raw experimental data and
incorrect mechanistic assumptions for the kinetics of a reaction are as much a
source of error and failure as are faulty experimental design and execution. The
single biggest error observed in documented SPR studies to this day is the appli-
cation of simplistic kinetics and statistical models to reactions that in reality are
very complex. This has in part been driven by the goal to create user-friendly soft-
ware analysis platforms for commercial automated SPR systems. In a lot of cases,
to keep things simple, data are attempted to fit the simplest 1:1 interaction model.
This works out if the data actually fit this situation, but, as described earlier, the
reality is often a lot more complex. Then the derived numbers become apparent
rate constants that bear no resemblance to the reality of the molecular interaction.
At the same time, use of the wrong statistical fits can be equally detrimental, and
the user should invest some effort in the evaluation of linear, nonlinear, and global
fitting methods.

C. SPR in the Drug Development Process:
Conclusion and Outlook

The usefulness of SPR as a label-free monitoring technique for biological inter-
actions at the many junctures of drug discovery and development is obvious, and
the annual number of publications in the field bears substantial testimony to this.
With commercially successful and widely used platforms like the BIACORE, the
innovative technology has now crossed into the field of established methodology,
attracting more and more nonspecialized users. Both increase in sample through-
put and advanced automation permit the efficient handling of large numbers of
samples. Currently, the more automated systems at the same time apply simpler
analysis methods and are designed for “quick and dirty” answers. For these
answers to be of any value downstream, SPR systems need to be integrated with
complementary analysis tools for the independent confirmation of positives.
Eventually hits from screens also have to be revisited with a more sophisticated
SPR tool for more meaningful mechanistic studies. As the body of experience with
the technology continues to grow and systems at the same time become more and
more sophisticated electronically, eventually even high-throughput systems will
allow more elaborate answers—that is, provided the right questions are asked.

III. TIME-OF-FLIGHT MASS SPECTROMETRY–BASED
TECHNOLOGIES: FROM MALDI TO SELDI AND BIA/MS

A. Matrix-Assisted Desorption Techniques:Technical
Background and Development History

Before we attempt to discuss the two currently available true protein chip tech-
nologies for mass spectrometry, SELDI and BIA/MS, we need to take a step back.
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The development of mass spectrometry from an analytical chemistry technique
into a more user-friendly biochemistry and biology tool deserves some attention.
The technology was established mainly for purity analysis and molecular weight
confirmation of organic chemicals and peptides with molecular weights under
1000 dalton. Fragmentation-related mass limitations initially prevented the analy-
sis of larger molecules. Several desorption techniques like field desorption 
(FD-MS), secondary ion mass spectrometry (SIMS), fast atom bombardment
(FAB-MS), plasma desorption (PDMS), and finally laser desorption/ionization
(LDI-MS), extended the molecular weight range of analytes above 100,000 dalton
[43]. This obviously made a big difference for the usefulness of mass spectrome-
try in the area of protein biochemistry. The technique of matrix-assisted laser des-
orption/ionization (MALDI) was simultaneously and independently discovered in
two laboratories in 1987 and reported at international conferences that same year.
Results from both groups were first published in 1988 [44,45]. The technology has
since then evolved into a standard technique in the area of protein characterization
by mass spectrometry. With MALDI it became possible to very accurately and
sensitively analyze large, intact biomolecules, even derive information about their
quaternary and tertiary structure. Commercially available MALDI platforms have
become user friendly as well as much more powerful over the years. Mass accu-
racy in the 50–100 ppm peptide range is the expected norm. Eventually the field
of mass spectrometry started to open to nonexpert users, though real biology
applications remained limited. To put this into perspective, it is important to
understand the key factors that make a MALDI time-of-flight (TOF) experiment
work. Very simply speaking, in a TOF mass spectrometry experiment the protein
of interest is turned into a molecular ion. Subsequently the travel time or TOF of
this molecular ion through a vacuum tube toward a charged detector is measured.
For singly charged ions, the TOF is proportional to the square root of the molecu-
lar weight of the analyte. There are different strategies to turn an uncharged mol-
ecule into a molecular ion. In the case of MALDI an organic compound, the so-
called matrix, in combination with an energy source, usually UV laser, is used. A
better term for matrix actually would be “energy-absorbing molecules” (EAM),
since that is exactly the purpose of these compounds. After the protein of interest
has been mixed with an EAM solution and applied to the instrument probe in a tiny
drop, EAM and protein cocrystallize in a dry film. When the laser hits this film,
the EAM absorbes the energy, expands into the gas phase, and carries the analyte
molecules with it. At the same time a charge transfer between EAM and analyte
leads to the creation of intact molecular ions. Usually the EAM is present in vast
excess over the analyte. The high matrix/sample ratio reduces association of sam-
ple molecules and at the same time provides protonated and free-radical products
for the ionization of the molecules of interest. As the sample molecules acquire
one or multiple charges they are propelled down the vacuum tube toward a charged
detector. Matrices used in MALDI are mostly organic acids. They are prepared as
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Figure 3 Typical MALDI spectrum of a purified protein.

saturated solutions in a solvent system typically consisting of an organic and a
strongly acidic inorganic component. Choice of matrix and solvent system very
much depends on the nature of the molecule analyzed and are crucial determinants
for success or failure of a MALDI experiment. Sinapinic acid (SA) and α-cyano-
4-hydroxycinnaminic acid (CHCA) are among the most popular matrix com-
pounds for general protein and peptide analysis. The preparation in 0.5% trifluo-
roacetic acid and 50% acetonitrile is a good starting point for a first experiment.
Purity of the matrix component as well as of the solvent chemicals can critically
influence the outcome of the experiment. Accordingly, the choice of highest grade
material is well advised. Figure 3 shows a spectrum derived in a typical MALDI
experiment. The x axis represents mass/charge (m/z), the y axis percent signal
intensity. The two peaks visible represent the singly and doubly charged entities
of the same molecule. The singly charged entity is detected at the molecular mass
plus 1 (H+), the so-called monoisotopic mass, the doubly charged entity shows at
apparently half the molecular mass. In addition to the analyte, matrix molecules
are ionized as well and show up at the very low end of the mass spectrum. This has
to be kept in mind when attempting to detect very small molecules with molecu-
lar masses between 0 and 300 D. When analyzing larger molecules that have
hydrophobic qualities, matrix molecules can adhere to the analyte and create arti-
factual shoulders in the detected peaks. Fortunately, the generally high accuracy
of mass detection allows distinction between the different molecular species and
substraction of matrix-related peaks. Outside of finding the best matrix and sol-
vent composition for a successful experiment with a particular protein, the purity
of the protein and the buffer system used have a crucial influence on the outcome
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of the MALDI analysis. Certain ions, such as Na+, cause a phenomenon called ion
suppression that usually results in tremendous chemical noise and inhibited ion-
ization of the protein of interest. Due to this, tris-based buffers as well as other
buffers with a high content of sodium ions are unsuitable. Detergents can be very
problematic, too. Very few can be considered compatible with the technique. Even
under ideal conditions, the protein forms a three-dimensional crystal with the large
excess of matrix on the instrument probe. To obtain optimal signal, it is often nec-
essary to search wider areas of the probe surface. This limits the quantitative value
of the data. The overall biggest limitations of the MALDI technique are the restric-
tions it poses on the quality and nature of the sample that can be analyzed. Unless
the protein sample is relatively pure and soluble in ionization-compatible buffers,
analysis is difficult and requires great skill and understanding in the area of sam-
ple preparation. This clearly limits the usefulness of the technique in the area of
biological screening and has driven the development of matrix-assisted technolo-
gies that address these limitations.

The development has mainly gone in three directions: use of micropipette
tip clean-up methods for standard MALDI applications, the direct modification of
mass spectrometry probes for specific analyte capture and clean-up (SELDI), and
the use of BIACORE chips as MALDI platform (BIA/MS) [46].

B. Surface-Enhanced Laser Desorption/Ionization (SELDI):
Protein Display Chips for Mass Spectrometry

The SELDI technique was developed by T. W. Hutchens and T.-T. Yip at Baylor
College of Medicine, first experiments were published in 1993 [47]. With a back-
ground of protein purification and characterization from very dilute biological
samples like tear fluid and urine, Hutchens and Yip had found the available
MALDI techniques unsatisfactory and limited for the sensitive characterization of
biological samples. They began experimenting with surface modifications of
MALDI probes that would selectively tether biomolecules, allow for in situ clean-
up and concentration, and then release the molecules again in the laser desorption
analysis [48,49]. Soon they moved on to chemistries that would allow covalent
molecule linkage, similar to the BIACORE chips: immobilize one binding partner
covalently, capture a ligand from biological samples, wash away contaminants,
and desorb the ligand [50]. As Hutchens’ group changed from an academic setting
into industry, their new partner Ciphergen Biosystems Inc. obtained comprehen-
sive patent coverage for the chemical modification of mass spectrometry surfaces.
SELDI and ProteinChip Arrays have become registered trademarks. Since then,
the technique has been refined and, again similar to the BIACORE, been turned
into an integrated analysis platform that consists of a chip reader (a linear delayed-
extraction TOF device), the arrays, and an analysis software package. Still, being
a lot younger than SPR technology, SELDI today is where the BIACORE was
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probably in 1994. The technology is a few years past its commercial introduction,
the first publications are starting to appear outside of the development community
[51,52], and users are starting to explore the potential and limitations of this new
analysis strategy. Similar to the SPR situation, SELDI has brought a new analysis
strategy into the hands of medical and biological researchers, for the most part
users with no background knowledge in mass spectrometry. This has somewhat
slowed the general acceptance of the technology, since initially a lot of inexperi-
enced users had to discover the laws and limitations of MALDI by trial and error.
Core laboratories and established mass spectrometry facilities initially avoided the
technology widely, mostly due to the low accuracy of the first-generation mass
reader. Ciphergen Biosystems has so far refused to license the surface technology
to other instrument manufacturers with the vision in mind to keep hardware,
chemware, and software under one roof. This has most certainly slowed the spread
and development of the technology. Ciphergen targeted biotech and pharmaceuti-
cal industry as initial customers and project collaborators rather than academia.
This has led to a large body of unpublished proprietary research, very different
from SPR, which stimulated a large interest in the academic community right
away that proliferated into a greater number of publications from the start.

C. SELDI Applications: General Principles and
Experimental Considerations

Unlike SPR, SELDI quickly came along with a variety of different surfaces,
mainly of two categories: preactivated surfaces for the covalent binding of bio-
molecules via primary amines, and chromatographic surfaces for the selective
capture of proteins via charge, hydrophobicity, or metal–chelate interaction.

Preactivated surfaces support applications quite familiar to SPR users: the
study of biomolecular interaction. While SPR looks at the affinity as expressed in
on and off rates, SELDI takes a snap shot of everything the capture molecule has
pulled from a biological sample. Retention can be influenced by the chosen condi-
tions for binding and washing. Molecules bound via the covalently attached cap-
ture protein are desorbed in the ionization process. Figure 4 shows a SELDI exper-
iment where a ligand of interest is captured via a receptor from a background of
100% serum. As expected for this medium, a significant amount of nonspecific
binding by serum proteins is detected. The experiment shows how the addition of
stringency in binding reduces this background but does not completely eliminate
it. However, complete background elimination in SELDI is not necessary. If the
molecular weight of the ligand is known, competition binders are easily distin-
guished as the mass spectrometer has a resolution superior to other molecular
weight detection methods, generally much better than 0.1%. In an important dif-
ference from SPR, SELDI identifies the interacting molecules by molecular
weight. This is important in a situation where the ligand of interest is captured from
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Figure 4 SELDI affinity study of a ligand captured via a receptor from human serum.
Effect of different stringency modulators on nonspecific background binding

a complex biological background. In this situation competition binding can lead to
confusing results in SPR analysis. SPR and SELDI are very much complementary
techniques in this application area: SPR allows the determination of affinities and
SELDI contributes protein identification capabilities. SELDI is limited by similar
constraints as SPR; in both approaches a biological interaction is forced onto a two-
dimensional platform. Different from SPR, though, the binding does not occur in
a flow situation but rather in a tiny, stationary drop on the chip. With the limitations
of sensitivity in a very small surface area, high density of capture molecules is key.
Since kinetic considerations do not apply to the same extent in this analysis strat-
egy, the main concern with high molecule density has to be steric hindrance. From
a preparation point of view, SELDI experiments with preactivated chips share some
similarity with ELISA techniques. Figure 5 shows a schematic outline of the
process. The capture molecule is usually applied to each spot in a volume of less
than 2 µl. For a protein, the concentration of the applied solution should be between
0.5 and 1 mg/ml. Because of the primary amine coupling, tris and azide-contain-
ing buffers are incompatible. After binding of the capture molecule, residual sites
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Figure 5 Flow chart of a typical SELDI experiment using preactivated arrays.
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are blocked with ethanolamine. To remove noncovalently attached capture mole-
cules remaining on the surface, pH-cycle washes in phosphate and sodium acetate
buffers with high salt are recommended. Right before ligand application the chip
is washed with PBS. The ligand is applied in a volume between 1 and 10 µl, depend-
ing on the concentration. After the ligand binding, the spots on the chip are washed
with physiological buffers of appropriate stringency. The latter can be adjusted with
salt or detergent. Due to the incompatibility of detergents and sodium salts with the
desorption technique, a final wash in carbonate buffer or HEPES is necessary for
good detection results. A conventional MALDI matrix mix is finally applied to the
semidry sample for cocrystallization. Once dry, the chip is read in the instrument.
The even spread of molecules on the surface, forced by the specific capturing, and
the layering of matrix on top of the biomolecules dramatically enhance the quality
of analysis compared to a conventional MALDI probe. More importantly, the
opportunity to wash the surface without removing the protein of interest allows the
use of previously MALDI-incompatible buffers and detergents in all steps of the
process prior to ionization. This is a significant breakthrough that opened the door
to the successful analysis of complex biological samples. On-chip sample clean-up
is probably the biggest benefit that the world of mass spectrometry sample prepa-
ration has seen in a long time, especially when considering that at the same time a
biological affinity interaction is kept intact on a mass spectrometry probe. A care-
fully designed SELDI binding experiment explores a wide range of ligand con-
centrations and applies the same data collection parameters across the different
spots of the same chip. In this case, quantitative correlation between signal inten-
sity and actual concentration of ligand can be quite impressive. The study of a good
range of ligand concentrations as well as the challenge of specificity in a competi-
tion binding experiment are as important as in SPR technique to assure quality data.
The application type just described finds use at many junctions of the drug devel-
opment process. In the discovery area, the method is a tool to obtain information
about unknown ligands to known capture molecules. With known molecules such
as purified antibodies, it is useful to confirm binding activity. In the area of phar-
macokinetics it allows the monitoring of molecules in patient serum: if the mole-
cule of interest is a peptide with molecular weight under 10,000, the mass accuracy
will even allow reading of the degradation sequence from the molecule, providing
it desorbs with decent resolution. In the current absence of post-or in-source decay
capabilities for the mass reader, degradation sequence has to be generated by on-
probe carboxypeptidase digestions. In direct comparison with ELISA methods,
SELDI cannot quite compete with the levels of sensitivity, but the protein identifi-
cation capability eliminates false positives by revealing cross-reactivity if present.
This can be as important as mere sensitivity, especially when dealing will molecule
families that have a high level of conservation in structure and sequence leading to
immunological cross-reactivity. In one aspect SELDI is more limited than SPR: not
all biomolecules are easily ionized and detected. In SPR the mode of detection is
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more or less independent of the molecular characteristics of the analyte; hence, the
broad applicability to proteins, nucleic acids, even carbohydrates. The latter two
classes of molecules present special problems for matrix-assisted desorption tech-
niques. They trap a lot of salt in their molecular backbone that causes ion suppres-
sion. This also affects the detection of proteins with carbohydrate modifications.
Glycoproteins ionize very poorly, which affects the mass accuracy of detection as
well as the sensitivity of the assay. SELDI has greatly enhanced the number of ion-
izable proteins by the simple fact that on-chip washes are very powerful in remov-
ing incompatible chemicals and ions even from very difficult molecules. However,
some molecules just will not fly, as the mass spectrometrists say. Still, use of DNA
or carbohydrates as capture molecules is possible in SELDI, as long as the ligand
is easily detected. In SELDI as in SPR the choice of binding partner to immobilize
is very important but is often driven by necessity as discussed earlier. If the capture
molecule is small, a higher density can be achieved on the chip, and hindrance does
not become a problem as quickly as with larger molecules. If the captured target
ligand is very large, it is more difficult to ionize and the assay loses sensitivity in
the detection step. The random binding to the chip also presents the familiar prob-
lem of not having all the capture molecules correctly oriented to receive the ligand.
In the case of antibodies and Fc-fusion proteins, protein A coupling is helpful
despite the fact that it increases the level of chemical and biological noise in detec-
tion. In a protein A sandwich assay both the capture protein and the ligand will get
ionized; only the protein A stays attached to the chip. The quality of the protein A
used for capture can critically influence sensitivity and noise levels in this type of
experiment. In a protein–protein binding experiment, the goal generally is detec-
tion of a single binding entity, sometimes multimers of it, or at the most a het-
eromeric complex. A completely different set of data is obtained when protein chips
are used for profiling applications. These applications look at the protein inventory
of a biological sample in a given molecular weight range. Protein profiling appli-
cations are very interesting in the area of disease research. Comparison of lysates
from normal versus diseased cells can reveal the expression of important marker
proteins. For cancer research this approach has found a faithful following. Crude
cell lysates are spotted on protein chips with different chromatographic surfaces,
allowing a multidimensional binding picture based on different types of interac-
tion. Control lysates are read against lysates of interest under the same data collec-
tion conditions, and subsequent peak substraction allows the identification of dif-
ferences. Once a peak of interest has been detected, this protein can be singled out
for further analysis. This is made possible by the application of more stringent con-
ditions to the surface. Depending on the type of interaction, this can be achieved in
gradient washes of pH, salt, or organic solvent, followed by an ionization-compat-
ible wash. Once a peak is singled out sufficiently, the possibility of on-chip diges-
tion with proteolytic enzymes and subsequent analysis of the peptide patterns can
yield important identification information. At the current stage of the technology,
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protein identification applications are still somewhat limited by the mass accuracy
of the protein chip reader, and it is very important to use careful calibration tech-
niques with known peptides of comparable molecular weight to obtain reliable pep-
tide maps. Even with a mass accuracy in the millidalton range, the proteomic
researcher is cautioned that the protein chest of nature contains enough redundancy
and sequence conservation to make wrong identification calls based on peptide
masses. It is therefore necessary to have powerful fragmentation and sequencing
capabilities combined with a front end of protein chips to obtain high-resolution
data and novel protein information directly from biological samples. Develop-
ments in this area are ongoing and already provide exciting glimpses into a very
bright future for proteomics by SELDI mass spectrometry.

Aside from the described discovery profiling, chromatographic protein
chips are very useful tools in the day-to-day routines of the industrial protein
chemistry laboratory. They can be used for expression monitoring and purification
screening, as well as a simple identification tool at the end of a high-throughput
purification process based on the same type of affinity chromatography.

D. SELDI in the Drug Development Process:
A Bright Future

In general, protein chips for mass spectrometry have a very bright future in the
drug discovery laboratory. The versatility of SELDI and the speed of the analysis
will eventually lead to very elaborate multiplexed systems that provide an incred-
ible amount of information in a very short time. In discovery as well as process
development, production, and quality control, the mass accuracy of mass spec-
trometry joined with a platform for chemical or biological affinity for very small
sample volumes will prove to be a very powerful combination. The technology
still needs time to mature. As learned from the BIACORE example, a crucial step
will be taken when the technology acquires a user base large enough to speed up
the elimination of problems with experimental as well as instrument and platform
design. It is safe to say that the future of protein biochemistry will be revolution-
ized by label-free chip technologies, and a few years from now protein gels may
have become a thing of the past.

E. BIA/MS: Connecting a Popular SPR Platform to 
MALDI-TOF

We have already discussed some of the striking similarities that SPR and SELDI
share in terms of surface activation and specific capturing of biological molecules
on analysis chips. Hence, it is not surprising that researchers have looked at the pos-
sibilities of directly connecting a BIACORE platform with a MALDI TOF system.
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Two facts have driven the development in this area: the wide acceptance of the
BIACORE platform in industrial and academic laboratories, and the comprehen-
sive patent coverage in the hands of Ciphergen Biosystems for the chemical mod-
ification of MS probes. BIA/MS circumvents the issue of surface modification
specifically for MS and allows users to retrieve additional information from an SPR
experiment. Two experimental strategies are mainly used in BIA/MS. In the first
technique, the captured molecule of interest is eluted from the BIACORE chip with
MALDI-friendly solution (typically a small volume of formic or trifluoroacetic
acid) and subsequently applied to the MALDI probe. This has been successful for
elution from metal-chelate chips [53]. In an alternative strategy, the BIACORE chip
is directly used as a MALDI probe by application of matrix after conclusion of the
SPR cycle [54]. Compared to SELDI, the BIA/MS strategy has several disadvan-
tages. As has been discussed earlier, to obtain good results in SPR, it is important
to maintain a low molecule density on the chip as well as a low analyte concentra-
tion. This challenges the detection capabilities of the best MALDI systems, espe-
cially when molecules with poor ionization qualities are analyzed. Furthermore,
the BIACORE chip was not designed as a mass spectrometry probe in the first place
and thus has several intrinsic problems when used as a probe. Overall, BIA/MS is
not a straightforward and easily adapted experimental system. So far, literature in
this area has mainly come from two groups [55,56]. BIA/MS advocates stress
MALDI sensitivity as well as the technique’s tolerance for difficult buffer systems,
but the examples demonstrated in the literature so far mainly focus on examples
from E. coli lysate, where protein abundance and available sample prep options are
generally not limiting factors [54]. It remains to be seen how well the technique will
fare with difficult biological backgrounds like membrane systems. In those areas
the opportunity for higher molecule density and sample clean-up on the SELDI
chip will most like prove more advantageous.

IV. CONCLUSION: PROTEIN DISPLAY CHIPS IN DRUG
DISCOVERY—THE FUTURE IS HERE

This chapter shows that protein display chips are still very much a developing field,
and there are far fewer players than in the respective technology for nucleic acids.
Nevertheless, as the genomics field has come of age, development in the protein
area has picked up, profiting from the great leaps that have been made in nanoscale
analysis for DNA and RNA. Still, for proteins the most exciting discoveries are
probably yet to come. Accommodating the incredible diversity of proteins in dis-
covery, development, analysis, and validation is an enormous task, requiring not
one or two but at least a handful of technology platforms. These in turn must be
integrated to render a multidimensional analysis picture. The overlap between tech-
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niques like SPR and SELDI as well as the limitations of both already point us in
this direction. The techniques and platforms discussed give us a glimpse of the
future that has finally arrived in protein biochemistry.
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and In Vivo Validation of 
Molecular Targets
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I. PROTEOMICS IN MOLECULAR MEDICINE

The identification and selection of a therapeutic target can determine the success
or failure of a drug discovery program. This decision is influenced by the under-
lying biases of the drug discovery research strategy, which can be a reflection of
the applied technologies. Since the vast majority of drug targets are proteins, iden-
tification and characterization of a novel molecular target will be greatly facili-
tated by carrying out the analysis at the protein level, thus focusing “on the actual
biological effector molecules” [1] of the gene. This chapter will examine the role
of proteomics in drug discovery with a particular focus on preclinical target eval-
uation. Until we can truly rely on experimental medicine for drug development,
disease models will play a pivotal role in molecular medicine for the safety and
efficacy evaluation of a new therapeutic. To succeed with this strategy, the rele-
vance of these models must be considered. Proteomics may facilitate this assess-
ment through a comparison of the human disease phenotype to the one obtained
in an animal model through a comprehensive analysis of protein expression maps
(PEMs) of the relevant body compartments such as bodily fluids and the affected
organ tissues.
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A. Proteome Terminology

The term proteomics is twinned with another new term, the proteome, which orig-
inated in 1995 [2] to describe the complete protein expression profile in a given tis-
sue, cell, or biological system at a given time. Proteomics represents an extension
of the earlier established concepts of the genome and genomics. The human
genome delineates the entire human genetic information contained in two copies
within the nucleus of each cell of the human body with the exception of mature
platelets. “Functional genomics is the attachment of information about function to
knowledge of DNA sequence,” [3] giving an indication of whether a gene is tran-
scribed but not necessarily translated in a disease- or tissue-specific manner. More
specifically, functional proteomics describes the biochemical and biological char-
acterization of proteins. These efforts are aimed at identifying structurally and
functionally significant sequence motifs in the primary protein sequence with
respect to the subcellular location of their activities and to relate these to disease-
or tissue-specific changes. Pharmacogenomics is aimed at identifying genetic poly-
morphic variations in the human population that are relevant to the disease state or
the ability to metabolize a drug. Recently, a lot of emphasis in the area of pharma-
cogenomics has been directed to the identification of the majority of single-
nucleotide polymorphisms (SNPs) involved in human disease and drug response.
SNPs are single-nucleotide variations between the DNA sequence of individuals
that can be substitutions, insertions, or deletions. Information on these variations
may allow the clinician of the future to stratify a patient population in clinical tri-
als based on their predicted drug sensitivity-response profile [4]. First applications
are emerging, such as chip-based mutational analysis of blood, urine, stool, and
breast effusions [5]. However, it remains to be determined what impact the pres-
ence of genetic polymorphisms will have on the application of animal models in
preclinical development.

Although pharmacoproteomics aims at patient stratification, it is based on
protein expression polymorphisms in body fluids and tissues, which could be
indicative of susceptibility to disease and responsiveness to drugs in pharmaco-
proteomic pharmacology or toxicology studies. Longitudinal serum samples from
drug-treated animals should identify individual protein markers or clusters thereof
that are dose related and correlate with the emergence and severity of toxicity.
Structural genomics could be considered an extension of functional genomics
using structural information obtained by x-ray crystallography to infer the folding
and three-dimensional structure of related protein family members. It can be envi-
sioned that the discipline of structural proteomics could apply the information
available on the tertiary structure of a protein or motif to establish its biological sig-
nificance by systematically mapping out all its interacting protein partners. This
information could suggest their role in the pathogenesis of a particular disease and
assess its dependence on posttranslational modifications (PTMs). We will illustrate
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Table 1 Definition of Terms used in Genomic and Proteomic Research

Term Definition

Genome Total genetic information possessed by an individual
Genomics Characterization and sequencing of the genome
Functional genomics Systematic analysis of gene activity in healthy and diseased

tissues
Structural genomics Systematic analysis of the three-dimensional structure of a pro-

tein of a protein based on homology to a protein with a
known structure

Pharmacogenomics Stratification of patients by their genetic susceptibility to dis-
ease and responsiveness to drugs

Phenotype Observable properties of an organism produced by the geno-
type (in conjunction with the environment)a

Genetically inherited appearance or behavior of organismb

Proteome Total protein profile of a cell or tissue at a given time
Proteomics Systematic analysis of a protein expression map in a particular

tissue or body fluid
Functional Proteomics Systematic analysis of protein expression and posttranslational

modification of proteins in various cellular compartments of
healthy and diseased tissues

Structural proteomics A proteomics approach for structure determination using
native protein array technology

Pharmacoproteomics Patient stratification based on protein expression polymor-
phisms in body fluids indicative of susceptibility to disease
and responsiveness to drugs

aFrom Ref. 101.
bFrom Ref. 102.

some applications for structural proteomics in Section I.H on the proteomic analy-
sis of protein complexes. Definitions of these terms are given in Table 1.

B. Genome vs. Proteome

Until recently, biological and biochemical analyses were carried out on single mol-
ecules. The dramatic advances in genomic sequencing and mRNA-based analyses
of gene expression have generated important descriptive information. The field is
now quickly evolving from its primary objectives of information collection, organ-
ization, and mining to functional and structural genomics, whereby one uses DNA-
based technologies to make inferences about an organism’s structure and behavior
mainly through large-scale analysis of gene expression. Advances in the Human
Genome Project together with the availability of an increasing number of methods
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Figure 1 Genome to proteome. Gene expression can be regulated by the rate of tran-
scription, translation, and further posttranslational regulation of protein expression and
activity are known [8]. Each protein may undergo various levels of posttranslational mod-
ification (PTM). In some instances, more than 10 serine-, threonine-, and tyrosine-phos-
phorylated and serine- or threonine O-linked-glycosylated amino acids can be detected on
a single protein. Additional PTMs include asparagine-linked glycosylation, farnesylation,
and palmitoylation, all of which can affect the activity, stability, and location of a particu-
lar protein (see Section I.C). There are an increasing number of examples where enzymes
carrying out these PTMs become targets for therapeutic intervention (see Section I.D.)
(From Ref.7.)

for gene expression have lead pharmaceutical companies to review their strategies
to discover new drugs. However, it is becoming apparent that purely gene-based
expression analysis is not sufficient for the target discovery and validation process.
There may not necessarily be a tight temporal correlation between gene and actual
protein expression [6]. Differences can arise from different stability and turnover
of mRNA and protein, posttranscriptional mRNA splicing yielding various protein
products, and posttranslational modifications. Proteomics can take these variables
into consideration and contribute additional information through expression analy-
sis of subcellular fraction and protein complexes (Fig. 1).
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C. Changes in PTMs Associated with Pathogenesis

An understanding of the control of cellular processes and of the molecular basis
of inter- and intracellular signaling can only emerge when the protein and the pro-
tein complexes involved in these processes can be elucidated together with the
dynamics of their PTMs and associated activities. It is largely through an under-
standing of such protein-based mechanisms that real insight into molecular bases
of complex phenotypic diseases will emerge, leading to more relevant molecular
targets for drug discovery. Ample evidence has distinctly validated numerous
novel enzymes modulating protein PTMs as targets in many diseases including
cancer, diabetes, sepsis as well as certain cardiovascular and neuronal abnormali-
ties [9–15]. Rational design of modulators of these new molecular targets has
yielded multiple drug candidates promising more selective therapies. In cancer
research, for example, several pharmacological approaches have focused on the
enzymatic activity of enzyme-linked cell surface receptor signaling cascades such
as the epidermal growth factor (EGF) receptor family signaling pathway illus-
trated in Figure 2.

D. New Drug Candidates Directed Against Molecular
Targets Modulating Protein PTM

As illustrated in Figure 2, tumorigenesis via the erbB receptor signaling cascade
has a proven biological significance in experimental tumor metastasis systems
[16]. This provides ample opportunities for novel therapeutic modalities at multi-
ple sites within the pathway such as the EGF receptor kinase antagonists [17] and
trastuzumab (herceptin), an anti-HER2 monoclonal antibody blocking the activity
of HER2 (erbB-2), the second member of the EGF receptor family [18]. The
importance of membrane anchoring via acetylation of certain signal proteins, such
as Ras, is exemplified by the farnesyltransferase inhibitors, a putative cancer ther-
apy with a better therapeutic index than standard chemotherapy. Originally
designed to target tumors with mutant ras genes, farnesyltransferase inhibitors
also affect growth of tumours with no known ras mutations [19]. Several protein
kinases, including the immediate downstream effector of ras, raf kinase, and pro-
tein kinase C, are targeted clinically via the antisense approach [20,21]. Inhibition
of the tumor growth–promoting protein kinase MEK1 (MAPK kinase) leads to
arrest at the G1 phase of the cell cycle. In addition to blocking cancer cell growth,
MEK1 inhibitors reverse some of the transformation phenotype, such as resumed
flattened morphology and loss of the ability to grow in the absence of a substrate
[22]. A detailed understanding of such a pathway in the context of the disease may
enable us to select the right drug directed to a particular step the pathway or a com-
bination thereof for each subcategory of the disease.
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Figure 2 New drug candidates are directed against molecular targets modulating protein
PTMs. Extracellular growth factors trigger cell proliferation through their transmembrane
receptor tyrosine kinase (RTK) to intracellular signaling pathways such as the mitogen-
activated protein kinase (MAPK) cascade. Growth factor binding will change the RTK con-
formation and activate its intrinsic protein kinase activity resulting in transphosphorylation
of a receptor homo- (erb-B1/erb-B1) or heterodimer (erb-B2/erb-B3/4). The activated
receptor uses special SH adaptor domains (SH termed for their homology to the oncogene
kinase src) to form a sequential complex with several downstream effectors, including
Grb2, SHC, and SOS, leading to activation of Ras. Ras will recruit Raf kinase to the mem-
brane, which in turn will activate MEK1 (MAPK kinase) through phosphorylastion on two
distinct serine residues. Phosphorylation of ERK1 and ERK2 on threonine and tyrosine
residues by MEK1 is critical for cellular transformation and has become a main focus of
therapeutic intervention [22,23]. ERK1 and ERK2 phosphorylate a variety of substrates
involved in a many cellular aspects of transformation from cytoskeletal changes to cell
cycle–dependent gene transcription. Timely expression of heteroprotein complexes is crit-
ical for a mammalian cell, such as S-phase and M-phase cell cycle promoting factors com-
posed of cyclin-dependent kinases (CDKs) and regulatory cyclins. They initiate M- and S-
phase progression by phosphorylating transcription factors, which in turn drive the
expression of cell cycle machinery. Pertubations in the expression in some aspect of these
regulatory heteroprotein complexes are the hallmark of almost every form of cancer. 
*, PTMs of a signaling protein that have become a focus of novel therapeutic modalities.
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Initial emphasis in the development of small-molecule protein kinase
inhibitors focused on modulating catalytic activity directly. However, homology
among the catalytic ATP binding site of hundreds of protein kinases active in a
mammalian cell at any given time severely limits the degree of selectivity attain-
able. A strategy to overcome this has been illustrated by recently developed MEK1
kinase inhibitors that appear to act through an allosteric mechanism of inhibition.
This novel class of MEK1 inhibitors display very good toxicity profiles, sugges-
tive of a high degree of selectivity [22]. However, the MAPK signal pathway plays
an important role in normal cell signaling for the immune response and neuronal
functions, mandating thorough validation in vitro and in vivo [23]. Such valida-
tion studies increase the knowledge about the behavior of the small-molecule
inhibitor in a complex biological system and may lead to label extension for com-
pletely different indications. For example, the MEK1 kinase inhibitors are now
being evaluated for their ability to reduce postischemic brain injury [24].

A similar approach of allosteric inhibition of intraprotein binding led to the
development of small-molecule inhibitors that block the interactions between the
tumor suppressor protein p53 and its inhibitor MDM2. Initial studies on the regu-
lation of p53 focused largely on phosphorylation, the complexity of which is
emphasized by at least nine kinases, two phosphatases [25], and cytosolic O-
linked glycosylation modulating p53 location, stability, and activity [26]. p53
activity is further regulated by the proto-oncoprotein MDM2, which impedes its
transcriptional function and targets p53 oligomers only for ubiqutin-dependent
degradation [27]. Small-molecule inhibitors blocking this protein–protein interac-
tion lead to the release of active p53 to activate programmed cell death (Fig. 3).
These two examples emphasis the importance of studying protein complexes, as
will be discussed in Section I.H, since they may yield an immediate new target for
therapeutic intervention.

These small-molecule MDM2 inhibitor mimics the activity of the endoge-
nous cell cycle regulatory protein p19ARF, which also binds MDM2 and stabilizes
p53. The diverse expression of the p19ARF/p16INK4a gene exemplifies the com-
plexity of gene expression at another level of regulation. The second p19ARF/
p16INK4a gene product originates from an alternative splicing product, which is
translated into p16INK4a. p16INK4a has a peptide sequence different from
p19ARF because the use of an alternative start exon causes a frameshift and the
mRNA is translated in a different reading frame. The alternative splicing occurs in
a tissue-specific manner (Fig. 3). Recently, a third splice form, p12 INK4a, was dis-
covered to be of functional significance in pancreatic cancer [30]. Originally stud-
ied as a tumor suppressor in cancer, p16INK4a is now being evaluated as a novel
therapeutic agent for the management of rheumatoid arthritis [31]. The physiolog-
ical and therapeutic importance of distinct splice variant isoforms of a protein has
already been recognized for seven transmembrane G-protein-coupled receptors
[32]. These splice variants arising from exon skipping, intron retention, alternative
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Figure 3 Gene sequence does not predict protein functions; tissue-specific transcription
and translation of the p16INK4a/p19ARF gene. The tumor suppressor p16INK4a/ARF gene
locus on human chromosome 9p21 is a site of frequent deletion in many cancers including
leukemias, gliomas, and non-small cell lung cancers [104]. Three splicing forms of the
p16INK4a/ARF gene yield three distinct proteins: p16INK4a, p19ARF, and p12.p16INK4a
blocks the cyclinD/cyclin-dependent kinase 4 complex, preventing phosphorylation and
inactivation of Rb. Active Rb will inhibit the transcription factor E2F and prevent gene
expression of cell cycle machinery protein for S-phase progression causing arrest in G1
phase of the cell cycle. The second splice form p19ARF uses a different start exon and
yields a different peptide sequence due to a resulting frameshift. p19ARF prevents MDM2
from binding p53. The third protein product of the p16INK4a/ARF gene p12 composed of the
INK4a exon 1a and a novel intron-derived C terminus also inhibits the cell cycle without
interacting with the Rb pathway [28]. MDM2 blocks p53 tumor suppressor function by
blocking its transcriptional activity and targeting it for ubiquitin-dependent degradation.
MDM2 also binds a close homologue of p53, p73α. inhibiting its transcriptional activity
without inducing its degradation [29].

start exons, or splicing will also affect ligand binding profiles, G-protein coupling,
and receptor desensitization in a tissue-specific manner [32].

In conclusion, discovery and characterization of molecular targets resulting
from abnormal cellular function through abnormalities in protein expression and
their PTMs cannot be achieved through descriptive genetic analysis. Exploring
how the protein products of individual genes interact dynamically to control cellu-
lar processes, as well as how these protein interactions and activities are controlled
by PTMs, will lead to greater insight into the control of the complex and dynamic
processes of protein PTM that are central to cellular behavior and cellular
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responses. Understanding the control of subcellular protein expression and PTMs
will lead to our understanding with greater precision the molecular basis of abnor-
malities in cellular control processes and protein networks, leading ultimately to
more specific and more relevant molecular targets for disease control [33]. This
implies a central role for the proteomic analysis of molecular targets in the evalua-
tion process in vitro and in vivo. Although proteins reflect the physiology of nor-
mal and diseased tissue more closely than transcript analysis, the technology
requirements for reproducibility, sensitivity, and throughput of two-dimensional
(2-DE). Gel electrophoresis hampered the fast and direct access to this information.
Significant advances in the technology combined with new approaches to disease
models and access to clinically relevant tissues may provide us with a molecular
fingerprint of disease at the protein level and identify further targets for therapeu-
tic intervention.

E. Protein Expression Mapping

Protein expression mapping aims to define global protein expression profiles in tis-
sues, cells or body fluids. A protein expression profile may be representative of a
given time point in an experiment or a disease state and become the basis for a com-
parative analysis. The most common implementation of proteomics is based on 
2-DE of proteins in a complex mixture and their subsequent individual isolation,
identification, and analysis from within the gel by mass spectrometry (MS). If mul-
tiple isoforms of a protein exist within the sample due to PTMs and splice variants
as described above, they may be identified because PTMs affect the charge and
molecular weight of protein isoforms altering their mobility in the 2D gel.

In the proteomic process, proteins are initially extracted from tissues, whole
cells, or cell organelles using extraction procedures well documented in the litera-
ture [34]. The proteins are solubilized in 2D sample buffers and run on 2D poly-
acrylamide gels by separating them according to their charge (pI) in the first dimen-
sion using isoelectric focusing. They are then separated by size, using sodium
dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE), in the second
dimension. Most commonly proteins within the gel are visualized by Coommassie
blue or silver staining. The proteins referred to as features in the raw primary image
represent the proteome. At Oxford GlycoSciences (OGS), the image is scanned
through fluorescent detection and digital imaging to yield a PEM. An electronic
database containing all PEM (now in digitized form) can be constructed. Each pro-
tein feature in each PEM is assigned a molecular cluster index (MCI). Each MCI
has attributes of pI, relative molecular mass, quantity in each sample, frequency in
each sample set, and a linkage to the feature ID in each gel for subsequent analysis
of any proteins in any archived gel. By this process all protein features in a sample
are linked to MCIs and are then available for quantitative analysis. A comparison
of the proteomes generated from normal and disease samples is summarized in the
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Figure 4 Components of the proteomic process.

Proteograph. The PC-Rosetta software is capable of rapidly identifing those pro-
teins that are unique in PEMs of control and diseased samples, or those that show
increased or decreased expression. It provides information on its pI and molecular
weight and in large sample sets statistical data on differentially expressed proteins
are computed (Fig. 4). Several other commercial companies also provide basic
image analysis tools, such as Melanie (BioRad; http://www.bio-rad.com) and
Phoretix 2D (Phoretix International; http://www.phoretix.com).

Many modifications have been made at OGS to improve handling, through-
put, sensitivity, and reproducibility of 2-DE. For example, proprietary attachment
chemistry causes covalent attachment of the gel to the back plate. This greatly
enhances reproducibility by avoiding warping and other distortions of the gel. Flu-
orescent dyes that bind noncovalently to SDS-coated proteins facilitates detection
of protein spots in the gel over a greater linear range than densitometric methods
while not interfering during the MS analysis [35].

Zoom gels can be used to further expand the resolution of a gel or to ana-
lyze a particular area of the gel containing a protein of interest with greater accu-
racy. For this purpose, proteins separated in the first dimension on three IEFs pH
4–6, pH 5–7, and pH 6–8 rather than on a standard IEF (pH 3–10). Through this
process the number of features resolved can be increased considerably. For exam-
ple, the number of features resolved from a cell extract of Huh7 human hepatoma
cells can be increased from approximately 2000 feature to more than 5000 fea-
tures (Fig. 5).

Proteomics Analytical Platform
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Figure 5 Zoom gels can be used to further expand the resolution of a gel or to analyze a
particular area of the gel containing a protein of interest with greater accuracy. This exam-
ple shows cell extracts from Huh7 human hepatoma cells separated in the first dimension
on a standard IEF (pH 3–10) or on three IEF pH 4–6, pH 5–7, and pH 6–8. Through this
process the number of features resolved can be increased significantly.

Selected features are isolated from the gels and chemically or enzymatically
fragmented in the gel slice [36,37] or after electrotransfer onto a suitable mem-
brane for MS analysis [38–41]. The resulting peptides can be separated by on-line
capillary HPLC for subsequent MS analysis through matrix-assisted laser desorp-
tion ionization (MALDI) MS [42,43], tandem mass spectrometry (MS/MS), or
electrospray ionization (ESI) MS/MS or as described by others [44,45]. Protein
identification is based on searching the resulting peptide fragmentation spectra
against genomic and expressed sequence tag (EST) databases using either the
automated SEQUEST program or proprietary algorithms. Thus protein identifica-
tion has moved from the traditional laboratory N-terminal sequencing method to
a highly dynamic fast MS–based method that correlates MS data of peptides with
the information contained in sequence databases [46].

High Resolution Protein Expression Maps
Huh 7 cells

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



202 Rohlff

As pointed out by Haynes et al. [46], “there are a number of alternative
approaches to proteome analysis currently under development. There is a consid-
erable interest in developing a proteome analysis strategy, which bypasses 2-DE
altogether, because it is a relative slow and tedious process, and because of per-
ceived difficulties in extracting proteins from the gel matrix for analysis. However,
2-DE as a starting point for proteome analysis has many advantages compared to
other techniques available today. The most significant strengths of the 2-DE-MS
approach include the relatively uniform behavior of proteins in gels, the ability to
quantify spots and the high resolution and simultaneous display of hundreds to
thousands of proteins within a reasonable time frame.” In addition, a comparative
analysis carried out with digitized PEMs, described above, enables us to compare
hundreds of samples/PEMs obtained from “normal” and “disease” samples each
containing thousands of proteins. In concurrence with a statistical analysis of the
fold changes for each protein, a disease specific protein marker can be selected out
of several hundred thousand proteins queried.

One recently described alternative 2-DE independent approach for a com-
parative global proteome analysis [47] is based on a new isotope-coded affinity
tags (ICAT) method combined with direct MS/MS analysis. The approach relies
on an isotopically coded linker coupled to an affinity tag specific for sulfhydryl
groups in the side chains of cysteinyl residues in the reduced protein sample. Two
versions of ICAT, an isotopically light and a heavy form, are used to label protein
mixtures from state A and state B of the sample. The samples are mixed and
digested for direct MS analysis as described above. Relative signal intensities for
identical peptide sequences can be quantified by being traced back to the original
sample based on the respective ICAT. This allows for simultaneous identification
and quantification of components of protein mixtures in a single, automated oper-
ation from a fairly limited amount of sample such as LCM (see below).

F. Cellular Proteomics

To understand the molecular basis of a disease as the difference between normal
and diseased tissues and organs, it is necessary to interpret the complex interactions
between many different cell types at the protein level. In addition, it may be neces-
sary to isolate and characterize abnormal cells within or adjacent to unaffected
areas of the diseased tissue or organ. A recently developed technology called laser
capture microdissection (LCM) [48] has made this difficult task achievable with a
minimal effect on the gene and protein expression profile present in vivo. LCM
allows for a precise identification and isolation of specific cells and their applica-
tion to RT-PCR [48], cDNA microarray [49], enzyme activity [48], and proteomic
analysis [50]. Cells in frozen tissue slices are first identified through a conventional
staining method of choice, before they are selected through a microscope. A solid-
state near-infrared laser beam is then focused on the target cells, causing their selec-
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tive adhesion to a transfer film. The film is lifted away from the surrounding tissue
and placed directly into DNA, RNA, enzyme assay, or protein lysis buffer. Since
Emmert-Buck et al. published their original findings in 1996, LCM has become
routine for the identification of tumor-specific mRNA/gene expression analysis in
a variety of cancers. The technology progressed in the meantime from applications
in conjunction with cDNA microarrays to profile gene expression of adjacent neu-
ronal subtypes [49]. At the same time, Banks et al. [50] described the first proteomic
analysis of LCM-purified normal and malignant human cervix and renal cortical
tissues. These technological advances provide us with an opportunity to map out
complex interaction of many cell types throughout human anatomy in both the nor-
mal and diseased states at an unprecedented level of complexity and detail. In
oncology research, such valuable information can give an understanding of the
alterations taking place in the cells surrounding the diseased tissue, such as stromal
and endothelial cells, as well as the cancer cell itself. These additional insights pro-
vide us with an opportunity to broaden our therapeutic approaches as illustrated by
novel cancer therapeutics targeted against tumors and/or surrounding activated vas-
cular endothelial cells [51,52]. But more importantly for the purpose of this review,
we can now assess how closely our chosen animal models mimic the in vivo situa-
tion in the patient. For example, in tumor angiogenesis and metastases, researchers
are faced with the dilemma that xenograft tumors (human tumors implanted under-
neath the skin of mice with faulty immune systems) don’t behave like naturally
occurring tumors in humans [51,53], as will be discussed further in Section II.C. In
such a case, a proteomic comparison of LCM-purified stromal and endothelial cells
from a human biopsy and the mouse model may be revealing and identify critical
differences in the two protein expression profiles that may be linked to the defi-
ciencies of the animal model.

G. Proteomic Analysis of Body Fluids

Body fluids represent a central link between various body compartments to
exchange metabolic “fuels” and dispose of metabolic waste products and toxins.
The complex mixtures of proteins present in systemic fluids such as serum or
plasma are secreted from many organs, such as liver, pancreas, lung, and kidney,
and are central to energetic drug metabolism and catabolism and homeostasis. For
example, many steroids and peptide growth factor–binding proteins constantly
present in the serum are responsible for a tight regulation of these potent circulat-
ing cell regulatory molecules. Many alterations in the physiological or disease
states of an animal or human change the levels of the proteins in body fluids. Infor-
mation about the magnitude of the change of identified proteins and clusters
thereof may be of diagnostic, prognostic, or therapeutic significance. Proteomics
body fluid analyses have been carried out for plasma, serum, cerebrospinal fluid
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(CSF), urine [54], joint fluid [55], tears [56], pancreatic fluid [57,58], amniotic
fluid [59], ascitic fluid [60], pleural fluid [61], cyst fluid [62], sweat [63], milk
[64], and seminal fluid [65].

The objectives of these studies were to discover and characterize disease-
specific proteins in body fluids by building databases of high-resolution PEMs
from the relevant body fluids obtained from individuals. Interrogation of these
databases may reveal proteins whose expression is significantly increased in a dis-
ease-related manner for subsequent molecular characterization. Routine applica-
tion of this approach for a rapid and reliable identification of disease-specific pro-
tein markers had been severely limited by the interference by high-abundance
proteins such as albumin, haptoglobin, IgG, and transferrin. For example, without
removal of these high-abundance proteins, no more than 300–500 individual fea-
tures can be separated in CSF (see Figs. 6A and 6B). OGS has refined the use of
proteomics for these type of analyses through immunoaffinity-based depletion
methods in which these four highly abundant proteins are removed from the sam-
ple to be analyzed. After such an enrichment, many additional features previously
masked by the high-abundance proteins become visible (see Figs. 6C and 6D).
Now up to approximately 1500 features of a CSF sample can be separated through
2-DE. As with analysis of cell extracts (Fig. 5), zoom gels may used to further
enhance the resolution and sensitivity of the separation. This approach can be
extended to all known body fluids and the removal of any known interfering high-
abundance proteins prior to a proteomic analysis. PEMs obtained from human
biofluids may serve as a reference point for the selection of the appropriate animal
model. A comparison of body fluid PEMs between randomly mutagenized mice
and human disease samples may establish a link between the disease and a single
genetic abnormality.

H. Analyses of Protein Complexes

Once a putative therapeutic target protein has been identified, the need to assign a
biological function and establish the relevant pathway for such a protein drives our
attempts for cataloging binding partners. As discussed in Section I.C, changes in
cellular location and protein binding partners in response to stimuli-driven PTMs
may suggest protein function. For example, proteomic mapping of purified protein
complexes has lead to the discovery of novel signal proteins such as FLICE [66],
IKK [67], and components of the spliceosome complex [68]. For this purpose, the
cell lysate is enriched for protein partners of the protein complex either with a
tagged version of the protein such as FLAG [69] or GST [70] or through well-
established immunoaffinity-based technologies. Again it is 2-DE that will assist a
reliable and quick identification of those proteins or isoforms thereof that are
changed within the complex in the disease only, guiding the investigator toward
the disturbances in a given pathway pertinent to the disease. In the case of the Ras
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Figure 6 (A) PEM of human CSF without removal of high-abundance proteins. (B)
Expanded region of the PEM highlighted in the box in the PEM in Figure A. (C) PEM of
human CSF with removal of high-abundance proteins. (D) Expanded region of the PEM
highlighted in the box in the PEM in Figure A. (From Ref. 105.)

pathway, multiple alterations cause uncontrolled proliferation and the loss of the
ability to carry out programmed cell death (apoptosis), thereby promoting car-
cinogenesis (Fig. 2). The proto-oncogene Raf kinase prevents apoptosis by phos-
phorylation-dependent activation of the Bcl-2 protein (Fig. 2), a mechanism
down-regulated by the anticancer agent taxol in ovarian cancer [71]. The exact
mechanism by which Bcl-2 and BclXL (a related protein) prevent cell death is not
known. However, it has been suggested recently that alterations in the mitochon-
drial membrane permeability through a Bcl-2/BclxL Bnip3L (Bcl-2-interacting
protein3-like) protein heterocomplex may be a prerequisite for apoptotic cell
death [72]. In a classic proteomic mapping exercise summarized in Figure 7, Gygi

A B

C D
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Figure 7 Example of a proteomic analysis of protein complexes as described previously
[1].

et al. [1] were able to identify 23 BclXL associated proteins, many of which have
already a proven association with apoptosis (see figure 7).

One can imagine how this process can be continued iteratively until an end
point for a particular pathway has been reached or sufficient novel putative targets
have been selected. The throughput of this technique may be further accelerated
in some instances by applying technologies such as ICAT-MS/MS analysis
decribed above and further improvements in MS now facilitate characterization of
even complex mixtures of proteins [47].

Discovery & Identification of
Bcl-xL - associated proteins
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I. Combined mRNA/Protein Expression Analysis for
Pathway Mapping and Candidate Target Selection

Although mRNA expression analysis may have no direct utility in the analysis of
protein complexes, combined with proteomics it may yield useful information for
additional target validation experiments. Effective integration of nucleic acid- and
protein-based technologies may accelerate the selection of the best candidate tar-
get. Whereas the target discovery process described above is largely protein
driven, knockout technologies and overexpression strategies rely on molecular
biology. In a case where a protein is down-regulated in the disease, one can envi-
sion the use of inducible gene expression vectors as a quick means to restore pro-
tein expression and normal cell function, i.e., reintroduction of a tumor suppres-
sor such as p53. More commonly, an overexpressed disease-specific protein
becomes the target for a therapeutic inhibitor strategy. If access to preexisting
small-molecule inhibitors are not available or cannot be generated easily, the gene
can be readily ablated through antisense strategy. An antisense oligonucleotide
can be synthesized or an antisense cDNA can be expressed in the cell in an
inducible gene expression vector. In some cases, ribozyme constructs (small DNA
fragments with intrinsic endonuclease activity that binds the target mRNA through
a small DNA sequence complementary to a coding region in the target mRNA) are
more useful. However, the effectiveness of these strategies is again monitored
most accurately at the protein level. In particular, for the antisense strategy it is
important to determine that the antisense selective blocks the expression of the tar-
get protein only and doesn’t result in nonspecific effects on protein expression. In
the case of cell surface protein targets, quickly advancing phage display technolo-
gies now promise functional inhibitory antibodies within months. With these tools
one can now establish if interfering at different levels in the pathway will affect
the protein expression profile differently and which resembles the protein expres-
sion profile of the normal state most closely. This approach is facilitated by the fact
that in most cases whole clusters of proteins rather than a single protein will be
changed. By using new bioinformatics tools, clusters of proteins can be used in a
specific protein expression map to describe a phenotype, thus increasing the pre-
dictive value of the analysis.

II. IN VIVO VALIDATION OF MOLECULAR TARGETS

As we enter a new millennium, rapid advances in molecular medicine may pro-
vide us with a molecular fingerprint of the patient and disease phenotype that
could represent the molecular and genetic bases for a preclinical animal model to
evaluate novel candidate therapeutic targets. Preclinical evaluation of candidate
targets requires complex animal models that will represent as many of the aspects
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of the drug discovery process as possible in order to identify the successful ther-
apy. At the stage where small-molecule inhibitor leads have been identified, the
relevance of the disease model becomes even more important to investigate mode
of action, efficacy, and safety of these leads. To illustrate this, we will continue to
use examples of oncology and central nervous system (CNS) research with par-
ticular emphasis on Alzheimer’s disease.

A. Disease Model Relevance

The assessment of lead compounds in the most suitable animal model is of great
importance because many agents that looked highly promising in vitro or in ani-
mal models fail because of insurmountable toxicity problems or lack of efficacy
in humans. Knockout and transgenic technologies have made the creation of
mouse models of genetic disorders almost routine. As we will discuss below, spe-
cific gene mutations and conditional knockouts are now achievable in a tissue-
and/or time-dependent manner. An analysis of the complexity of most human dis-
ease necessitates a global comparison of the protein phenotype, well suited to a
gene-related proteomic analysis (see Section II.E).

B. Animal Models of Alzheimer’s Disease

Alzheimer’s disease (AD) is a progressive neurodegenerative disorder that first
presents clinically with memory impairment followed by continuous deterioration
of cognitive function. The pathology is characterized by the presence of neurofib-
rillary tangles (NFTs) within critical neurons and neuritic plaques causing synap-
tic and neuronal death. NFTs are largely composed of hyperphosphorylated tau, a
structural microtubule-associated protein. The plaques contain deposits of the
amyloid-β protein (Aβ), a cleavage product of the β-amyloid precursor protein
(APP). Of the two isoforms of Aβ present in brain tissue and CSF, Aβ42 aggregates
more readily into plaques than Aβ40 [73,74]. In fact, the APP gene was the first
gene identified causing familial Alzheimer’s disease (FAD). Mutations in APP
affect its cleavage and the generation of Aβ (for review, see [75]). In addition,
mutations in the presenilin genes PS1 and PS2 are also observed in FAD and
patients with PS1 mutations display increased Aβ42 deposition as well [76,77].
The formation of amyloid plaques has been recognized as an early, necessary step
in the pathogenesis of Alzheimer’s disease [75]. Many transgenic mice have been
used to model the biochemical and neuropathological effects of the known genes
implicated in FAD. Animals overproducing human FAD APP in neurons produce
AD-like amyloid deposition [78,79] with a morphology and regional distribution
similar to that of humans [80]. While some of these transgenic mice strains show
increased Aβ levels, amyloid, and correlative memory deficits [81], NFTs or
severe neuronal death were not observed in any of these models [80]. In addition,
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in some models cognitive impairments appear prior to plaque formation [82].
Synaptic alterations in these mice have not yet been identified. It appears likely
that sporadic forms of AD as well as FAD, as modeled by FAD mutants, originate
from multiple causes. As a result, the complex phentotypic changes in many inter-
acting cell types in critical areas of the brain must be evaluated comprehensively.
This analysis should be carried out through a global analysis of the biological
effector molecules, i.e., the protein expression of normal and diseased CSF and
CNS tissue. This may be achieved through a systematic correlation of each gene
mutation to complex changes in protein expression pattern through applications
such as gene-related functional proteomics (Section II.E) supported by pharma-
coproteomics (Section II.F) in transgenic animal models and human tissue with
clinical aspects of the phenotype.

C. Animal Models of Cancer

An increasing number of studies in the analysis of signal transduction pathway of
human cancers reveal that many regulatory proteins generate stimulatory and
inhibitory signals at the same time. For example, in early stages of cancer, trans-
forming growth factor β (TGF-β) can inhibit cancer growth via induction p21
(Fig. 3). However, in cancer cells where the Ras signal cascade is activated (Fig.
2), TGF-β promotes invasiveness and tumor metastases [52]. Attempts to study
cancer in an in vivo model such as the human xenograft are further complicated
by the fact human tumor–derived factors may interact differently with mouse host
than human host machinery. For example, cancer-associated fibroblasts (CAFs)
now have a recognized role in tumorigenesis of transformed epithelial cells
[52,83]. While this opens exciting new avenues for therapeutic intervention, it also
points to further difficulties for the reliable use of human xenograft models in
rodents. This might explain why some metastatic human tumors do not spread to
other tissues in mice [51]. In fact, the National Cancer Institute (NCI) has encoun-
tered serious challenges in their efforts to establish a meaningful screening system
for candidate anticancer drugs. For example, the human xenograft models
employed for the NCI in vivo screen show very limited predictive information for
the clinical setting. When the NCI tested 12 anticancer agents used in patients
against xenograft models, more than 60% of the tumors did not show a response
[53]. In other cases, tumors showed opposite behaviors in vitro and in vivo.
Tumors with a deletion in the p21 gene (Fig. 3) respond to radiation therapy in
vivo, whereas the same tumor is equally resistant to radiation in an in vitro clono-
genic assay [84]. In addition to similar findings in other models, this suggests that
efficacy of currently available chemotherapy may be linked to genetic mutations
such as those associated with checkpoint or cell cycle–related genes [85]. This has
lead many investigators to a molecular characterization of new targets and away
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from classical drug screening efforts in models with poor predictability. A com-
prehensive summary of animal models of cancer was recently reviewed [86].

D. Knockout and Mutagenesis Models, and Tissue-Specific
Inducible Gene In Vivo Models

The examples discussed in Section II.A and II.B signify the importance of gene tar-
geting technologies in mouse models of human disease (for review, see [87–90]).
Recent advances in creating conditional and tissue-specific knockouts enable us to
study the disease in a more relevant temporal and organ-specific context. For exam-
ple, until recently it was not possible to study the BRAC1 gene responsible for about
50% of heredity breast cancer in animal models, since homozygous Brca 1 null
mice would die early in embryogenesis. Conditional knockouts were generated
with the Cre-loxP approach (for review, see [91,92]) in mice expressing Cre recom-
binase with a mammary epithelial cell–specific promoter allowed for an analysis
of a selective inactivation of the BRCA1 gene in mammary glands [93]. These mice
develop mammary tumours and have abnormally developed mammary glands that
would form the basis of a better understanding of BRCA1 in tumorigenesis. Simi-
lar advances have been made for CNS models using the tetracyline-regulated sys-
tem. Vectors have been reengineered for CNS-specific gene expression and led to
the development of an inducible gene expression system specific to several brain
regions including the CA1 region of the hippocampus, cerebellum, and striatum
[94]. It is now conceivable that in the near future tedious gene knockout technol-
ogy may be replaced by new tissue-specific gene-targeting systems that use rapid
retroviral vectors in genetically engineered mice expressing the receptor for the
retrovirus in a particular organ or tissue [95]. These approaches or a combination
thereof may be particular useful in conjunction with proteomics. For example, the
viral receptor responsible for organ-selective infection by the retrovirus could also
provide the molecular basis for immunobased cell purification procedure or a flu-
orescent tag to be recognized during LCM/proteomics. Such systems allow for a
rapid and reproducible expression of many single genes or a combination thereof
as well as selective purification of those cells only for a detailed molecular charac-
terization of the disease at the protein level.

E. Gene-Related Functional Proteomics

The definition of the phenotype of an organism was recently given as “the integral
of fulfilled gene functions and environmental effects” wherein “the protein of a
gene offers all the molecular structures and properties needed to fulfill the func-
tions of a gene” [96]. Considering that any phenotype may be the result of more
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than one gene, it is important to determine the extent by which each gene con-
tributes to the phenotype in order to determine the function of a particular gene.
New approaches in gene-related functional proteomics (reviewed in [96]) may
allow us to gain new insights into the relationship between the genotype of an
organism and the phenotype of its proteins. A disease such as AD defined by its
clinical symptoms may be described by the phenotype at the morphological, phys-
iological, biochemical, and molecular level and enable us to subdivide a disease
into mechanistic subclasses of individual steps in the pathogenesis according to
the proteins affected. This could facilitate the evaluation of many putative thera-
peutic targets specific to different aspects/pathways/stages of the disease.

In order to evaluate the role of a single gene product/protein in a disease, we
need to consider existing protein polymorphisms, such as PTM-specific isoforms.
Some of the origins of these protein polymorphisms may be revealed by mouse
genetics. Tracing the origin of PTM variant protein through genetic techniques in
animal models can lead to the definition of a protein’s origins at the genetic level
as discussed above for body fluid analysis. Furthermore, a 2-DE comparison of
10,000 protein features obtained from the brains of various genetically distant
mouse strains revealed variations in more than 1000 protein features. Identifica-
tion of the subset of protein isoforms unique to a particular mouse strain correlated
with genetic linkage studies and gene mapping may reveal some of the responsi-
ble relevant genes [96]. For example, the tau polymorphism results in more than
100 protein spots in a 2-DE gel of human brain proteins caused by various levels
of phosphorylation and multiple splice variants [97].

In addition, 2-DE may identify PTM variants originating from gene muta-
tions causing amino acid substitutions in flavin adenine dinucleotide from various
mutations in APP, PS1, or PS2, all causing increased cerebral production and dep-
osition of Aβ peptide in amyloid plaques (reviewed in [98]). A protein polymor-
phism characterized at the molecular and genetic level will reveal more detailed
information about its origins and significance in the diseased tissue. Studies of its
relevance in normal tissues and other organs not affected by the disease or its
occurrence at a particular age of the animal can be compared between the animal
model and that observed in the patient. Contrary to the above example, where mul-
tiple proteins result in the same phenotype (e.g., increased amyloid deposition), a
single protein affects the phenotype of several other proteins simultaneously and
a similar analysis can be applied.

In conclusion, it is important to define the origins of a detected protein poly-
morphism at the molecular and genetic level in particular for any multifactorial
disease. A phenotypic analysis originating at the protein level rather than the gene
level seems more likely to identify the primary defective protein linked to the dis-
ease as well as other proteins affected by the defective proteins. At this stage it is
appropriate to identify the gene linked directly to the defective proteins.
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Figure 8 Emerging strategy for proteomic applications drug discovery.

F. Pharmacoproteomics

The application of preclinical drug development may be summarized as one aspect
of pharmacoproteomics. Within preclinical development, proteomics can be used
beyond the evaluation of a model and confirm modes of action of candidate drugs,
once the appropriate model has been selected. For the majority of cancers, diag-
nostic, prognostic, or therapeutic proteins identified in serum may have great
potential, since blood samples are readily available for proteomic analysis. In the
CNS, the CSF bathes the brain almost completely. Therefore, it seems likely to
contain many important secreted proteins and neuropeptides mediating interaction
of different cell populations and reveal insights in disease-related changes when
CSF from patients with neurodegenerative disease is compared with that of nor-
mal patients. Protein expression changes within these body fluids underlying spe-
cific disease states can be compared with the animal model counterparts. The
degree of similarity may guide the investigator to the most relevant model avail-
able for the in vivo evaluation of candidate drugs.

At this stage in development, proteomics can be applied to identify serum
protein markers associated with overt toxicity and efficacy or lack thereof. Such
markers may be predictive of toxicity in a particular organ or indicative of effica-
cious therapy. This approach offers greater sensitivity than conventional toxicol-
ogy and enables candidate drugs to be screened for toxicity at the earliest possible
stage of development. Thus, pharmacoproteomics may allow us to refine a multi-
factorial disease into subcategories more suitable for a particular therapy or less
likely to bring about undesirable side effects. These findings maybe applied dur-
ing clinical development to enhance the successful selection of lead candidates for
clinical trials (Fig. 8).

Proteomics- and Disease-based Integration of Target and Biomarker Discovery and Validation -
Emerging Strategy
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III. PROTEOMIC TECHNOLOGY IN THE MOLECULAR
CHARACTERIZATION OF NOVEL THERAPEUTIC
TARGETS: FUTURE PERSPECTIVES

Most human disease, as defined in clinical pathology, should be regarded as mul-
tifactorial, and its complexity must be understood at the molecular level. It has
been recognized that all complex diseases, such as cancer, must be characterized
in terms of the host organism [99]. Disease models will continue to play a signif-
icant role in modern drug discovery. Rapid genomic and proteomic discovery
technologies reveal great insight into the disease phenotype at the gene and pro-
tein level. This increasing knowledge can be applied to a more mechanistically
based and target-driven discovery process. In preclinical development, more
emphasis will be based on a refined molecular characterization of the target rather
than classical efficacy assessments in animal models. Proteins represent the main
biological effector molecules of any given cell and appear most suitable for the
target evaluation process. Classical proteomic approaches offer the unique oppor-
tunity to identify disease-specific changes in protein expression profile in a com-
plex system comprising up to 10,000 proteins. This strategy will generate an
increasing number of disease-specific protein markers that can be utilized for the
evaluation of preclinical models.

The following important questions can now be addressed:

1. Does cluster analysis of multiple protein changes reveal similar changes
between normal and disease in humans and in the selected model?

2. Are these changes reversed in the validation studies with candidate tar-
get protein inhibitors?

3. Are these changes unique to a particular step in the pathway in a cell
type–specific manner indicative of selectivity/specificity?

4. Do small-molecule inhibitors modulate protein expression profiles of
human disease and correlate with those observed in the validation stud-
ies?

5. Do clinical lead compounds affect the same cluster of proteins in the
animal model as in samples obtained in clinical studies from humans?

Interfaces with other technologies, such as protein chip arrays [100], will
quickly expand to a more versatile platform with the ability to evaluate biological
systems of great complexity at great speed. An integrated proteomics tool can
assign up to several hundred disease-specific proteins in body fluids and purified
authentic tissues with statistical confidence. This information becomes valuable in
a comparative analysis between the preclinical model and the clinical situation,
which can feed back into a refined experimental design (see Fig. 8). Rapid advances
in genetically engineered animal models should enable researchers to tailor design
models in such a way that complex gene–protein interactions can be studied in a
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temporal and spatial context reflective of the clinical situation and with easy access
to proteomic analysis.
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I. BACKGROUND

Over the past decade we have witnessed the most dramatic change in drug dis-
covery since the launch of antibiotic research in the 1940s. High-throughput
screening (HTS) evolved from a part-time, low-priority activity in the late 1980s
to become the core of discovery operations in most pharmaceutical companies
before the turn of the century. That development not only created unprecedented
opportunities in the identification of new bioactive molecules; it also established
a unique working relationship and dependence among different scientific and sup-
port disciplines that had never been achieved. Discovery became an integrated
multidisciplinary activity.

Prior to 1990, new drug discovery was largely a departmental effort based on
the contributions of innovative chemists and biologists. Biotechnology had made
its entry but the impact on “small-molecule” discovery was, at best, vague. In most
major companies, considerable emphasis was still based on analogue synthesis,
with breakthroughs dependent on the serendipitous finding of novel activities in
new structural classes devised by chemists or on the skilled observations of biolo-
gists in the recognition of unusual activities in conventional bioassays. The stan-
dard therapeutic targets, which encompassed the commercial gamut of therapeutic
significance, were believed to be well represented in clearly defined pharmacolog-
ical models and presumably supported by comprehensive structure–activity rela-
tionships (SAR) bases in medicinal chemistry. The situation was stagnant and
breakthroughs became less common. The number of new-development compounds
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in a company’s pipelines were dwindling and costs increasing. “Me-too” chemistry
was also losing its appeal as markets became saturated and shares in those markets
shrank to single digits. Management became concerned and reached out for new
opportunities.

Concurrent with the above were the dramatic developments in genetic engi-
neering and molecular biology, along with the emergence of economical access to
biological reagents not previously imagined. The ability to explore specific macro-
molecular interaction in rapid biochemical and cellular screens became an eco-
nomic reality. Targets and protein ligands were soon identified (e.g., the inter-
leukins) that promised new forms of therapy and the hope of useful intervention
with small molecules. Whole-animal or tissue models, which had been the main-
stay of primary screening for decades, slowly disappeared from the discovery
armamentarium and were replaced by biochemical and cellular assays that
reflected mechanistic responses rather than whole-organism behavior. Screening
became specific and economical.

With new biomolecular assays available and the ability to screen larger
numbers of test compounds than the conventional pharmacological models, man-
agement turned to the chemist with the anticipation of satisfying the need for the
compounds required as screening candidates. Here lay the first problem. Design-
ing a synthesis program that would ultimately yield a new molecule that interferes
at a biological target is an impossible task when there is no chemical precedence
to guide the initial probes. “Rational” drug design had been touted as the answer,
but despite two notable successes (e.g., cimetidine and captopril) it was clearly
limited in application by strict demands of support data at the molecular and bio-
logical levels. The real answer was to resort to the almost “unscientific” task of
screening all possible structural types in the new assay with the hope that some
chemical lead (a “hit”) would surface. It was the only solution, but corporate infra-
structure was not prepared.

This “random screening” approach was not well received by industrial sci-
entists who were accustomed to more aesthetic research activities. Nevertheless,
it was reluctantly accepted as a part-time activity of a few biochemistry and phar-
macology laboratories. With the absence of a central focus, budgets were small
and progress was slow. Available instrumentation was based on a variety of liquid
handlers redesigned from diagnostic applications. HTS robotics was in its infancy.
Information systems were primarily developed in-house with the exception of
established core software for data (e.g., Oracle) and chemical structure manage-
ment (e.g., MDL’s Chembase); again the market was not fully developed and
incentives were few.

In 1990, assay throughput was at best 100 compounds per week, but that
level was sufficient to handle the limited compound collections available. Com-
pound archives most companies were large but highly focused and low in diver-
sity. The organic chemist reluctantly took on a new responsibility in the discovery
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process: manual selection of a few thousand representatives from the corporate
compound archives that would reflect the structural scope available. The many
gaps in diversity in these small collections were filled by purchase of compounds
from conventional chemical suppliers, occasionally by direct purchase from aca-
demic chemists worldwide and from the new breed of “compound brokers” that
had emerged.

Reluctance to share experiences in early HTS development was also a prob-
lem. In 1992, The first conference dedicated to HTS technologies was held at SRI
International (Menlo Park, CA) [1]. The purpose of that meeting was to bring
together scientists involved or interested in HTS with the intention of stimulating
dialogue in the implementation of this new technology and discussing common
problems in organization, technical integration, data management, and personnel
issues. Finding the audience for this event was difficult at that time because
screening had no internal management focus and the individuals involved were
distributed throughout the departmental structure of most companies. Neverthe-
less, 140 participants gathered to discuss screening challenges and solutions.
Open discussion periods provided enough catalysis to stimulate dialogue and to
make the conference a grand success. A byproduct of the conference was the
launch of the first publication on screening technologies, Screening Forum, which
provided information and technology reports on HTS topics [2].

So it began. HTS, now synonymous with “grunt work,” was a part of the
weekly schedule of R&D and accepted as such. Enthusiasm was initially low but,
fortunately, a new breed of scientist emerged who recognized the challenge and
the potential rewards of screening and was able to convince management of the
immense potential if the technology were provided sufficient opportunity and
resources. Such scientists were quick to take up the challenge of penetrating inter-
departmental barriers and blending complex technologies, current instrumenta-
tion, and the available data management tools into functional and productive dis-
covery machines. While instrumentation designed for HTS had yet to be
developed, innovative adaptation of available instrumentation (e.g., from Beck-
man, Tecan, Packard, and Wallac) initially proved satisfactory. Notable was
Tomtec’s 96-well plate duplicator (Quadra) as an important asset at this early
stage. The drive and foresight of these pioneers was the catalyst necessary to
demonstrate the productivity of HTS and its importance as a discovery process.

As with any new technology, the standardization of tools became a critical
matter. Fortunately, the 96-well microplate had already been proven in diagnostic
applications and quickly became the standard screening vessel. Its origin can be
traced to 1960 [3]; however, it wasn’t until the mid-1970s when Ken Walls at the
U.S. Centers for Disease Control and Prevention (CDC) started using it for
enzyme-linked immunosorbent assay (ELISA) testing that it’s benefit in auto-
mated assays became apparent. Robotic systems were developed to accommodate
the microplate and integrated test systems established. It was a natural transition
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to apply these systems to the demands of the new and now lucrative market of
screening.

Targets and assays were primarily developed in house since they represented
the company’s proprietary interests and technologies; however, novel and more
sensitive detection systems evolved externally that provided useful tools in opti-
mal protocol development. New microplate designs [4] were similarly created in
the support industries that saved time and reagents in assay development and oper-
ation. Packaged data management systems evolved from companies such as Mol-
ecular Design (now MDL Information Systems) and Tripos, which formed the
core of chemical structure management. The SD file became the standard file for-
mat for structure display and storage. Compound libraries could be created by pur-
chase of small samples from a growing list of brokers who gleaned their collec-
tions from academic laboratories and “chemical factories” throughout the world.
However, the cost of establishing the all-important structurally diverse, compound
library was formidable and a serious bottleneck for startup companies.

In 1993, MicroSource Discovery Systems [5] pioneered the provision of test
compounds in microplate format. This approach provided efficiency, economy,
and diversity in a single product with full data support. It was based on the real-
ization that even with a modest level of assay miniaturization, a few milligrams of
a test compound were sufficient to support years of screening. Purchases of the
standard 50 mg sample were unnecessary, and the cost of acquisition of large
libraries was cut by as much 90%. Diversity was drawn from world leaders in
chemical synthesis, and samples were provided in a format that avoided handling,
documentation, and storage. Today MDSI has evolved into a leading provider of
natural products and drug standards in microplate formats.

By 1994, HTS had become an integral part of the drug discovery process.
Large companies reorganized their internal structure to accommodate the multi-
disciplinary character of this new technology. The hierarchical distinction
between HTS and conventional “research” was resolved by the recognition of the
distinct differences in the tools and goals of these activities and their equivalent
and complementary contributions to the development of new drugs. Screening
operations became centralized and new positions created. Topics such as assay
miniaturization, integrated automation, compound acquisition, and data manage-
ment became key activities in discovery operations. New companies sprang up
that were based solely on new assay targets and the ability to screen efficiently. A
myriad of support industries were also created to provide tools and resources that
facilitated screening and improved return. Test compounds, automation systems,
and even cloned target receptors [6] became available from outsource groups.

In 1994 the second forum on HTS technologies was held in Princeton, New
Jersey. It was a sellout in attendance with almost 400 participants squeezed into a
small conference space. The meeting was a tremendous success and launched
HTS as a formidable tool in discovery. That conference also provided the seed for
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the beginning of the Society for Biomolecular Screening, which today is the fore-
most source of information on HTS technologies [7].

II. WHERE WE ARE

HTS, as applied in the pharmaceutical industry today, refers to the integrated tech-
nologies that permit the rapid evaluation of millions of compounds annually in
scores of bioassays in search for new therapeutic agents. There are three objec-
tives: de novo discovery, hit development, and the preliminary assessment of the
metabolism and toxicity of lead candidates. The first two are widely applied and
complementary; the last is new to HTS but is rapidly becoming an important facet
of drug development.

De novo discovery addresses the search for compounds that interact with a
new biochemical or cellular target for which there is no precedence in chemical
structure. The identification of both ligands and antagonists for most orphan
receptors is an excellent example of such applications. The discovery of drugs
against diseases that cannot be satisfactorily treated with existing therapies or for
which no treatment is available is another. De novo HTS requires the use of large
compound collections with as broad a structural diversity as possible and bioas-
says that accentuate the specific character of each target. The goal is to find one or
more “hits” that can provide a chemical focus for further screening. Such hits need
not be at the activity level anticipated for a development candidate; structural
information about a weak inhibitor is much better than no information at all. De
novo HTS generally addresses a broad spectrum of targets.

Unlike de novo HTS, hit development begins with some level of chemical
intuition. Such information may have been gleaned from de novo programs (see
above), from historical data on the character of ligands or antagonists, or from
computational analysis of the structure of the target receptor. This is the area
where the use of high-throughput organic synthesis (HTOS) has provided the
greatest benefit and has resulted in important advances in optimization of a lead
and dramatic reduction in the time required for lead development. These benefits
are discussed in greater detail below. Bioassays employed in developmental HTS
focus on the overall activity profile anticipated for the test substance.

Preliminary assessment of the metabolism and toxicity of new drug candi-
dates is a critical part of drug development. The requirements for such assessments
are heavily regulated and, with the companion characteristics of absorption and
distribution, constitute key elements in the success of any new drug application
and its subsequent introduction. These processes are critically dependent on in
vivo studies that are costly and time consuming. Failure of a compound in any of
these aspects usually results in its removal from development; the investment
made to that point is essentially lost. Recent developments in the miniaturization
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of metabolic and toxicological assessment procedures permit high-throughput
assessment of lead candidates at a preselection stage. Such in vitro information
has yet to be accepted by regulatory bodies; however, it does provide an important
preview of the performance of a lead. The use of such data in the selection of can-
didates for development can significantly improve compound survival rates and
shorten development time.

The primary components of any HTS program can be roughly divided into
three areas: test substance supply, bioassay development and implementation, and
informatics (data management). How these are organized is another dimension
that segregates low from high, high from ultrahigh, and so on. The result is the
same: discovery. Instrumentation and systems integration have become integral
parts of all aspects of HTS and need not be addressed separately.

III. TEST SUBSTANCE SUPPLY

A structurally diverse test substance supply is the key to discovery. It is the criti-
cal resource i.e., the sole factor that determines the success level for every assay.
Careful attention to the quality of the test substance resource is an essential aspect
of HTS management. Essentially, a well-managed, structurally diverse test sub-
stance supply holds a company’s equity in new drug discovery. This is true for any
screening program, low and high capacity, in both small and large corporations.

A large variety of sources for test substances are available for HTS pro-
grams. Accessing any of these in a naïve “numbers-only” approach can be disas-
trous. Heavy dependence on commercially available combinatorial libraries is not
advisable. Structural diversity alone dictates the number of test substances
required. A small but carefully selected collection of 10,000 compounds may be a
much better resource for discovery than a mass produced library with millions of
components. Design and maintenance of an appropriate test substance resource is
an important facet of corporate survival.

A. Compound Library Development

The demand for large and complex chemical libraries as test resources in HTS pro-
grams continues to grow to meet the dramatic increase in throughput potential of
today’s HTS systems. However, it is noteworthy that a small low-capacity screen
can still yield important advances. This principle is manifested by the early screen-
ing successes in the potent PAF inhibitor WEB-2086 and the human immunodefi-
ciency virus (HIV) reverse transcriptase inhibitor nevirapine. Both of these were
discovered in libraries of less than 10,000 compounds without any indication of
structural guides, certainly not “pharmacophores.”
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Despite the above comments, numbers are important if the compounds
selected for inclusion in the corporate HTS pool have reasonable structural diver-
sity; essentially, the higher the number of diverse test compounds, the better the
chance of success. Today’s million-compound libraries have simply improved the
odds.

Compound collections that are truly diverse in skeletal and functional array
are especially important in achieving a meaningful probe into the unknown three-
dimensional space of a new receptor or enzyme. The classical approach in de novo
discovery has been to draw on the structural riches of a well-designed and stocked
compound collection that represents not only the scope of in-house synthesis but
also the diversity available from external suppliers: direct chemical sources, bro-
kers, and microplated compound libraries. The structural richness of the numer-
ous pure natural products and their derivatives that are commercially available
[5,11] must also be included since these displays cannot be mimicked by current
HTOS.

Claims that high-throughput solid-phase and solution-phase chemical syn-
thesis is a reliable source for the generation of limitless diversity are unfounded.
This position is softened when such libraries are multitemplate based and consti-
tute millions of representatives. Companies such as ArQule and Pharmacopeia
offer such access but cost again becomes significant. The unquestioned strengths
of these sources are in the rapid development of series with some chemical insight.
This aspect is addressed below.

Compound management and acquisition has become an important facet of
HTS structure and function. It requires a continuous awareness of what is in hand,
what has been depleted, and what is necessary to enhance the chemical and topo-
logical character of the corporate collection. The responsibility lies not only in fill-
ing gaps in the functional parameters and their display within the collection but
also in avoiding those substances that are inherently reactive with biological sys-
tems. Certain groups that are chemically reactive can give meaningless false pos-
itives that waste time and money and interrupt the discovery process. Acid chlo-
rides, anhydrides, active esters, and the like are among these. Many halogenated
compounds also fit into the category of nonspecific alkylating agents—α-haloke-
tones, halomethyl aromatics, 2-halopyridines, and other reactive heterocycles—
are common constituents in commercial collections. There are other groups that
are cytotoxic and unwelcomed components; most organometallics, nitroso, and
alkyl nitro and nitroso groups are among these. Hydrazines, hydrazides, and sim-
ilar structures should not be removed entirely since these structural features have
found their way into several important drugs; however, their ease of preparation
makes them a more than necessary component in available collections. The same
applies to aryl nitro representatives. Instability is another concern: tert-butyl
esters, acetals, aminals, and enol ethers are some examples. Other groups that have
been the subject of extensive analogue development (e.g., adamantane and per-
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haloalkanes) should also be carefully filtered. Redundancy is another problem.
Analogue representation is necessary to efficiently represent a new compound
class; however, excessive representation can become an unnecessary expense and
distraction.

It is nevertheless important to be sensitive to the rigors of implementing
some of these rules. Some published guidelines recommend the removal of com-
pounds that are potential substrates for Michael addition, for example, α,β-unsat-
urated ketones. Such restriction is important if the group is especially activated,
but that is frequently not the case—progesterone and a myriad of similar mole-
cules are potential Michael addition candidates. Other restrictions, such as molec-
ular size, number of rotatable bonds, and chemical functional density, are fine on
paper but destructive if applied generically in library design. The end product can
lead to a library that is pretty in presentations but sterile in discovery! These mat-
ters become serious concerns when the tailoring of the corporate compound col-
lection is assigned to individuals insensitive to the potential of discovery in com-
plex systems that violate one or more of the above guidelines. There is no
substitute (yet) for the practiced eye of a medicinal chemist.

Software packages are available [8] that claim to provide assessments of
diversity and recommendations for its enhancement. Very large libraries must
depend on these or other computational techniques in such assessments, but cau-
tion must be exercised to the extent that such packages are used. The utility of
many of these programs is strained when the assessment attempts to include com-
plex molecular arrangements. Diversity assessment is especially important in
small collections (about 10,000 compounds); however, it is best in these instances
to resort to manual review.

B. HTOS Applications

HTOS (also termed combinatorial chemistry) has had a dramatic impact on both
the organization and productivity of industrial medicinal chemistry. It was first
applied in new drug discovery in the late 1980s in the form of combinatorial pep-
tide coupling. Solid-phase synthesis of peptides, which had been developed by
Bruce Merrifield (Rockefeller University) 20 years earlier, was used to create large
polypeptides by affixing one end to a solid support (e.g., a resin bead) and adding
the individual units sequentially by standard peptide coupling techniques. Subse-
quent chemical cleavage from the resin yielded the target polypeptide. The appli-
cation of these techniques to the simultaneous synthesis of families of related pep-
tides was pioneered by Mario Geysen (Glaxo) in the mid-1980s. The concept was
further applied to new drug discovery in the synthesis of large libraries (20,000 to
more than 1 million) of peptides fixed to beads or silicon chips and the assessment
of the binding of these fixed libraries to labeled soluble targets (e.g., Selectide,
Affymax, and others). Research managers were attracted to these systems by the
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remarkable numbers of test substances and the simplicity of the detection systems.
Unfortunately, the impact of fixed supports in the binding of biomolecules and the
limitations of peptides as structural leads in development were underrated. Solu-
ble peptide libraries (e.g., Houghton Pharmaceuticals) were similarly offered as
discovery tools, but again applications were limited and interest and corporate
support waned.

Despite the shortcomings of large peptide libraries discussed above in de
novo drug discovery, the use of peptide HTOS technologies in the identification of
their direct roles in receptor responses per se or as surrogates for ligand definition
in orphan receptor research brings forth a new and important role for these HTS
approaches (see below).

The slump in the popularity of peptide-based HTOS in the early 1990s
quickly turned around as the concept was applied to the synthesis of nonpeptide
libraries using diverse synthetic techniques. Mike Pavia (then at Sphinx) was an
important pioneer in the development of these technologies and their implemen-
tation in microplate format. His innovation and that of his associates facilitated 
the introduction and adaptation of HTOS into HTS applications and encouraged
the automation/robotics industries to develop instrumentation that would meet the
needs of industrial chemistry. It revived HTOS as a discovery technology with lit-
tle apparent interruption, but once more the enthusiasm was unchecked and prom-
ises of satisfying the needs of discovery programs in structural diversity became
unrealistic (see Fig. 2).

Early HTOS also launched support industries that could take a chemical
lead or hunch and expand it into large libraries that encompass relevant structural
diversity. Companies such as ArQule and Pharmacopeia offered efficient applica-
tion of HTOS in the exploitation of solution- and solid-phase syntheses in the
development of libraries that addressed specific client targets. These two success-
ful corporations have, in their years of operation, amassed libraries including mil-
lions of components. Notwithstanding the above-mentioned limitations of HTOS
in the generation of structural diversity, these massive libraries can offer a first-
pass opportunity in discovery simply on the basis of the huge library populations
and the diversity of the templates.

Reactions performed on solid supports have a number of process advantages
over classical solution methods. The ability to drive reactions to completion with
large excesses of reagents is one such advantage; the ease with which the product
is cleaned at each step is another. The reaction kinetics is often found to be differ-
ent between solid-phase and solution syntheses and is often favorable to the solid-
phase approach. But there are shortcomings. Many reactions are impossible or at
least exceedingly difficult to perform on solid phase due to the sensitivity of the
linker or the resin itself. The inherent need to base such syntheses on common
platforms also produces redundancy in the library generated. The common link-
age site on each molecule further dampens structural diversity. Multiple platforms
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and nonfunctional linkage residues offer partial solutions to these problems. Nev-
ertheless, today’s HTOS compound libraries sorely need to be supplemented by
selected products of classical synthesis and pure natural products to attain a mean-
ingful three-dimensional, functional display for a de novo discovery program.
This aspect is best illustrated by assessing how a hypothetical HTOS program
would be designed if the goal were to rediscover (from scratch) representative
nonplanar drugs, e.g., glucocorticoids, lipid-lowering agents (e.g., mevalonin),
taxol, etc. Would today’s solid-phase or even solution-phase synthesis collections
achieve such a goal?

There are new directives in process that will provide some solutions to these
problems. For example, the introduction of naturally derived, three-dimensional
platforms can dramatically broaden the scope of HTOS. Variables will increase
dramatically and thereby create another dimension in numbers as libraries of mil-
lions of compounds become commonplace. MicroBotanica [5] has identified pro-
prietary natural templates as the cores of unique libraries and cheminformatics
tools. These templates offer three-dimensional access not available to conven-
tional laboratory-based synthons. ArQule, a leader in the progressive development
of diverse and directed HTOS libraries, has made significant advances in improv-
ing the efficiency of HTOS in both solid- and solution-phase modes. Their home
page [9] is worthy of a visit.

Simultaneously, HTOS was applied to bringing an HTS hit or otherwise
identified bioactive entity to lead status and its rapid development into a clinical
candidate. In most cases, HTOS has replaced the drudgery of “one-at-a-time” ana-
logue synthesis in the generation of SAR data and dramatically reduced develop-
ment time. Essentially, all possible analogues are prepared rather than a small pop-
ulation selected by medicinal chemistry on the basis of immediate relevance and
economics. HTOS libraries provide the full SAR analysis with little reference to
what would formerly be perceived as redundant. Such a “bulk” approach leads to
a more definitive analysis of SAR and a better selection of candidates. This appli-
cation is clearly the most important contributions that high-throughput technolo-
gies have made to medicinal chemistry and perhaps to drug discovery in general.
Its impact is best appreciated in consideration of development time and on-market
patent life (Fig. 1). Today an annual market return of $1 billion is not unusual for
a new therapeutic entity. That translates into $83 million for every month that the
new drug is on the market and under patent protection. The development time for
a new drug can easily consume half of its patent life. HTOS can reduce develop-
ment time and dramatically increase market returns.

Figure 1 illustrates the time line of drug development from discovery to intro-
duction. It does not reflect the additional savings that HTOS provides in hit-to-lead
generation. That aspect can provide an additional year of benefit in earlier recog-
nition of the lead. While that generally does not impact patent life (a subsequent
event), it does give the advantage of “first on the market” in a highly competitive
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Figure 1 Impact of HTOS on new drug development.

field. The illustration (Fig. 1) also does not take into consideration the emerging
benefits of high-throughput ADME and toxicity profiling discussed below.

C. Natural Products as a Discovery Resource

The unique structural diversity inherent in natural products continues to be an
important HTS resource. As with HTOS and other technologies, trends have had
a disturbing influence on the adoption of natural products as a primary discovery
resource (Fig. 2). Notable is the stability of microbials as a discovery resource, but

Figure 2 The rise and fall of technological hype in the use of plant natural products and
sequential influence of early attempts in rational drug design (RDD), peptide combinator-
ial chemistry (PCC), and HTOS in HTS programs.
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plants have had a sine-wave history and continue to be susceptible to technologi-
cal pressures and prejudices.

Microbials are by far the most widely used natural resource in industrial
screening programs. They have been mainstay in HTS applications in several major
companies, with little fluctuation in their use over time. The reason is threefold:
economics, reproducibility, and a continued history of new biomolecular discov-
ery. Once a company has established and staffed a microbiological facility on site,
costs are manageable and predictable. 

The use of microorganisms over the past 60 years in antimicrobial research
and development has established a sound technological basis for the culture,
preservation, and manipulation of bacteria and fungi. Clear projections of scope
and cost can be made for their use at the semi-microscale in discovery and the
macroscale in commercial processes. Microbials are accountable for most of the
antibiotics in therapeutic use today and, in addition, have served as biochemical
factories for chemical modifications that cannot be reasonably achieved other-
wise. In the past two decades, we have seen the successful use of microbials in
broader pharmacological screening with remarkable success—ivermectin, FK-
506, rapamycin, mevalonin, to name only a few. They can also provide unique
chemical substrates for further manipulation in the chemist’s laboratory and in this
application constitute the basis for important semisynthetic variations in antibi-
otics and other products. The shortcomings of microbials are (1) the limited bio-
chemical scope compared to plant resources and (2) the critical need for derepli-
cation at an early stage in screening. Novelty in new structural types is less
common in microbial screening.

Marine organisms offer a remarkable variety of chemical variation. Many
such natural products are not available from other natural sources and certainly not
through laboratory synthesis. Unfortunately, access to this resource is very expen-
sive, limited to initial structural leads, and rarely amenable to commercial devel-
opment. Even recollection for research purposes is limited by cost and environ-
mental concerns.

Plants, although entrenched in the early history of drug development, have
not been used as a discovery resource to the extent that microbials have in recent
times. In the 1950s and early 1960s there was a flurry of tissue- and animal-based
screening based on plant extracts (Fig. 2). Important discoveries in the alkaloid
classes (e.g., reserpine) created an inordinate level of optimism and many compa-
nies established extensive plant-based screening programs in in vivo systems.
Unfortunately, the narrow focus on alkaloids in both collection (selected plant
families) and chemistry (nitrogen-containing constituents) led to a great deal of
redundancy, so that by the mid-1960s many of these expensive industrial research
programs were closed as discovery attended to the more lucrative area of analogue
synthesis.

The revival in plant natural products research in the 1970s, on the heels of
the then-fashionable, marine-based research, was cut short by the introduction of
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rational drug design through computational modeling. The high level of hype
associated with this area was short lived (Fig. 2) but soon replaced by a similar
optimism with peptide-based combinatorial chemistry (see above). Plant natural
products as a classical (and expensive) program again lost favor.

This persistent quick-change attitude in research management reflected its
frustration with conventional discovery resources, its determination to be at the
cutting edge of new technologies and among the first to harvest the benefits. Hap-
pily, stability is returning as HTOS finds its place in drug development and the sig-
nificance of assuring structural diversity in test substance supply is addressed in
practical terms. Plant-derived natural products begin to resurface and to take their
rational place as a source of immense structural diversity.

The lack of adoption of plant sources as a test resource is somewhat para-
doxical. The plant genome is much larger than other natural sources (bacteria,
1000 genes; fungi, 10,000 genes; plants, more than 100,000 genes) and therein
offers a broader biochemical network for the generation of unique chemical struc-
tures. Unfortunately, until recently, the technologies and protocols of collection,
processing, recollection, and scale-up had changed little in 50 years. Each sample
collected individually demanded shipping, storage, and handling expenses; the
attention of a chemist and considerable laboratory-based preparation time prior to
assay were also required. Few attempts had been made to adapt these classical col-
lection and preparative techniques to modern screening programs and budgets. As
a result, plant-based research commanded a much higher cost per test sample than
microbials, and it is this cost, and the requirement for a dedicated research team,
that turned program directors away from the use of plants as a significant HTS
resource.

Companies that have continued to use plants over the past two decades have
done so at low throughput with the evaluation of only a few hundred species per
year. In 1993, MicroBotanica addressed the economics and efficiency of plant col-
lection with the goal of making this unique source available to screening programs
at a throughput level that permits broad evaluation in modern HTS systems and a
cost that is compatible with HTS budgets. It established a joint program with three
groups in Peru: Perubotanica srl, Universidad Nacional de la Amazonia Peruana,
and Conservacion de la Naturaleza Amazonica del Peru. The goal was biodiscov-
ery and the collection, classification, documentation, and development of the plant
resources in the Amazon Basin with strict compliance with the terms of the Con-
vention on Biological Diversity [10].*

The technical approach is based on the position that the initial collection of
test materials for HTS should be only what is required for the first pass and the ini-
tial confirmation of a hit, i.e., about 1 mg of a crude extract. Larger scale collec-

*We are pleased to find chemical companies such as Gaia Chemical Corporation that specialize in the
provision of pure natural products as a discovery resource [11].
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tion and extraction must be implemented only on the identification of hits. Such a
“microcollection” program dramatically reduced costs and increased the number
of plants sampled. It also permitted extraction in the field and thereby eliminated
on-site specimen processing as well as lab handling time and expenses. This con-
sortium can also respond immediately to a hit with sufficient material for confir-
mation and secondary profiling, and simultaneously to be able to assure recollec-
tion and the receipt of larger scale extract preparation in a timely manner—usually
2–3 weeks.

Another issue of special concern in the implementation of a plant-based nat-
ural product program is the sensitivity of many HTS assays to interference by
polyphenols and tannins through nonspecific binding. Such substances are com-
mon constituents in plants and their removal prior to bioassay is frequently
required. This issue has also been addressed by MicroBotanica through the devel-
opment and application of proprietary liquid-liquid partitioning amenable to
automation or the more conventional use of polyamide binding. Today MicroBot-
anica boasts ready access to samples of more than 30,000 extracts from approxi-
mately 13,000 plant specimens and the ability to follow through from recollection
to isolation on any hit. MicroBotanica’s participation in the Amazon consortium
also makes it a unique source for collection and research on any plant endogenous
to the Amazon Basin [5].

D. Structure-Based Design

The use of the structure of the target as a basis for computational design is not a
new concept. Twenty years ago it ran rampant through the pharmaceutical indus-
try (Fig. 2). Research management, heady with the developments in molecular
modeling software and x-ray crystallography that were current, was impressed
with the purported ability to design new drugs on the basis of target structure
alone. Misinformation, misinterpretation, and bad timing took its toll. Structural
analyses were weak and presumptive; computational power was overestimated
and projections totally unrealistic. Fortunately, only a few companies made major
commitments in this area, but those that did lost a great deal in program deletions,
time, and credibility. Today the de novo design of an active molecule for a new bio-
molecular target is still fanciful. Finding structural precedence in small-molecule
interaction is the key. Enter HTS and the revival of structure-based drug design.

Today structure-based drug design (SBDD) encompasses the integrated use
of computational design software, HTOS, and HTS. In principle, SBDD is based
on the sequence illustrated in Figure 3.

Information based on x-ray crystallographic data, nuclear magnetic reso-
nance, and other analytical techniques facilitates the definition of the molecular
dimensions and functionality of the target and its active site (Fig. 3A). Computa-
tional techniques are applied to the identification of the optimal small-molecule
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Figure 3 Structure-based drug design (A). Definition of target dimensions (B). Compu-
tational analysis of structural features for small-molecule interaction (B–C). HTOS gener-
ation of relevant compound libraries and identification of first hit through HTS (C–D).
Optimization of the hit to one or more leads (E).

characteristics for interaction at the target site. This information is then used to
screen real or virtual libraries for compounds suitable as first probes. A test library
is then generated, acquired, or synthesized through HTOS and screened in the rel-
evant assay(s). If hits are not realized, the process is repeated by retooling the tar-
get definition or anticipated small-molecule characteristics. Once significant data
are obtained (Fig. 3C), larger libraries are prepared and the molecule is optimized
to lead status. Conventional medicinal chemistry usually takes over at this point to
provide the optimum candidate(s) for development. The system works. Of course,
it still has both the requirement of a considerable knowledge base for the target and
the risk associated with projections of biomolecular interaction to therapeutic sig-
nificance. Nevertheless, it is reassuring to know that such a simple but elegant
approach can be successfully implemented, provided all the tools are present and
realistically evaluated.

SBDD is also applied to assessing the significance of the myriad of thera-
peutic targets anticipated from comparative analyses in functional genomics (see
Section IV.B). While estimates of new and therapeutically relevant receptors are
in the hundreds, finding those in the sea of information is a herculean task. The rel-
evance of these targets, the identification of natural and artificial ligands, and the
discovery of small molecules that can modulate their effects are goals in the prac-
tical application of this immense information base. Information gleaned from
these studies will find application in drug discovery, diagnostics, toxicology, and
other areas yet to be fathomed.

A recent and dramatic example of efficient application of SBDD was in the
identification of inhibitors of nuclear factor of activated T cells (NFAT) in the
search for new modulators of the immune response that do not have the limitations
of cyclosporine or FK-506. Patrick Hogan and collaborators [12] applied HTOS
in the form of peptide libraries of more than a billion units to identify optimal
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Figure 4 Relationship of bioassay targets to relevance and HTS compatibility.

amino acid composition at seven sites of a hexadecapeptide sequence associated
with calcineurin binding. This is an area that is by definition peptide in content and
well suited to peptide HTOS. Transfer of the information gleaned into a useful
immune-suppressive drug is yet to be achieved, but the ground is laid and open to
innovation.

IV. BIOASSAY DEVELOPMENT AND IMPLEMENTATION

The identification of a cellular or molecular target for drug discovery and the
development and validation of a relevant bioassay are critical early milestones in
an HTS program. There must be a persuasive reason to believe that the cellular or
molecular (enzyme, receptor, protein–protein, or protein–DNA interaction) target
is involved in a pivotal step in the targeted disease process. That link—the molec-
ular target to the disease process—requires exhaustive analysis. Today with the
cost of screening at $3–5 per well (compound and reagents) at the 96-well plate
level, the assessment of a 50,000-member library will cost as much as $250,000
before personnel costs and overhead are considered. Many of us can recount pre-
HTS times when certain animal or biochemical assays formed the core of a dis-
covery program only to prove of little or no value in the identification of a clini-
cally active agent. Relevance must be carefully balanced against cost (Fig. 4).

Once a target has been selected, the next step is to develop a bioassay that is
appropriate and compliant with the parameters applied in the corporate HTS sys-
tem. Typically such assays have to be hearty and avoid the use of temperamental
or unstable reagents. Each assay must be amenable to miniaturization at least to
the 96-well microplate level but preferably beyond. Miniaturization to 384 is
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commonplace, but further reduction is encouraged with the potential of lower cost
and simultaneous higher throughput and data analysis. Cost savings are in atten-
tion time and the amount of compound and reagents used. By the simple shift from
96 to 384 wells the practical reaction volume and, correspondingly, the required
reagents and compound are reduced by 75%. The latter is of special significance
since many compounds, especially pure natural products, are in limited supply and
conservation of such supply is often critical. Shifts to 1536 plates or high-density
formats have corresponding benefits, although sample handling becomes a prob-
lem. Moreover, some detection systems are unreliable beyond 384.

Assays and even therapeutic targets have a defined lifetime. Frequently,
even the most comprehensive and structurally diverse compound collection will
not yield a hit in some assays. Such events generally are attributed to the inability
of a small molecule to interfere in a complex biological process. Protein–protein
interactions are often difficult to disrupt or block. At some point, usually the
exhaustion of the current compound library, the decision is made to remove the
assay for reevaluation. Occasionally this may result in a minor variation in
reagents or protocol, or may lead to elimination of the assay or even the base tar-
get. The number of compounds screened through any bioassay may range from
10,000 to millions depending on the culture of the organization, the extent and
diversity of the chemical resources, and a judgment as to the importance of the
target.

Assays are generally established to permit a return of 0.05% or less hits.
High-density systems with large numbers and low diversity in the test substances
used may be a log or two lower. The frequency with which assays are removed
from an HTS program on the basis of “no yield” can be reduced by critical analy-
sis of the assay and the dose level prior to introduction into the HTS program. This
is especially true in de novo applications where there is no drug reference to guide
appropriate test concentrations and time. Nevertheless, the effects of a broad
group of bioactive compounds on the assay response can be a useful directive. For-
tunately, compound collections such as GenPlus (960 bioactive compounds) and
NatProd (720 natural products) are available from MicroSource Discovery Sys-
tems [5] in microplate format. Such collections can be valuable tools in defining
the sensitivity and specificity of any new assay. These are preplated at standard
concentrations (mg/ml or 10 mM dimethyl sulfoxide) and can be easily blended
into an assay validation protocol.

The living cell is the preferred format in discovery programs, offering a test
response at the “organism” level while still allowing automation and high
throughput. Cells can be engineered to house complex receptor systems tailored
to represent a myriad of therapeutic targets. Detection modes are colorimetric, flu-
orescent, chemiluminescent, and radioisotopic systems. While regulatory and dis-
posal problems continue to encourage the displacement of radioisotopes by other
detection modes, innovations in simple and sensitive homogeneous systems, such
as the recent SPA developments by Amersham [13], maintain a stable market.
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Validation of a lead prior to further development involves the testing of the
lead for efficacy in an animal model. The biological connection of a target to a dis-
ease, and the utility of such a target in drug discovery and development, is specu-
lative without whole-animal data. Once a lead has been identified, it is essential to
establish a “proof of concept” through in vivo evaluation. The selection of such a
model is a process that should be concurrent with the development of the HTS
assay. Such models may already be established, but it is likely that, with the emer-
gence of novel genomics-based targets, they will require creative pharmacology
and critical validation before confidence is established.

Activity in a whole animal is still not definitive for activity in humans, but
the absence of activity draws attention to the need to reconsider the utility of the
target. It is best to have such revelations early in a discovery program. The time-
line and milestones applied in the recent collaboration of Axys and Merck in the
identification and development of a small-molecule inhibitor of cathepsin K as a
therapeutic modality in osteoporosis is a good illustration of this approach [14].

All of these technologies are not only complementary but feed back on one
another with dramatic amplification of discovery potential. This can be of signifi-
cant benefit as new activities in new indications are uncovered; however, there is
a serious danger of misdirection. Incorrect information derived from a missed
false-positive, incorrect analysis of an assay output or poor assay design can
expand into unproductive and expensive voids. Any new development in HTS in
design, discovery, or data analysis must be carefully assessed before it becomes an
integral part of the process.

A. Fluorescence Detection Systems

Fluorescence technologies are dominant in HTS. Numerous well-characterized
fluorescence tags suitable for differentially labeling specific cell components and
protein probes are now commercially available [15]. Many quantitative techniques
have been developed to harness the unique properties of fluorescence; several of
these are represented in the following chapters in this book.

An excellent example of such technology is provided by K.A. Giuliano
(Cellomics) in Chapter 8 in the development and advantages of functional screen-
ing based on high-resolution fluorescence imaging of multiple targets in intact
cells. In Chapter 13, Scheel et al. (EVOTEC BioSystems) discuss the application
of multiple fluorescence readout methods in the development of single-molecule
detection technologies that enable a variety of parameters to be evaluated in a sin-
gle sample.

Fluorescence resonance energy transfer (FRET) is a new, ultrahigh-through-
put technology developed by Aurora Biosciences, one of the most progressive
biotech companies in HTS technologies. FRET uses a coumarin-linked phospho-
lipid asymmetrically bound to the plasma membrane as the donor and negatively
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charged oxonol acceptors which partition across the plasma membrane as a func-
tion of the transmembrane electric field. In Chapter 14, Paul England discusses the
use of FRET in cell-based and reporter–receptor binding, protein–protein interac-
tions, and other applications. Aurora’s platform [16] also includes ultrahigh-
throughput screening technologies and discovery modules, which allows for com-
puter-directed delivery and bioassay of more than 100,000 selected compounds
per day in 96 or 384 well plates.

Homogeneous time-resolved fluorescence, as well as its chemical basis and
application in a broad scope of cellular and biomolecular assays, is described by
Upham and Mathis in Chapter 15.

B. Comparative Functional Genomics

The identification of genome-based targets and representative bioassays is a more
recent facet that already has spawned opportunities that were unimagined a decade
ago. The use of human functional genomic data as a basis for new drug discovery
is taking a commanding lead in industrial HTS programs. The technologies used
in this area are not new, but the huge amount of data that has become available is,
and their comparative analysis in normal and disease states constitutes one of the
most rapidly growing and promising areas in the identification of new therapeutic
targets.

Comparative functional genomics focuses on the identification of human
genes associated with disease response in the whole organism and their role in the
proliferation or suppression of the disease state. Such analysis has yielded hun-
dreds of new targets that have no precedence in therapy or medicinal chemistry;
many more are anticipated. The definition of the significance of these “orphan”
receptors relies on classical strategies of genetic engineering and disease–gene
modeling. These orphan receptors require validation before becoming an integral
part of a discovery program; the identification of associated ligands is a first step.

Needless to say, these technologies have produced considerable hype in the
projection of their impact on health management. Such hype is seen both in the
marketplace and in industrial research planning. Fortunately, we are probably at
the peak of the hype curve and look forward to tangible contributions in new tar-
get modeling and ultimately in therapeutic benefit.

Proteomics, an essential supportive technology in functional genomic appli-
cations, addresses characterization of the physicochemical properties of a protein
expressed by a newly discovered disease-relevant gene and its production in large
amounts through transfected cell cultures. Such probes have also been conducted
in the HTS mode. These proteins, if beneficial, may lead to therapeutic agents in
their own right, but for our purpose they can serve as tools for de novo assay devel-
opment. Antibodies to such proteins provide insight into their function and loca-
tion, and may also serve in therapy or assay development as specific antagonists.
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C. ADME and Toxicological Profiling

ADME (adsorption, distribution, metabolism, and excretion) and toxicological
studies are critical parts of any drug development program and essential for com-
pliance with regulatory guidelines. Historically they were conducted only on drug
candidates that had survived the rigors of chemical optimization, process devel-
opment, and pharmacological profiling. The reason for this segregation was sim-
ply that such studies invariably involved whole-animal models and therefore were
time consuming and expensive. It was not economically sound to expend such
resources on candidates that were not firmly committed to development by other
selection criteria. Unfortunately, when an ADME problem finally was detected it
was at late investigational new drug (IND) preparation or even in the clinic. Such
events created serious disruption of the development process and often resulted in
closure of the project and a lost opportunity.

Parallel development of several candidates from the same compound class
has been standard procedure to avoid project termination in the event of the emer-
gence of an untoward effect. The considerable cost imparted by this approach was
justified as being necessary for project survival.

Today the situation is changing rapidly and dramatically. ADME and toxi-
cology technologies have evolved to permit the use of rapid and less expensive
methods that have made the early assessment of drug candidates very attractive to
the pharmaceutical industry. Major companies are shifting ADME assessment to
become an integral part of the candidate selection process. Costs are still substan-
tial but justified.

The goal is to move the assessment of drug metabolism and toxicity up in
the discovery/development process (Fig. 5). Metabolic profiles of a large group of
compounds that are considered for development can provide important informa-
tion at the preselection level, save considerable time, and significantly reduce the
cost of new drug development. Structural characteristics of test compounds that

Figure 5 Current shift in emphasis of ADME assessment in the drug development
process.
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impart resistance to rapid metabolism are often independent of the biotarget phar-
macophore and yield a different SAR analysis. Early ADME assessment can
uncover such compounds before they are discarded on the basis of activity alone.

The principal source of drug metabolism is the cytochrome P450 enzymes,
which constitute a superfamily of monooxygenases (requiring NADPH). They are
found primarily in the endoplasmic reticulum of the liver although a prominent
member is also found in the gut. In vitroADME assays can be based on human liver
microsomes or hepatocytes, which incorporate the full complement of P450s and
other microsomal and cytosolic enzymes, or individual enzymes. Most P450s have
been identified and many are available through recombinant techniques; their
monoclonal antibodies are also commercially available [17]. Information can be
obtained in vitro systems about patterns of metabolism, which P450s are involved,
metabolite hepatotoxicity, and drug–drug interactions. Such analyses are amenable
to HTS. Metabolite isolation and identification is an HTS challenge that can build
on the technology already in place in HTOS and combinatorial technologies.

Albert P. Li (In Vitro Technologies) discusses HTS applications in ADME
and toxicology in Chapter 17 of this book. The ease of isolation of human hepa-
tocytes and their importance in metabolic and toxicological studies are under-
scored. These hepatocytes are stable and can be cryopreserved, thereby providing
a regular supply of hepatocytes for screening without dependence on frequent
access to fresh human liver.

Gentest [18] has described a microplate-based fluorimetric approach to
rapid screening of test compounds for their susceptibility to and effects on P450
enzymes. The technology is efficient (100 compounds in 4 h) but limited in scope.

If a drug has an inhibitory effect on one enzyme and enhances the effect of
another, its blood level in diverse ethnic populations can be dramatically different
and create risks of ineffective dose or toxicity. It is likely that more stringent assess-
ment requirements will be forthcoming for drugs that demonstrate inhibitory or
enhancing activities on metabolic enzymes. HTS again can provide the tools.

V. INFORMATICS

The analysis and efficient use of the massive amount of data generated in HTS and
related sciences has created the new discipline of bioinformatics, which has
opened doors to new modes of discovery. Bioinformatics combines software,
hardware, and database architecture to facilitate the storage, retrieval, and analy-
sis of HTS data and to cross-reference such data to archival information on the
basis of structure, physiochemical characteristics, biological profile, and thera-
peutic application. Such analyses enhance the efficiency of lead detection but also
can provide unanticipated “finds” in areas not previously considered; serendipity
continues to play an important role.
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The complex network of biological and physicochemical interactions of test
compounds with receptors, endogenous proteins, metabolites, and other cellular
constituents provides a “pedigree” of behavior that constitutes the equity of the
corporate screening resource. This pedigree also includes its chemical character,
which incorporates chemical functionality and topological display. It is also
important to add any data are associated with compound handling characteristics
(solubility, instability, etc.), chemical character (reactivity, chelation potential,
etc.), as well as the potential for interference in bioassay detection systems (e.g.,
color, fluorescence, etc.).

It is not enough to record that a compound is active or inactive in one or
more assays. Any unusual observation with a test compound must be stored within
its pedigree and not lost in a project’s archives. It is important to tabulate these
findings with assay conditions and activity levels, although the simple “yes/no”
record for many of today’s high-density assays limits such input. Much of this
information is not readily available for large collections but can be accumulated in
time as aspects of these and other features surface. ADME information is also an
important aspect of such an information base but today, that is especially limited.
Storage and handling of these data and their integration into analytical and deci-
sion making protocols yields an valuable information pool. This is the basis of
HTS informatics.

Variation in the nature of assay protocols and performance must be
addressed in the design of the information handling system. Protocol compliance
and experimental error—mechanical, biological, or chemical interference—are
important factors in defining the integrity of the data retrieved. False positives and
negatives and the relationship of their incidence to assay or compound character
are other aspects that can improve data quality and future performance.

Today the new term “data mining” brings forth the realization that the data
retrieved in an HTS run have value that goes beyond the initial assay intention.
Such information can lead to pattern analysis that will impact future inquiries.
Negative and positive data hold equal value and constitute valuable equity in a
company’s HTS operations. This aspect is of special importance as we enter into
the realm of unknown receptors and ligands. The acquisition of data and its man-
agement, storage, and analysis is addressed in Chapter 21 of this book.

VI. MANAGEMENT AND PERSONNEL ISSUES

Centralization of HTS activities was an early organizational change in R&D. It
was essential on the basis of coordination of robotics, assay development and inte-
gration, data retrieval and management, and, most importantly, personnel devel-
opment. I began this chapter by acknowledging the arrival in the early 1990s of a
new breed of scientist who recognized the challenge and the potential rewards of
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screening and the important catalyst that such individuals provided in the rapid
growth and success of HTS. That breed has evolved into a new professional elite
that forms the core of discovery operations in many companies.

The specific goals of HTS have made it a separate and important corporate
entity. This has been a natural process as technologies and information output have
become exclusive to the discipline. Personnel have also become highly special-
ized, with attention and skill directed to aspects not previously part of conven-
tional discovery operations.

Even the equipment employed for HTS in major companies has introduced
new dimensions, requiring huge space allocations and large staff commitments.
Witness the means employed for the storage, retrieval, and dispensing of dry com-
pounds and solution samples. Such systems significantly improve HTS efficiency
and accuracy but can require thousands of square feet for operation. Notable is the
Haystack system from Automation Partnership [19], which has become the stan-
dard system for most large HTS operations. Haystack can automatically handle
millions of samples as well as providing scheduling and tracking support. The
more recent addition, the HomeBase system extends that capacity to include
microplate management up to densities of 1536 wells with dispensing potential
from 0.5 to 250 µl. Such equipment and associated robotics support constitute a
“production-level” operation. This physical feature and the corresponding empha-
sis on massive data management and analysis separates the operation from the
mainflow of research activity. While such separation is inevitable, there remains
the need to ensure that feedback is given to the HTS team on the development of
any hits and leads uncovered.

In small and large corporations, the integration of multidisciplinary tech-
nologies and personnel into a productive and innovative HTS team is as important
as the anticipated advances in throughput and discovery. The latter follows auto-
matically from a well-integrated, self-supportive team. Excellent reviews and
commentaries by others on these all-important “people” aspects have been pub-
lished elsewhere [20,21].

VII. PROJECTIONS

Throughput has been increased with higher density microplates, free-form sys-
tems, chips, and other innovative devices that take advantage of the recent
advances in microfluidics and associated micronization of sample transfer, assays,
and readouts. These advances also significantly reduce operational costs.

Microfabrication and microfluidic technologies are in a growth phase and
creating a significant impact on innovation in screening design. They are a lucra-
tive outsource activity and likely to remain so as the scope of these technologies
continues to be explored. Application in miniaturization in drug discovery and
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genomics are two areas that impact our interests. Aclara BioSciences [22] employs
plastic and glass microfluidic array chips in sample processing and analysis at
picoliter volumes. Caliper Technologies [23] applies similar microchip technolo-
gies in facilitating liquid handling and biochemical processes. Their “Lab-on-a-
Chip” technology uses nanoliter volumes of reagents in enzyme, receptor binding,
and functional cell-based assays as well as systems that address toxicological and
pharmacokinetic parameters.

Aurora Biosciences [16] has developed the NanoWell™ assay plate, which
boasts 3456 miniaturized wells suitable for fluorescent assay applications. The
assay volume used in these plates is 100 times smaller than the conventional 96-
well format. This reduces the cost per test and the amount of compound needed.
The required microfluidic technologies have also been developed by Aurora for
compound transfer (<1 nl) at rates of up to 10,000 wells per hour; fluorescence
detectors capable of handling more than 500,000 assays per day are also in place.

How small can we go? Biosensors based on molecular recognition force
measurements between individual molecules using atomic force microscopy
(AFM) have been described [24]. These include interactions between individual
ligand–receptor, antibody–antigen, and DNA–DNA molecules. Using the similar
single-molecule measurements, discrimination between two chiral molecules has
also been achieved at the single-molecule level by chemical derivatization of the
scanning probe tip in AFM [25]. These assay technologies are far from high
throughput but offer considerable promise for such at the monomolecular level.

We have overcome the demands of sample throughput up to the point where
meeting the demands of compound supply and diversity is a strain. Robotics,
detection systems, sample density, and data management have increased to a level
that was not conceivable a few years earlier. Unfortunately, assay systems that pro-
vide relevance as well as throughput are few and far between. All too often, rele-
vance is set aside as a matter for secondary evaluation rather than the primary
screen. Such an approach is fine providing there is an appropriate second screen-
ing stage to bring both numbers and relevance to acceptable levels. The challenge
now is in the development of systems that allow significant flexibility for assay
enhancement in therapeutic relevance and the increase of information gleaned
from each. Increase in the latter is important but not at the expense of the former.
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I. INTRODUCTION: A RATIONALE FOR NEW READ-OUT
METHODS IN DRUG DISCOVERY

The process of drug discovery has been in a state of rapid change over the past
decade. The advent of genomics and combinatorial chemistry has lead to an
increased reliance on efficient and effective techniques for screening large num-
bers of chemical compounds against an increasing number of potential pharma-
ceutical targets. The discipline of high-throughput screening (HTS) has been at the
center of a revolution in drug discovery. Not only has HTS emerged as an impor-
tant tool in the early stage of drug discovery, it is also the stage for the interaction
of profound biological and chemical diversity with new technologies in the area
of automation, robotics, and bioinformatics [1,2]. The way in which assays are
performed for screening is changing significantly. Whereas once assay volumes of
100–150 µl were common for such screening techniques as enzyme-linked
immunosorbent assay (ELISA) and radioligand binding assays, modern miniatur-
ized HTS favors homogeneous “add-and-read” assay formats with volumes as low
as 1 µl per well. Miniaturization will become the rule throughout the drug discov-
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ery process as compounds will be needed for more assays while being synthesized
in smaller quantities. The process of HTS is also seeing increased application of
industrial standard automation and robotics technology to improve efficiency. In
parallel developments, novel detection technologies and assay strategies are being
implemented to improve the effectiveness of the process. Therefore, novel detec-
tion technologies will be tested in an environment that requires the maximum
determination of biological information in the shortest amount of time with a min-
imum of reagent and compound, and with maximal precision.

The technology described in this chapter has emerged from physics labora-
tories and the analysis of rapid chemical reactions to find application in drug dis-
covery. Use of the confocal optical systems described herein facilitates the analy-
sis of biological interactions at the molecular level. Changes in the molecular
environment of a fluorescently labeled biological molecule result in the change in
signal used by fluorescence correlation spectroscopy (FCS) and related technolo-
gies. The changes in molecular environment typically occur as a result of binding
or biological processing and therefore provide an ideal basis for screening assays
[3].

The challenges with regard to modern assay techniques and the related tech-
nologies are large. These include the need to maintain sensitivity as volumes, and
therefore quantities of reagents and compounds, decrease as much as 100-fold; to
obtain as much information as possible from a single measurement; to help elim-
inate the disturbances often encountered in compound screening, such as com-
pound autofluorescence and turbidity; and to be compatible with homogeneous
assay formats. The following pages describe how FCS+plus meets most of these
challenges.

II. SINGLE-MOLECULE CONFOCAL FLUORESCENCE
DETECTION TECHNOLOGY

Fluorescence-based confocal detection technologies allow molecular interactions
to be studied at the single-molecule level. Combining laser spectroscopy with con-
focal microscopic optical systems, the laser beam can be highly focused in such a
way that only molecules in a volume of 1 fl (a billionth of a millionth of a liter) are
hit by the light—a volume that equals roughly the size of a bacterial cell [4]. With
the laser illuminating such minute parts of the sample, even volumes of 1 µl or less
are sufficient for sample testing. On the basis of this technology, new methods
have been developed in recent years that allow molecular properties of fluorescent
biomolecules to be studied in 1-µl sample volumes, enabling a wide range of solu-
tion-based and cellular assays to be established for HTS.

The ability to make full use of the fluorescent molecule and all of its prop-
erties should be the benchmark of any fluorescence-based assay technology. While
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most assay strategies make use of only a single fluorescent property, the broad
applicability of a screening system requires that flexibility of assay design be
extended to the read-out technology by including a variety of detection modes.
While most scientists may associate the use of fluorescence in biological assay
systems solely with the measurement of fluorescence intensity, the measurement
of additional fluorescent properties, such as lifetime, polarization, fluorescence
energy transfer, and quenching, can yield a wealth of information from a single
measurement. This ability to collect multiple data points per measurement not
only provides an internal control but also contributes to screening efficiency by
enabling rapid multiparameter evaluation of compound–target interactions.

A. FCS+plus: Multiparameter Fluorescence 
Read-out Technology

FCS is used to determine the translational diffusion of fluorescent molecules [5].
Each fluorescent molecule that diffuses through the illuminated confocal focus of
the laser gives rise to bursts of fluorescent light quanta. The length of each photon
burst corresponds to the time the molecule spends in the confocal focus. The pho-
tons emitted in each burst are recorded in a time-resolved manner by a highly sen-
sitive single-photon detection device. The detection of diffusion events makes pos-
sible the determination of a diffusion coefficient. Upon binding of a fluorescently
labeled ligand to its receptor, the molecular weight and therefore the diffusion coef-
ficient changes. Thus, the diffusion coefficient serves as a parameter to distinguish
between free and bound ligand. Hereby, the confocal optics eliminate interference
from background signals and allow homogeneous assays to be carried out.

Since translational diffusion relies on significant changes in molecular
weight upon molecular interaction, new methods were developed at Evotec that
use a variety of fluorescence parameters as read-out. These new methods, collec-
tively called FCS+plus, evaluate fluorescence signals from single molecules on the
basis of changes in fluorescence brightness, fluorescence polarization, fluores-
cence lifetime, fluorescence spectral shift, by fluorescence energy transfer or by
confocal imaging (Table 1). Brightness analysis is a unique read-out method that
allows one to determine concentrations and specific brightness values of individ-
ual fluorescent species within a sample [6]. As a measure of fluorescence bright-
ness, the number of photon counts per defined time interval in the confocal vol-
ume is detected. Changes of molecular brightness during a binding event can be
due to two mechanisms: (1) If one of the two partners is labeled with a fluorescent
dye, quenching of fluorescence may occur upon binding. (2) Amplification of the
molecular brightness takes place when both partners are labeled or a particle offers
multiple binding sites for the fluorescent ligand (e.g., receptor-bearing vesicles or
beads/bacteria with one binding partner immobilized on the surface). This tech-
nique has wide applications since it can be used to study the interactions of pro-
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Table 1 Read-out Modes offered by FCS+plus

Method Principle

Translational diffusion 
(fluorescence correlation
spectroscopy, FCS)

Translational diffusion properties of molecules are depen-
dent on the molecular weight. Diffusion coefficients of
fluorescently labeled molecules therefore change upon
interaction and enable distinction between free and bound
state of the molecule.

Fluorescence brightness The number of photon counts per defined time interval in
the confocal volume serves as a measure of molecular flu-
orescence brightness. Changes in fluorescence brightness
of a fluorescent molecule upon binding are monitored.

Fluorescence polarization The fluorescence polarization of a molecule is directly pro-
portional to its molecular volume. Changes in the molecu-
lar volume due to binding or dissociation of two mole-
cules, conformational changes, or degradation can be
detected as changes in polarization values of the fluores-
cently labeled molecule.

Fluorescence lifetime Fluorescence lifetime describes the average time that a flu-
orescent molecule remains in the excited state. The life-
time of the fluorescent signal is dependent on the molecu-
lar environment of the fluorescent tag, allowing
monitoring of molecular interactions.

Fluorescence energy 
transfer

The emitted light of a fluorophore serves as the energy
source to excite a second fluorophore. Energy transfer
between a donor fluorophore on molecule A to acceptor
fluorophore on molecule B depends on proximity and can
therefore serve as a measure for interaction of A with B.

Spectral shift The excitation and/or emission wavelength of a fluorescent
tag is dependent on the molecular environment. Changes
of the spectral properties of a fluorescent molecule
induced by molecular binding serve as a read-out for
binding.

Confocal imaging Fluorescence changes on the cell surface or within cells
caused by biological reactions are visualized by confocal
imaging techniques combined with two-dimensional
scanning.

teins with similar molecular weight and binding of ligands to membrane receptors
(see below).

Changes in any of the molecular parameters described in Table 1 can be used
as a read-out to characterize molecular interactions. In most cases, the same opti-
cal and electronic configurations are utilized, merely employing a different algo-
rithm for analysis. This means that all fluorescent parameters noted above can be
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Table 2 Comparison of Evotec’s Technology and Other Fluorescence Methodologies

Conventional fluorescence methods

FI FP FRET HTRF FCS FCS+plusa

Homogenous o + + + + +
Mass independent + – + + – +
Signal independent of assay 

volume
– – – + + +

Single-molecule sensitivity – – – – + +
Insensitive to autofluorescence – – o + o +
No significant inner filter 

effects
– – – o + +

Multiplexing – – – – + +
Components to be labeled 1 or 2 1 2 2 1 1 or 2

FI, fluorescence intensity (total); FP, fluorescence polarization; FRET, fluorescence resonance energy
transfer; HTRF, homogeneous time-resolved fluorescence.
+, advantage always featured; o, not always featured; –, disadvantage/not a feature.
aFCS+plus comprises the detection of fluorescence brightness, polarization (FP), molecular diffusion, and
lifetime. In addition, assay systems based on FI and FRET can be applied with FCS+plus.

Feature

Technologies 
at Evotec

monitored using the same detection unit. Some of the fluorescence parameters
described in Table 1 can even be monitored simultaneously in a single measure-
ment (multiplexing), resulting in exceptional data quality regarding reproducibil-
ity and statistics. A comparison of Evotec’s detection technology with other com-
monly used fluorescence methodologies is shown in Table 2.

B. Advantages of Using FCS+plus for Miniaturized HTS

The major advantages of FCS+plus technologies over other detection technologies
are summarized in the following sections.

1. Inherent Miniaturization

All macroscopic fluorescence methods, whether based on intensity, polarization,
or lifetime detection, measure by averaging all signals across an optical collection
volume, which is usually a significant portion of the sample well. For such ensem-
ble measurements, lowering the assay volume results in a lower number of fluo-
rescence signals contributing to the ensemble measurement. In most cases, this
results in reduced assay performance, with the signal decreasing relative to back-
ground as the assay volume decreases toward the 1-µl range. With FCS+plus, flu-
orescence parameters are measured from individual molecules in a detection vol-
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ume of 1 fl regardless of sample volume. The signal-to-background ratio is effec-
tively independent of the sample volume. Using FCS+plus as a detection technol-
ogy, miniaturized screening is possible in assay volumes of 1 µl and lower with-
out loss of signal. Miniaturization applied to large-scale screening has a
considerable effect on the costs: to run a screen with 100,000 compounds, the
reagent savings of 100-µl versus 1-µl assay volumes can make a difference of
US$1 Mio versus US$10,000 assuming average costs for reagents including stan-
dard purified proteins. The cost savings will increase all the more if precious
reagents are needed.

2. Homogeneous Assay Format

Since the bound and unbound state of a fluorescent biomolecule can be distin-
guished by different fluorescent parameters (Table 1), no physical separation of
bound and unbound ligand is required. The elimination of washing and separation
steps make such “add-and-read” assay formats easily amenable to automation and
rapid to perform.

3. Increased Safety of Reagents

Fluorescence detection technologies avoid the use of hazardous radiochemicals
and production of large-scale radioactive waste.

4. Elimination of Background Effects

Due to the short pathlength of the confocal optical configuration, background
effects and signal reduction caused by turbidity and ink-like solutions can be sub-
stantially reduced in comparison with other methods. In addition, other disturbing
background effects, such as those from light-scattering or autofluorescent com-
pounds, can be eliminated by registering only the signal of the fluorophore used
for labeling.

5. Single-Component Labeling

In most cases, fluorescent labeling of one binding partner with standard dyes is
sufficient using FCS+plus. FCS+plus is therefore more widely applicable than flu-
orescence resonance energy transfer (FRET) or homogeneous time-resolved fluo-
rescence (HTRF), where both partners have to be labeled.

6. Multiple Read-out Modes

Since FCS+plus encompasses a variety of read-out modes (Table 1), it offers unique
flexibility: the most suitable read-out mode can be selected for each assay system.
FCS+plus is applicable to study protein–nucleic acid, protein–peptide, and pro-
tein–protein interactions, enzymatic reactions, interactions of ligands with mem-
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brane fractions or live cells, detection of secretory products, and to study intracel-
lular events such as reporter gene activity or translocation events. Some of the read-
out modes described in Table I can even be applied in parallel (multiplexing).

7. Multiple Read-out Parameters

FCS+plus provides an intrinsically information-rich output for each measurement:
each read-out mode allows the detection of several read-out parameters, such as
the total concentration of fluorescent species as well as absolute concentrations of
bound and free ligand. These additional parameters provide valuable intrawell
controls and help to eliminate false-positives results.

8. Throughput

FCS+plus measurements are fast, typical read-out times are 1–2 sec per well, allow-
ing for high throughput. However, high-performance and high-throughput screen-
ing in a miniaturized format can only be carried out when combining the FCS+plus
technology in an automated HTS system with microfluidics and robotics technol-
ogy working with the same level of precision. Using the EVOscreen® system, a
fully automated ultra high-performance screening platform, a throughput of up to
100,000 compounds per day can be achieved for most FCS+plus assays.

C. Case Studies I: Using FCS+plus Multiparameter 
Read-outs

We have chosen a number of different biological systems as case studies that
demonstrate the unique potential of the FCS+plus technology in meeting the
demands of modern drug discovery described in the introduction.

a. Effect of Assay Miniaturization. Since FCS+plus uses highly focused
confocal optics, the volume illuminated by the laser beam is as small as a bacter-
ial cell. The signal-to-background ratio is therefore effectively independent of the
sample volume. This is demonstrated in Figure 1, where the DNA binding prop-
erties of topoisomerase were studied. Since the molecular weight of fluorescently
labeled oligonucleotides increases by approximately a factor of 17 upon binding
to topoisomerase, this event can be monitored using FCS. As shown in Figure 1,
the performance of the assay in a miniaturized 1-µl format is identical to that in a
“large”-scale format of 20 µl with respect to both statistics and the observed pro-
tein–DNA affinity.

This demonstrates that in comparison to other methods currently used in
industrial HTS, such as ELISA, fluorescence polarization (FP), SPA, and HTRF,
assay miniaturization down to a 1-µl assay volume is achieved without compro-
mising assay performance.
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Figure 1 FCS+plus allows assay miniaturization to 1-µl formats. The interaction of
topoisomerase with a fluorescently labeled oligonucleotide was monitored using FCS in 1-
µl and 20-µl assay volumes. Maximal binding was normalized to 100%.

Besides the need for a sensitive detection technology, screening in a minia-
turized format requires significant expertise with liquid handling of nanoliter vol-
umes. In addition, evaporation and adsorption effects must be overcome. Typi-
cally, target characterization and assay development are initially carried out in
volumes of 20 µl. Subsequently, the assay volume is reduced to 1 µl for HTS adap-
tation and screening.

b. Multiparameter Read-out. The success of HTS strategies in drug dis-
covery depends on the reliable determination of the compound activity, thus dis-
tinguishing between promising potential drug candidates and useless false posi-
tives (where inactive compounds score active in the assay). Elimination of false
positives is a drain on the time and resources because it requires retesting. While
the use of fluorescence is usually associated solely with the measurement of fluo-
rescence intensity, FCS+plus allows the determination of several fluorescence
parameters in a single measurement. Therefore, FCS+plus delivers more informa-
tion on a compound, allowing for efficient elimination of false positives in the pri-
mary screen.

To demonstrate FCS+plus multiparameter read-outs, a model system based
on biotin-streptavidin was used. Binding of fluorescently labeled biotin (molecu-
lar weight 1 kD) to streptavidin (molecular weight 60 kD) can easily be monitored
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Figure 2 FCS+plus offers multiparameter read-outs. Binding of fluorescently labeled
biotin to streptavidin was studied with FCS on EVOscreen. Shown is a segment from a
nanocarrier (total assay volume of 1 µl). The data was fit using a two-component fit proce-
dure assuming the presence of a fast-diffusing component (free fluorescent biotin) and a
slowly diffusing component (fluorescent biotin–streptavidin complex). The fit prodedure
yields the percentage of fluorescent biotin present in the two fluorescent components (“%
biotin bound” and “% biotin free”), total fluorescence intensity (count rate) and total con-
centration of fluorescent biotin (particle number).

by FCS. This allows one to determine the diffusion rates of free and bound biotin,
and the distribution of fluorescent biotin between these two species. A test run was
carried out in a miniaturized format in an HTS mode (1-µl sample volume, 2-sec
read time per well) using unlabeled biotin as a competitor.

A sample of 40 wells from a single row of a high-density plate is shown in
Figure 2. Three fluorescence parameters are obtained from a single measurement
within each well: (1) fluorescence count rate (average fluorescence intensity in the
sample), (2) particle number (a measure of the total number of fluorescent biotin
molecules present in the confocal volume) and (3) ratio of bound to total biotin
(ratio of streptavidin-bound biotin relative to total biotin).

Other detection systems based on radioactivity or fluorescence typically
deliver a single read-out parameter per well, usually the amount of complex
formed. In this case, well 6 would score as a hit. The additional read-out parame-
ters obtained by FCS+plus show that both count rate and concentration of biotin
(particle number) in this well are increased. This can be attributed to the failure of
a dispenser to deliver the appropriate amount of streptavidin to this well. The
resulting lower volume yields an increase in count rate and particle number (the
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final concentration of biotin is higher due to the lower volume), whereas the lower
amount of streptavidin results in a decrease in the amount of complex formed.
Thus, with the additional information obtained from the FCS+plus read-out
parameters, well 6 is discarded as a false positive.

This example shows how the simultaneous analysis of multiple fluorescence
parameters helps to significantly improve the precision of primary screening by
efficient elimination of false-positive results. Using the EVOscreen platform, the
screening database automatically eliminates false positives on-line during the pri-
mary screen if control parameters within a well, such as total count rate or parti-
cle numbers, deviate from a previously defined range.

D. Case Studies II: Flexibility of Multiple Read-out Modes

Ideally, a detection technology must allow maximal flexibility in assay design
since assay types developed and screened in pharmaceutical companies vary enor-
mously. Since FCS+plus encompasses a variety of different read-out modes, for
each specific assay system the most suitable read-out mode can be selected. In the
following section, we have chosen several important target classes/assay systems
in order to demonstrate the degree of flexibility and performance offered by
FCS+plus.

1. Enzyme Assays

Kinases are important therapeutic targets in drug discovery programs. We have
selected p60c-src as an example of tyrosine kinases that are involved in control-
ling important cellular functions such as mitogenesis. Kinase activity is usually
monitored by quantitating the amount of phosphorylated peptide formed using an
anti-phosphotyrosine antibody. Since the molecular weight of a phosphopeptide
increases significantly upon antibody binding, enzymatic activity can easily be
determined with FCS using a fluorescently labeled peptide as substrate.

Other detection methods, such as FP and HTRF, are also applicable. In
comparison with these methods, FCS offers significant advantages. Using FCS,
assays can be designed not only to determine the end-point activity of a given
kinase, but also in a kinetic mode where enzyme activity is monitored over time.

Thus, during the assay development phase new kinases are characterized by
determining kinetic constants such as kon and koff. During assay adaptation to a
miniaturized HTS format, suitable assay conditions are investigated as shown in
Figure 3. In this experiment, different amounts of enzyme were used and the
amount of product formed was monitored over time in a 1-µl format. After suc-
cessful completion of this stage, the assay was run in an HTS mode on the EVO-
screen platform (1 µl per assay, end-point mode) in order to identify compounds
that inhibit kinase activity. Thus, FCS+plus can be used for target characterization,
assay development, for miniaturized, fully automated HTS and for hit profiling,
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Figure 3 Enzyme kinetics in 1-µl assay volumes. Src kinase activity was determined on
a nanocarrier (1-µl assay volume) using FCS. The production of phosphorylated peptide
was monitored for 30 min using increasing enzyme concentrations.

yielding a maximum of information using a minimum of assay components and
compounds. Using the EVOscreen system, a throughput of up to 100,000 com-
pounds is achieved within 24 hours for this type of assay.

2. GPCR Assays

G-protein-coupled receptors (GPCR) belong to another important target class
because they are involved in a variety of diseases such as asthma, AIDS, neurode-
generative and cardiovascular diseases [7]. However, technologies currently used
have significant disadvantages as they typically involve the use of radioactively
labeled ligands. This means exposure to hazardous radioactivity, limited shelf lifes
of labeled components, and the production of radioactive waste on a large scale.
Also, radioactive assays are still carried out in the standard 96-well format using
volumes of 100–150 µl and are not easily amenable to miniaturization beyond the
384-well format (30–50 µl per well).

These assays involve the use of membrane fractions prepared from receptor-
expressing cells; therefore, standard FCS can not be applied because of the very
slow diffusion rate of membrane vesicles. To overcome this restriction, a new
read-out method was developed based on brightness analysis. This method com-
plements FCS since it measures the brightness of fluorescent species and not dif-
fusion times; as a result, it is entirely mass independent. It allows one to study the
interaction of proteins with similar molecular weight but is also applicable to mon-
itor interactions of soluble ligands with receptor-bearing vesicles. The principle of
brightness analysis in this case is multiple fluorescently labeled ligands binding to
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Figure 4 Test screen of the chemokine receptor CXCR2 in a miniaturized format. A
sample of 500 wells from a Nanocarrier is shown from a fully automated test screen using
EVOscreen. 100 nl of 10% DMSO with (�) or without (�) competitor were added from
96-well plates to nanocarriers. Ligand (100 nl) and membranes (800 nl) were added by dis-
pensers and the assay was analyzed by brightness analysis. The solid line represents the
mean of each sample and the dotted line represents the mean ± three standard deviations.

a receptor-bearing membrane vesicle. Bound ligand can be distinguished from
unbound because a membrane vesicle with many fluorescent ligand molecules
bound is significantly brighter than a single fluorescent ligand molecule.

Figure 4 shows an example of such an assay using the chemokine receptor
CXCR2 and its ligand, fluorescently labeled interleukin 8 (IL-8). The results from
500 wells during a screening run using the EVOscreen platform are displayed. The
competitor added was easily identified since the assay yields a nice screening win-
dow with a signal-to-background ratio of approximately eightfold.

Using radioactive methods, only the amount of bound ligand can be deter-
mined. In contrast, with brightness analysis, the concentration of both bound and
free ligand is obtained from a single measurement, thus providing a valuable inter-
nal control.

3. Cellular Assays

A further challenge to modern HTS is the use of living cells. Cellular assays pro-
vide a more physiological approach and put functional data into a biological con-
text. However, the requirements for miniaturized HTS on cellular assays are high:
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assays must be single step and, homogeneous, which presents a technical chal-
lenge.

FCS+plus is applicable to a wide variety of cellular assay systems. One
example is shown in Figure 5, where binding of a fluorescent ligand to cell surface
receptors was monitored with live cells. In this experiment, the activity of a chem-
ical compound was analyzed for competing with IL-8 binding to CXCR2 recep-
tors expressed on the cell surface. In this case, a variation of the brightness analy-
sis read-out described above was used to study the binding event. Here the cells
were placed at the bottom of a well and fluorescently labeled ligand was added.
Cell-bound fluorescence was quantitated by scanning with the confocal volume
through the cells.

In addition to cell surface binding, secretory products from cells into the sur-
rounding medium as well as gene induction using reporter systems can be mea-
sured by FCS+plus. Due to the small confocal detection volume, subcellular reso-
lution is obtained with FCS+plus by using confocal imaging techniques. This
makes assay systems accessible to HTS where the distribution of fluorescence
across a cell changes while the total fluorescence remains unaltered, e.g., during
translocation events.

Figure 5 Studying ligand–receptor interactions using live cells. Live cells expressing the
chemokine receptor CXCR2 were incubated with fluorescently labeled IL-8 in the presence
of increasing concentrations of a low molecular weight compound analyzed by brightness
analysis. The membrane brightness was determined by FCS+plus.
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The combination of sensitivity and miniaturization capabilities of FCS+plus
offers a further major advantage: primary cells can be used in HTS because restric-
tions resulting from the availability of primary tissue are overcome by the very
small numbers of cells needed for each assay (1000–2000 cells per well).

III. SUMMARY

FCS and related confocal fluorescence-based detection technologies provide a
valuable platform for assay development, high-throughput screening, and subse-
quent optimization of assays. The technology is applicable to a wide variety of tar-
get classes and assay techniques, allowing great flexibility in assay design. Screen-
ing applications as varied as the kinetic study of compounds acting on tyrosine
kinases, the binding characteristics of compounds acting on G-protein-coupled
receptor systems, and the study of binding to and secretion from living cells have
been accomplished with this technology.

FCS+plus technologies overcome the use of hazardous radioactive probes,
are amenable to miniaturization, can be used in a kinetic or end-point mode, and
deliver internal control values for each sample measured. Because of the inher-
ently small detection volume, the techniques are independent of sample size, suf-
fering no loss of sensitivity in low volume assays, and therefore ideally suited for
assay miniaturization. The multiple parameters read in a single measurement
improve the precision of each measurement taken. The potential to impact all
areas of drug discovery has yet to be fully exploited, but FCS+plus is a technology
platform that we feel will contribute significantly to improvement of the drug dis-
covery process.
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I. INTRODUCTION TO HOMOGENEOUS 
TIME-RESOLVED FLUORESCENCE

The evolution of high-throughput screening (HTS) has created the need for more
sensitive, rapid, and easily automated assays. Combinatorial chemistry, expanding
compound libraries, increasing numbers of drug targets, and increasing pressure
for discovery of new chemical entities in the pharmaceutical industry have fueled
the expansion of HTS methods [1]. The advent of homogeneous, “mix-and-mea-
sure” assays lead to a significant leap in the throughput of typical HTS. Homoge-
neous assays eliminate the need to separate bound from free label, which also
reduces waste and error. Furthermore, homogeneous assays are easier to automate
since they require only addition steps. Scintillation proximity assay (SPA) (Amer-
sham International, Amersham, UK) was the first mix-and-measure assay devel-
oped. With the TopCount scintillation and luminescence microplate counter
(Packard Instrument Company, Meriden, CT) and the MicroBeta microplate scin-
tillation counter (EG&G Wallac, Turku, Finland), SPA assays made HTS a reality
[2]. However, SPA assays still require a radiolabeled binding partner, long count-
ing times for accurate measurements, and correction for quench and color inter-
ference effects of biological compounds. In addition, SPA assays involve a scin-
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tillating solid-phase bead, which settles out of solution [3]. The need for a nonra-
dioisotopic, truly homogeneous alternative led to the development of homoge-
neous time-resolved fluorescence (HTRF), an in-solution, homogeneous, nonra-
dioisotopic method. This chapter describes the theory and application of
HTRF—a sensitive, robust, homogeneous, fluorescence method for high-through-
put screening.

II. UNIQUE PROPERTIES OF HTRF CHEMISTRY

A. Specific Requirements of Homogeneous Assays

Based on the specific requirements of homogeneous assays, a new class of long-
lived fluorescent tracers was utilized to create this novel assay method. The fol-
lowing sections describe the unique challenges of creating a fluorescence-based,
homogeneous method in general, and the unique solution provided by HTRF
chemistry.

1. Unique Tracers

Assaying a specific effect on biological targets without the luxury of a separation
step requires unique tracers. Natural fluorescence of proteins and other com-
pounds in biological samples and media creates limitations for the use of conven-
tional fluorescent labels. Upon laser excitation, conventional fluorophores shift to
a longer wavelength and are measured immediately based on the change in wave-
length [4]. Most background signals are prompt in nature, and also dissipate
within 50 µsec after excitation, making them difficult to separate from specific sig-
nal. HTRF utilizes the rare-earth lanthanide ion europium (3+), which exhibits a
signal as long-lived as several hundred microseconds, permitting time-resolved
measurement and elimination of prompt background fluorescence [5].

2. Signal Modulation

Another requirement of homogeneous assays is a method of modulating signal
between the affected and unaffected assay targets. Making the distinction between
the bound and unbound target molecules by a method other than separation is nec-
essary. HTRF technology utilizes a carefully selected pair of fluorescent mole-
cules to generate signals specific to the bound and unbound states. The “donor”
molecule is europium cryptate, referred to as (Eu)K. When excited, (Eu)K trans-
fers energy to an “acceptor” molecule, a modified (stabilized) allophycocyanin
called XL665. A long-lived signal at a specific wavelength is generated only when
a binding event between donor and acceptor molecules occurs. For example, when
the target molecules are unbound as a result of the presence of an inhibitor, the
specific signal is not generated [6]. Such signal modulation is required for a truly
homogeneous assay.
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3. Resistance to Biological Media

Since no separation step is involved in a homogeneous assay, biological assay
components and media remain in the presence of the target molecules of interest
during measurement. The signal of a homogeneous assay should be resistant to
unrelated, nonspecific effects of biological assay components, such as media and
natural products, if involved. HTRF technology is measured by a patented “ratio-
metric” method, described later in detail, which eliminates or corrects for non-
specific interference from biological assay components [7].

B. Lanthanide Cryptates: A New Type of 
Fluorescent Label

1. Chelates as Fluorescent Labels

The rare-earth lanthanides, europium, terbium, dysprosium, and samarium, are
naturally occurring fluorophores, and their chelates have a number of applications
in immunological and biological assays [8]. In lanthanide chelates, the lanthanide
is the fluorescent label. It is held by chelation that permits conjugation with bio-
logical components. Since lanthanide chelates are not fluorescent when conju-
gated to biological components, a dissociative enhancement step is required to
free the lanthanide ion from the conjugated chelate, to make a new and different
ion complex that can generate measurable fluorescence, as in the DELFIA chem-
istry (EG&G Wallac, Turku, Finland). The exception is the LANCE (EG&G Wal-
lac, Turku, Finland) chemistry, which has demonstrated a measurable signal in
homogeneous form, but with a substantially diminished signal-to-noise ratio, rel-
ative to the DELFIA heterogeneous method [8]. Lanthanide chelates are subject
to potential dissociation of the ion, which can undermine the integrity of the label,
increasing background and nonspecific binding contributions. In addition, lan-
thanide chelates are subject to inactivation by EDTA, and require separation and
washing steps for best results [9]. These limitations of chelates are overcome by
the use of the novel family of lanthanide cryptates as fluorescent labels, for which
Professor Jean Marie Lehn was awarded the 1987 Nobel Prize in Chemistry
(shared with J. Pederson and D. Cram).

2. Cryptates as Fluorescent Labels

Lanthanide cryptates are formed by the inclusion of a lanthanide ion in the cavity
of a macropolycyclic ligand containing 2,2′-bipyridine groups as light absorbers
(Fig. 1). The cryptate can undergo intramolecular energy transfer when the cavi-
tated species is europium (3+). The cage-like structure of the cryptate protects the
central ion, making it stable in biological media. Well-known heterobifunctional
reagents can be used to conjugate the diamine derivative of the europium tris-
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Figure 1 Europium trisbipyridine cryptate has an excitation peak at 337 nm and an emis-
sion peak at 620 nm.

bipyridine cryptate, (Eu)K, to biological assay components, such as proteins, pep-
tides, receptors, nucleic acids, and antibodies without loss of reactivity. Even upon
conjugation to such components, the photophysical properties of (Eu)K are con-
served, making it particularly useful for homogeneous assays as a fluorescent
label. No dissociation enhancement step is required, and cryptates are stable and
kinetically very inert, as the activation energy required to reach the transition state
of dissociation is significantly higher for cryptates than for chelates [10]. For
(Eu)K excitation at 337 nm yields an emission spectrum with a strong peak at 620
nm, as shown in Figure 1 [11].

3. Use of XL665 as Acceptor

The best choice for an acceptor molecule for the (Eu)K donor will complement the
cryptate fluorescence energy spectrum, accept the transfer of energy efficiently, be
stable in common assay media, and lend itself to appropriate chemistry for conju-
gation with biological components. For HTRF assays, the best choice for accep-
tor molecule is one of the main constituents of the phycobilisomes of red algae.
These protein–pigment complexes absorb light and channel it to the cell’s photo-
system. In the phycobilisome, the last component that transfers light is allophyco-
cyanin (APC), a phycobiliprotein of 105 kD with an absorption band ranging from
600 to 660 nm and an emission maximum at 660 nm. APC, when modified by
cross-linking, emits at 665 nm and is called XL665 (Fig. 2).

XL665 has a high molar absorptivity at the cryptate emission wavelength,
which enables very efficient energy transfer of about 75% for a donor–acceptor
distance of 7.5 nm. Spectral emission is high where the cryptate signal is insignif-
icant, making it particularly complementary (Fig. 3). The quantum yield of energy
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Figure 2 XL665, cross-linked allophycocyanin has a strong emission peak at 665 nm.

is high at about 70%. XL665 is stable and not quenched by the presence of bio-
logical media [11].

4. Signal Amplification of the Cryptate Fluorescence

Forster theory (1948) defines the nonradiative energy transfer that occurs between
fluorescence resonance energy transfer (FRET) pairs, such as the (Eu)K donor
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Figure 3 The complementary spectra of (Eu)K and XL665.

molecules and the XL665 acceptor molecules of HTRF. The efficiency of transfer
is a function of the distance (1/d6) between the donor and acceptor pairs [12]. Fig-
ure 4 illustrates the energy transfer between (Eu)K and XL665 in HTRF. (Eu)K
excited separately has a spectrum that allows only about 60% of the signal to be
measured. Paired with XL665, the signal is amplified by the transfer of energy to
the XL665 spectrum, which provides a spectrum that allows one to measure essen-
tially all emitted energy, at the shifted wavelength. Therefore, by being paired with
XL665, the (Eu)K signal is effectively amplified [13].

C. HTRF Signal and Measurement

The specific FRET pair of (Eu)K and XL665 exhibits both temporal and spectral
emission characteristics that provide opportunities for measurement in unique
ways. The Discovery HTRF microplate analyzer (Packard Instrument Company,
Meriden, CT) was developed and optimized specifically for the detection of HTRF
assays for HTS (Fig. 5). Since no separation occurs between bound and free assay
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Figure 4 Energy transfer and amplification between (Eu)K and XL665. When the fluo-
rescence is measured at the emission wavelength of the XL665, an amplification is obtained
when (φA) (φT) > φEU, where φA, and φEU are the quantum yields of XL665 and europium
ion, respectively, and φT is the transfer efficiency.

components, the signals from each individual fluorophore may be distinguished
from the signal of the bound pair based on both time and wavelength. The Dis-
covery takes into consideration the following characteristics of HTRF chemistry
to make the most efficient and useful measurement.

1. Time-Resolved Measurement

Background and nonspecific fluorescence from microplates, media, and biologi-
cal components has a short lifetime of emission. Unbound or isolated XL665 also
emits a short-lived signal when excited at 337 nm. Unbound or isolated (Eu)K
emits a long-lived signal at 620 nm, easily separated by optical discrimination.
Together, the (Eu)K XL665 pair emits a long-lived signal at 665 nm (Fig. 6).

The Discovery excites each sample with a nitrogen laser excitation pulse at
337 nm. Measurements are taken after a 50-µsec delay, allowing any short-lived
fluorescence to dissipate before the emission light is collected. Time-resolved flu-
orescence (TRF) measurement has been incorporated into a number of fluorome-
ters, such as the Victor (EG&G Wallac) and the Analyst (LJL Biosystems),
although the excitation sources vary.
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Figure 5 Discovery HTRF Microplate Analyzer. (Courtesy of Packard Instrument Com-
pany, Meriden, CT.)

2. Dual-Wavelength Measurement

Although time-resolved measurement is a feature now copied in and common to
various vendors’ instruments, simultaneous dual-wavelength detection is unique
to the sophisticated Discovery instrument. Figure 7 illustrates the optical design of
the Discovery used to make measurements of HTRF assays at 620 nm and 665 nm
simultaneously. Together, time-resolved measurement and simultaneous dual-
wavelength detection distinguishes the bound from free fluorophores. In addition,
the extent to which binding has occurred can be measured independent of inter-
ference effects from media, biological components, and physical assay complica-
tions such as turbidity. Figure 8 shows the detection of an HTRF assay by the Dis-
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Figure 6 Principle of time-resolved detection of HTRF. The time delay of 50 µsec allows
short-lived background fluorescence and the signal from free XL665 to dissipate.

Figure 7 Optical configuration of the Discovery HTRF Microplate Analyzer. A nitrogen
laser provides the excitation energy of 337 nm. Simultaneous dual wavelength detection
provides measurements at 620 nm and 665 nm after a time delay.
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Figure 8 Ratio measurement of 620 nm and 665 nm wavelengths. The long-lived sig-
nals, 620 nm emission from free (Eu)K and the 665 nm emission from the bound (Eu)K and
XL665 pair, provide a method for correcting for color or turbity in the reaction.

covery. During the course of 1 sec per well, excitation by the nitrogen laser at 337
nm elicits a long-lived signal at 620 nm from free (Eu) K and long-lived signal at
665 nm from the europium cryptate bound to XL665 by biomolecular interaction
[6]. The ratio of the two simultaneous measurements is a specific measure of the
extent to which the labels are bound in the assay. Inhibitors of binding or enzyme
effects on the binding partners can be measured directly without separation of
individual assay components or biological media.
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3. Data Reduction

Assay data can be presented in terms of the ratio of the 665/620 nm measurements,
R, to correct for any interference from media or absorption of excitation or emis-
sion wavelengths by the media. ∆R is the change in ratio that occurs with respect
to the blank or negative sample. It is used to express the specific signal in the assay.
∆F is an instrument-independent measurement that shows the signal-to-noise ratio
of the assay [14]. Both measurements utilize the patented ratio method of detec-
tion, which eliminates interference from test compounds, or turbidity of test sam-
ples. Discovery can provide raw 665-nm counts, raw 620-nm counts, or ratios.
This patented technique is unique to HTRF measurement and is proprietary to this
detection technology.

∆R = (ratio of the sample – ratio of the negative sample) × 10,000 (1)

∆F = × 100 (2)

The following sections describe recent and meaningful applications of
HTRF chemistry for HTS.

III. APPLICATIONS OF HTRF FOR 
HIGH-THROUGHPUT SCREENING

HTRF assays can be constructed using several formats. The direct-assay format
requires that the binding partners of interest be directly conjugated to the (Eu)K
and the XL665 fluorophores. The advantages of this format are that the assay opti-
mization depends only on the particular interaction of the binding partners, with
no consideration of antibody affinities. A disadvantage is that a substantial quan-
tity of the binding partners is required because some material is lost in purification
of direct conjugates. In addition, the integrity of the binding interaction may be
affected by the direct conjugation. The more commonly used indirect method uti-
lizes a high-affinity pair, like streptavidin/biotin, or antibodies specific to the bind-
ing partners to construct the assay. The semidirect method involves one directly
labeled binding partner and another indirectly labeled partner [15].

HTRF assays are typically run in a 200-µl volume in a 96-well plate or 70-
µl volume in a 384-well plate. The Discovery measures plates in either format.
HTRF assay technology is not appropriate for intracellular assays but is particu-
larly suitable for kinetic studies due to the fast read times and ability to measure
each sample repeatedly over time. Most widely performed assays include
immunoassays, enzyme assays, receptor binding assays with purified receptors or
membrane fragments, protein–protein interactions, and nucleic acid hybridiza-

∆R
���
ratio of negative sample
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Figure 9 HTRF immunoassay configuration. Polyclonal antibodies are conjugated
directly with (Eu)K and XL665. Presence of cytokine is measured by the binding of both
antibodies.

tions. The following are examples of HTRF assays and results as measured on the
Discovery instrument.

A. Immunoassays

Immunoassays can be created using HTRF as it was first developed for clinical
applications and sold under the name of TRACE chemistry by CIS Bio Interna-
tional. These are conducted as sandwich assays in which monoclonal antibodies
raised against the target are conjugated directly with (Eu)K and XL665. The fol-
lowing example shows a comparison of the HTRF assay to a commonly used
ELISA assay method.

The ELISA version of this cytokine assay requires the first antibody to be
bound to the well of a microplate. The second antibody to the same cytokine is
linked to the reporter enzyme [15]. This assay requires three separate wash steps,
four reagent additions, four incubations, and can be used to screen a maximum of
10,000 assay points per day. The HTRF assay, as shown in Figure 9, requires no
separation steps, one reagent addition, one incubation at room temperature, and
can be used to screen up to 10,000 assay points in 2 hr. Samples contained red
blood cells up to 5% by volume. Figure 10 shows the comparison of the OD of the
ELISA assay at 405 nm with the ratio measurement of the HTRF assay. Both
methods are capable of detecting picogram quantities of cytokine in complex sam-
ples; however, HTRF is considerably easier to perform for HTS purposes. An
HTRF prolactin immunoassay has also been described previously [11].
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Figure 10 Comparison of ELISA and HTRF methods for detection of cytokines. Both
are capable of picogram levels of detection, but the HTRF assay is fewer steps.

B. Enzyme Assays

Enzyme-mediated reactions that cleave, synthesize or modify compounds repre-
sent a significant group of targets for HTS. The HTRF assays can be constructed
such that enzyme activity can be measured by the absence or presence of high sig-
nal. Protein tyrosine kinases play a critical role in the cellular signal transduction
pathways, with significant implications for mechanisms of allograft rejection,
allergic response, and autoimmune diseases. Hundreds of tyrosine kinases have
been identified and many are still to be discovered through genomic research
[17,18]. The following is an example of an HTRF tyrosine kinase assay.

Biotinylated polypeptide substrates are incubated with kinase enzymes to
catalyze the phosphorylation reaction. Europium cryptate conjugated with PY20
antibody recognizes those peptides that are successfully phosphorylated. Strepta-
vidin conjugated to XL665 binds to the biotinylated substrate, whether or not it is
successfully phosphorylated. Those peptides that are phosphorylated effectively
bring to together the HTRF pair such that a high signal is achieved upon excita-
tion at 337 nm with the nitrogen laser of the Discovery (Fig. 11).

A number of known inhibitors were titrated against five src-family tyrosine
kinases tested using this HTRF format. The IC50s values obtained from the HTRF
assay were very similar to those achieved using a comparable radiometric scintil-
lation proximity assay (SPA) (Amersham, UK) [19]. Figure 12 shows the inhibi-
tion curves as measured by HTRF.
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Figure 11 Tyrosine kinase assay using HTRF reagents. Biotinylated substrate binds
streptavidin-XL665 and antiphosphotyrosine-(Eu)K recognizes those peptides that are
phosphorylated.

Figure 12 Titration of kinase inhibitor for src-1 family of enzymes.

Sensitivity is a critical issue in HTS when the cost of reagents must be con-
sidered and the availability of enzyme and sample materials is limited. In order to
determine sensitivity of the HTRF chemistry for kinase activity, varying concen-
trations of lck enzyme was added reactions containing peptide and ATP. At time
points up to 80 min reactions were stopped and measured in the Discovery. As lit-
tle as 20 pM lck enzyme gave significant results with a signal-to-noise background
of 10:1 after 40 min (Fig. 13). This result demonstrates that the HTRF assay
method provided about two orders of magnitude more sensitivity than the SPA
assay method, making it the first nonradioisotopic alternative capable of yielding
results that could be achieved previously only with the use of radioisotopes. The

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Homogeneous Time-Resolved Fluorescence 277

Figure 13 Time course of the lck kinase assay. Concentration of enzyme varies from
0.002 nM to 0.1 nm.

high sensitivity of this HTRF method saves both enzyme and library samples and
enables screening of weaker inhibitors not easily measured by less sensitive meth-
ods such as SPA.

Additional examples of the application of HTRF specifically to kinase
assays have been published [20,21]. Other HTRF enzyme assays that have been
published include a viral protease assay [22] and a ubiquitination assay [23].

C. Receptor Binding Assays

Biomolecular interactions between nuclear receptors and their coactivators are
associated with transcriptional regulation and are therefore seen also as an impor-
tant target for HTS in drug discovery. Ligand binding promotes the association of
nuclear receptors with nuclear proteins, such as CREB-binding protein (CBP) and
steroid receptor coactivator (SRC-1), which are believed to function as coactiva-
tors of transcriptional activity [24]. Following is a description of how HTRF meth-
ods were used to characterize and screen for potential agonists to these ligand-
dependent interactions.

Nuclear receptors contain a well-conserved, 200- to 300-mer amino acid lig-
and binding domain in which a number of functionalities are encoded, including
ligand and coactivator binding and transactivation. The ligand binding domains
(LBDs) of peroxisome proliferator–activated receptor (PPARγ) were used as a
model in this study. PPARγ-LBD was expressed and purified as a GST fusion pro-
tein from E. coli strain DH5. Both coactivators CBP 1–453 (amino acids 1–453) and
SRC-1 568–780 (amino acids 568–780) were biotinylated [24].

In this assay, (Eu)K is covalently bound to anti-GST antibody to create
(Eu)K-∞-GST for labeling the nuclear receptor. The secondary fluorophore,
XL665, is covalently bound to streptavidin (SA-XL665) to label the biotinylated
coactivators. Both SA-XL665 and (Eu)K-∞-GST are available as “generic” or
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Figure 14 HTRF strategy for detection and quantification of interaction between recep-
tor and coactivator.

“off-the-shelf ” reagents from Packard Instrument Company. Figure 14 illustrates
the indirect-assay format used to create the HTRF assay of nuclear receptors and
coactivators. Agonist-induced interaction between the nuclear receptors and their
coactivators brings the two fluorophores in proximity and results in a high signal.

Known agonists have been shown previously to activate ligands for PPARγ
in mammalian cell–based assays [24]. Using the HTRF assay approach described
above, increasing concentrations of thiazolidinediones (TZDs) were added to
reaction mixtures. Figure 15 shows that TZDs induced a dose-dependent, specific
interaction between PPARγ-LBD and the nuclear receptor binding domain of CBP
with similar EC50s values obtained by transactivation studies. This assay indicates
that HTRF assay methods can provide a powerful alternative to cell-based assays
for screening large compound libraries for potential agonist drug candidates [25].

D. Protein–Protein Interactions

A number of HTRF protein–protein interactions have been described previously.
The JUN:FOS assay was done by directly labeling the FOS protein with (Eu)K
and using biotinylated JUN to bind with the streptavidin-XL665 [26]. Now anti-
species or antiepitope tag antibodies conjugated with (Eu)K are available and used
more often than direct labeling and streptavidin-XL665 [14]. The following exam-
ple is an HTRF protein–protein assay using the indirect method.
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Figure 15 Effects of TDZs on PPARγ-CBP interactions using the HTRF approach.

Ligation of CD28 and CD86 leads to signals that are required for the pro-
duction of interleukin-2, a process that is implicated in the regulation of T-cell
anergy and programmed cell death [27–30]. An HTRF assay was constructed to
screen for small-molecule antagonists of this interaction, which could be consid-
ered possible drug targets. The acceptor, XL665, was covalently bound to anti-
human antibody that recognizes the Fc region. CD28 was expressed as a fusion
protein to the human immunoglobulin (Ig) domain. The other binding partner,
CD86, was expressed as a fusion protein with a rat Ig domain, recognized by
biotinylated sheep anti-rat antibody. Streptavidin-EuK binds to complete the
HTRF reaction [31] (Fig. 16).

Figure 16 HTRF assay configuration for detection of small molecule inhibitors of
CD28/CD86 interaction.
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Figure 17 Dose response curves illustrating the inhibition of binding by blocking anti-
bodies.

Dose–response curves were created with blocking antibodies that prove that
the binding of CD28/CD86 proteins causes the signal generation (Fig. 17). Since
the affinity of interaction between CD28 and CD80 was shown to be relatively low
(200 nM–4 µM) by different methods [8,9], ELISA methods resulted in dissocia-
tion of the bound complex during washing and SPA methods required high levels
of radioactivity. The HTRF method uses readily available generic reagents, was
shown to be resistant to color quench effects, and requires few steps, thereby min-
imizing the errors associated with pipetting. In addition, this modular approach
makes development of other related assays for specificity testing easier than
direct-labeling approach [31].

Another published HTRF assay for measuring protein–protein interactions
is given in “stoichiometry of a ligand-gated ion channel determined by fluores-
cence energy transfer” by Farrar et al. [32]. HTRF was used to elucidate the stoi-
chiometry of subunits within an oligomeric cell surface receptor in a way that
could be applied generally to other multisubunit cell surface proteins.

E. Nucleic Acid Hybridizations

DNA hybridization and related enzyme assays using nucleic acid binding partners
can be conducted in solution using HTRF. A simple measure of hybridization was
conducted using one oligonucleotide directly labeled with (Eu)K, while the com-
plementary strand was biotinylated and labeled with streptavidin-XL665. The
extent to which the complementary strands are bound can be measured by the
HTRF signal that results from the proximity of the two fluorophores [11]. The fol-
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lowing assays were more recently developed to measure nucleic acid–related
enzyme activity.

1. DNA Nuclease Assay

A 21-bp oligonucleotide was directly labeled with (Eu)K on the 3′ end and
biotinylated on the 5′ end. Streptavidin-XL665 was added to complete the FRET
reaction (Fig. 18). Increasing amounts of DNase enzyme were added to show the
specific signal decrease as activity increases. This assay may be used to screen for
DNase inhibitors [33] (Fig. 19).

2. Reverse Transcriptase Assay

Inhibitors of reverse transcriptase activity remain a major target for viral research
in drug discovery. The following HTRF assay configuration enables one to screen
for increases of inhibition of enzyme activity in high throughput. Oligonucleotide
primers labeled directly with (Eu)K are added to RNA templates (Fig. 20). Addi-
tion of RTase and biotinylated dUTP to nucleotide building blocks creates a
biotinylated double-stranded molecule labeled with (Eu)K, to which streptavidin-
XL665 is added to complete the reaction. Complete reverse transcriptase activity
results in a high HTRF signal. Inhibition would decrease the signal to the extent
to which the enzyme is blocked. Increasing amounts of reverse transcriptase
enzyme results in higher activity as the HTRF fluorophores are brought into prox-
imity while the double-stranded molecules form [30,34] (Fig. 21).

Figure 18 HTRF assay for the detection of nuclease activity.
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Figure 19 Increasing amounts of DNase enzyme decreases the HTRF signal.

IV. HTRF ASSAY OPTIMIZATION

The following sections are included to provide insight into how one might best
develop and optimize an HTRF assay. HTRF assays are normally performed with
only a few steps, mainly additions, so there are a smaller number of considerations
when designing an HTRF assay than there may be with a more complicated
method. The main considerations for optimizing an HTRF assay are buffer selec-
tion, whether label (Eu)K or XL665 should be used for each assay component, and
what controls should be run.

A. Buffer Selection and Stability

Homogeneous assays by nature involve no washing step, so that all buffer and
assay components are present during the ultimate measurement of activity or bind-
ing. As a result, the following work has been done to help determine how HTRF
assays, specifically the (Eu)K component, are likely to perform in various buffers.
Europium cryptate was added to 200-µl samples of the most commonly used
buffers, with and without 50 mM potassium fluoride (KF). Potassium fluoride pro-
vides a Fms ion, which has been shown to form ion pairs with Eu3+. Fluorescence
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Figure 20 HTRF Reverse transcriptase assay configuration.

lifetime was measured to determine if KF had an affect on the stability of the sig-
nal of the (Eu)K component as measured at its emission peak of 620 nm. Figure
22 shows that in all cases lifetime of the signal from the (Eu)K label was stabilized
and, in effect, equalized by the presence of fluoride ions, illustrating the protective
effect of the F– ion.

B. Choice of Label for Each Assay Component

Europium cryptate and XL665 are both available conjugated with streptavidin,
biotin, antispecies, and antiepitope antibodies, as well as a number of other bio-
logical components. However, the following recommendations apply. Due to the
difference in sizes of the fluorophores, it is better to use europium cryptate label
on the smaller assay component and the XL665 on the larger assay component. In
terms of the smaller component, if it can be biotinylated, it is likely acceptable to
label it with europium cryptate. XL665 should be used on the component that is
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Figure 21 Increasing amounts of reverse transcriptase enzyme increase the HTRF sig-
nal.

Figure 22 Effects of various buffers and KF on stability of (Eu)K.
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in excess in the assay, and europium cryptate should be used on that component
that is most sensitive to change.

C. Suggested Assay Controls

For the purposes of assay development and analysis of screening results, the fol-
lowing controls should be run for each assay. A buffer blank should be created that
includes buffer only at the volume of the assay. A (Eu)K blank should be included
that contains buffer and europium cryptate at the concentration used in the assay.
This control enables one to do a (Eu)K background subtract or “K blank” subtract
out the small peak that exists at the 665-nm wavelength. Finally, as always, a neg-
ative control should be created that includes total assay conditions with something
to make it negative, like completely inhibited or inactivated. Using ratio and ∆ F
calculations and the above controls helps get the most reproducible and precise
data from the HTRF assay.

V. CONCLUSION

HTRF chemistry was developed to help overcome some of the obstacles to HTS
in general. It is homogeneous, so that separation steps are eliminated. It is fluo-
rescent in nature but has the time-resolved, simultaneous, dual-wavelength detec-
tion that enables one to achieve high fluorescent signal with extremely low back-
grounds. HTRF is best measured on the Discovery HTRF microplate analyzer
because it was designed specifically and optimized for the particular wavelengths
of HTRF. However, a number of detection systems are now available for measur-
ing TRF and HTRF applications. The HTRF reagent list is growing; thus, fewer
assays require customized conjugation with (Eu)K and XL665. Many of the appli-
cations described utilize off-the-shelf reagents that are readily available and
require no license fee. As a result, this tool is widely accepted in the literature as
one of the few truly homogeneous methods available to meet the HTS demands of
drug discovery today.
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I. INTRODUCTION

With the advances in combinatorial chemistry, genomics, and high-throughput
screening assays for therapeutic targets, the discovery of chemical entities with
potential therapeutic properties has become extremely efficient. There is no longer
a lack of “hits” once a molecular therapeutic target has been identified. The ques-
tion now is, of the many hits, how does one choose a drug candidate that will be
most likely to be successful in the clinic?

A. Why Drugs Fail in the Clinic

Drugs fail in the clinic for two major reasons: inefficacy and toxicity. ADME-tox
properties—absorption, distribution, metabolism, elimination, toxicity—are criti-
cal factors in both of these major causes of failure. Inefficacy can be due to the
inability of a drug candidate to be delivered to the desired target tissue. For
instance, an oral drug can fail if it cannot be effectively absorbed into the systemic
circulation or if it is rapidly eliminated after absorption and therefore can not reach
the therapeutic concentration. A drug often is withdrawn after clinical trials due to
unexpected toxicity. There are many cases in which a commercial drug is with-
drawn from the market due to toxicological implications.

Withdrawal of a drug candidate at the stage of clinical trial or withdrawal of
a drug after commercialization is extremely costly. In fact, I believe that before
one chooses a drug candidate for preclinical development, one should have
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enough information to ensure that the drug will have appropriate ADME-tox prop-
erties in both laboratory animals and human beings.

B. Challenges with Accurate Prediction of Human 
Drug Properties

A major challenge that we face in choosing a drug candidate is the difficulty in
predicting human drug properties. Experimentation with laboratory animals obvi-
ously is not adequate, as most drug candidates that fail in the clinic are chosen
after favorable results have been obtained in laboratory animals during preclinical
trials. That laboratory animals and human subjects differ in ADME-tox drug prop-
erties is well established. A major reason for the species–species differences in
drug properties, besides such physical factors as size, is the differences in drug-
metabolizing enzymes. For instance, it is now known that laboratory animals and
humans have major differences in the major drug-metabolizing enzymes such as
the cytochrome P450 isoforms. The involvement of different enzymes in the
metabolism of a drug candidate in a rat and a human will lead to differences in the
rate of metabolic clearance and in the profile of the metabolites, resulting in dif-
ferent levels of toxicological effects.

As species differences in drug metabolism is believed to be a major factor
responsible for the known species–species differences in drug toxicity, an experi-
mental system containing human drug-metabolizing enzymes should be useful in
the prediction of human drug properties.

C. Optimization of Drug Properties

The old paradigm of drug discovery and development is to first find a chemical
moiety with the appropriate pharmacological activity and to then subject the moi-
ety through vigorous animal models for the evaluation of ADME-tox properties.
One would hope for appropriate bioavailability and low toxicological properties.
This “cross your fingers and hope for the best” tactic is highly inefficient in two
aspects: (1) the preclinical animal studies are expensive and time-consuming and
(2) as described earlier, because of species–species differences, a drug that is
found to have acceptable properties in laboratory animals may still be problematic
in man.

The emerging paradigm of drug discovery now is to include ADME-tox
screening using human-based experimental systems in the selection of lead chem-
ical entities for further development. The lead chemicals chosen for further devel-
opment after such a screen would have both acceptable pharmacological and
ADME-tox properties, and therefore should have a higher probability of success
in the clinic than drug candidates that are not “optimized.”
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II. EXPERIMENTAL SYSTEMS FOR THE OPTIMIZATION OF
ADME-TOX PROPERTIES

For the past years, human-based ADME-tox systems have been developed for the
evaluation of human-specific drug properties. Recently, these systems have been
applied early in the drug discovery phase to aid the selection of lead molecules for
further development. In general, the assays are used to optimize for intestinal
absorption, metabolic stability, toxicity, and drug–drug interaction potential.

A. Intestinal Absorption

Oral delivery is the most desirable route of drug administration. Therefore, it is
important to develop drugs that can be absorbed effectively through the intestinal
mucosa. Intestinal mucosa permeability of a chemical depends on its physical
properties such as lipophilicity, which can be estimated based on the chemical,
partitioning properties from aqueous phase to organic phase. In general, octanol-
water partitioning (log P) is used to describe a chemical’s lipophilicity and there-
fore its permeability through the lipid bilayer cell membrane. The knowledge of
log P and also pKa will help one to estimate the permeability of a chemical through
the intestinal mucosa with a certain degree of success.

Besides passive diffusion, a chemical may be absorbed via energy-depen-
dent processes such as active transport. Furthermore, after a chemical enters the
intestinal mucosa, it can be removed from the cell via a transporter called P-gly-
coprotein (Pgp). Pgp is responsible for the multiple drug resistance of cancer cells.
In intestinal mucosa cells, Pgp is responsible for the low oral availability of drugs
that are its substrates, as these drugs are transported back into the intestinal lumen
(efflux) after absorption by Pgp.

1. In Vitro Models for the Prediction of Intestinal Permeability

Physicochemical factors such as pKa, lipophilicity, and solubility are important
and can be measured. However, intestinal permeability cannot be predicted from
these values alone. For the screening of a large number of chemicals, an in vitro
model of the intestinal mucosa is needed. These models include artificial mem-
branes (immobilized artificial membranes) and cell-based permeability models.

As artificial membranes have no biological activities, they simply represent
a chemical diffusion model and will not be discussed further here. The application
of artificial membranes in drug screening has been previously reviewed (Yang et
al., 1997; Lundahl and Beigi, 1997; Kansy et al., 1998).

Here I will concentrate on the well-accepted cell-based model for intestinal
permeability: the Caco-2 cell system. Another promising cell-based model is the
Madin Darby canine kidney (MDCK) cells. The MDCK model will not be dis-
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cussed here. Caco-2 cells are in general believed to be more appropriate than
MDCK cells because (1) the expression of transporter proteins is much lower than
that in Caco-2 cells and (2) the Caco-2 cell is of human origin whereas the MDCK
cell is of canine origin. However, extensive research is being carried out on the
incorporation of human transporters in MDCK cells (Pastan et al., 1988; Zhang
and Benet, 1998; Soldner et al., 1999) to enhance the application of these cells in
the prediction of human intestinal drug uptake.

2. Caco-2 Screening Assay for Intestinal Absorption

A wealth of data have been collected on the barrier characteristics of Caco-2 cells.
These cells, although originated from a human colon adenocarcinoma (Fogh et al.,
1977), are found to behave like normal, differentiated enterocytes when cultured
as confluent cells. The confluent monolayer culture has tight cell junctions and are
found to express the active efflux protein Pgp.

The cells are routinely cultured in transwells for drug uptake studies. In a
transwell culture, the cells are grown on a semipermeable membrane. After con-
fluency, the drug to be evaluated is added to the medium above the Caco-2 cells
(lumen or A compartment). Uptake of the drug is then monitored by quantifying
the amount of the drug in the medium on the opposite side of the membrane (baso-
lateral or B compartment). A-to-B transport is then calculated by the ratio of the
amount of drugs in the basolateral compartment to that in the lumen compartment.
The Caco-2 system can be used to evaluate uptake of drugs across the cytoplasm
(transcellular uptake), between cells (paracellular uptake), as well as uptake
involving transporters (active uptake). The role of Pgp in the uptake of a particu-
lar drug can also be evaluated via the use of a known Pgp inhibitor, such as vera-
pamil. Uptake of a Pgp substrate (e.g., vinblastine) would be enhanced by the inhi-
bition of its efflux from the Caco-2 cells in the presence of the Pgp inhibitor.

The advantages of the Caco-2 system include the abundance of published
information concerning the cells, the overall good correlation with drug absorp-
tion potential in human in vivo, and the presence of active transporters such as Pgp
(Stewart et al., 1995; Gan et al., 1998; Chong et al., 1997). The limitations of the
Caco-2 system include the following:

1. High laboratory-to-laboratory variation in results has been observed.
This is believed to be mainly a function of the subpopulations of the
cells that each laboratory has, as well as other technical factors such as
passage number and culture conditions. A possible solution to this
problem is to establish a universal stock of Caco-2 cells as well as a sin-
gle procedure for the culturing of the cells and the performance of the
assay.

2. The routine procedure for a differentiated confluent cell layer is to cul-
ture the cells for 21 days. This “21-day” system is difficult due to pos-
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sible contamination of the cultures during this prolonged culture
period. Several laboratories, including ours, have developed conditions
that would allow the Caco-2 cells to express differentiated properties
after a shorter period of time. In our laboratory, a proprietary 3-day cul-
ture system has been developed.

3. Permeability, measured either by electrical resistance or the permeabil-
ity of probe substrates, appears to be significantly higher in Caco-2 cells
than in ileum.

The application of Caco-2 cells in drug discovery is the rank ordering of
compounds based on permeability. The throughput for this screening is enhanced
by several key technological advancements: (1) development of 3-day culture sys-
tems; (2) automation of cell culture; and (3) automation of permeability assay.

To minimize day-to-day variations in response, we have painstakingly stan-
dardized our procedures in the Caco-2 cell culture (Li et al., 2001). A large num-
ber of vials of cells from a single passage have been cryopreserved for experi-
mentation. Cells are passaged using standardized procedures including split ratio,
cell density at plating, and feeding frequencies. A 3-day culturing procedure is
used for the development of confluent and differentiated monolayers. A compari-
son of permeability for Caco-2 cells cultured as 3-day cultures and the standard
21-day cultures is shown in Figure 1.

The protocol outline for the screening of intestinal absorption is shown in
Table 1. In our laboratory, we routinely use 3-day Caco-2 cells cultured on 24-well
transwells for high-throughput permeability studies. Transmembrane resistance,
mannitol/propranolol permeability, and Pgp activity (measure by the evaluation of
vinblastine permeability in the presence and absence of the Pgp inhibitor, vera-
pamil) are used for the evaluation of cell quality. In general, the chemicals are eval-
uated at a single concentration of 50 µM. Higher concentrations may also be used,
but solubility and cytotoxicity can be complicating factors at higher concentrations.
Transport from A to B (apical to basal) is used for the evaluation of permeability,
using LC/MS as the standard analytical tool to quantify the amount transported.
The reproducibility of the 3-day Caco-2 permeability is illustrated by results from
our laboratory with 10 compounds performed in 5 independent experiments. All
five experiments show the same rank ordering of the 10 compounds in permeabil-
ity, thereby supporting the use of this assay for routine screening (Fig. 2).

B. Drug Metabolism

An orally delivered drug will be subjected first to metabolism by the drug-metab-
olizing enzymes in the intestinal mucosa. The metabolites as well as the unme-
tabolized parent, once absorbed, are firstly carried by the blood into the liver,
where extensive biotransformation occurs. Biotransformation controls several key
drug properties, including metabolic stability, toxicity, and drug–drug interaction
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Figure 1 Permeability (Papp) of model chemicals in Caco-2 cells cultured as the con-
ventional 21-day culture and as 3-day culture using a proprietary protocol developed in our
laboratory. The chemicals chosen are known to permeate through Caco-2 monolayer cul-
tures transcellularly (testosterone), via active transport (glucose), and paracellularly (pro-
pranolol and mannitol). Vinblastine is a Pgp substrate and verapamil is a Pgp inhibitor. The
enhanced permeability of vinblastine in the presence of verapamil therefore reflects the
presence of Pgp in both the 21-day and 3-day cultures. The transepithelial electrical resis-
tance (TEER) values of the two cultures are also presented.

potential. Approaches to screen for these metabolically related drug properties are
presented here.

1. Drug Metabolism Pathways

It is important to describe the major drug-metabolizing enzymes before proceed-
ing to the rationale behind the selection of various screening systems. Drug metab-
olism in general is divided into two major pathways: phase I oxidation and phase
II conjugation.

1. Phase I oxidation: During phase I oxidation, the relatively hydrophobic
organic molecules are oxidized, mainly by the cytochrome P450s
(CYP), a family of heme-containing proteins. In humans, the major
CYP isoforms are 1A2, 2C9, 2C19, 2D6, 2E1, and 3A4. CYP3A4 has
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Table 1 Screening for Intestinal Absorption in Caco-2 Cells

Experimental model: Caco-2 cells plated in transwells in 24-well tissue culture plates.
Incubation conditions: Caco-2 cells are plated in individual transwells in 24-well tissue

culture plates and cultured to establish the cultures. After 3 days, the cells are tested for
electrical resistance (ER) as a measure of the formation of tight junctions between
cells. Only cells with an ER of ≥ 200 Ω�cm2 will be used. Test article (at 1 concentra-
tion) is applied to the apical side of Caco-2 cells and incubated for 45 min (37°C, 5%
CO2).

Test article concentration: 50 µM
Replicates: N = 2
Controls: Mannitol (low permeability), propranolol (high permeability), and vinblastine

(Pgp substrate) with and without verapamil (Pgp inhibitor).
Analysis: The medium from the basolateral well is analyzed using LC/MS to quantify the

amount of test article transported.

Figure 2 Permeability of 10 compounds in 5 independent experiments. Results demon-
strate the high reproducibility of the 3-day Caco-2 culture for the evaluation of permeabil-
ity. These 10 compounds are chosen from a list of compounds recommended for the vali-
dation of Caco-2 permeability assay by the U. S. Food and Drug Administration.
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been shown to metabolize more than 50% of existing drugs. All of these
CYP isoforms are present in the human liver, with CYP3A4 also pres-
ent in the intestinal mucosa. It is now realized that other oxidative path-
ways, such as flavin monooxygenases (FMOs), can also play important
roles in phase I oxidation. The FMO family of proteins include a mini-
mum of five members: FMO1, FMO2, FMO3, FMO4, and FMO5, with
FMO3 being the major isoform expressed in human livers. Phase I oxi-
dation in some cases would result in the generation of reactive metabo-
lites, which may lead to serious toxicological consequences

2. Phase II conjugation: During phase II conjugation, the parent xenobi-
otic or its phase I metabolites are conjugated to highly polar small mol-
ecules such as glucose (glucuronidation), sulfate (sulfation), and glu-
tathione (GSH conjugation). Glucuronidation is carried out by the
microsomal enzyme UDP-glucuronosyltransferase (UGT). Sulfation is
carried out by cytosolic sulfotransferases: phenol sulfotransferase
(PST) and estrogen sulfotransferase (EST). Phase II enzymes are also
abundant in the liver.

Orally delivered drugs are firstly subjected to metabolism in the intestinal mucosa,
which is now known to contain a high concentration of the 3A4 isoform of
cytochrome P450. The metabolites plus the parent molecules that enter the sys-
temic circulation are then further subjected to metabolism in the liver. The parent
drug and its metabolites are then subjected to elimination either into feces via bile
excretion in the liver, or into urine via the kidneys. In the kidney, further metabo-
lism may occur. Drug metabolism is critical to three important drug properties:
metabolic stability, toxicity, and drug–drug interaction.

a. Metabolic Stability. A successful drug candidate will have an appro-
priate metabolic stability. Too low a stability would cause difficulties in achieving
a steady desirable plasma concentration. An ideal drug is one that is metabolically
inert but is readily eliminated from the body at a reasonable rate.

b. Toxicity. Metabolism can both decrease and increase the toxicity of a
drug candidate. The metabolic process may be detoxifying, turning a toxic parent
drug into a nontoxic metabolite. An example is terfenadine, a nonsedative antihis-
tamine with cardiotoxic potential that is metabolized to the nontoxic and rapidly
eliminated acid metabolite. On the other hand, the metabolic process can lead to
the formation of toxic metabolites. For instance, acetaminophen is metabolized to
the highly toxic quinone metabolites.

c. Drug–drug Interaction. Coadministered drugs may affect each
other’s metabolism, leading to serious problems (Li and Jurima-Romet, 1997a).
For instance, terfenadine, a nondrowsy antihistamine used for the treatment of
allergy symptoms, is known to be affected by the antifungal ketoconazole. Keto-
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conazole, a potent inhibitor of CYP3A4, can inhibit the metabolism of terfena-
dine, thereby elevating plasma terfenadine to cardiotoxic levels. This type of inter-
action, where one drug inhibits the metabolism of a coadministered drug, is called
an inhibitory drug–drug interaction. Another type of drug–drug interaction is
inductive drug–drug interaction. Rifampin, a macrolide antibiotic, is known to be
a potent inducer of several drug-metabolizing enzymes, especially CYP3A4.
Rifampin is known to reduce plasma level of coadministered drugs that are metab-
olized by the enzyme pathways that it induces. The affected drugs include
ethinylestradiol (EE2) (substrate of CYP3A4, UDP-glucuronyltransferase (UGT),
and estrogen sulfotransferase (EST), Li et al., 1999b; Song et al., 1998),
cyclosporine (substrate of CYP3A4), and prednisolone (substrate of CYP3A4).
While inhibitory drug–drug interactions would lead to toxicity due to the unex-
pected elevation of the plasma level of the affected drug, inductive drug–drug
interactions would lead to nonefficacy due to the reduction of the plasma level of
the affected drug to nonefficacious levels. In either case, serious adverse effects
can be precipitated that sometimes may lead to death.

2. In Vitro Hepatic Experimental Systems for Drug Metabolism

Screening for metabolic stability can be performed with in vitro systems contain-
ing metabolic enzymes. As the liver is the major organ for drug metabolism and
often the target of drug toxicity, in the past decade several in vitro hepatic experi-
mental systems have been developed. These include the following:

1. Liver-S9: The supernatant of the liver homogenate after centrifugation
at 9000g is a commonly used source of liver drug metabolizing
enzymes. The S-9, also called postmitochondrial supernatant, contains
cytosolic enzymes as well as microsomal enzymes (see below). Liver
S-9 from rats treated with P450 inducers (e.g., Arolclor 1254) has been
used commonly as an exogenous metabolic activating system for in
vitro genotoxicity assays. By selecting different cofactors, liver S-9 can
be used to study phase I or phase II metabolism. For phase I oxidation,
NADPH-regenerating system is used as cofactor. For phase II conjuga-
tion, one can use UDPGA as cofactor for glucuronidation, and PAPS as
cofactor for sulfate conjugation.

2. Microsomes: Microsomes are membrane vesicles of the endoplasmic
reticulum that can be prepared by centrifugation of the liver S-9 at
100,000g. The microsomal pellet consists of both rough and smooth
endoplasmic reticulum. As all CYPs are present in the smooth endo-
plasmic reticulum, microsomes are routinely used to evaluate CYP-
mediated phase I oxidation, using NADPH-regenerating system as
cofactor. As UDPGT is also an endoplasmic reticulum-bound enzyme,
phase II glucuronidation can be studied using UDPGA as cofactor.
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3. Hepatocytes: Hepatocytes are intact parenchymal cells of the liver that
can be isolated at high viability. Hepatocyte isolation is accomplished
using collagenase digestion and can be purified against nonparenchy-
mal cells by differential centrifugation. Intact hepatocytes probably
represent the most physiologically relevant model of the liver as the
cells are self-sufficient in cofactors and contain all of the drug-metabo-
lizing enzymes in the liver. Also, as hepatocytes are live cells, they can
be used to evaluate toxic potential. Hepatocytes, especially human
hepatocytes, represent an attractive experimental system for the evalu-
ation of drug properties (Fabre et al., 1990; Guillouzo et al., 1997, 1998;
Li, 1994, 1997). Because of the general difficulty in the availability of
fresh human livers, research with human hepatocytes had been limited
until the recent development of successful cryopreservation procedures
(Li et al., 1999a, 1999c; Hengstler et al., 2000). Cryopreserved human
hepatocytes can be used routinely as short-term (up to approximately 6
hr) suspension cultures for the evaluation of drug metabolism,
inhibitory drug–drug interactions, and cytotoxicity (Li et al., 1999a).
The similarity between freshly isolated and cryopreserved human hepa-
tocytes in phase I P450 isoform activities and phase II glucuronidation
and sulfation activities are shown in Figure 3.

4. Liver slices: Precision-cut liver slices are mechanically generated, thin
(200–300 µm thick) slices of the liver. Liver slices have the same
advantages of the hepatocytes, consisting of intact liver cells with com-
plete metabolic pathways and cofactors. A further advantage is the pres-
ence of nonparenchymal cells, which may be important for certain
aspects of toxicity (e.g., cytokine-induced apoptosis). The major disad-
vantage is the artifactual diffusion barrier for cells in the center of the
slice. In general, liver slices are adequate for qualitative studies in drug
metabolism but may underestimate the rate of metabolism for chemi-
cals with diffusion problems.

3. Screening Assays for Metabolic Stability

Screening assays for metabolic stability are routinely performed using either
human liver microsomes or cryopreserved human hepatocytes.

1. Microsome screen: As most xenobiotics (approximately 70%) are
metabolized by microsomal enzymes such as CYP450 isoforms, human
liver microsomes are used routinely for the evaluation of metabolic sta-
bility (Carlile et al., 1999; Obach, 1999; Obach et al., 1997; Iwatsubo
et al., 1996; Kanamitsu et al., 2000). A typical screening assay (Table
2) is the incubation of a single concentration (e.g., 10 µM) of com-
pounds for a single time period (e.g., 30 min) in buffer containing
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Figure 3 Effects of cryopreservation on xenobiotic metabolism enzyme activities in
human hepatocytes. Activities from human hepatocytes isolated from 30 donors were
shown. The activities after cryopreservation were plotted against activities of the same lots
of hepatocytes before cryopreservation. The results show that hepatocytes had similar
activities before and after cryopreservation. The activities evaluated were phenacetin O-
deethylation (CYP1A2), coumarin 7-hydroxylation (CYP2A6), tolbutamide 4-hydroxyla-
tion (CYP2C9), S-mephenytoin 6-hydroxylation (CYP2C19), dextromethorphan O-
demethylation (CYP2D6), chlorzoxazone 6-hydroxylation (CYP2E1), testosterone
6-hydroxylation (CYP3A4), umbelliferone glucuronidation (UDPGT), and umbelliferone
sulfation (PST).

microsomes and cofactors, followed by measurement of disappearance
of the parent molecule. LC/MS is the analytical instrument of choice for
the quantification of parent disappearance.

2. Hepatocyte screen: The success in cryopreservation allows hepato-
cytes, especially human hepatocytes, to be used in screening assays.
The advantage of hepatocytes is the presence of practically all of the
liver metabolism pathways in these cells. While microsomal systems
measure mainly phase I oxidation, hepatocytes can perform both phase
I and phase II pathways. Some drugs are metabolized mainly by phase
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Table 2 Screening for Metabolic Stability in Human Liver Microsomes

Experimental model: Pooled human liver microsomes.
Incubation conditions: Microsomes (0.5 mg/ml) are combined with test article and

NADPH-regenerating system (NRS) in test tubes in a 37°C water bath, and incubated
for 30 min. NRS is added to start the reaction. Reactions are terminated at the appro-
priate time by the addition of an equal volume of methanol or acetonitrile.

Test article concentration: 10 µM
Replicates: N = 2
Controls: Vehicle control (microsomes incubated without test article but with vehicle);

metabolic positive control (7-ethoxycoumarin metabolism); negative control (micro-
somes combined with test article, then methanol added before the NADPH-regenerat-
ing system).

Analyses: HPLC or LC/MS (as appropriate) is used to measure the concentration of each
parent compound that remains after the incubation period.

II conjugation pathways (e.g., zidovudine) and therefore would be
metabolically stable when incubated with microsomes. In hepatocytes,
however, the metabolic stability of a drug would be a factor of phase I
oxidation, phase II conjugation, or other pathway (e.g., esterase activ-
ity). Freshly isolated and cryopreserved human hepatocytes are found
to be competent in the metabolism of xenobiotics via P450 pathways,
non-P450 oxidative pathways, glucuronidation, sulfation, O-methyla-
tion, and N-acetylation (Li et al., 1999a, b; Song et al., 1998). There-
fore, metabolic stability values obtained with hepatocytes should be
more relevant than those obtained using liver microsomes. The major
limitation in the use of hepatocytes is the limited extent of metabolism.
The assay is similar to that for microsomes except that cofactors are not
required and that the test compound concentration is lower (5 µM) than
that used for microsomes to compensate for the lower amount of metab-
olizing enzyme activity. A typical screening assay for metabolic stabil-
ity in human hepatocytes is shown in Table 3. For new chemicals with
unknown metabolic pathways, hepatocytes represent the most appro-
priate system for metabolic stability evaluation. The major reason is
that in hepatocytes all the drug-metabolizing enzyme pathways are
present, whereas in microsomes only the oxidative pathways are pres-
ent under normal experimental conditions (with NADPH as cofactor).
The use of microsomes to screen for metabolic stability toward oxida-
tive metabolism will generate results that may or may not be relevant to
humans in vivo. A compound may not be oxidized in vivo but would be
oxidized in vitro by microsomes. An example of this is our recent study
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Table 3 High-Throughput Screening for Metabolic Stability in Human Hepatocytes

Experimental model: Cryopreserved human hepatocytes pooled from multiple donors.
Incubation conditions: Hepatocytes are added to uncoated 96-well tissue culture plates

(5 × 104 cells in 100-µl culture media per well). Test article will be added at 1 concen-
tration, and the cultures are incubated for 4 hr (37°C, 5% CO2).

Test article concentration: 5 µM
Replicates: N = 2 for all experimental and control groups
Controls: Vehicle control (hepatocytes incubated without test article but with vehicle);

metabolic negative control (heat-inactivated hepatocytes incubated with test article);
metabolic positive control (7-ethoxycoumarin metabolism).

Analyses: HPLC or LC/MS (as appropriate) is used to measure the concentration of each
parent compound that remains after the incubation period.

on EE2 metabolism (Li et al., 1999b). EE2 is mainly metabolized via
direct conjugation to sulfate and glucuronide in humans in vivo. With
intact human hepatocytes, the correct pathways were identified. How-
ever, with liver microsomes, we only observed oxidation to 2-OH EE2.
Our results illustrate the importance of using the appropriate experi-
mental system for metabolism studies. Several independent laborato-
ries have data demonstrating that results with intact hepatocytes can be
used to quantitatively predict hepatic metabolic clearance in vivo
(Houston and Carlile, 1997; Lave et al., 1997a, b; Hayes et al., 1995;
Lacarelle et al., 1991).

III. TOXICOLOGY

For obvious reasons, a drug must have an acceptable therapeutic index, i.e., a high
safety margin between the therapeutic dose and the toxic dose. Prediction of tox-
icity has been a major challenge for the pharmaceutical industry. As recently as
1999, drugs have been restricted or withdrawn from the market because of unfore-
seen toxicity, especially idiosyncratic drug toxicity (toxicity that occurs rarely but
with grave consequences).

Hepatotoxicity is the most common drug toxicity. Screening for hepatotox-
icity therefore is appropriate. The known species differences in drug metabolism
probably account for most of the known species differences in drug toxicity.
Therefore, screening for human hepatotoxicity should involve a system that
encompasses human drug metabolism pathways. Human hepatocytes represent
such a system. Because of the difficulty in obtaining fresh human livers for the iso-
lation of hepatocytes, cryopreserved human hepatocytes represent the most prag-
matic model.
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Table 4 Screening for In Vitro Human Hepatocyte Cytotoxicity

Experimental model: Cryopreserved human hepatocytes pooled from multiple donors.
Incubation conditions: Cryopreserved hepatocytes are incubated with test articles in 

96-well tissue culture plates (50,000 cells per well in 100-µl volume) for 4 hr (37°C,
5% CO2). At 4 hr, MTT reagent is added. These cultures are incubated for an additional
3 hr, during which time viable cells will convert the MTT to a colored product. The
MTT product is extracted from the cells with acidified isopropanol, then aliquots of 
the MTT extracts are analyzed spectrophotometrically.

Test article concentrations: 100 µM
Replicates: N = 2 for all experimental and control groups
Controls: Positive control (tamoxifen); negative control (incubation media only, no test

article).
Analyses: 96-well plate reader.

A. Screening Assays for Human Hepatotoxicity

As parenchymal cells are generally the target for hepatotoxic drugs, human hepa-
tocytes represent a relevant experimental system for the evaluation of human
hepatotoxic potential of new chemicals (Li, 1994, 1998; Li et al., 1997). We have
recently developed a screening assay for drug toxicity using cryopreserved human
hepatocytes (Li et al., 1999a). The assay is shown in Table 4. Hepatocytes pooled
from multiple donors are used. The procedure is an addition-only procedure,
therefore allowing automation. In general, the procedure involves the addition of
human hepatocytes into a 96-well plate, followed by the addition of test chemicals
at specified concentrations. After an incubation period (e.g., 4 hr), reagents are
added to assay for cell viability. We have been successful in using MTT reagents
(a measurement of mitochondrial metabolism) for the quantification of cell via-
bility (Li et al., 1999a). Recently, we have further increased the throughput and
decreased the cost via the use of 384-well plates and using cellular ATP content as
the measurement of viability. A schematic of the experimental protocol for the
assay is shown in Figure 4. Dose-dependent induction of cytotoxicity by known
human hepatotoxicants was observed using this assay (Fig. 5).

B. Other Cytotoxicity Screening Assays

The assays described for human hepatocytes can be applied to other cell types.
Rodent hepatocytes can be used for the prediction of in vivo rodent hepatotoxic-
ity (Davila et al., 1998; Ulrich et al., 1995; Guillouzo et al., 1997; Li, 1994). The
capability to predict rodent toxicity will allow researchers to screen out poten-
tially problematic compounds. Comparing results of human hepatocytes to those
obtained from hepatocytes of nonhuman animals will also allow one to choose the
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Figure 4 Experimental procedures for the high-throughput screening of hepatotoxicity
in cryopreserved human hepatocytes using cellular ATP content as an end point. This is an
addition-only assay, utilizing an end point that can be measured using a 384-well plate
reader. The cost of reagents per well is calculated to be approximately $0.25.

most appropriate animal species for toxicity evaluation or to determine if the tox-
icity observed in nonhuman animals is relevant to humans (Li, 1994). Continuous
cell lines can also be used for the measurement of “intrinsic toxicity,” i.e., the
capacity of a chemical to kill living cells in the absence of metabolism. End points
for toxicity include release of cytoplasmic enzymes such as alanine aminotrans-
ferase, aspartate aminotransferase and lactate dehydrogenase, inhibition of
macromolecular synthesis (e.g., protein synthesis; RNA synthesis), the induction
of apoptosis, and the induction of stress proteins (Li, 1994). Using genomic and
proteomic technologies, high-content assays using alterations in gene expression
profile and protein profile as end point are now being evaluated in numerous lab-
oratories.

IV. DRUG–DRUG INTERACTIONS

Adverse drug reactions can result from drug–drug interactions. Examples are
plentiful: Fatalities have been reported for patients taking the antihistamine ter-
fendadine and the antifungal ketoconazole. We now know that this is due to the
inhibition of the major CYP isoform for terfenadine metabolism, CYP3A4, by

mL

mL

mL

mL

HTS Hepatotoxicity Protocol
(Quantification of cellular ATP)
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Figure 5 Dose–response of the induction of cytotoxicity, measured as a decrease in cel-
lular ATP, in human hepatocytes. The known hepatotoxic drugs tamoxifen, ethinyl estra-
diol, and clozapine were found to be have high degrees of cytotoxicity. Cadmium chloride,
amiodarone, precocene II, and diclofenac showed cytotoxicity at relatively higher levels.
Estradiol had very low, if any, cytotoxicity. The results demonstrate that this assay can be
used to routinely screen compounds for potential hepatotoxicity in humans.

ketoconazole. The result is the elevation of plasma terfenadine to a cardiotoxic
level. Another example is the decrease in effectiveness of oral contraceptives in
women who were also administered rifampin. Rifampin is now known to enhance
the metabolism of EE2, the active ingredient of oral contraceptives, thereby low-
ering the plasma level of EE2 to nontherapeutic levels. Drug–drug interactions
therefore can have both toxicological and pharmacological consequences. An
optimized drug should have minimum drug–drug interaction potential.

Drug–drug interactions in the past were discovered after the drugs involved
were already in the marketplace. This is highly undesirable ethically as well as
financially for the pharmaceutical companies involved. Based on the thorough
understanding of the mechanisms involved in pharmacokinetic drug–drug inter-
actions, it is now scientifically acceptable to screen for drug–drug interaction
potential using in vitro systems. The in vitro assays are developed based on the
two major mechanisms of pharmacokinetic drug–drug interactions: inhibition and
induction of drug-metabolizing enzymes (Lin and Lu, 1998; Strolin Benedetti and

Concentration (µM)

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



ADME-Tox Screening in Drug Discovery 305

Bani, 1998; Schmider et al., 1999; Li and Jurima-Romet, 1997a, b; Li and Ked-
deris, 1997; Li, 1997; Fischer et al., 1997; Ito et al., 1998)

A. Screening for Enzyme Inhibition

CYP isoforms CYP1A2, CYP2A6, CYP2C9, CYP2C19, CYP2D6, CYP2E1, and
CYP3A4 are the most important drug-metabolizing enzymes. It is therefore desir-
able to screen for the ability of a new drug candidate to inhibit these isoforms.
Screening can be performed using liver microsomes (e.g., Ito et al., 1998), hepa-
tocytes (Li and Jurima-Romet, 1997; Li et al., 1999a), or cDNA-expressed micro-
somes (Crespi and Penman, 1997).

Human hepatocytes, human liver microsomes, or cDNA-expressed micro-
somes are incubated with the drug candidate followed by the addition of CYP sub-
strates. Inhibition is indicated by the decrease in activity compared with that of the
solvent control. For liver microsomes and hepatocytes, as all the liver CYP iso-
forms are present, the substrates used need to be specific to the individual isoforms
for one to elucidate the inhibitory potential of each test article toward the specific
isoform. The isoform-specific substrates include the following: phenacetin for
CYP1A2, coumarin for CYP2A6, tolbutamide for CYP2C9, S-mephenytoin for
CYP2C19, dextromethorphan for CYP2D6, chlorzoxazone for CYP2E1, and
testosterone for CYP3A4. Examples of screening assays with microsomes or
hepatocytes are shown in Table 5.

A high-throughput screening assay for CYP inhibition has been developed
with microsomes genetically engineered to express only one specific CYP isoform
(Crespi et al., 1997). As only one isoform is present, relatively nonspecific sub-
strates can be used, therefore allowing the use of fluorometric substrates. Measur-
ing activity using fluorometry is extremely high throughput in comparison with
the isoform-specific substrates required with HPLC and LC/MS. The fluorometric
substrates include the following: 3-cyano-7-ethoxycoumarin (CEC) for CYP1A2,
CYP2C9, CYP2C19, CYP2D6 and 4-trifluoromethylcoumarin for CYP3A4
(Table 6).

The choice of system—hepatocytes, liver microsomes, cDNA-expressed
microsomes—for CYP inhibition evaluation is contingent on the purpose of the
screening. Hepatocytes represent the most ideal system as they can allow one to
predict inhibitory effects based on plasma concentration (extracellular concentra-
tion). Results with liver microsomes and cDNA-expressed microsomes reflect the
effects of the chemicals at the concentrations at the enzyme level, whereas results
with hepatocytes reflect the effects outside the cells, therefore equivalent to
plasma level. Because of active transport, bioaccumulation, or active excretion,
intracellular concentration may not be the same as the extracellular concentration.
As in most cases, one would not have information on intracellular drug concen-
trations in the liver; it is necessary to predict inhibitory effects based on plasma
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Table 5 Screening of the Inhibitory Potential on CYP 1A2, 2A6, 2C9, 2C19, 2D6,
2E1, and 3A4 in Human Liver Microsomes or Human Hepatocytes

Experimental model: Human liver microsomes or cryopreserved human hepatocytes.
Incubation conditions:
Microsomes: Microsomes are preincubated with test article at 10 µM for 15 min. CYP

isoform-specific substrate are added, and the incubation is continued for an additional
15 min.

Hepatocytes: Hepatocytes are added to uncoated 24-well tissue culture plates (0.5 × 106

cells in 0.5-ml culture media per well). Test article (10 µM) and CYP isoform-specific
substrate is added, and the incubation is continued for 1 hr.

Test article concentrations: 10 µM
Replicates: N = 2
CYP isoform substrates: Phenacetin (1A2); coumarin (2A6); tolbutamide (2C9); S-

mephenytoin (2C19); dextromethorphan (2D6); chlorzoxazone (2E1); testosterone
(3A4).

CYP isoform inhibitors (positive controls): Furafylline (1A2); tranylcypromine (2A6,
microsomes); diethyldithiocarbamate (2A6, hepatocytes); sulfaphenazole (2C9);
omeprazole (2C19); quinidine (2D6); 4-methylpyrazole (2E1); ketoconazole (3A4).

Controls: Negative control (microsomes or hepatocytes incubated with substrate only, no
test article); positive control (microsomes or hepatocytes incubated with substrate and
chemical inhibitor of each isoform-specific substrate); chromatographic interference
control for each substrate (microsomes or hepatocytes incubated with the test article in
the absence of inhibitors or substrates).

Analyses: HPLC analysis of metabolite formation from each substrate.

Table 6 Screening for CYP Isoform Inhibitory Potential Using Expressed
Recombinant Human Enzymes CYP 1A2, 2A6, 2C9, 2C19, 2D6, 2E1, and 3A4

Experimental model: Expressed recombinant human P450 isoforms 1A2, 2A6, 2C9,
2C19, 2D6, and 3A4.

Incubation conditions: Expressed isoforms will be incubated with test articles and
NADPH-regenerating system (NRS) for 60 min (37°C water bath).

Test article concentrations: 10 µM
Replicates: N = 3 for all experimental and control groups
Controls: Negative control (no test article) and positive controls (known inhibitors for

each CYP isoform).
Substrates: 3-Cyano-7-ethoxycoumarin for CYP 1A2, 2C9, 2C19, 2D6, and 4-trifluo-

romethylcoumarin for CYP3A4.
Analysis: Flourometric measurements.
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Figure 6 Effects of known P450 inhibitors furafylline (FF), ketoconazole (KT), and
quinidine (QD) on the activities of isoform-specific substrate metabolism in human hepa-
tocytes. FF, KT, and QD were found to inhibit CYP isoforms 1A2, 3A4, and 2D6, respec-
tively. The results are consistent with the known inhibitory effects of these model P450
inhibitors. The human hepatocytes used were previously cryopreserved cells, pooled from
10 individual donors. The results demonstrate that cryopreserved human hepatocytes can
be used routinely to screen for P450 inhibitory potential.

drug concentration. Recently, it was shown that microsomal incubation with drugs
would lead to ubiquitous binding of the drugs to the microsomal membrane at
nonenzymatic sites, an artifact of this in vitro system that may explain the under-
prediction of in vivo inhibitory effects in microsomal assays (Obach, 1997, 1999;
Obach et al., 1997; McLure et al., 2000). Results with intact hepatocytes therefore
may be the most physiologically relevant. The specificity of various CYP isoform
inhibitors in human hepatocytes is shown in Figure 6 (Li et al., 1999a). We have
previously shown that ketoconazole is a more potent inhibitor of terfenadine
metabolism in intact human hepatocytes than liver microsomes (Li and Jurima-
Romet, 1997). Another example of differences between intact hepatocytes and
liver microsomes is the inhibitory effects of α-naphthoflavone, a CYP1A inhibitor.
The inhibitory effects of α-naphthoflavone is significantly higher in intact human
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Figure 7 Effects of 25 µM α-naphthoflavone, a known CYP1A inhibitor, on CYP1A
activity measured as phenacetin O-deethylation, in liver microsomes (two experiments:
Mic 1 and Mic 2), and in human hepatocytes (three experiments: Hep 1, Hep 2, Hep 3). The
results show that hepatocytes are more sensitive to the inhibitory effects of α-naph-
thoflavone than liver microsomes. The mechanism for the difference could be bioaccumu-
lation of the inhibitor into hepatocytes so that the intracellular concentration is higher than
the nominal extracellular concentration. Ubiquitous binding of the inhibitor to liver micro-
somes can also play a role in this difference. The inhibitor may bind to nonenzymatic
regions of the microsomal membrane, thereby leading to a lower effective concentration for
interaction with CYP1A.

hepatocytes than in liver microsomes (Fig. 7). Another advantage of the use of
human hepatocytes is that one can evaluate inhibitory effects on phase II conjuga-
tion, as illustrated by the inhibitory effect of salicylamide on sulfation and glu-
curonidation of 7-OH-coumarin (Fig. 8).

Because of the above-mentioned multiple factors which may affect the final
outcome in hepatocytes, liver microsomes, where the enzymes are exposed to the
inhibitors directly, are more appropriate for the elucidation of the mechanism of
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Figure 8 Screening for inhibition of phase II conjugating enzymes in human hepato-
cytes. The effects of salicylamide on 7-hydroxycoumarin (umbelliferone) conjugation were
evaluated, showing almost total elimination of sulfation and approximately 50% inhibition
of glucuronidation.

inhibition, especially when enzyme kinetic approaches are used. Of course, the
recent findings on binding of drugs to microsomes demonstrate the complexity of
modeling enzyme inhibition even using this relatively simple experimental system
(Obach, 1997, 1999; Obach et al., 1997; McLure et al., 2000).

One drawback to the use of microsomes and hepatocytes is that results on
P450 isoform activities are quantified using HPLC, which is not yet high through-
put. Expressed P450 systems have only one isoform and therefore can use sub-
strates that are not isoform-selective but the metabolism of which can be measured
based on fluorescence. One drawback of the expressed P450 systems is that con-
tribution of other isoforms (which may metabolize the test chemical to metabolites
with higher or lower inhibitory potential) is not accounted for; another drawback
is the previously mentioned complication of differential intracellular and extra-
cellular concentrations.

As a summary, for the evaluation of P450 inhibition, screening for inhibitory
effects on selected P450 isoforms is usually performed in a high-throughput man-
ner using expressed P450. For selected compounds, the results may be confirmed
with liver microsomes or hepatocytes. Liver microsomes can be used to further
evaluate the Ki and mechanism of inhibition. Hepatocytes are used to generate data
to aid the prediction of in vivo effects at plasma drug concentrations.
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B. Screening for Enzyme Induction

Human hepatocytes are routinely used as an experimental system for the evalua-
tion of CYP induction potential (Merrill et al., 1995; Li et al., 1995, 1997a, b; Li,
1997; Li and Kedderis, 1997; Silva et al., 1998; Ramachandran et al., 1999; Sahi
et al., 2000; Xu et al., 2000). All the known CYP inducers for humans in vivo, such
as rifampin, phenobarbital, omeprazole, phenytoin, and troglitazone, are also
inducers in cultured human hepatocytes (Li et al., 1997a; Sahi et al., 2000;
Ramachandran et al., 1999). To screen for human CYP induction potential, freshly
isolated human hepatocytes are routinely used. The cells are cultured for 2–3 days
after isolation followed by a 2- to 3-day treatment period. After treatment, iso-
form-specific substrates are added onto the cells to evaluate the rate of metabolism.
Induction is indicated by an increase in activity above that of the solvent control.

To increase the throughput, this assay can be performed in 24-well plates.
Because of the need to use freshly isolated human hepatocytes and the required 4-
to 5-day experimental period, the assay therefore is not yet considered to be high
throughput. We and others have shown that cryopreserved hepatocytes remain
responsive to CYP inducers and therefore may be appropriate for use in this assay
(Ruegg et al., 1997; Silva et al., 1999; Hengstler et al., 2000). It is possible that in
the near future cryopreserved hepatocytes will be found appropriate for the eval-
uation of CYP induction.

The CYP induction assay with human hepatocytes has been extensively
reviewed (Li, 1997; Li et al., 1997a) and has been applied in our laboratory toward
the evaluation of structure–induction potential relationships of rifamycin B
antimicrobials—rifampin, rifapentine, and rifabutin (Li et al., 1997b)—and
toward various proton pump inhibitors—omeprazole, lanzoprazole, and pantopra-
zole (Masubuchi et al., 1998). Typical results on the evaluation of enzyme induc-
tion potential of a drug candidate are shown in Figure 9. Compound X was found
to be a potent inducer of CYP1A2, a weak inducer of CYP3A4, and a noninducer
of all other isoforms evaluated. We have also begun studying the induction of
phase II conjugation. We recently showed that rifampin induced EE2 sulfation (Li
et al., 1999b), therefore providing evidence for a new, and apparently more appro-
priate, mechanism for rifampin–oral contraceptive interactions. Examples of an
induction screening assay is shown in Table 7.

The evaluation of enzyme induction potential is definitely not high through-
put. Although cryopreserved human hepatocytes can be used for enzyme induc-
tion studies (Ruegg et al., 1997), in general, freshly isolated hepatocytes are the
cells of choice. The use of mRNA measurement for induction (Mattes and Li,
1997) may allow higher throughput, taking advantage of the latest advances of
rapid gene expression screening. Recently, via the elucidation of the mechanism
of CYP3A4 induction, cell lines have been engineered containing the responsive
element (PXR) linked to a reporter gene (e.g., luciferase), thereby allowing high-
throughput screening of CYP3A inducers. Again, due to the lack of other drug-

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



ADME-Tox Screening in Drug Discovery 311

Figure 9 Screening for induction of P450 isoforms. Human hepatocytes from a single
donor were cultured for 2 days followed by treatment with omeprazole (OMP, 50 µM),
rifampin (RFM, 25 µM), compound X (50 µM) and solvent only [vehicle control, VC
(0.1% DMSO)]. The activities relative to that of VC (VC = 100%) are shown. The results
show that the experiment was acceptable, as the known inducers OMP and RFM yielded
induction of CYP1A2 and CYP3A4, respectively. Compound X was found to be a potent
inducer of CYP1A2 and also an inducer of CYP3A4. The results presented here were part
of a larger study in which multiple concentrations of compound X were evaluated, and the
observation was reproduced in experiments with hepatocytes from three donors.

metabolizing enzyme pathways in these engineered cells, results need to be con-
firmed with intact human hepatocytes before definitive conclusions can be made
on induction potential.

V. FUTURE APPROACHES

To effectively apply ADME-tox screening in drug discovery and development, one
must increase the efficiency of the process as well as improve the quality of the
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Table 7 Screening of Induction Potential for CYP 1A2, 2A6, 2C9, 2C19, 2D6, 2E1,
and 3A4 in Human Hepatocytes

Purpose: To investigate the potential of test articles to induce CYP 1A2, 2A6, 2C9,
2C19, 2D6, 2E1, and 3A4 activity in human hepatocytes.

Experimental model: Hepatocytes isolated from a freshly procured human liver.
Incubation conditions: Hepatocytes are plated in collagen-coated 24-well tissue culture

plates (3.5 × 105 cells in 0.5-ml culture media per well). The cells are then incubated
for 48 hr to establish the cultures, followed by dosing with test articles at each of 3
concentrations or with known inducer, for a total treatment duration of 48 hr.

Test article concentrations: 1, 10, 100 µM.
Replicates: N = 3 for all experimental groups and N = 6 for all control groups.
Controls:
• Positive controls: rifampin for CYP3A; omeprazole for 1A; phenobarbital for 2B and

3A
• Vehicle control (hepatocytes incubated without test article but with vehicle).
CYP450 isoform substrates: Ethoxyresorufin (1A2); coumarin (2A6); tolbutamide

(2C9); S-mephenytoin (2C19); dextromethorphan (2D6); chlorzoxazone (2E1); testos-
terone (3A4).

Analyses: HPLC analysis is used to quantify metabolite production.

screen. Approaches below are directions which are being developed by practition-
ers in high-throughput screening and should improve efforts in this important dis-
cipline of drug discovery and development.

1. Miniaturization: Almost all the assays described here involve the use of
96-well plate format. The use of the next higher density plates, espe-
cially 384-well plates, is definitely technically feasible for the cytotox-
icity assay and the CYP inhibition assay with cDNA-expressed micro-
somes.

2. Automation: Automation of the procedures described in this chapter is
an approach that is already adopted by several industrial laboratories to
enhance throughput and accuracy. In the near future,ADME-tox screen-
ing can be foreseen to be fully automated both in the performance of the
experimental procedures and in data reporting and analysis.

3. Genomics/proteomics: Categorization of drug properties, especially
toxicological properties based on the spectra of gene expression or pro-
tein synthesis, is one of the most active areas of research. Gene chips are
available commercially for the evaluation of gene expression of a large
number of human or laboratory animal genes. Two-dimensional gels
coupled with LC/MS or nuclear magnetic resonance allows better defi-
nition of protein spectrum. Informatics software is also available for
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data analysis. The key is to develop a reproducible experimental system
and the use of an appropriate battery of drugs with known properties to
validate the approach. This is an exciting area that may allow us to define
drug properties accurately in the future. The areas in which we desper-
ately need help include idiosyncratic drug toxicity and carcinogenicity.

4. Analytical chemistry: It is well recognized that the major bottleneck in
ADME-tox screening is analytical chemistry. Low-throughput analyti-
cal procedures, such as HPLC and LC/MS, are necessary in the evalu-
ation of intestinal absorption, metabolic stability, and drug–drug inter-
action potential. Improvements in this area can be made via automation,
pooling of multiple samples, elimination of solid-phase extractions, and
use of surrogate end points that would replace the standard analytical
end points. This is an extremely important area, but unfortunately, it is
also the most technical challenging in throughput enhancement. Recent
developments to enhance throughput include the development of auto-
mated systems for LC/MS analysis (Korfmacher et al., 1999; Linget
and du Vignaud, 1999).

5. Virtual screening: The highest throughput approach is to perform
screening without actual experimentation. Drugs can now be designed
to interact with specific molecular targets (e.g., HIV protease
inhibitors). Data are accumulating for the correlation of chemical struc-
ture to ADME-tox properties, with the hope that in the future one will
be able to predict human drug properties. Several models for toxicity
prediction are now available, but in general they are not yet considered
predictive. The ability to design drugs to have the “perfect” combina-
tion of pharmacological activities and ADME-tox properties is a worth-
while but extremely challenging goal.

VI. CONCLUSIONS

The major advantage of in vitro human-based experimental systems is that they
can be used to study human-specific drug properties, which may not be possible
with laboratory animals. The lack of in vivo factors for in vitro systems, however,
cannot be ignored. Experimentation with laboratory animals is still extremely
important for the evaluation of in vivo factors that cannot be modeled successfully
in vitro. These in vivo factors include multiple organ effects, extrahepatic metab-
olism including intestinal flora metabolism, drug distribution, secondary effects,
and long-term exposure effects. Our use of the term “screening” does not imply
that data interpretation is unnecessary and that sound scientific principles need not
be applied. The most productive approach to the use of in vitro systems is to study
drug properties using assays performed under physiologically relevant experi-
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mental conditions with mechanistically relevant end points. It is important to
know the limitations of each assay so that sound data interpretation can be per-
formed. Where the current assays are limited, one should strive to develop
approaches to overcome the limitations. Research should continue to understand
the mechanism of drug effects to aid the development of appropriate screening
assays. Areas that are important but lacking appropriate testing systems include
idiosyncratic drug toxicity, blood–brain barrier models, and models for drug trans-
porters. Using data obtained with a comprehensive battery of well-validated in
vitro systems will no doubt enhance one’s ability to select drug candidates with
the best probability of success in the clinic for drug development.
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I. INTRODUCTION

The new face of drug discovery is focused on the living cell with its myriad ionic,
metabolic, macromolecular, and organellar networks as the ultimate target of drug
activity. E. B. Wilson essentially set the stage for a cell-centric approach to drug
discovery in his introduction to a textbook that was one of the earliest attempts to
combine cytology, physiology, embryology, genetics, biochemistry, and bio-
physics into the newly coined discipline of cellular biology [1]. Among other
insights, he stressed the importance of measurements made on living cells in the
presence of “changed conditions in the physical or chemical environment.” Since
then, there have been countless reports on the characterization of isolated compo-
nents of living cells. There have also been reports where components from single
cells have been characterized. One early approach to single-cell biochemistry,
which appeared around the same time that Watson and Crick described the struc-
ture of cellular DNA, involved the extraction of nucleic acids from single neurons,
their hydrolysis, electrophoresis on copper fibers, and analysis with ultraviolet
light [2]. Although knowledge of the components of the chemistry of life has
soared during the latter part of the 20th century, resulting in the modern disciplines

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



320 Giuliano et al.

of genomics and proteomics, there remains the great challenge of discovering the
functional integration and regulation of these living components in time and space
within the cell. We envision that the integration of genomics and proteomics with
a new knowledge base built from temporal and spatial data on the chemical and
molecular interrelationships of cellular components will provide an extremely rich
platform for drug discovery.

II. GENOMICS AND PROTEOMICS AS THE FOUNDATION
FOR CELL-BASED KNOWLEDGE

Whereas other chapters in this book specifically expand on the role of genomics
and proteomics in modern drug discovery, we view the genome and proteome as
important building blocks for the construction of new cell-based knowledge. The
genomics era, begun more than a decade ago, has realized a one-dimensional
description of human and other organismal genes, each a potential new drug tar-
get. Even those genes coding for molecules other than functional proteins are the-
oretically new drug targets.

The level of DNA organization in the genome is surprisingly simple. There
are an estimated 100,000 genes in the human genome and they are encoded within
about 3 billion base pairs of nucleotides. The precise sequence of genes within the
context of these billions of units, which are themselves organized into larger struc-
tures such as chromosomes, has been the primary goal of the human genome proj-
ect. The enormous impact of genomics on drug discovery can be attributed first to
advances in automated sequencing instrumentation and reagents. A successive and
arguably more important phase of genomics is the association of gene expression
to normal and disease physiology. This phase has been empowered by technolo-
gies and platforms to measure message level changes in response to drug treat-
ment and new informatics strategies to organize DNA sequence information into
logical, searchable, and meaningful databases. Proteomic analysis has become the
logical extension of genomics and its associated databases. The daunting task of
defining the protein complement expressed by a genome within cells, tissues, and
organisms can be rationalized with several arguments [3]. These include the much
less than perfect correlation between mRNA and protein expression levels; post-
translational modifications of proteins that affect intracellular localization, activ-
ity, or both; and proteome dynamics that reflect the physiological state of the cell,
tissue, or organism. Nevertheless, the proteome of a single native organism has yet
to be completely described let alone a mapping of drug activity overlaid onto one.
Although proteomic databases are continually growing, both the methodology to
measure proteomic changes and the approaches to extract, analyze, and charac-
terize proteomic data have yet to be attacked as systematically as the genomic plat-
form development has been. It remains unclear if current sample preparation
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methods and two-dimensional protein electrophoresis, the highest resolution
approach available for proteome mapping, will be perfected to the point where an
entire proteome can be mapped [4], especially as sample sizes diminish toward the
single-cell level. Several factors make proteome analysis inherently more compli-
cated than genomic analysis. For example, many genes in the human genome code
for multiple proteins depending on mRNA processing; proteins can be posttrans-
lationally modified; and proteins may have several distinct functions. Overlaid on
the complexity of individual protein molecules are the temporal and spatial inter-
actions between proteins and other molecules. At any one time, there is on the
order of tens of thousands of different proteins arranged within a cell. Each pro-
tein may have up to hundreds of thousands of copies. Thus, out of the relative sim-
plicity of the genome comes an astronomical number of molecular and biochem-
ical reactions, nearly all of which are mediated by proteins, occurring in time and
space within a living cell. As we move into the postgenomic era, the complemen-
tarity between genomics and proteomics will become apparent and the connec-
tions between them will undoubtedly be exploited. However, neither genomics,
proteomics, nor their simple combination will provide the data necessary to inter-
connect molecular events in living cells in time and space, especially the network
of events that targeted drugs inevitably interrupt or modulate.

III. CREATION OF NEW BIOLOGICAL KNOWLEDGE

A new perspective on drug discovery is cell centric rather than focused on isolated
genes or proteins. Because the cell is the smallest unit of life that can live inde-
pendently, it must be highly organized to perform life functions. This organization
begins at the one-dimensional level encoded by its DNA. The intrinsic information
of cellular structure and function is encoded by the simple language of the genome.
The translation of genomic language into the proteins and other macromolecules
that participate in every chemical reaction occurring within a living cell represents
an even higher level of organization than the blueprint held within the DNA. How-
ever, cells are not composed of a random collection of these macromolecules,
which includes the entire proteome. Additional orchestration of the highly organ-
ized interactions of ions, metabolites, and organelles makes cells living entities.
The knowledge base of the living cell is built by connecting layers of these inter-
actions into the pathways and networks that govern all aspects of cellular life. We
have extended cell-based knowledge to include cellular responses to drugs, includ-
ing pharmacokinetic effects as well as pharmacodynamic effects on multiple cel-
lular targets, pathways, and networks under the heading of “PharmacoCel-
lomics™.” All deep biological information will be captured, defined, organized,
and searchable in the Cellomics Knowledgebase of cellular knowledge. Just as
automated genome analysis and bioinformatics tools are pushing the genomics era
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to a conclusion, automated cell analysis systems and cellular knowledge will be key
to the era of the cell. Coupling of cellular knowledge to the drug discovery process
will be essential for faster and more effective drug discovery. Such a process, com-
posed of automated whole-cell-based detection systems, fluorescent reagents, and
informatics and bioinformatics, is referred to as high-content screening (HCS).

IV. HCS OF TARGET ACTIVITY IN LIVING CELLS

The wealth of information obtainable from genomic and proteomic databases has
led to at least one bottleneck in the early drug discovery process, i.e., target vali-
dation. Here potential targets are evaluated for suitability within new or established
drug screens [5]. Once validated, targets are incorporated into primary drug
screens that are typically high capacity and high throughput. Large compound
libraries can be screened in a relatively short time, thus producing a plethora of
“hits,” i.e., combinations of compounds and target activity that meet certain mini-
mum, usually crude, criteria. Due to recent emergent technologies for primary
screening, increasingly larger numbers of hits have created another bottleneck at
candidate optimization, where hits are qualified to leads through structure–activ-
ity relationship investigations, cytotoxicity, and secondary screening assays [5].
Thus, both bottlenecks have arisen as a consequence of advances in technology,
especially miniaturization and automation, at their respective preceding steps in
the drug discovery process. To break these bottlenecks, we have developed HCS to
automate steps downstream of bottlenecks and to provide deeper biological infor-
mation from cells. Our goal is to reduce the high failure rate of lead compounds by
providing high biological content information at earlier stages in the drug discov-
ery process. Such HCS information elaborates both temporal and spatial measure-
ments of single or multiple target activities within cell populations at the level of
the single cells. Although the details about HCS reagents, automated imaging
analysis systems, and the bioinformatics support have been described elsewhere
[5], some of the advantages of HCS are listed here (Table 1). It is important to
stress that HCS is a platform for knowledge building; its advantages are derived
from the unique combination of its component technologies.

HCS starts with live cells. Following compound treatment of live cells, two
different HCS approaches can be taken. In one approach, cells are fixed and, in
many cases, fluorescently labeled, prior to imaging analysis. The advantages of
fixed-endpoint HCS include the flexibility to analyze samples without time con-
straints and the ability to optimize and augment analysis because fixed samples
can be repeatedly processed and reanalyzed. Several single and multiparameter
assays have been designed using fixed-endpoint assays. These assays, designed
and validated by us and several pharmaceutical companies, include transcription
factor activation and translocation [5,6], microtubule reorganization [7], G-pro-
tein-coupled receptor internalization [8], and apoptosis [5]. A second approach to
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Table 1 Advantages of HCS in the Early Drug Discovery Process

Cell-Centric Physiological Context
• Target activities are measured within multiple living cell types
• Entry of drugs into specific cellular compartments is measurable
• Screening can be accomplished within mixed cell types
• No need to isolate and purify targets
• Effects of compounds on cell structure, communication, and development can be

measured
• Cellular functions (e.g., division, endocytosis, motility) become quantifiable drug

targets
• Signal detection is done within volumes on the order of a picoliter
• The entire screening process can be miniaturized (e.g., CellChip platform)

Multiparametric Approach to Screening
• Drug specificity is assessed by simultaneously measuring competing targets in the same

cell
• Measures of toxicity are accompanied by target activity values
• Measurement of activities downstream of target activity is possible
• Unanticipated side effects of compounds can be measured

Automation of Complex Tasks
• Sample preparation uses optimized fluorescent reagent kits (e.g., HitKit existing

automation technology)
• Imaging algorithms extract target activity values concurrent with data collection
• Automated kinetic assays that include automated liquid handling are possible

Generation of New Biological Knowledge
• New data management technology transforms enormous amounts of raw data into

meaningful information
• Couple genomics, proteomics, and compound library databases with HCS data using

the linking tools provided by the Cellomics Knowledgebase
• Discover complex cellular pathway interrelationships and the effect lead compounds

have on them using the data-mining tools in the Cellomics Knowledgebase

HCS is the live cell kinetic assay. In this mode, temporal as well as high-content
spatial data on target activities are collected and analyzed simultaneously.

Designed specifically for HCS, the ArrayScan® II system detects multiple
fluorescence channels over the visible spectrum within living or fixed cells pre-
pared with corresponding fluorophore-labeled targets. Importantly, the ArrayScan
II system is distinguished from standard fluorescence microscopy systems by its
fully automated acquisition, processing, and analysis of cell images with the capa-
bility of arraying cells in stacks of high-density microplates. The ArrayScan II sys-
tem has a total magnification range from approximately 10× to 400×. This gives
optical resolution ranges from less than 1 µm for subcellular spatial measurements
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to hundreds or thousands of micrometers for field-based measurements. During
acquisition, fields of cells are automatically identified, focused upon, exposed, and
imaged using a cooled charge-coupled device (CCD) camera. A high-capacity
plate stacker enables “walk-away” operation of the system, and a live-cell envi-
ronmental chamber maintains optimal temperature and atmospheric conditions for
kinetic screening. Details of the unique multiparameter HCS capabilities of the
ArrayScan II system are presented elsewhere [5] and are available on-line at
http://www.cellomics.com.

The ArrayScan Kinetics HCS Workstation was designed to automate large-
scale HCS of live cells, specifically facilitating drug-induced kinetic studies, by
virtue of a 30-plate incubated plate stacker, on-board fluidics, and plate handling.
Additional distinguishing features include eight excitation and eight emission
channels, continuous focusing system, fluorescence polarization capability, and a
higher HCS throughput capacity. Currently, no alternative automated HCS plat-
form exists for live cells. The ArrayScan Kinetics HCS Workstation can be used as
a standalone screening workstation or as a module within an integrated drug dis-
covery platform comprising both high-throughput and high-content screening.
Both fixed-endpoint and live-cell kinetic HCS assays provide a cellular context that
in vitro assays of target activity do not match. The latest details on this inimitable
drug discovery system can be obtained on-line at http://www.cellomics.com.

V. HCS OF DRUG-INDUCED MICROTUBULE
CYTOSKELETON REORGANIZATION

As detailed above, HCS assays fall into two general classes: fixed endpoint and
kinetic. Here we demonstrate both assay types in the quantification of microtubule
targeted compounds. In the first assay, cells are treated with drugs, incubated for
various times, fixed, and labeled to visualize microtubules. The labeling procedure
involves immunofluorescence to visualize cytoplasmic microtubules. Figure 1
shows the results of an assay where mouse fibroblasts have been treated with sev-
eral known microtubule-disrupting drugs. The effects of these standard drugs are
being used in the development of imaging algorithms to automatically classify and
quantify the effects of potential lead compounds on the microtubule cytoskeleton.

Apart from immunofluorescence-based reagents, live-cell kinetic HCS
assays necessitate the use of molecular-based fluorophores, most notably among
them the green fluorescent protein (GFP) from jellyfish [7] and other sources [9].
Protein chimeras consisting of mutant GFP molecules and a protein that interacts
specifically with intracellular microtubules have been constructed and at least one
has been reported [7]. We present here a chimera that has been transfected into
cells and acts to provide live measurements of microtubule dynamics in living
cells. Figure 2 shows cells transfected with this fluorescent chimera, which con-
verts the cells into HCS reagents, and the effects of drugs on the microtubule
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Figure 1 A fixed-endpoint, high-content assay of microtubule disruption. Mouse fibro-
blasts were treated with drugs followed by the visualization of the microtubule cytoskele-
ton using immunofluorescence techniques. The cells were treated as follows: A, no treat-
ment; B, paclitaxel; C, curacin A; D, nocodazole; E, staurosporine; F, colchicine. Each drug
had a distinct effect on cell morphology and microtubule organization. Scale bar = 20 µm.
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Figure 2 A live cell reagent for kinetic high-content screening of microtubule disruption.
Porcine epithelial cells were transfected with a plasmid encoding a chimera composed of a
protein that readily incorporates into cellular microtubules and a mutant green fluorescent
protein. The cells in panel A show the distribution of microtubules in untreated cells with
the inset depicting a brightly labeled spindle in a mitotic cell. The other panels show the
effects of microtubule disrupting drugs that include B, vinblastine; C, curacin A; and D,
colchicine.

cytoskeleton in these engineered sensor cells. In these cells, with this reagent, the
microtubule-disrupting drugs had just as profound an effect on microtubules as
they did in the fixed-endpoint assay described above. Although not shown here, we
have measured the kinetics of microtubule disruption over periods ranging from
seconds to hours using these chimeric HCS reagents. Nevertheless, the data shown
here represent well the cytoskeletal reorganization and microtubule dissolution
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that these drugs induce in living cells. Imaging algorithms similar to those devel-
oped for the fixed-endpoint assay of microtubule reorganization are being devel-
oped for the live-cell assay, but they contain a kinetics component as an added
dimension. Therefore, the reagents described above for the fixed-endpoint and
kinetic assays can be used either alone or in conjunction with other reagents to
form the basis of multiparameter assays, a powerful application of HCS [5].

VI. SPECIALIZED FLUORESCENT REAGENTS THAT FIND
DUAL USE IN HCS AND HTS

In many cases, high-content screens involve intracellular spatial measurements
(e.g., translocation of molecules between cellular compartments), yet there is a
class of screens where the fluorescent reagents can be engineered to yield high-
content data from a high-throughput read-out. That is, using the example of intra-
cellular translocation as an illustration, a fluorescent reagent can be designed not
only to translocate between cellular compartments in response to some molecular
activity but to alter its fluorescence spectral properties upon translocation. Thus, a
measurement of the spectral change of the reagent rather than a high-resolution
measurement of spatial distribution is used as a reporter of an intracellular translo-
cation. Such dual-use reagents that report both their dynamic distribution and
activity within living cells are often designed from macromolecules and are
termed fluorescent protein biosensors [10,11]. Careful design of HCS reagents
therefore makes it possible to build powerful platforms where high-throughput
and high-content screens can be coupled.

An example of a relatively simple fluorescent reagent that finds dual use in
high-content as well as high-throughput assays is JC-1, a fluorescent dye that par-
titions preferentially into live mitochondria and acts as a reporter of membrane
potential within the organelle [12,13]. JC-1 monomers (green fluorescent) are
present in regions of mitochondria that exhibit relatively low membrane potential,
whereas JC-1 aggregates (orange fluorescent) partition preferentially into regions
of relatively high membrane potential. Figure 3 shows an orange fluorescent
image of JC-1 (Molecular Probes Inc., Eugene, OR) in porcine epithelial cells. At
the magnification shown, it was possible to resolve numerous mitochondria in a
population of living cells. Furthermore, a heterogeneous distribution of JC-1
aggregates was measured single mitochondria. Thus, a high-content measurement
of JC-1 monomers and aggregates in living cell mitochondria can be used not only
to assess the effects of lead compounds on mitochondrial physiology but also to
identify the mitochondrial compartment as a fiduciary marker for the colocaliza-
tion of other fluorescent reagents in the same cell.

JC-1 also finds use as a fluorescent reagent for high-throughput live-cell
screening. The fluorescence signals emanating from all cells a well can be mea-
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Figure 3 Porcine epithelial cells labeled with JC-1. LLCPK cells were labeled in culture
with JC-1 and this micrograph depicts the intracellular distribution of the fluorescent probe.
Once added to the extracellular medium, JC-1 rapidly crosses the plasma membrane and
partitions specifically into mitochondrial membranes where it reports the electrical poten-
tial.

sured simultaneously for both the monomeric and aggregated forms of JC-1 using,
for example, a fluorescence microplate reader. Unlike the ArrayScan II system, a
microplate reader provides no cellular spatial information but rapidly assesses
average cellular mitochondrial potential by measuring the ratio of green and
orange fluorescence from an entire monolayer of labeled cells. Figure 4 shows an
example of living cell mitochondrial potential measurements made with a fluores-
cence microplate reader. The kinetic data are presented as a fluorescence ratio (JC-
1 aggregate/JC-1 monomer) that is independent of dye concentration but propor-
tional to the mitochondrial potential averaged across an entire well. The kinetic
trace for untreated cells exhibits a small decrease over the first minutes, which is
likely due to the cooling of the cells within the microplate reader as well as the
change in cell medium pH that occurs with the transfer of the microplate from an
incubator (5% CO2) to atmospheric conditions. Nevertheless, a significant
decrease in mitochondrial potential was measured upon the addition of an
inhibitor of oxidative energy production, valinomycin, to the living cells. Thus, a
high-throughput assay of mitochondrial potential can be used to qualify promis-
ing lead compounds for more sophisticated high-content assays that may include
spatially resolved mitochondrial potential measurements as well as macromolec-
ular translocations [5,6] and organellar functional morphology changes within a
population of the same cells [8]. Dual-use fluorescent reagents therefore will find
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Figure 4 A prototype high-throughput assay for drugs that alter mitochondrial potential.
LLCPK cells, labeled with JC-1, were either left untreated ( filled circles) or treated with 10
nM valinomycin ( filled triangles) at time = 0. Kinetic measurement of the JC-1 fluores-
cence ratio is used to quantify the loss of mitochondrial membrane potential induced by the
ionophore valinomycin. A high-throughput assay using this approach would simultane-
ously measure mitochondrial potential changes in multiple wells of a microplate.

utility in many distinct aspects of the drug discovery process and become reagents
that are even more powerful when used to couple high-throughput and high-con-
tent assays on the same drug discovery platform.

VII. COUPLING HIGH-THROUGHPUT AND HIGH-CONTENT
SCREENING WITH MICROARRAYS OF LIVING CELLS:
THE CELLCHIP™ SYSTEM

Miniaturization of assays is one of the major forces driving improved productiv-
ity in early drug discovery [14,15]. New drug development technologies and the
explosion in genetic data as a result of the Human Genome Project have driven the
development of miniaturized test beds or “biochips” for genetic analysis based on
microarrays of nucleic acid sequences. These biochips encompass a very diverse
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Figure 5 Colonies of cells microarrayed on polymer and glass solid-phase supports.
Each domain is fluidically and optically isolated. This enables massive parallelization of
assays on a single chip. Production of a library of chips, where the library encompasses
multiple cell types and multiple biochemical pathways, enables high sample throughput
coupled with high information output of the pharmacological profile of compound libraries.

array of technologies and applications. Imprinted with several hundred different
nucleic acid sequences, biochips use electro-optical means of addressing applica-
tions ranging from expression analysis to genotyping and mutation screening
[16,17]. Biochips integrated into sample processing, metering, measuring, mix-
ing, and sorting systems have laid the foundation for miniaturized “sample to
answer” systems. The first generation of biochips is focused on surface anchored
oligonucleotides and oligopeptides whose information content is dictated by the
four-character nucleotide language of the DNA or the 20-character language of
amino acids. Furthermore, the single-stranded DNA oligonucleotides are limited
in their information content and applications, as they do not provide information
on DNA–protein and other interactions [18].

We believe that miniaturized cell arrays constitute the next logical frontier
in early drug discovery. The multidimensional language of cellular physiology is
only partly described by the combinatorial integration of nucleotide and amino
acid languages. When high-content screens of living cells arrayed on miniaturized
solid supports are used to dissect this complex language, they provide deep bio-
logical information on target distribution and activity in space and time. The
CellChip system is a combinatorial of surface chemistries, cell and tissue types,
and HCS fluorescent reagents. On the chip, single or multiple engineered cell
types are microarrayed in predetermined spatial addresses (Fig. 5) on an optically
clear polymer or glass solid phase support substrate [14]. The “footprint” of each
cellular domain can be adjusted to accommodate either a single cell or a colony of
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cells. The cell adhesive domains can be populated either with a single cell type or
with multiple cell types by adhesive cell sorting from a mixed-cell population,
according to selective adhesive interactions with particular cell-specific ligands
coupled to the individual domains [5].

HCS assays designed for microplates have been successfully transferred to
the CellChip system. One of these assays—the cytoplasm-to-nucleus transloca-
tion of intracellular molecules—is a class of cell-based screens that tests the abil-
ity of candidate drug compounds to induce or inhibit transport of transcription fac-
tors from the cytoplasm the nucleus. Sensor cells arrayed on CellChips are treated
with a combination of chemical entities. The assays can be run as fixed-endpoint
or live-cell kinetic assays. For example, in a fixed-endpoint assay, an array of sen-
sor cells is treated with a chemical fixative and labeled with a fluorescent nucleic
acid probe and an antibody against the transcription factor or stress-associated
protein labeled with another fluorescent conjugate. The test consists of measuring
the fluorescence from the antibody in the nucleus (the nucleus being defined by
the nucleic acid probe), versus the cytoplasm defined by the cell domain outside
of the nucleus. Proprietary algorithms facilitate quantitation of the kinetics and
amount of transcription factor or stress protein translocation into the nucleus over
time [6]. Using a polymer-based CellChip system, we have quantified the activa-
tion-induced translocation of NF-κB, a transcription factor involved in cell stress
molecular pathways, in response to tumor necrosis factor-α (TNF-α). Appropriate
cellular domains on the CellChip platform were dosed with TNF-α; the cells were
fixed, permeabilized, and labeled for the NF-κB p65 and nuclear domains (NF-κB
Activation HitKit™; Cellomics, Inc.). As seen in Figure 6, there was a redistribu-
tion of the transcription factor to the nucleus because of stimulation. There was up
to a fourfold increase in both the normalized nuclear intensity and the normalized
ratio between nuclear and cytoplasmic intensities post translocation. This increase
is equivalent to the results obtained in the microplate platform [6].

The advantages offered by miniaturization of a drug discovery platform
include (1) a combined HTS and HCS platform with a single-pass read of the HTS
data from all “wells” prior to HCS “drill-down”; (2) higher throughput; (3)
reduced processing time; (4) increased number of tests run in a massively parallel
format on one substrate; (5) smaller reagent volumes; (6) conservation of new
chemical entities (NCEs); and (7) reduced waste. The integration of such advan-
tages translates into a dramatic reduction of cost and acceleration of productivity
in candidate compound testing. For example, migration of assays from 96-well
microplates to 1536-well microplates reduces the reagent cost by 100-fold. Migra-
tion from the 96-well microplate format to microarrayed cells on chips will fur-
ther drop the volume of reagents and the cost of plate handling. For example, a
chip with microarrayed cells in a density format of 100 wells per cm2 will reduce
the reagent cost by 500-fold from the 96-well format. Furthermore, developing
chips microarrayed with tissue-specific cells will have a tremendous impact in
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Figure 6 Mammalian cells contained within the CellChip system employed in a high-
content screen for transcription factor activation. As a result of stimulation with a proin-
flammatory factor such as TNF-α, there is a spatial redistribution of NF-κB. There is a four-
fold increase in normalized nuclear intensity post stimulation. (A) Unstimulated cells on
the polymer based CellChip platform. (B) TNF-α stimulated cells on the polymer-based
CellChip platform.

screening the potency, specificity, toxicity, and efficacy of test compounds against
a “tissue-like” ensemble leading to higher predictive relevance of the live-cell
data. Developing multiple cell-based test beds microarrayed in addressable
biochips will facilitate the use of these “microscale tissues” as powerful indicators
and predictors of the in vivo performance of the lead compound or toxin using
HCS.

The evolution of a miniaturized cell-based drug discovery and identification
platform, the CellChip system [5,14], a variant of the generic biochip, will march
in tandem with other miniaturization technologies aimed at shrinking benchtop
instruments into their hand-held miniaturized versions [19]. The integration of
HTS and HCS onto a single platform (Fig. 7) will meet the high-sample-through-
put and high-information-output needs of the pharmaceutical industry. This com-
bined platform reduces the data capture, processing, and analysis times and pro-
vides a complete cell-based screening platform. Developing technologies to
enable arrays of multiple cells on glass or plastic chips, with each cell carrying its
own reagents in the form of single- or multiple fluorescence reagents including
fluorescent protein biosensors [11], adds multidimensional power to a complete
drug screening platform. Furthermore, reagent and assay technology develop-
ments made on platforms based on the present HCS technology or standard
microplates will migrate directly to the CellChip system.

A B
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Figure 7 Combining high-throughput screening (HTS) and high-content screening
(HCS) on the same platform. The massive parallelization achievable with miniaturization
is shown in a simple simulation on this surface-modified plastic platform. The HTS is sim-
ulated here to detect “hits” on the miniaturized chip platform. Lack of fluorescence signals
in wells E3, F3, A3, and B4, for example, indicate “non-hits.” HCS measurements are then
made only on the ‘hit’ wells to gain more in-depth information to produce more “highly
qualified hits.” Further depth and breadth of information can be obtained by arraying mul-
tiple organ-specific cells on a single chip and fluidically addressing each domain with a
reagent of choice.

The future of biochips in early drug discovery is bright because enabling
HTS technologies, such as biochip platforms for screening, have captured the
attention of the biopharmaceutical market. The early biochips were designed for
applications driven by genomics. These “gene chips” are projected to penetrate
and capture a significant portion of a billion dollar HTS market over the next 2–4
years. Following close on the heels of the “gene chips” are “protein chips” that
exploit the proteome as a tool for drug discovery. The CellChip system will build
on present and future genomic and proteomic databases to provide multidimen-
sional measures of cellular physiology. Furthermore, the integration of high sam-
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ple throughput with high information output on the CellChip system will yield
faster and more efficient winnowing of “leads” from “hits,” thereby optimizing the
selection of the compounds early in the process of drug discovery.

VIII. CELLOMICS KNOWLEDGEBASE EMBODIES A NEW
PARADIGM FOR BIOINFORMATICS: CREATION OF
KNOWLEDGE FROM HCS

Genomics, proteomics, and the knowledge base built from cellular information are
critically important to the drug discovery process. The Cellomics Knowledgebase
is the logical extension of genomics and proteomics because it defines the orga-
nization and analysis of cellular information based on new knowledge. The Cel-
lomics Knowledgebase will contain all the knowledge related to cell structure and
function. Pharmaceutical researchers will interact with this Cellomics Knowl-
edgebase in a biologically intuitive way to explore cellular mechanisms to be able
to select optimal targets for drug discovery and to screen potential lead com-
pounds more effectively.

The Cellomics Knowledgebase captures the complex temporal and spatial
interplay of all the components that compose the living cell. For example, the
process of signal transduction relies on a highly coordinated network of intracel-
lular ions, metabolites, macromolecules, and organelles. Most signal transduction
processes are therefore a series of specific physical-chemical interactions. In this
aspect, the functioning of a cell is conceptually similar to that of a computer neu-
ronetwork. Computer neuronetworks are composed of simple subunits that per-
form rudimentary mathematical operations. However, there are many such units
and, most importantly, these units are highly connected, using the output from one
unit as the input to another. Cellular signal transduction offers a parallel strategy
to the neuronetwork approach; the basic units of signal transduction are proteins
and other cellular components. Each component can participate in one or more
cellular functions while involved in a complicated interaction with one or more
other cellular components in time and space. Therefore, the design of the Cel-
lomics Knowledgebase reflects the functional significance of the interactions
among the cellular constituents.

Figure 8 illustrates cellular interactions by showing a simplified fragment of
the model for the Cellomics Knowledgebase. This fragment captures the core
information of cellular pathways. This core is composed of a record of interactions
of cellular constituents and the logical connections among these interactions. The
cellular constituents are abstracted into the “functional unit” class in the model. A
functional unit can be either a “component” or an “assembly.” A component rep-
resents a single protein, metabolite, or other cellular constituent together with
external stimuli. An assembly is composed of functional units, meaning that it can

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Screening Lead Compounds in the Postgenomic Era 335

Figure 8 Fragment of the UML (unified modeling language) model for the Cellomics
Knowledgebase.

be made up of individual components or other assemblies. Functional units,
assemblies, and components record the interactions of cellular constituents. The
logical connections of these interactions are recorded in the “transformation”
class. A transformation can have many functional units acting as inputs, outputs,
and effectors. For example, in the simple transformation depicted in Figure 9, the
chemical conversion of a substrate into a product is catalyzed by an enzyme, a

Figure 9 A transformation.
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motif that is repeated for many of the hundreds of millions of chemical reactions
that are occurring simultaneously in a living cell. In this model, for the transfor-
mation from the substrate to the product, the substrate acts as the input and the out-
put is a chemically altered product. In this case, an enzyme acts as an effector. If
we drill down on any of the components shown in the scheme, we find that each
may be a complex assembly made up of more components that maintain their own
temporal, spatial, and chemical properties within the living cell. For example, if
the enzyme chosen in the model as an effector is pyruvate dehydrogenase, the
enzyme that couples two major oxidative metabolic pathways, we find that it is
itself a complex macromolecular assembly. The pyruvate dehydrogenase complex
comprises multiple copies of three distinct enzymes that require five coenzymes
for activity [20]. The pyruvate dehydrogenase complex is precisely assembled to
optimize the oxidation of pyruvate to acetyl Coenzyme A and CO2. In eukaryotes,
the enzyme complex is further localized into a higher order structure, the mito-
chondrion, which in turn exhibits a temporal and spatial distribution of activities
or transformations within the cell. Therefore, constituents of the transformation
class exist as collections of cellular components in time and space from the con-
tinuum of ions, metabolites, macromolecules, and organelles.

Having captured cellular interactions, the design of the Cellomics Knowl-
edgebase must also take into account the unique features of cell biological infor-
mation, such as:

1. The flow of information from genomics to proteomics to the living cell.
Any insight into the function of cell biology will require seamless inte-
gration of information across this continuum.

2. Cell biological information is often incomplete or in an unconfirmed
state. For example, we need to be able to record the fact that a protein
X interacts with an experimentally isolated assembly Y, although Y is
not characterized well and the components of Y may be unknown. The
database must be flexible enough to be rapidly and accurately updated
as unknown components become characterized entities.

How might cellular knowledge be best visualized and probed by the user?
One common way to represent cellular knowledge is through pathway diagrams.
There are many well-defined metabolic and signaling pathways, but, in isolation,
they have lost their physiological context. In reality, pathways often intersect with
other pathways to form networks of molecular interactions. Within the Cellomics
Knowledgebase, a pathway is a collection of transformations. This collection con-
tains the same functional units and transformations as defined in a well-known
pathway, and it can be generated de novo from a database query. Hence, we use
the term “molecular wiring diagrams” instead of “pathway diagrams.”

The Cellomics Knowledgebase will also provide a new generation of data
mining capabilities. For example, the Cellomics Knowledgebase will provide
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functions for the analysis of complex cellular response patterns to drug candidates.
Data mining tools will make possible automated comparison of these patterns with
the patterns of successful and unsuccessful leads to guide the user further down
the drug discovery process.

In summary, the Cellomics Knowledgebase is a knowledge management
tool for cell biology and cell-based drug discovery. In the drug discovery process,
knowledge is generated from “data” and “information.” Data are the measured val-
ues from cellular events that have been acquired, such as from HCS. Information
is the result of putting data into a relevant context. For example, an HCS value
becomes information when related to a particular assay with specific parameters
such as cell type, reagent or reagents used, and the structure and concentration of
the drug used in the assay. Knowledge therefore is the understanding of the bio-
logical meaning of information. With this understanding, the acquisition of data
can be modified and new information extracted to further improve the knowledge
base. Knowledge is synthesized by forming connections between disparate pieces
of information. Thus, the Cellomics Knowledgebase strives to provide tools for
the analysis and visualization of these connections, such as the connection
between screening results, compound structure, and biological context. This con-
nection, and the knowledge built from it, will enable researchers from diverse
backgrounds to interpret and utilize new and established information, thus unify-
ing multiple screening projects from multiple laboratories.

The construction of complete cellular knowledge will be achieved with
deliberate steps of discovery. Being able to incorporate these incremental discov-
eries into the context of the existing knowledge through the Cellomics Knowl-
edgebase will become critical to a systematic understanding of cell biological
functions. We believe that the pharmaceutical industry will be a primary benefici-
ary of this new level of understanding.

IX. PROSPECTUS

An epoch is rapidly approaching in which the sequence of many organismal
genomes, including that of humans, will be deciphered and in which a genomics
knowledge base will be built on the foundation of the voluminous data. Neverthe-
less, we envision this period in the near future as a prologue to the era of the cell
where life science discovery, especially in the pharmaceutical industry, will be cell
centric rather than focused on isolated genes and proteins. New thinking will be
required to interpret the exceedingly complex web of molecular processes that
compose life at the cellular level. How, then, will we begin to unravel the integra-
tion of living components in time and space within cells? We predict that an amal-
gamation of molecular biological, biochemical, and cell biological disciplines will
be tapped to supplant cells into being reporters of their own molecular activities.
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Furthermore, a novel approach to informatic and bioinformatic knowledge build-
ing integrated with a miniaturized platform for cellular data acquisition will
become a major force in defining and shaping the molecular circuitry of the cell.

Several issues will be resolved during the evolution of the integrated tech-
nologies that will be required to define and structure cellular knowledge. First,
new generations of luminescent reagents, including fluorescent protein biosen-
sors, will be necessary to simultaneously measure multiple molecular processes in
time and space within living cells. Innovative engineering of cells and the surfaces
with which they interact will ensure that a wide range of cell types (e.g., adherent
and nonadherent, mixtures of cell types, etc.) will be amenable to HCS. A fully
automated system for extracting cellular data from images will speed the analysis
of multiple cellular pathways and provide for computation concurrent with data
acquisition. Finally, a fresh approach to informatics and bioinformatics will com-
bine published data of cellular chemistry with HCS data into an unrivaled knowl-
edge base of the multidimensional processes involved in the molecular basis of
life. Therefore, the key to unlocking the door to this new era will be the intuitive
integration of technologies that will be required to decipher the language of the
cell.
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Miniaturization Technologies for
High-Throughput Biology

Walter D. Niles and Peter J. Coassin
Aurora Biosciences Corporation
San Diego, California

I. INTRODUCTION

A strategy is summarized for the integration of cellular biology with instrument
systems to miniaturize fluid delivery, assay containment, and detection for high-
throughput screening and biological research. Specific components of the process
include the handling of microliter scale volumes of liquids (microfluidics), fluo-
rescence detection, sample handling, and bioassay technology amenable to high-
density formats. The components enable ultrahigh-throughput (e.g., 100,000 sam-
ples per day) biological assays. These systems provide the increased productivity
required for determining gene functions in a whole-cell context. Miniaturization
of these technologies is essential to achieve the goal of 100,000 samples per day.

A. Key Integrated Miniaturization Technologies

NanoWell assay plates (Aurora Biosciences)
Sample handling and liquid dispensing

Piezo-based aspiration and dispensation
Solenoid valve–based aspiration and dispensation
Reagent dispensation—cells, dyes, media, etc.

Fluorescence Detection
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B. Why Is miniaturization Critical to Ultrahigh-Throughput
Screening Development?

Miniaturization of the assay reactions enables conservation of compounds,
reagents, and biologicals, and makes facile the scale-up for parallel (simultaneous)
screening of a large number of compounds. Ultimately, miniaturization of the
assay reaction is a critical and essential aspect of achieving high-throughput sam-
ple processing. Materials handling, robotic speed, material cost, and other logisti-
cal aspects would ultimately prevent optimal deployment of a high-throughput
(>100,000 samples per day) system without assay miniaturization and increased
reaction well density in the assay plate. Successful miniaturization requires opti-
mization of the assay, the cell density, the expression level of the active readout
protein, and the fluorigenic substrate concentration inside the cells to provide suf-
ficient signal intensity to facilitate rapid measurement of activity of the cellular
process under study. Typical assays are staged with positive and negative controls
run in separate assay wells such that end-point readings of fluorescence provide
meaningful data and determination of kinetics is unnecessary. Kinetic or rate
measurements are possible with the instrumentation but typically require addi-
tional time-based liquid additions or optical measurements in order to establish
analyte concentration.

II. THE SCREENING PROCESS

A. Assay Development

Aurora is developing assays for cellular physiological processes based on fluores-
cence resonance energy transfer (FRET). In FRET, excitation energy is transferred
from one fluorophore (the donor) to another fluorophore (the acceptor) when the
two molecules are in close proximity (<10 nm) and in the optimal relative orien-
tation, and the emission spectrum of the donor overlaps the absorption spectrum
of the acceptor. Aurora has developed a variety of energy transfer fluorophore
pairs that undergo efficient energy transfer when the donor is excited. Some of
these FRET pairs are covalently bonded together and this bond is broken to detect
molecular change. Other FRET pairs are spatially associated but not covalently
linked. The FRET rate constant is quantifiably diminished after the critical asso-
ciation between the donor and acceptor fluorophores is disrupted. FRET can also
be effected by the bringing together of a donor and an acceptor. Either method pro-
vides a clear readout of the molecular event. Aurora has commercially developed
three different types of FRET-based fluorophores: Green Fluorescent Protein and
its variants, a gene expression reporter that is intrinsically fluorescent; β-lacta-
mase, an enzyme-based reporter that cleaves a FRET-based substrate; and the volt-
age-potential dyes, which make possible the detection of voltage potential across
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a cell membrane. The gene expression reporters can be introduced into the cell by
transfection of the cell with a plasmid encoding its sequence. Regulatory elements
incorporated upstream from the enzyme-coding sequence can be specified to
enable linking expression of the reporter with cellular physiological processes and
signal transduction cascades. Some of the fluorophore pairs under development by
Aurora are as follows:

1. Pairs of mutated Green Fluorescent Proteins with overlapping fluores-
cence spectra. The proteins are covalently linked by an amino acid
sequence tailored to be the substrate for specific proteases, phos-
phatases, and associative binding mechanisms.

2. Coumarin and fluorescein dyes linked by a cephalosporin moiety that is
a substrate for bacterial β-lactamase. The combined dual-fluorophore
compound is synthesized in a cell membrane–permeant acetoxyester
form that can be passively loaded into cells and activated into fluores-
cent form by endogenous esterases. With this compound, cells are
transfected with an expression plasmid encoding β-lactamase under
control by transcription factor elements that are gene regulatory ele-
ments for the physiological signal transduction cascade that is of inter-
est to the investigator.

3. Coumarin dye linked to the headgroup of phosphatidylethanolamine and
bisoxonol cyanine dye is a lipophilic fluorophore pain that partitions to
lipid bilayer membranes of cells from the aqueous phase. Since the dis-
tribution of the charged oxonol is determined by the membrane poten-
tial of the cell, this probe pair is suited to assay membrane ion channels.

Assays are developed by transfection of cells with the desired expression
plasmid. Once a cell type is successfully transfected and the transfected cells are
selected and propagated as a clonal cell line, the miniaturized assay is ready for
staging. Assays are constructed by addition of the cells and the fluorigenic sub-
strates in combination with either activators or inhibitors of the physiological
process under study, together with the chemical compound under test in a reaction
well. Fluorescence intensities of the donor and acceptor are measured under donor
excitation. Aurora has constructed the Ultra-High-Throughput Screening System
(UHTSS) as an industrial platform that automates the performance of miniatur-
ized assays in a replicated format that can screen a large number of chemical com-
pounds in a single pass through the platform (Fig. 1). The UHTSS has been devel-
oped to enable reliable miniaturization of the construction and measurement of
FRET-based cellular assays.

B. Compound Distribution

Chemical compound libraries are screened, by introducing the compound in cellu-
lar physiological assays, to determine whether the compound exerts a pharmaco-
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Figure 1 The Aurora Ultra-High-Throughput Screening System (UHTSS). The com-
pounds are stored in industry-standard 96- and 384-well storage plates in the store. Com-
pounds are screened for effects on physiological processes (probed in the assay cell lines)
by automated selection from the store and conveyance of the compound plate to replication
stations, where compounds are prepared for assay. Assays are staged by combining the
compounds with assay reagents and cells in miniaturized reaction vessels at the microflu-
idic stations, incubating the reagents, and measuring fluorescence of donor and acceptor
fluorophores at the detector.

logical effect and is of physiological interest. Library screening demands consid-
erable precision of automation to handle the vast number of compounds in libraries
and accurate liquid handling to preserve a stock of potentially valuable material for
a large number of assays. A database is used to maintain the information regarding
each compound, such as its location in the storage facility, its well location in a bar-
coded storage microplate, its stock concentration, and assay information such as
the details of cellular assay experiments. Key automated steps are retrieval of stor-
age plates and redistribution into assay plates (Fig. 2). High-throughput compound
distribution is achieved with automated liquid handling to enable a large number
of parallel assays to be run on a large number of compounds at the same time. This
requires that liquids be distributed rationally by the automation system into arrays
of reaction wells that provide for a scientifically significant screen to ensure that
each chemical compound is tested in a physiological assay and to decrease the pos-
sibilities of false-positive or false-negative responses that necessitate retesting.
Miniaturization demands that the very small quantities of material be delivered
accurately and precisely to individual small reaction volumes.
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Figure 2 Automated chemical compound library. The compounds are stored individu-
ally in 96-well- or 384-well format bar-coded microplates. Compounds are tracked using a
database that coordinates the automated actions performed on the compounds stored in
each plate. The future portends further miniaturization of the compound storage to 1536-
well and 3456-well format microplates.

C. Loading the Assay

To facilitate construction of parallel assays for large numbers of test compounds
at a time, special high-density reaction well formats have been created that enable
scaling of biological assays to the reduced volume required. To construct assays
in small volumes requires confluence of accurate and precise fluid handling, auto-
mated positioning of fluid dispensers, and assay well design to avoid a series of
potential pitfalls inherent in miniaturization. Thus, assays are constructed by
bringing reaction wells that are formatted to evolving industry-standard designs
under arrays of multiplexed fluid dispensers from which are ejected the con-
stituents of the reaction. These include the engineered cells developed to serve as
chemical and physiological platforms for the reaction, the cell culture medium, the
buffers and any particular reagent requirements, the cell-permeant dual fluo-
rophore, the traditional agonist (or antagonist) used to stimulate the transduction
pathway, and the chemical compound under test. Each reaction requires a partic-
ular concentration of reagent or compound, and the delivery of each chemical may
be constrained by particular physical properties such as solubility. Thus, loading
an assay to a total final volume of 1–2 µl requires combining assay constituents
that are dispensed in volumes that may range from 0.1 to 1 µl (i.e., a range of
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10,000-fold). This range of volumetric liquid delivery requires dispenser modali-
ties that are adapted and suitable for specific ranges of volumes such as 0.1–10 µl
or 0.1–10 nl. Each range of dispensing is performed by a single modular platform
that can be replicated for the different reagents or to improve speed of delivery.
Typically at these volume ranges, noncontact dispensation methods have inherent
advantages over contact-based methodologies. Contact-based dispensation can be
particularly effective in a “touch-off ” mode with larger volumes or in dry plates
but becomes cumbersome in small volumes.

D. Incubation

With cellular physiological assays, biochemical action occurs predominantly
inside the cells, even with cascades that are triggered at the cell surface, such as
agonist binding to a receptor. Thus, once the assay is loaded into the reaction well,
the cells are incubated to enable.

1. The generation of a steady-state level of the expressed readout enzyme.
This is determined by the activation (or inhibition) of the signal trans-
duction cascade under study by the added agonist (antagonist) and the
concomitant effect of the test compound (if any) on the steady-state
level of activation of the pathway. The steady-state level of the readout
enzyme is a direct indicator of the level of pathway activation.

2. The membrane-permeable dual-fluorophore compound (chemical
name CCF2/CCF4) permeating the cells and becoming fluorescent by
the action of endogenous esterases on the acetoxy esters that facilitate
membrane permeation.

This requires that the cells be incubated to achieve physiological steady state after
assay loading. Assays are typically constructed in several steps:

1. The cells and medium or buffer are loaded and the cells are allowed to
attach to the reaction well bottom in one step;

2. The physiological activators and test compound are loaded in other
steps; and

3. The reagents necessary for the fluorescent readout are loaded.

Each step may be performed at a different temperature. The challenge for minia-
turization in large formats is that both the high-density format array of (miniatur-
ized) reaction wells and the incubator must be optimized for maintenance of phys-
iological conditions. This includes maintenance of the atmospheric conditions of
relative humidity and temperature, as well as buffer capacity (% CO2), at levels
propitious for cell survival and for avoidance of evaporation over the periods
needed (up to 24 h) to stage the assay. In addition, this places demands on the plate
material to be favorable for the growth of cells, i.e., no toxic constituents that inter-
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fere with cell survival, no materials that contribute to fluorescence background,
and high thermal conductivity to enable uniform warmth.

E. Detection

Miniaturized assays impose stringent requirements on the sensitivity and gain of
the detection system. All Aurora-based assays are FRET based, and so it is neces-
sary to measure both the donor and acceptor emission intensities in well-separated
wavebands with high sensitivity. With miniaturized, high-density format assays,
the detector measures the fluorescence of each color and in each reaction well of
the high-density format plate. Miniaturization forces the detector to provide the
capacity to accurately measure the fluorescence signals arising from small num-
bers of cells (1000–10,000) within each small well. Thus, each cell must contain
a sufficient number of fluorophores to contribute a detectable signal. Additional
demands on sensitivity arise from heterogeneous responses in the population of
cells within each well. Thus, the fluorescence detectors need to be relatively noise
free and stable in order to accurately measure the fluorescence using a smaller
number of spatial and temporal samples of each well. For high throughput, the
detectors need high sensitivity and fast response to enable accurate measurement
with a minimum of dwell or transit time over each well.

F. Results Database

To discover new therapeutic lead candidates in the compound library, the effect of
each test compound on the physiological processes under study in the cell-based
assays needs tabulation in the compound database. The initial step is rapid con-
version of the raw output of the detectors into a format suitable for storage in a
database and statistical analysis. Database records for each compound are linked
to other databases that include spectroscopy and other data to provide the com-
pendium of data for each compound. High-throughput, miniaturized, high-density
format screening generates potentially a large number of individual data records
that include (1) test compound concentration (2) physiological processes tested,
(3) agonist identity and concentration for each assay, (4) presence of modulators
in addition to the test compound, and (5) different physical and chemical condi-
tions that may be used during an assay. Furthermore, in addition to these sets of
data, the outcomes of various analytical procedures, such as EC50, IC50, inhibitor
concentrations, competitive and noncompetitive Km and Vmax, and other types of
analysis (Schild, Dixon, nonparametric indices of significance). The limitation
imposed by miniaturization is that an extremely large dataset is produced for each
compound. To fully understand the efficacy and potential effects of each com-
pound, and to rapidly identify leads, large data reduction and visualization tools
are used to enable the effect of a compound to be compared against other test com-
pounds and standard agonists or modulators and across physiological assays.
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Figure 3 The Aurora Biosciences NanoWell assay plate. The plate is constructed to have
the same total-size “footprint” as industry-standard microplates. The plate contains an array
of 3456 reaction wells, each with a maximum volume of 2.7 µl. The reaction well arrange-
ment comprised a 1.5-mm center-to-center distance and is scaled as a 6 × 6 well subdivi-
sion of the 9-mm center-to-center distance between the wells in the industry-standard 96-
well microplate. The plate thickness is 3 mm. The plate is mounted in a custom-designed
caddy. A close-fitting special lid covers the top of the plate and effectively seals each well
against evaporation.

III. PLATE DESIGN AND PERFORMANCE

Two criteria are important for the design of a miniaturized assay plate. The plate
must provide a high-density array of identical reaction vessels to which reagents
and cells can be readily added during assay construction. In addition, it must not
contribute distortion to the fluorescence intensity signals being read. The high-
density well array plate is constructed to be as nonreactive as possible and to pro-
vide an inert physical platform that physically stages the assay and the detection
of the assay readout. Aurora has designed and manufactured specialty NanoWell
assay plates that consist of a 48 × 72 well array that is scaled from the industry
standard 96-well (8 × 12) format. The plate has the same footprint as 96- and 384-
well plates, and is fitted with a custom-designed lid that prevents evaporation and
contamination. Each reaction well in the NanoWell plate is capable of holding 2.5
µl of liquid. The scaled format of wells makes possible automated positioning to
be effected by subdividing the ranges used in 96-well format motor placement
systems.

The bottom of the NanoWell plate (Fig. 3) consists of a single <0.2-mm thin
sheet of clear cyclo-olefin copolymer (COC) that provides both a chemically inert
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and an optically clear (n = 1.65) smooth surface. The plate can be brought down
very close to the focusing optics of the fluorescence detector, so that bottom read-
ing provides an unobstructed high numerical aperture sampling of the fluores-
cence emanating from each well. The circular well bottom is 0.95 mm in diame-
ter, the diameter of the well at the top is 1.3 mm, and the well depth is 3 mm. The
interstitial material between the wells consists of black dye mixed with COC poly-
mer. The opacity minimizes the contamination of fluorescence measurements of
each well by skew light originating from adjacent wells. The NanoWell plate bot-
tom is optically planar to within 0.25 mm across its length, so that sphericity and
astigmatism are reduced. Circular well, in contrast to square-shaped wells, pro-
vide for the uniform distribution of cells across the bottom of the wells.

Chemical inertness results in the surface at the bottom of each well being
difficult to derivatize with typical covalent reagents. This has both advantages and
drawbacks. The advantage is that the surface composition is always known. In
addition, the material is essentially nontoxic to cells introduced into the wells. The
drawback is that cells need to interact with the surface in some normal physiolog-
ical manner for survival (i.e., expression of metabolic phenotype, entrance into a
particular phase of the growth cycle). Chemical inertness thus requires some level
of derivatization to facilitate cell–substrate adhesion (Fig. 4). The well bottoms are
easily treated to create an artificial extracellular matrix (e.g., poly-L-lysine, colla-
gen, gelatin, fibro-/vitronectins, etc). Nonpolarity of the well material favors
adsorption of hydrophobic reagents, potentially reducing their bioavailability.
This reduction in bioavailability is mitigated by indusion of extracellular serum
factors that provide carrier capabilities. In general, bioavailability scales as the
ratio of hydrophobic surface area to aqueous volume, which is approximately 50-
fold greater for a well in the 96-well plate compared with a well in a NanoWell
plate.

Figure 4 Phase contrast micrograph of Chinese hamster ovary (CHO) cells grown in sin-
gle well of a NanoWell plate. The micrograph was obtained 6 h after seeding 2 µl of 106

cells/ml. The well bottom was coated with poly-L-lysine.
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The inert plastic material also provides a very high electrical resistance. This
effectively isolates each well from stray electrical currents created in ungrounded
robotic positioning platforms. This also makes the plate susceptible to accumula-
tion of static charge, which ultimately is not deleterious to the assay cells but may
affect liquid dispensing.

IV. MICROFLUIDIC TECHNOLOGY

A. Sample Distribution Robot System

1. Piezo-actuated Dispensers and the Piezo Sample
Distribution Robot

The Piezo Sample Distribution Robot (PSDR) is designed for delivery to assays of
liquid volumes in the subnanoliter range. The conceptual framework within which
the need for subnanoliter dispensing was developed is that the individual com-
pounds the chemical library were synthesized in limited quantity and that replica-
tion of the synthetic run would not be efficacious if no useful leads were generated
by the run. Hence, it is important to maximize the information derived from the lim-
ited quantity of each compound that is produced. The PSDR was designed to enable
miniaturization of assays to submicroliter volumes by enabling delivery of materi-
als present in only limited quantity, such as the constituents of chemical compound
libraries, or those that are prepared in solutions with relatively high concentrations.
The PSDR dispenses by piezo-actuated compression of a liquid–vapor interface.
This results in the ejection of a single drop of liquid from the interface with a drop
volume of 300–700 pl. The PSDR enables construction of microliter scale volumes
by adding negligible quantities of concentrates.

To appreciate the value of the PSDR, it is useful to determine the number of
molecules in a 2-µl reaction volume for various concentrations and then to calcu-
late the stock concentration required if these molecules are delivered in a single
bolus of liquid. For example, a 1 nM final concentration in 2 µl requires 1.2 × 109

molecules or 2 fmol. To contain this number of molecules in a single drop of 500
pl volume, the concentration of substance in the stock solution must be 4 µM. It is
noteworthy that many compounds, such as small peptides and heterocyclic hydro-
carbons, have aqueous solubility limits below this value. For a 1 µM final con-
centration, the situation is even more difficult in that the concentration of material
in a single delivered drop must be 4 mM. The PSDR enables the delivery of these
small amounts of compounds in extremely small volumes. This permits the use of
stock concentrations within the solubility limit and overcomes one of the signifi-
cant limitations to assay miniaturization.

Each piezo-actuated compression dispenser (Fig. 5) consists of a 1-mm-
diameter vertical glass microcapillary with a small (<100 µm diameter) orifice at
the bottom end. The top portion of the microcapillary is connected to a hydraulic
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Figure 5 The piezo-actuated liquid dispenser. The glass tip is a microcapillary with an
opening at the bottom end that serves as a discharge, orifice. The glass microcapillary
extends all the way through the dispenser and at the top is connected with the liquid-filled
pressure control system. The microcapillary is surrounded by an annular-shaped, radially-
polled piezoelectric ceramic material in the portion covered by the housing. The electrical
stimulating leads to the piezo are exposed to the external electrical control system at the
connections.

system that allows liquid to be moved from the system into the dispenser micro-
capillary during washes or into the microcapillary through the orifice when exter-
nal liquid is aspirated prior to dispensing. About midway up, the glass tube is sur-
rounded by an annular radially polled piezoelectric ceramic element. When a
voltage pulse is applied between the inner and outer faces of the piezo annulus, the
element increases in volume and radially compresses the liquid-filled glass tube.
At the liquid–vapor interface that spans the discharge orifice of the glass tube, the
compression creates a transient capillary wave. If the voltage pulse is of sufficient
amplitude, the capillary wave possesses enough energy to move liquid from the
microcapillary to a wave crest to create a forming drop. Because formation of a
capillary wave requires a fixed energy, each generated drop has fixed energy. Thus,
each drop generated has the same volume and is ejected with the same velocity.
One square-wave electrical pulse to the piezo produces one drop. Since the
amount of piezo-induced compression is contingent on the amplitude of the volt-
age pulse, the volume of a single drop is controlled by the pulse height. The num-
ber of pulses controls the total volume delivered to a well.

The PSDR consists of four parallel heads each consisting of 96 dispensers
arrayed in the industry-standard 12 × 8 format (Fig. 6). In operation, the dispensers
are filled with chemical compounds to be delivered to assay plates by removing a
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Figure 6 A single head consisting of a 12 × 8 format array of 96 piezo-actuated dis-
pensers. The dispensers are oriented vertically with the discharge orifice of the glass micro-
capillary facing down. The stainless steel–covered top of each microcapillary is inserted
into its own Teflon tube that is connected to the hydraulic pressure control system. The rib-
bon cables are electrical connections to the electrical pulse control circuitry. Each PSDR
uses 4 of these 96-dispenser heads to paulitate simultaneous liquid delivery to 4 NanoWell
plates.

96- or 384-well master compound plate from the store and transporting it to the
PSDR. The plate is robotically placed under a 96-dispenser head and raised so that
the microcapillary tips are submerged in the compound solutions. The pressure
control system is used to aspirate several microliters of test compound into each
dispenser. The master compound plate is then lowered and transported back to the
store, and a 3456-well NanoWell plate, in which an assay is being staged, is brought
up to the head. Each dispenser is filled with a single compound from a chemical
library. A total of 36 wells can be addressed to create a formatted experimental grid
in which the compound concentration is varied (by the number of drops delivered)
and in which the experimental conditions are covered (e.g., test compound without
agonist or modulator). The test compound is then dispensed to one or more of the
36 wells that can be addressed by each dispenser. Each dispenser contains more
than enough material to deliver more than 20 nl of test compound to each of the
addressable 36 wells. Dispensing is uniform across the 96 dispensers in each head
(Fig. 7). The number of drops elicited in each visit of a dispenser tip to a well is
controllable. Delivery to each well is reliably varied (Fig. 8).

Spatial accuracy of dispensing can be affected by static charge that attaches
to the non-conductive plate material surrounding each well. The charge has the
effect of attracting the small drops of ejected material because the liquid is fairly
conductive and the liquid–vapor surface is a site of dielectric discontinuity. The
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Figure 7 Dispensing accuracy. A few microliters of 5 mM stock fluorescein was aspi-
rated into each of 96 dispenser tips in a head and then 20 drops were delivered by each tip
to a 96-well plate filled with 0.2 ml sodium borate buffer, pH 9.2. The height of each bar
denotes the average volume of each drop. The average drop volume for the population of
dispensers is 472 ± 46 pl.

effect of this static potential is to deflect the discharged drop toward the site of
accumulated charge. This is avoided by bringing the plate to within 0.25 mm of
the tip bottoms. In addition, the static charge can be neutralized by grounding the
robotic element chassis and by deionization. These treatments decrease the plate
potential difference down to about 20 V/cm2. At this level, no spatial errors in dis-
pensing are made when the dispenser tips are 0.5 mm above the well rims.

V. SOLENOID-BASED DISPENSER TECHNOLOGY

A. The Reagent Distribution Robot

1. Solenoid-Controlled Liquid Dispensing

For dispensing volumes that are larger than the subnanoliter volumes dispensed by
the piezo-actuated dispensers, more traditional fluid-handling technologies have
been miniaturized to deliver the microliter-sized liquid volumes. These dis-
pensers, termed reagent dispensers (Fig. 9), utilize a solenoid-controlled valve to
enact and disengage physical blockade of a hydraulic pathway in order to regulate
liquid flow (Fig. 10). The dispensing tube (vertically oriented) is divided into two
parts by a solenoid-controlled valve. At the lower end of the tube below the valve
is the discharge orifice with a specially fabricated nozzle (<1 mm diameter).
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Figure 8 Linearity. In these experiments, three separate buffer-filled plates were used for
each drop count. Each point shows the fluorescence of the borate buffer–diluted fluorescein
averaged over all 96 dispenser tips in a head, and for all three plates. This confirms that each
request for a delivered drop results in the subsequent dispensing of a drop. The implemen-
tation of the PSDR enables drop requests to range from 1 to 256 drops.

Above the valve, the entire hydraulic system is maintained at a fixed positive pres-
sure of about 10 psi when the pathway is filled with liquid. The solenoid valve con-
sists of a metal core wrapped by an insulated wire that is, in turn, surrounded over
a portion by an annular conductor that is clamped at a fixed current (detent). When
current flows through the wire wrapped around the core, the newly generated mag-
netic field forces the solenoid core into alignment with the field established around
the annular conductor (active). The solenoid is mechanically fixed to obstruct the
flow path in the detent field, so that when the solenoid is activated, the flow path
toward the discharge orifice becomes contiguous with the pressurized hydraulic
system and liquid moves out through the orifice. Because of the time course of the
valve movement, the activating and deactivating electrical currents can only be
incremented on a millisecond time scale. This confines the linear range of volumes
to 0.1–5 µl, which can be achieved by varying the duration over which the valve
remains open. At short times volume precision is limited by the inertia of the vol-
ume that must be moved in order to obtain any liquid dispensing into the target
well, and at long times the volume moved is sufficient to cause a droop in system
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Figure 9 A single 48-channel solenoid valve-controlled microliter-volume reagent dis-
penser is shown. The linear array of 48 orifices is at the bottom. The electrical connections
for control of the solenoid valve for each orifice are at the top. The upper left valve controls
influx to the hydraulic line connecting all 48 orifices, whereas the valve at the upper right
regulates efflux.

Figure 10 Filling and dispensing from the linear array. The common hydraulic line is
connected to the supply volume of liquid to be dispensed at left while the right line goes to
a disposal container. The common hydraulic line is subjected to a constant hydrostatic pres-
sure. With both left and right valves open, the common line is filled with fluid to be dis-
pensed. The outlet valve is closed to equalize pressure across the common line. The sole-
noid valves are then opened to enable dispensing. Volume is controlled by the duration for
which the orifice valves are open.
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Figure 11 Linearity of dispensation of microliter volumes by solenoid-controlled dis-
pensers. The supply line to a linear array of 48 orifices was filled with 105/ml green fluo-
rescent protein-expressing CHO cells. A single NanoWell plate was passed under the ori-
fice array and 8 sequential columns of 48 wells each received the same volume. Volume was
set by adjustment of the duration for which the solenoid-gated valve was activated. The dis-
pensed volume is directly proportional to valve open time for volumes between 0.2 and 2.0
µl.

pressure. Nonetheless, this range of volume is all that is required for dispensing
reagent volumes to the miniaturized reaction wells (Fig. 11).

2. High-Throughput Liquid Dispensing to Multiple 
Reaction Wells

The reagent dispensers are used to deliver the major components of the assays to
the reaction wells. These constituents typically consist of the dispersed assay cells
in cell growth media, fluorigenic precursor substrates, and agonists and other
physiological modulators. The reagent dispensers are arrayed linearly in a head
assembly (Fig. 9) that enables reagent delivery to each well in a single row of 48
wells in a high-density NanoWell assay plate at a single positioning of the plate
relative to the dispenser. Because each dispenser solenoid is individually address-
able, discharge through each outlet can be individually controlled and each well
could, in theory, receive entirely different reaction constituents (Fig. 12).

In practice, each linear array of 48 dispensers is fed by a common supply
line at fixed pressure that, in turn, is connected to a single large-volume bottle of
one reagent (Fig. 10). Assays are constructed using multiple linear arrays, each
supplied with a different reagent. An assay is staged by sequential visits of each
well to the dispensing position under each orifice serving a column of wells. Thus,
each linear array dispenses a reagent to each of the 48 wells in a column at a time.
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Figure 12 Differential filling of NanoWell assay plate wells with different components
using solenoid-controlled dispensers. The plate was passed under two different dispenser
arrays. The supply bottle of the first array contained aqueous red food coloring. During pas-
sage under the red dispenser, all valves were opened except at positions 15, 39, and 47, so
that all rows except these received 1 µl of red dye. The second array’s liquid supply con-
tained 100 µM fluorescein in borate buffer pH 9.2. When the plate was passed under the
second set of dispensers, all valves were closed except over rows 15, 39, and 47. The open
time of each valve was varied to dispense 1.5-, 1.0-, and 0.5-µl volumes, respectively. This
reveals that the solenoid dispenser arrays can be used to deliver different components to dif-
ferent reaction wells on the same high-density plate, as is needed for the construction of
controlled physiological assays.

The plate is moved under the dispenser head 72 times to position each of the 72
wells in a row under the orifice servicing the row. The plate is then moved to the
next linear array of dispensers to receive the next reagent. In this way, reactions
can be mixed directly in each well over a short time course. This avoids the neces-
sity of mixing reagents together in the supply volumes with possible deleterious
effects due to reaction, oxidation, and so forth.

In general, solenoid-based dispensers provide the major improvement to
dispensing technology–over mechanical (plunger)–based delivery with respect to
the construction of microliter scale volume assays. Solenoid-actuated valves are
useful in regulating small diameter (0.1–1 mm) flow pathways due to the length
scale over which relatively small electromagnets can produce forces sufficient to
rapidly move the dead weight of the occlusion. Because the small outlets can be
fixtured into arrays that match the formats of high-density reaction well arrays, the
solenoid-based valves are one of the most important technologies enabling minia-
turization and are used to deliver the bulk of the reagents to the assay wells.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



358 Niles and Coassin

VI. FLUORESCENCE DETECTION

The miniaturized assay technologies under development by Aurora all utilize
measurement of FRET fluorescence. This requires measurement of the emission
intensities of two fluorophores nearly simultaneously (or at least in close tempo-
ral sequence) in two reasonably well-separated spectral wavebands. This multiple-
wavelength emission quantitation is thus a subset of the broader domain of multi-
color measurement. Because only two fluorophores are needed in a FRET
measurement, the selection of a single waveband for measurement of each dye that
is relatively uncontaminated by fluorescence from the other probe (i.e., avoidance
of “spillover”) obviates the requirement for continuous spectrometry. Instead,
miniaturization creates challenges at the level of the optical interface between the
sample and light collection to enable the measurement of light from as few fluo-
rophores in as few cells as possible. The NanoWell assay plate provides a useful
cellular reaction platform that brings the cells to a distance from the optics that is
essentially fixed. This enables maximization of numerical aperture in a way that
depth of field includes the entire layer of cells settled on the bottom of the well.
Thus, the observation optics can be brought very close to the well bottom and,
moreover, each well is read with the same numerical aperture optics.

The major challenges of miniaturization are several in fluorescence detec-
tion:

1. Delivery of a sufficient excitation light to the donor fluorophore to pro-
duce significant acceptor sensitization, so that changes in donor and
acceptor emission are meaningful

2. Collection of sufficient light from the sample from each fluorophore for
measurement

3. Separation of the light into the relevant wavebands
4. Reproducibly replicating the excitation-emission optics at each assay

well

Aurora fluorescence measurement has exploited the high internal reflectivity of
fused-silica waveguides to accomplish delivery of light to and from the assay well
bottom (Fig. 13). An objective lens is interposed between the well bottom and the
front of the light guide. For excitation of the donor, light from a high-intensity arc-
discharge lamp is directed through heat suppression and bandpass filters to select
the proper wavelengths. This filtered light is then focused by a condenser onto one
end of a resin-clad fiber bundle that is brought to a lens positioned very close to
the bottom of the well. Excitation light can either be focused on the cells at the bot-
tom of the well (confocality) or allowed to remain nonvergent (by using the con-
denser to focus the excitation beam at the back-focal plane of the objective lens).
Confocal excitation delivers more light to fewer fluorophores. A duplicate paired
set of light guides is used to collect the emitted light focused by the objective lens.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Miniaturization Technologies 359

Figure 13 Schematic of the optical pathway in the NanoPlate fluorescence plate reader.
The assay plate is scanned by the optical reader head by moving the plate. Excitation light
is delivered to each well, and emission light is collected from each well by an optical reader
head and a trifurcated fiberoptic bundle. The emission filter stacks are used to separate the
emission light into the two wavebands originating primarily from the donor and acceptor
fluorophore probes. With two photomultiplier tubes, one for each emission waveband, both
donor and acceptor fluorescence intensities are measured simultaneously.

One set leads to a stack of interference filters that isolates the light emitted by the
donor fluorophores and the other set leads to a stack that isolates the acceptor
emission. Each stack sits atop the photocathode faceplate of a photomultiplier
tube. Thus, the emissions from both fluorophores are obtained simultaneously.

In order to maximize the throughput of the miniaturized, high-density for-
mat system, the NanoWell plate is scanned relative to the optical fluorescence
detector (Fig. 14). At Aurora, the plate is moved by high-resolution motorized
screws and the optical system is fixtured in place. This results in each well being
represented as a set of discrete integrated intensities obtained for the scan. The
interstitial material between the wells attenuates the fluorescence, so that the raw
output of each photomultiplier resembles a periodic wave. Nearest-neighbor
analysis is used to isolate the intensity peaks corresponding to the well centers in
each scan of a row of wells. The well array format is used to isolate wells con-
taining no fluorescent material. Furthermore, statistical analysis enables exclusion
of the rare, extremely intense yet spatially small fluorescent objects that are dust
particles. Data acquisition must keep up with the rate of plate scanning and the
amount of data that the two photomultipliers are capable of generating. In any
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Figure 14 Raw data from the NanoWell plate reader illustrating the continuity of the
digitized data. All 3456 wells are scanned in less than 2 min. The trace shows the digitized
output of one photomultiplier tube during a scan of six wells in a single row. The raw data
are processed to corrected fluorescence data originating from each well by averaging the
fluorescence intensities in the integration window. The integration window is determined
by the locations of local minimum and maximum fluorescence intensities and their values.
The illustrated scan was obtained with 100 nM fluorescein in borate buffer pH 9.2 through
the green emission channel.

case, fluorescence measurement requires a very small fraction of the time needed
to construct and measure miniaturized cell-based physiological reactions in high
density (Fig. 15).

VII. HIGH-THROUGHPUT FUNCTIONAL BIOLOGY

Ultrahigh-throughput screening utilizing microliter volume assays is made possi-
ble with the types of instrumentation described for manipulation of replicated
small liquid volumes and for simultaneous two-color measurements repeated
many times. This is demonstrated using a standard cell-based assay that is
amenable for testing signal transduction pathways mediated by G-protein-coupled
receptors. In this assay, Jurkat cells are transfected with an expression vector in
which a gene encoding β-lactamase is under control of a set of NF-AT nuclear
transcription activation sites. β2-Adrenergic receptor activation by isoproterenol
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Figure 15 Performance of the NanoWell plate fluorescence reader. All 3456 wells were
filled using a single 48-orifice array with 10 nM 6-carboxyfluorescein (CF) in 10 mM
borate buffer pH 9.2. The integrated well fluorescence intensities are plotted for all 48 rows
of 72 wells. The background fluorescence is too low to be shown on the ordinates but
amounts to less than 3 mV of PMT output. The minimum detectable level of CF is 64 pM.

or muscarinic activation by carbachol results in the heterotrimeric G-protein-
dependent activation of phospholipase C. The resulting inositol triphosphate–acti-
vated release of calcium ion from intracellular stores activates calcineurin, a phos-
phatase that activates the NFAT transcription regulator and promotes expression
of β-lactamase. Activity of β-lactamase is determined by the use of the
cephalosporin-linked coumarin-fluorescein dye pair (CCF2). Thus, the expression
level of β-lactamase in these transfected Jurkat cells provides a direct indication
of the extent of β-adrenergic activation. The enzyme activity is directly indicated
by the amount of coumarin fluorescence, resulting from CCF2 cleavage and
dequenching of the coumarin fluorescence by the disruption of FRET with fluo-
rescein, relative to the amount of fluorescein fluorescence, which is sensitized by
FRET with the directly excited coumarin. Distinguishing receptor activation in
these cells is unambiguous (Fig. 16).

To construct the assays shown in Figure 17, the NanoWell assay plate well
was seeded with 2000 detached (spinner culture) cells in serum-free growth
medium using a single array of the solenoid-based reagent-dispensing robot
(RDR). The plate was then incubated at 37°C for 6 to allow the cells to attach to
the well bottom. The carbachol was added after a second pass through the RDR,
and, after a 2-h incubation, the CCF2 fluorigenic reagent was added. Fluorescence
was measured after 4 in CCF2 at room temperature. The receptor activation is
clearly revealed as an inversion in the amount of blue fluorescence relative to
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Figure 16 Isoproterenol stimulation of Jurkat cells transfected with NF-AT–β-lactamase
vector. The upper panel shows fluorescence micrographs of individual wells seeded with
Jurkat cells after 4 h incubation in the dual-FRET fluorophore CCF2. The pair of panels of
green cells at the left show cells that were not treated with isoproterenol. The green fluo-
rescence originates by direct excitation of the coumarin and sensitization of fluorescein flu-
orescence by FRET in the intact CCF2 molecule. The leftmost panel was obtained by seed-
ing 250 cells in the well, whereas the adjacent panel to the right shows 1000 cells. The plot
at bottom shows the quantitative relation between blue (coumarin) and green (fluorescein)
fluorescence intensities as a function of cell density. In unstimulated cells, green fluores-
cence predominates. The pair of panels at the right shows Jurkat cells after stimulation with
isoproterenol. The expressed β-lactamase has cleaved the dual-FRET fluorophore, reliev-
ing the quenching of the coumarin fluorescence. See color plate.

green. In quantitative studies, the donor–acceptor fluorescence intensity ratio
depends on the agonist concentration, indicating the pharmacological validity of
the FRET sensitization ratio.

This relatively simple fluorescent assay for receptor activation consists of a
significant number of operations, such as cell seeding in medium, addition of ago-
nist, addition of fluorigenic reagent, and several incubations at different tempera-
tures. The steps needed to construct the assay must be performed within constraints
of time and physical condition. Nonetheless, construction and measurement of the
assay consists of relatively simple steps—fluid addition, incubation, or fluores-
cence reading—that are amenable to automation. The precision of the automation
enables the assay to be miniaturized.
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Further utility of the miniaturized assay is provided by a different set of
transformed Jurkat cells that are activated by carbachol and provide a convenient
cell-based assay for screening chemical compounds for possible effect on signal
transduction processes mediated by muscarinic receptors and heterotrimeric G-
proteins (in addition to NFAT and NFκB-activated gene transcription). In Figure
18, the results of screening 100,000 compounds in 30-NanoWell plates are sum-
marized by the extent to which test compound can overcome pirenzepine-medi-
ated inhibition of carbachol-stimulated green-to-blue conversion. In these experi-
ments, about 1–10 pmol of each test compound was added to each well in a
NanoWell assay plate with the PSDR. The compounds were added to the seeded
cells and incubated for 6 h, then the cells were stimulated with carbachol in the
presence of pirenzepine and processed for assessment of β-lactamase activation.

VIII. SUMMARY

The technologies of liquid handling, assay construction, and fluorescence detec-
tion provide a set of operational modules that can be configured to perform a wide

Figure 17 Dose–response curve for Jurkat cells transfected with a β-lactamase reporter
gene and stimulated with carbachol. The emission intensity ratio at 460–520 nm was nor-
malized by the sensitization ratio obtained at 10–5 M agonist concentration. See color plate.
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Figure 18 Lead candidates determined in a screen of carbachol-activated β-lactamase
transcription. The compounds were tested for their ability to overcome pirenzapine-medi-
ated inhibition of muscarinic activation by carbachol. The X-Y plane represents NanoWell
plate position at which the compound was tested. The ordinate denotes the percentage
increase in green-to-blue emission and, hence, lead candidacy of the tested compound.

variety of assays. The key features are that they enable cell-based fluorescence
measurements and so are adapted to screening for effects on potentially intricate
physiological pathways in intact, living cells. In addition, the liquid handling has
been parceled so that a particular instrument is specialized for a range of volumes
that are consistent with the physical methodologies used to obtain control of the
dispensed volume. Solenoid-based hydrostatic delivery is required for the range
and precision of control of microliter-volume dispensing. At the subnanoliter
level, more transient pressure control mechanisms are necessary and so piezo
technology is useful. These technologies are fully amenable to the design of new
assays for new physiological pathways and for determination of gene product
functions.
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I. INTRODUCTION

A. Background

Data management is an integral requirement of any high-throughput screening
(HTS) effort. Ultimately, the purpose of any screening program is to acquire
information that can be turned into knowledge in the drug discovery process. In
order to achieve this goal, the results of all tests, along with all appropriate con-
textual information, must be reliably captured by a data management system and
made available to researchers throughout an organization. The tracking of sample
locations, test conditions, the capture of raw results, and the transformation of raw
results into calculated and meaningful information requires robust and flexible
information systems with effective user interfaces, as well as links to inventory
and other information systems. This chapter will highlight some of the issues
involved in developing and maintaining an informatics system to support HTS.

B. Issues in HTS Data Management

1. Large Volumes of Data

The introduction of automation to biological screening has resulted in an increase
in the volume of data of many orders of magnitude. In the early 1990’s a large
pharmaceutical research organization might screen tens of thousands of samples
in a year. By the late 1990’s some large research organizations were screening as
many as 22 million samples in a single year. Clearly in order to achieve this type
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of volumes, informatics systems must be a part of the overall strategy, both to aid
with the logistics of HTS and to support decision-making.

2. Addition of Automation

The defining feature of HTS is the application of automated systems to biological
testing, greatly increasing the number of samples that can be tested in any time
period. The increase in the number of samples being tested has a number of com-
plicating side effects. First, since the goal of increasing throughput is to gain
knowledge regarding the interactions of molecules and targets, results data must
be collected, analyzed, and made accessible to researchers. Information processes
that are possible by hand with small volumes of data require automated systems
when large volumes of data are involved. Second, the use of automation intro-
duces the possibility of mechanical error. Finding the error and isolating the
results is a major issue for HTS informatics systems.

3. Variability Inherent in Biological Experiments

Early in the days of HTS, many comparisons were made between the application
of automation to biological screening and that in other industries, such as manu-
facturing. Many presentations and papers of the time talked about the “industrial-
ization of research.” While certain aspects of the process, particularly inventory
and logistics, did become more industrialized, the predictions underestimated the
rapid changes in the research process, as well as the variability inherent in bio-
logical systems. The nature of discovery research dictates rapid change. By com-
parison, the basic principles of double-entry accounting have not changed since
the 1500s. While there have been, and will continue to be, changes in the details,
such changes pale in comparison to those in scientific research, where even many
of the leading scientists to today cannot tell you where the process will be going
5 years from now.

II. ACQUISITION OF DATA

In almost all cases, the end point of an HTS experiment is a change in the state of
the contents of a well that may be detected by an automated device, typically
referred to as a reader, or a plate reader. The change in state may be an increase in
fluorescence, radioactivity, or absorption. The plate reader will measure the state
of the sample at a set time or over a period of time. In some experiments, the detec-
tor takes multiple readings. In almost all cases, the output of the reader is a series
of raw results, which must be either normalized or reduced, and combined with
other information, in order to produce meaningful results.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Data Management for High-Throughput Screening 367

Figure 1 Raw output of an LJL Analyst plate reader. Automated plate readers can pro-
duce a great deal of information; however, the information is not always formatted in a way
that is straightforward or easy for data systems to capture. Most modern plate readers can
be programmed to produce data in desired formats. Here we see sample output from an LJL
Analyst plate reader. The 8 × 12 block of numbers in the center contain the raw results for
this plate. Other information, such as filters used, temperature, etc., may be included. It is
typically up to the information system to parse the information out of this type of file,
process the raw results; and store all information in appropriate fields in the database. Note
also that ancillary information, such as sample ID or well type, is not included in this file.

A. Integration with Automation Equipment

Plate readers most often produce one or more text files, which contain the raw
results of the experiment. These results are often expressed in terms of counts per
minute (CPM), optical density (OD), or fluorescence. These results can be
extremely difficult for scientists to interpret in their raw form for several reasons.
An example of such a file is shown in Figure 1. There are several things that we
can see regarding this file. First, we can see that besides the raw result, there is
other potentially valuable information contained in header section, such as filters
used and temperature. Next, we see the results in a “data block”. These are the raw
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results, but we can quickly surmise that reviewing the raw results would not be an
efficient way to analyze the experiment. For one thing, there is no indication of
what was in each well that was tested. While many readers today can accept input
from a bar code and will include the bar code plate identifier in the reader file,
there is no indication of what sample was in the plate, what concentration was used
for the test, or other information required. In addition, to make sensible decisions
on the basis of this data, the scientist must perform other analyses, such as stabil-
ity of the controls, overall level of activity for the assay, etc. While looking at a
single plate of raw results might give an indication of the answer, one would have
to keep a fair amount of information in one’s head. For example, where were the
controls for this experiment located? What ranges of numbers indicate activity vs.
inactivity? Are the results seen on this plate in line with what should be expected
from this type of assay? While it may be possible for a scientist to manually ana-
lyze one plate worth of data, imagine trying to do this for 1000 plates run in a sin-
gle day. It may be possible, but it certainly would not be a good use of the
researcher’s time.

B. Integration with Other Information Systems

In order to present the data to the scientist in a format that can aid in efficient deci-
sion making, the raw results in the reader file must be parsed and brought into an
information system, where the results will be integrated with information such as
the sample tested, the kind of well (sample, control, reference, or other), and other
conditions, then calculated and presented to the scientist so that decisions can be
made. This integration can be challenging for a number of reasons.

• The plate read by the detection device is almost never the inventory plate.
It is usually a copy made at the time of the test. Therefore, the informa-
tion system must associate the ID of the assay plate with the inventory
plate that was the source.

• The layout of the reader file can vary dramatically from one reader to the
next. In fact, most readers have several programmable modes that allow
them to create files with a number of different formats. Information sys-
tems must properly parse the information.

• The layout and configuration of the test plate is different for different
experiments. In fact, sometimes within a single experiment multiple
plate layouts may be used. The information system mist be able to asso-
ciate the correct layout with each plate.

• Finally, when making decisions, the scientist will frequently want to see
results from other tests for the same samples. This means that the system
will here to have the capability to query other databases.
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C. Well Types and Plate Layouts

One key piece of information that is not captured in either inventory systems or by
the reader file is the plate layout. The plate layout describes the contents of each
well in a plate. Plate layouts typically include information such as sample ID’s
concentration, and the location of control wells or standards. While this is typical
information, plate layouts can include any variable that the scientist has under his
or her control, such as pH or salinity. In some cases, the scientist will even place
different targets (enzymes, receptors, or cell lines) in the wells. This information
is crucial for a meaningful calculation and interpretation of the results. Most HTS
information systems have specialized input screens to support the definition of
plate layouts. The variety of plate layouts used for different types of experiments
requires that any general-purpose information system be extremely flexible. In
Figure 2a and b, we see two examples of commonly used plate layouts. In Figure
2a, there are 8 control wells in column 1, and 88 samples each at a single concen-
tration in the rest of the plate. In Figure 2b, there are only 8 samples on the plate,
but each is tested at 12 different concentrations. These are only two examples of
possible plate layouts, which can vary widely from experiment to experiment

D. Calculation, Reduction, and Normalization of Data

Once the raw results are brought into the data system, some form of calculation is
needed to make the data meaningful to the scientist. This is important because the
raw numbers coming out of the reader file can vary widely based on the type of
detection used as well as the specifics of the assay. Using just the raw numbers, it
would be almost impossible for the scientist to quickly determine the quality of
the assay run or to determine if any samples displayed unusual activity. Even
within a single assay, results coming from plates taken at different times may vary
substantially. So, unless the raw results are somehow normalized, the scientist can
be easily misled. The most common calculated results are as follows:

• Percent Inhibition
• Percent of control
• IC50 or EC50
• Ki
• Ratios

1. Percent Inhibition and Percent of Control

Percent inhibition and percent of control are perhaps the two most commonly used
calculations in the HTS environment. In both cases, the calculations show the
activity of the sample(s) being studied relative to the activity shown by a known
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Figure 2 Here are two sample plate layouts. (A) shows the layout for a typical primary
screen. In this layout, 4 high controls and 4 low controls are placed in the leftmost column.
A different sample is placed in each of the other 88 wells. All samples are tested at the same
concentration. (B) Only 8 different samples are tested, but each sample is tested at 12 dif-
ferent concentrations.

(B)

(A)

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Data Management for High-Throughput Screening 371

set of controls or standards after accounting for systematic noise as expressed in
the low controls.

The percent inhibition calculation is

1 - [(sample) - (average of low controls)]/[(average of high controls) -
(average of low controls)]

The percent of control calculation is

[(sample) - (average of low controls)]/[(average of high controls) - 
(average of low controls)]

Note that these two calculations are the inverse of the other. In many cases,
researchers will calculate both and use the one that is most familiar to them. For
the remainder of this chapter, we will use only percent Inhibition, but we will
mean both.

a. Variations

Replicated Percent Inhibition. In many cases, experimentalists will
attempt to reduce experimental error by using two or more wells to test each sam-
ple. The replicates are averaged and then the averages compared. If there is a high
deviation within the sample responses (e.g., if one replicate shows an Inhibition of
80%, and the other replicate shows an inhibition of 5%), we have a pretty good
indication that one of them is wrong. Sometimes the replicates are on the same
plate, and sometimes the entire plate is replicated. Again, the information system
needs to be able to tell where the samples are, find the replicate, and perform the
appropriate calculation.

Controls on a Special Plate. In the most common application of percent
inhibition tests, control wells are placed on each plate. However in many cases
experimentalists will choose to place the control wells on a designated control,
reference, or quality control plate. The controls from this plate are then used to cal-
culate results of samples on other plates.

Percent inhibition tests represent a good first-pass indication of the activity
of a sample. When dealing with a large number of samples, where you are look-
ing for 10-fold or better differences in activity level, these tests give you a fast, rea-
sonable indication of which samples are worth following up. However, there are
several shortcomings to these measurements. First, they are single-point measure-
ments, so we only learn the activity level of a compound at a certain concentra-
tion. It may be impossible to make reasonable comparisons regarding the relative
activity of different samples if they were tested at different concentrations. In addi-
tion, these measurements give no indication of the nature of the activity. To obtain
this type of information, other types of tests have to be run. The most common of
these tests are the dose–response and the kinetics tests, described in the following
sections
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Figure 3 This figure shows a set of fitted dose–response curves. The dotted line shows
the concentration of the IC50 (the concentration level where 50% of the inhibition activity
is observed). Farthest to the left is the sample with the lowest IC50, and in most cases would
be indicative of the most potent sample.

b. Dose–Response Tests. All dose–response tests measure the activity of
a sample over a range of concentrations. The results of these tests are usually com-
puted using one of many nonlinear curve fitting algorithms to find a measure
called either the IC50 or the EC50. In both cases, these measures tell us the con-
centration at which the compound shows an activity level of 50%. This measure is
superior to percent inhibition for several reasons. First, it allows reasonable com-
parisons between different compounds. Second, it is a much finer measure of
activity because it also shows information about the nature of the activity. For
example, how rapid is the response to changes in concentration? What is the con-
centration level at which activity maximizes? At what concentration is there no
activity? (See Fig. 3.)

c. Kinetics Experiments. Kinetics experiments measure the rate of
change in activity of a sample over time. The usual measure of activity for a kinet-
ics experiment is Ki, the maximum rate of change. There are a wide variety of
models used to calculate Ki. One of the most popular models is the Michealis—
Menten model, which typically takes the form
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where V and KmA are constants at a given temperature and a given enzyme con-
centration. A deeper explanation of kinetics and other calculations used in bio-
chemical screening is available from Symbolism and Terminology in Enzyme
Kinetics, Recommendation 1981, Nomenclature Committee of the International
Union of Biochemistry (NC-IUB). The web version, prepared by G. P. Moss, can
be found at http://www.chem.qmw.ac.uk/iubmb/kinetics/.

d. Ratios. A large number of experiments require that several results be
compared. For example, in some tests we are interested in both protein growth and
cell survival. In other tests the exact level of activity is not considered as impor-
tant as the change in activity from a baseline. In these and several other types of
test, the results are typically reported as a ratio.

III. VALIDATION OF EXPERIMENTAL RESULTS

A. Detection of Experimental Error

In any experiment, there is a chance of error. The addition of automation and the
increased number of samples tested at any given time increase the probability of
error. So, before the scientist even begins to look for meaning in the results of an
experiment, he or she must determine if the results are useful at all, or if experi-
mental error means that the results are invalid.

B. False Positives vs. False Negatives

There are two types of experimental error that are generally to be accounted for:
false positives and false negatives. False positives look like hits but aren’t, whereas
false negatives are hits that are never revealed. In many cases, scientists care very
little about these errors if they are random occurrences, impacting a small number
of samples. The assumptions are that false positives will be found with relatively
inexpensive follow-up tests, and that there is enough overlap in the chemical space
that for any false negative there will be other similar compounds tested that will
yield the correct answers. In short, given the nature of biological systems, the
assumption is that there will be some level of random error, and most scientists
will deal with that. The bigger concern for most HTS scientists is the detection of
systematic error, which may invalidate the entire experiment or a large portion of
the experimental results. These errors can be very expensive and difficult to
recover from. Typically, most scientists depend on the use of controls, or known
positives and negatives, to avoid experimental errors.

v = V[A]
��
KmA + [A]
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C. Sources of Error

1. Automation Equipment Failure

Equipment failure is one of the most common sources of experimental error in the
automated environment. Typical automation failures include improper dispensing
of reagents, physical mishandling of plates, and the failure of incubators and
detection devices. Computer systems and software that control the automation
equipment are also subject to failure. It should be noted that each increase in
throughput and/or plate density comes with a period of increased automation
error. This is to be expected, as many of the issues become more problematic, and
tolerances become tighter. As an example, a typical well in a 96-well plate can
contain 200 ul. On a 1536–well plate, a typical well contains 10 ul. A variation of
1 ul will be 0.5% of a 96-well plate but 10% of a 1536-well plate.

2. Stability of Reagents or Targets

Many HTS tests involve the use of radioactive labels, which are subject to decay.
Most involve the use of enzymes, receptors, proteins, or live cells, all of which are
subject to degradation or contamination. Needless to say, if an enzyme breaks
down, or if the cells die before the test, the results of the test are invalid.

3. Environmental Issues

a. Temperature/humidity. Most biological tests are designed to be per-
formed within some range of conditions. Failure to maintain these conditions may
result in invalid test results. As an example, in low-humidity environments, evap-
oration can be an extreme problem. If the liquid in a well evaporates before the test
is completed, clearly the results will not be valid.

IV. DECISION SUPPORT

A. Finding Systematic Error

Given the possibility of some kind of systematic error and the dramatic effect that
such errors can have on the results of a test, it makes sense for the scientist to val-
idate that the experiment ran properly before searching for active compounds. The
major methods of detecting systematic error are (1) the use of controls and stan-
dards, and (2) the search for patterns within the data.

1. Use of Controls and References

The most common way to detect systematic error is by the use of control wells on
each plate. Control wells contain samples with a known activity or no sample at
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all. At the conclusion of the test, the scientist’s first action will typically be to
check the controls. Did they run as expected? How tightly did the results cluster?
Was there wide variation in the results over time? Was there an acceptable differ-
ence in activity between the high and low controls (Signal-to-noise ratio)?

2. Search for Patterns

The results of most HTS experiments should be random, with a small number of
hits randomly distributed over the library tested. If the results indicate that one
area (such as a specific row, column, or well location) had an unusual level of
activity, it is usually indicative of some kind of systematic error. As with almost
anything else in HTS, there are exceptions to this. For example, if screening a
combinatorial library, where all members of a row contain a common substruc-
ture, increased activity for an entire row would not be uncommon, and might be
exactly what you are looking for.

B. Locating Hits Quickly

In most HTS environments, the difference between a hit and other samples is
somewhat dramatic, often on the order of 10-fold. Under these circumstances, it is
fairly straightforward to locate the hits and move forward. There are a number of
methods for locating hits, ranging from graphical display of the data (Fig. 4) to
simple database queries, such as “find the top x% in terms of activity.” Many
organizations use standard deviation, looking for samples that are 2σ more active
than average. In many cases, locating the most active samples and producing a list
of the identifiers is all that is required. This list is sent to a sample room (or back
to the automation equipment) for replating and confirmation or secondary tests.

1. Evaluating a Single Run or an Entire Campaign

Often, the HTS lab will run an organization’s entire library of compounds through
a screen over a period of several weeks to several months. This is often referred to
as a campaign. Many organizations will wait until the entire campaign is com-
pleted before evaluating samples. They do this because they have found that their
libraries have sections (sublibraries), which are more or less active than the norm.
If one of these sublibraries is run early, the threshold for activity may be set
improperly. Therefore, it is more effective to wait until the entire library has been
tested to make threshold evaluations.

C. Integration of Other Data

Sometimes it is desirable to consider information other than the results. Most often
this information is used to narrow the number of hits down and to eliminate hits
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that are not worthy of further study. Some of the key information used to eliminate
hits includes the following:

• Results from other tests. If a compound is found to be active against a
number of other targets, the compound is likely to have undesirable side
effects.

• Physicochemical data. The most common filtering method is the Lipin-
ski rule of 5. This set of rules looks for compounds that are likely to have
reasonable absorption characteristics and eliminates those that don’t.

At this point, some people ask, “Why run those compounds in the first place?” If,
after all, they are just going to be eliminated after the primary screen, doesn’t it
make sense to remove them in the first place? There are two reasons why these
compounds are typically run in primary screens. First, many companies maintain
their entire libraries in 96-well plates. It is easier and less expensive to simply test
everything than to pick out certain compounds. Second, in some cases these may
be the only active compounds in a screen. While none of them will be drugs, the
information gathered will give medicinal chemists a starting point in terms of how
to develop compounds further.

D. Graphical Display vs.Tabular Display

There are many fine books on the subject of human interaction with and compre-
hension of data, and a detailed discussion of the subject is beyond the scope of this
chapter. For now, we will simply say that both tabular and graphical displays of
data have their place, and most systems provide a combination of displays. We will
discuss some of the common graphical displays used, as well as some of the basic
requirements for effective tabular displays.

1. Tabular Display

A tabular display is basically a spreadsheet, showing the data in columns and
rows. The most common spreadsheet in use today is that of Microsoft Excel. Most
systems specifically designed for HTS data management try to offer an “Excel-
like” spreadsheet capability. Commercial examples of these systems include
CSAP from Oxford Molecular and Assay Explorer from MDL Information Sys-
tems, (Fig. 5A). A very popular HTS package, ActivityBase from IDBS (Fig. 5B)
uses Excel as the front end. Tabular displays are useful in that they give scientists
a detailed and precise view of specific results. Typically, tabular displays will need
to sort and filter the results so that a meaningful subset can be displayed. It is unre-
alistic to assume that any scientist can find meaningful data in a tabular display of
100,000 records; however, scientists can do a query such as, “Show me the 50
most active compounds from this test,” and a tabular report can be useful. Tabular
reports could also be useful for statistical summaries of a large experiment.
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Figure 5 Tabular formats. Here are tabular presentations of results from two popular commercial systems:
Assay Explorer, (MDL Information Systems) (A) and Activity Base (ID Business Solutions) (B) In each of these
examples a table of data from an assay is presented to the user. Note that the tables contains fields such as con-
centration, sample ID, and well type, as well as the calculated value for the sample. This information is not con-
tained in a typical reader file, as seen in Figure 1, and must be extracted from inventory systems or input directly
into the biological information system.
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Figure 5 Continued

(B)

C
opyright ©

2002 by M
arcel D

ekker,Inc.  A
ll R

ights R
eserved.



380 Amon

Figure 6 Activity base offers users a number of graphical views. This allows users to
quickly detect patterns that may be indicative of systematic problems in the assay or
quickly isolate interesting data.

2. Graphical Display

Properly designed graphical displays allow scientists to quickly analyze large
amounts of data, as well as to spot trends and outliers. Some of the typical graphs
used in HTS include scatter charts and control charts. Scientists would generally
request that any graphical display be interactive so that it can be used as a query
device. Typical graphical displays are seen in Figures 4 and 6.
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E. Reporting

In addition to display of the data, most organizations will want a hard copy of at
least a summary of the results. Often the hard copy contains statistical data regard-
ing the experiment and a summary of interesting results. These reports are usually
stored in a laboratory notebook. Again, it is unlikely that anyone would want to
create a hard-copy report showing the results of hundreds of thousands of com-
pounds, 99% of which are inactive.

V. DATA ANALYSIS AND MINING

Up to now, we have been discussing display and reporting of the results for a sin-
gle experiment. The key decisions made at the single-experiment level include the
following: (1) Did this experiment run as expected? (2) Were there any hits, or
interesting compounds? While these are interesting and useful questions to ask,
other questions can require even deeper analysis and place an increased strain on
information systems. For example: (1) Of the compounds that were active in this
test, which were active (or not active) in other tests? (2) Are there structural com-
ponents of the hits that would account for the activity? (3) Do any of the hits have
physicochemical properties that would indicate that bioavailability, solubility, or
potential toxic effects?

A. Cross-Assay Reports

1. Pivoted Data

In most data management systems, results data are stored in some variant of a long
skinny table. This means that a single column in the table can hold multiple result
types and that other columns are required to describe the results. An example of a
simplified long skinny table is shown in Table 1. Long skinny tables make for effi-
cient and flexible data storage because they do not require new columns or other
modifications to define new variables. However, they do not present the data in a
manner that is intuitive to the scientist. Most scientists prefer to see data in a short
and wide format, in which each variable associated with a compound is repre-
sented as a column. An example of a short wide table is given in Table 2. Note that
each test is now a column, so the scientist can quickly answer questions such as,
“Which compounds were active in this test, but not in others?” or, for the com-
pounds of interest, “Are there tests that were not run?” Converting data represen-
tation from tall/skinny, as it is stored, to short/wide is known as pivoting the data.
The data pivot can take place in many different ways, and many biological infor-
mation management systems have a data-pivoting function built in.

In Table 2, note how easy it is to tell which samples have been run in which
tests, and which samples were active in one test but inactive in other tests. Unfor-
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Table 1 A Simplified Tall Skinny Table

Sample Number Test Number Result

SLA-0019 Test 4 80
SLA-0011 Test 7 71
SLA-0015 Test 9 93
SLA-0022 Test 5 28
SLA-0014 Test 8 95
SLA-0013 Test 3 37
SLA-0002 Test 1 49
SLA-0006 Test 5 90
SLA-0013 Test 6 39
SLA-0021 Test 4 80
SLA-0011 Test 2 37
SLA-0004 Test 2 63
SLA-0002 Test 3 38
SLA-0001 Test 8 45
SLA-0001 Test 9 0
SLA-0010 Test 9 52
SLA-0012 Test 8 66
SLA-0016 Test 7 69
SLA-0023 Test 2 55
SLA-0003 Test 5 58
SLA-0023 Test 8 95
SLA-0009 Test 8 3
SLA-0010 Test 6 46
SLA-0021 Test 7 28
SLA-0007 Test 6 97
SLA-0005 Test 9 48
SLA-0017 Test 1 95
SLA-0023 Test 6 91
SLA-0019 Test 3 2
SLA-0001 Test 4 0
SLA-0011 Test 3 4
SLA-0006 Test 4 17
SLA-0003 Test 8 84
SLA-0020 Test 5 52
SLA-0003 Test 2 92
SLA-0021 Test 9 82
SLA-0006 Test 9 78
SLA-0013 Test 1 78
SLA-0012 Test 5 99
SLA-0001 Test 3 87
SLA-0009 Test 2 43
SLA-0013 Test 9 100
SLA-0015 Test 7 66
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Table 1 Continued

Sample Number Test Number Result

SLA-0010 Test 1 62
SLA-0020 Test 9 8
SLA-0001 Test 2 73
SLA-0017 Test 5 2
SLA-0002 Test 8 21
SLA-0012 Test 9 27
SLA-0021 Test 3 40
SLA-0012 Test 7 54
SLA-0022 Test 9 52
SLA-0022 Test 4 23
SLA-0015 Test 5 63
SLA-0008 Test 6 99
SLA-0011 Test 5 73
SLA-0010 Test 8 55
SLA-0008 Test 3 61
SLA-0006 Test 3 55
SLA-0014 Test 2 86
SLA-0019 Test 1 74
SLA-0003 Test 1 35
SLA-0020 Test 1 10
SLA-0018 Test 3 79
SLA-0008 Test 9 61
SLA-0019 Test 6 23
SLA-0020 Test 8 50
SLA-0009 Test 5 1
SLA-0016 Test 1 5
SLA-0002 Test 5 3
SLA-0021 Test 1 35
SLA-0015 Test 6 39
SLA-0004 Test 8 31
SLA-0004 Test 4 42
SLA-0019 Test 8 99
SLA-0019 Test 9 100
SLA-0007 Test 1 11
SLA-0001 Test 6 25
SLA-0008 Test 5 32
SLA-0005 Test 2 35
SLA-0003 Test 7 18
SLA-0018 Test 9 68
SLA-0007 Test 7 92
SLA-0005 Test 8 61
SLA-0023 Test 1 11
SLA-0012 Test 6 5
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Table 1 Continued

Sample Number Test Number Result

SLA-0014 Test 5 62
SLA-0002 Test 2 62
SLA-0017 Test 4 48
SLA-0009 Test 3 59
SLA-0003 Test 6 23
SLA-0001 Test 5 71
SLA-0004 Test 7 94
SLA-0022 Test 2 37
SLA-0003 Test 3 76
SLA-0023 Test 9 24
SLA-0011 Test 8 50
SLA-0001 Test 1 87
SLA-0008 Test 7 73
SLA-0015 Test 8 46
SLA-0011 Test 1 90
SLA-0014 Test 7 100
SLA-0009 Test 7 10
SLA-0012 Test 2 54
SLA-0004 Test 3 76
SLA-0013 Test 8 71
SLA-0018 Test 5 97
SLA-0007 Test 4 90
SLA-0019 Test 7 99
SLA-0022 Test 7 38
SLA-0018 Test 8 91
SLA-0016 Test 2 42
SLA-0010 Test 3 37
SLA-0017 Test 9 24
SLA-0023 Test 5 95
SLA-0002 Test 4 66
SLA-0018 Test 7 91
SLA-0018 Test 6 7
SLA-0001 Test 7 23
SLA-0020 Test 6 15
SLA-0014 Test 1 15
SLA-0013 Test 4 84
SLA-0016 Test 6 91
SLA-0010 Test 4 76
SLA-0022 Test 8 92
SLA-0016 Test 4 7
SLA-0016 Test 3 22
SLA-0017 Test 2 39
SLA-0015 Test 2 82
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Table 1 Continued

Sample Number Test Number Result

SLA-0021 Test 8 54
SLA-0017 Test 6 62
SLA-0006 Test 8 11
SLA-0023 Test 7 33
SLA-0012 Test 4 24
SLA-0022 Test 3 58
SLA-0004 Test 5 95
SLA-0005 Test 4 13
SLA-0015 Test 1 20
SLA-0005 Test 5 87
SLA-0010 Test 7 85
SLA-0012 Test 1 91
SLA-0013 Test 5 25
SLA-0019 Test 2 2
SLA-0002 Test 9 64
SLA-0010 Test 5 5
SLA-0007 Test 3 26
SLA-0006 Test 7 99
SLA-0008 Test 2 52
SLA-0009 Test 6 71
SLA-0022 Test 6 38
SLA-0010 Test 2 4
SLA-0015 Test 4 31
SLA-0009 Test 4 68
SLA-0023 Test 4 42
SLA-0007 Test 2 14
SLA-0011 Test 9 73
SLA-0011 Test 4 32
SLA-0008 Test 1 78
SLA-0008 Test 8 95
SLA-0005 Test 7 34
SLA-0002 Test 6 73
SLA-0013 Test 2 51
SLA-0017 Test 3 68
SLA-0014 Test 4 4
SLA-0002 Test 7 30
SLA-0015 Test 3 4
SLA-0022 Test 1 89
SLA-0007 Test 5 83
SLA-0008 Test 4 25
SLA-0013 Test 7 38
SLA-0018 Test 4 3
SLA-0009 Test 9 65
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Table 1 Continued

Sample Number Test Number Result

SLA-0014 Test 6 85
SLA-0021 Test 6 88
SLA-0018 Test 1 16
SLA-0020 Test 4 77
SLA-0007 Test 9 100
SLA-0005 Test 6 42
SLA-0023 Test 3 18
SLA-0014 Test 3 86
SLA-0007 Test 8 58
SLA-0014 Test 9 89
SLA-0006 Test 6 2
SLA-0003 Test 4 17
SLA-0011 Test 6 68
SLA-0009 Test 1 51
SLA-0017 Test 7 12
SLA-0021 Test 5 63
SLA-0021 Test 2 66
SLA-0020 Test 7 64
SLA-0020 Test 2 18
SLA-0019 Test 5 43
SLA-0004 Test 9 39
SLA-0016 Test 5 1
SLA-0016 Test 8 48
SLA-0006 Test 1 25
SLA-0018 Test 2 22
SLA-0003 Test 9 76
SLA-0005 Test 3 22
SLA-0016 Test 9 92
SLA-0020 Test 3 67
SLA-0017 Test 8 22
SLA-0004 Test 6 12
SLA-0006 Test 2 38
SLA-0012 Test 3 47
SLA-0005 Test 1 22
SLA-0004 Test 1 81
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Table 2 A Simplified Short Wide Table

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9

SLA-0017 95 39 68 48 2 62 12 22 24
SLA-0012 91 54 24 99 5 54 66 27
SLA-0011 90 37 4 32 68 71 50 73
SLA-0022 89 37 58 23 28 38 92 52
SLA-0001 87 73 87 0 71 25 23 45 0
SLA-0004 81 63 76 42 95 12 94 31 39
SLA-0008 78 52 61 25 32 99 73 95 61
SLA-0013 78 51 37 84 25 39 38 71 100
SLA-0019 74 2 2 80 43 23 99 99 100
SLA-0010 62 4 37 76 5 46 85 55 52
SLA-0009 51 43 59 68 1 71 10 3 65
SLA-0002 49 62 38 66 3 73 30 21 64
SLA-0021 35 66 40 80 63 88 28 54 82
SLA-0003 35 92 76 17 58 23 18 84 76
SLA-0006 25 38 55 17 90 2 99 11 78
SLA-0005 22 35 22 13 87 42 34 61 48
SLA-0015 20 82 4 31 63 39 66 46 93
SLA-0018 16 22 79 3 97 7 91 91 68
SLA-0014 15 86 86 4 62 85 100 95 89
SLA-0023 11 55 18 42 95 91 33 95 24
SLA-0007 11 14 26 90 83 97 92 58 100
SLA-0020 10 18 67 77 52 15 64 50 8
SLA-0016 5 42 22 7 1 91 69 48 92

tunately, this type of table makes for very inefficient storage, especially if there are
sparsely populated columns. Also, this type of table is also very inflexible, since
the addition of a new test requires the addition of new columns.

2. Classical Structure Activity

One of the goals of pharmaceutical research has been to find the relationship
between small-molecule chemical structure and biological activity. One simple,
but widely used, method of analysis is the structure–activity relation report. This
report shows a chemical structure and pieces of information describing the activ-
ity on each row. An example of a structure–activity report is shown in figure 7. The
addition of quantitative measures of physicochemical properties is called QSAR
and is the province of molecular modelers. Structure–activity relationship reports
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Figure 7 A structure–activity report. Here we see a report created in DIVA, a popular
analysis and reporting tool from Oxford Molecular Ltd. Each row contains information
regarding one compound, along with the structure, and a number of physicochemical prop-
erties.
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are very useful, particularly for small numbers of compounds; however, the
amount of data rapidly becoming available in most large life science companies
will completely overwhelm the cognitive ability of most scientists to view and
analyze the data. As we move into higher volumes of data, data reduction and visu-
alization techniques become more important.

B. Visualization of Data

When working with large volumes of data, humans tend to respond to visual cues
much more rapidly than textual displays of the data. Several data visualization
tools in use today allow users to simultaneously view multiple attributes. It has
been established that by using a combination of size, shape, color, position, and
texture, it is possible to perceive up to eight dimensions simultaneously. We show
an example of a popular data mining tool, Spotfire Pro from Spotfire Inc., in Fig-
ure 8. In this example, the results of multiple tests are displayed as dimensions,
and physicochemical properties of the samples are displayed as colors, shapes and
sizes. Spotfire allows the user to graphically reduce the dataset to the results of
interest.

VI. LOGISTICS

A. Plate Handling

HTS is almost entirely performed in microplates, each containing between 96 and
3456 wells. During the past several years, the 384-well plate has supplanted the
96-well plate as the primary HTS vehicle. Tracking the contents of each well in
each plate and associating the results with the proper sample is of crucial impor-
tance for an HTS system, but several factors must be overcome.

The detected plate (the assay plate) is rarely the plate stored in inventory.
Often, the process of detection itself is destructive. Whether detection is destruc-
tive or not, the addition of the biological reagents would make the assay plate
unusable for future tests. The usual process has the automation equipment copy a
plate taken from inventory to create the new assay plate. Reagents are then added
to the assay plate, and the detection is performed. At some point, the data man-
agement system must be told what is in the assay plate or told how to associate the
assay plate with the information in an inventory plate. This can be done in several
different ways. Two examples follow. (1) The liquid-handling device, which actu-
ally makes the assay plate, keeps a running list of the assay plates that it makes as
well as the inventory plates from which it makes each one. In this case, the data
management system will have to look up the inventory plate for each assay plate
and the get the appropriate inventory information. (2) When making an assay
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Figure 8 The sheer volume of data being produced by high-throughput screening is overwhelming users’
ability to interpret results using conventional means. Spotfire, from Spotfire, Inc., is one of a number of pro-
grams designed to help users mine the data and extract information. In this example, we see the results of sev-
eral different assays combined in a multidimensional display. Users manipulate the slide bars to further select
interesting results. A small cluster of interesting results is identified in the lower left corner, and the results for
those compounds, along with chemical structures, are displayed.
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plate, the liquid handler applies a bar code identifier that includes the inventory
plate ID plus an extension. When the data system reads the plate ID (usually in the
reader file), it needs to parse out the inventory plate ID and retrieve appropriate
inventory information.

B. Special Cases

1. Consolidation

An increasing percentage of HTS experiments are being performed on 384-well
plates. However, most storage is still done in 96-deep-well plates. During the
process, four 96-well plates are typically combined into a single 384-well plate.
So, as sample is transferred from each of the 96-well plates to a different location
on the 384-well plate, the information system must be informed about the new
location of the sample.

2. Format Changes

Often, samples are purchased from outside suppliers or are stored in inventory in
a format that is not compatible with the format used for the test. For example,
many suppliers provide compounds in 96-well plates with all wells filled; how-
ever, most tests require that one or two columns of wells be left blank for controls.
In these cases, once again, samples must be moved to different locations on the
new plates, and the information system must keep track of which samples are
moved where.

3. Pooling/Deconvolution

Some laboratories, in an effort to increase throughput, intentionally mix 8–12
samples per well. When a well displays activity, the samples contained in that well
are tested individually to find the “hot” sample. Assuming that 1% or less of all
samples are active, this will result in a dramatic decrease in the number of wells
tested, thus increasing throughput and decreasing costs. A special case of pooling
is called orthogonal pooling. In this case each sample is put into two wells, but the
combination of samples is unique in each well, and any two wells will only have
one sample in common. Therefore, when any two wells are active, the common
sample can be located and retested for confirmation.

VII. CONCLUSION AND FUTURE TECHNOLOGIES

Predicting the future in any case is a perilous thing to do. In the case of a rapidly
changing field, such as HTS, it is downright foolhardy, but that won’t keep us from
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trying. Most of the predictions we are making are just extrapolations of technolo-
gies under way. There is always the possibility that a major technological innova-
tion will change the course of screening dramatic changes in HTS processes, or
perhaps even obviating the need for HTS. Even in the absence of such dramatic
discontinuities, we can see several new technologies that will have an impact on
the practice of screening.

A. Higher Densities and Ultrahigh-Throughput Screening

First, the drive toward higher and higher densities will continue. The economics
of HTS make a compelling case. Increases in speed of throughput are a secondary
issue to reduction in the cost of reagents used. We fully expect the HTS standard
to move from 96-well plates to 384, on to 1536, and possibly as high as 3456. The
effect that this will have on informatics systems is fairly obvious. First, as noted
earlier, smaller wells require much tighter tolerances; hence, the need for the
capability to detect systematic errors will become even more acute. In addition, as
we move to higher densities, new visualization tools will become a requirement,
as many of the visualizations designed for 96- and 384-well plates will simply not
be usable for 3456-well plates. Finally, the need for users to be able to quickly
locate information for single samples will become more acute. Higher densities
and faster instrumentation together are allowing throughput to increase dramati-
cally. The increased throughput levels, referred to as ultrahigh-throughput screen-
ing, will put additional strain on information systems, forcing the systems to
process more information at a higher rate.

B. Wider Use of HTS Techniques

One of the effects of the adoption of HTS throughout the pharmaceutical industry
has been to move the bottleneck in the discovery pipeline downstream. Essen-
tially, this means that HTS labs are producing hits at a faster rate than the thera-
peutic areas and development can absorb them. One strategy for dealing with this
new bottleneck is to adapt HTS style techniques for metabolism, toxicity, and
other secondary and development assays. This change will have a dramatic effect
on information systems, as the data produced by these tests are usually far more
complex than these produced in classical HTS assays. For one thing, these tests
can often have more than one end point. For example, some toxicity tests measure
the effects of exposing the a specific type of cell to different samples. The scien-
tist may want to record the percentage of cells that died (or survived), the repro-
duction rate, the growth rate, and if any specific types of proteins were expressed.
Some tests go as far as measuring specific types of damage to the cell. The chal-
lenge to the information system is to be able to collect all of the relevant informa-
tion so as to allow the scientist to declare all of the appropriate variables for the
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experiment and record the appropriate contextual information (e.g., how was the
test run?).

C. HTS Kinetics and High-Content Screening

Until recently, the goal of all HTS programs was simply to increase throughput,
the sheer number of samples processed, and hence the volume of data produced.
Many HTS scientists believe that this goal has been largely accomplished and that
further investment in increasing throughput will bring diminishing returns. The
next goal is to increase the quality of the data produced. Essentially, this means
that the goal is no longer to simply test more samples but rather to learn more
about each sample tested. Some organizations call this “high-content screening”
(HCS). HCS involves tests where multiple end points are achieved for each sam-
ple. In addition, many kinetics experiments (where multiple readings are taken for
each sample over a course of time) have been adapted for automation. Now,
instead of a single reading for a well, there can be up to 100 readings for each well.
There is a great debate concerning what to do with this raw data. Should it be
stored at all? Can it be archived? Should it be available for on-line queries? Most
organizations have (to date) decided that it is impractical to attempt to store all the
raw data on line but that it can be archived in off-line storage, such as zip drives,
and the reduced data (such as Ki) can be stored on-line.

D. Conclusion

While it may not be possible to predict what HTS will look like in the future, sev-
eral points are clear.

• The volume of data will continue to increase. Whether it is from higher
throughput, higher content, or both, more data will be available to scien-
tists. The challenge to the information system designer, then, is to create
tools that allow the scientist to store all the relevant data and then retrieve
it in such a way that information can be extracted quickly. The goal is to
help the scientist find “actionable” data, or data that cause the scientist to
make a decision, such as “this sample is worthy of further study” or “the
results of this test should be rejected.”

• As the volume of data increases, data storage systems will come under
increasing pressure. Currently, most major pharmaceutical companies
store all chemical or biological data in Oracle databases from Oracle
Corporation. Oracle is migrating technology to object orientation, which
can provide increased performance. It will be up to the developers of
chemical and biological information management systems to utilize
advances in the underlying core technologies as they become available.
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• Data-mining tools are being developed for industries ranging from retail
to financial services. While the volume of data being produced by HTS
and related technologies calls for data mining and statistical solutions,
and there is a great deal of work going on in this area, it is unclear at the
time of writing whether general-purpose data-mining tools can be
adapted for drug discovery.

• Science will continue to evolve, and information systems must also con-
tinue to evolve to support the science.
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Combinatorial Chemistry:
The History and the Basics

Michal Lebl
Illumina, Inc.
San Diego, California

I. DEFINITION

What is combinatorial chemistry? There have been several opinions, some formu-
lated very sharply, but most expressing what combinatorial chemistry is not. At the
end of the conference “Combinatorial Chemistry 2000” in London, we organized
a discussion session because we wanted to answer this question and make sure that
our understanding of the term reflects the fact that at least some operations in the
synthesis of the group of chemical compounds is performed in combinatorial fash-
ion. Unfortunately, when it came to the public vote, the scientists in the audience
voted for a much broader definition of combinatorial chemistry. The majority
expressed the opinion that combinatorial chemistry is defined by the design
process, i.e., that compounds designed by the combination of building blocks (and
synthesized by whatever means) are the subject of combinatorial chemistry. In the
literature, the term combinatorial chemistry is used very often; however, the defi-
nition is found rarely. Seneci [1] says that “combinatorial chemistry refers to the
synthetic chemical process that generates a set or sets (combinatorial libraries) of
compounds in simultaneous rather than a sequential manner.” Journal of Combi-
natorial Chemistry defines combinatorial chemistry as “a field in which new
chemical substances—ranging from pure compounds to complex mixtures—are
synthesized and screened in a search for useful properties.”

But do we really need to define combinatorial chemistry before discussing
the history of this branch of science? Must we have consensus about the term com-
binatorial chemistry before we start the new journal with the term in its title?
(There are already several journals with the term combinatorial chemistry on their
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cover.) Apparently not, and the precise definition is probably not as important as
the fact that the novel techniques are being widely accepted and applied as needed
for a variety of projects, starting from finding new drug candidates and ending in
discovery of new inorganic materials.

II. HISTORY

Maybe the best introduction to combinatorial chemistry is through its brief history.
In 1959, the young chemist Bruce Merrifield, had the idea that it would be
extremely beneficial to modify the sometimes unpredictable behavior of growing
peptide chain intermediates by attaching the chain to the polymeric matrix, the
properties of which would be very uniform from step to step [2–5]. His invention
of solid-phase synthesis, for which he was awarded the Nobel Prize [4], changed
the field of peptide synthesis dramatically. Synthesis of oligonucleotides followed
immediately [6]; however, solid-phase synthesis of organic molecules was pursued
basically only in the laboratory of Professor Leznoff [7,8]. Even though solid-
phase synthesis was more or less accepted in the chemical community, it took
another 20 years before the new ways of thinking about generation of a multitude
of compounds for biological screening brought combinatorial chemistry to life.
Pressure from biologists motivated the development of combinatorial chemistry.
Chemists could not keep up with the demand for the new chemical entities. Big
pharmaceutical companies started to screen their entire collections of chemical
compounds against new targets, and the rate at which these collections grew
seemed unsatisfactory. Ronald Frank in Germany [9], Richard Houghten in Cali-
fornia [10], and Mario Geysen in Australia [11] devised ways to make hundreds of
peptides or oligonucleotides simultaneously by segmenting the synthetic sub-
strate–solid support. Frank used cellulose paper as the support for the synthesis of
oligonucleotides. Cutting the circles of the paper and reshuffling the labeled cir-
cles for each cycle of the coupling was a very simple way to generate hundreds of
oligos. Houghten enclosed classical polystyrene beaded resin in polypropylene
mesh bags, later called “tea-bags” or “T-bags,” and used them for parallel synthe-
sis of hundreds of peptides. The principle was the same: combine the bags intended
for coupling the same amino acid and resort the bags after each cycle of coupling.
Geysen used functionalized polypropylene pins arranged in the fixed grid. Each
pin was then immersed in a solution of activated amino acid pipetted into the indi-
vidual wells of microtiter plate. Pins were not resorted after each step, but the com-
mon steps of the synthesis (washing, deprotection) were done by introduction of
the pins into the bath containing appropriate solvent. These techniques cleared the
way for the arrival of real combinatorial techniques applied to general organic
chemistry and not only to the specific arena of peptides and oligonucleotides.
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For biologists and biochemists, working with mixtures was absolutely nat-
ural—well, it was natural also for natural products chemists—however, organic
chemists were (and still are) horrified when mixtures were mentioned. Therefore,
development of specific binders selected from the astronomically complex mix-
tures of RNA by selective binding and amplification of selected molecules by
polymerase chain reaction (PCR) was accepted enthusiastically, and papers
describing it were published in Science [12] and Nature [13,14]. (Larry Gold and
his colleagues were adventurous enough to build a company around this technol-
ogy—NeXstar—now merged with Gilead, in Colorado.) Relatively fast accep-
tance was given to the techniques generating specific peptides on the surface of the
phage, panning for the binding sequences and amplification of the phage [15,16],
described by Smith. Again, the approach was basically biological. However, ear-
lier attempts to publish papers describing the use of synthetic peptide mixtures for
determination of epitopes in Nature were unsuccessful; the world was not ready 
for chemical mixtures. Geysen’s seminal paper was eventually published in Mol-
ecular Immunology [17] and did not find a large audience. In this paper the mix-
ture of amino acids was used for the coupling at the defined positions, thus gener-
ating large mixtures of peptides. Mixtures showing significant binding were
“deconvoluted” in several steps to define the relevant binding peptide sequence at
the end.

The pioneer in development of the methods for creating the equal mixtures
(of peptides) was Arpad Furka in Hungary. His method of “portioning-mixing”
was invented in 1982 (http://szerves.chem.elte.hu/Furka/index.html) and pre-
sented as posters in 1988 and 1989 [18,19]. The method was not noticed until
1991, when it was reinvented and published in Nature by two independent groups,
Lam et al. in Arizona (“split-and-mix” method) [20] and Houghten et al. in Cali-
fornia (“divide–couple–recombine” method) [21]. Technology of deconvolution
of mixtures was the basis of formation of Houghten Pharmaceuticals, Inc., later
renamed Trega Biosciences, Inc. (Leon, Germany). Finding the active molecule
requires synthesis of the second (and third, and fourth etc.) generation mixtures of
lower complexity based on the activity evaluation of the most active mixture from
the first round of screening. An alternative method is positional scanning in which
mixtures of the same complexity with defined building blocks in all positions of
the sequence are screened and the importance of individual blocks is ascertained.
The combinations of all “important” residues are then assembled in the possible
“candidate sequences,” which are then tested individually [22]. The use of mix-
ture-based libraries was reviewed recently [23].

Portioning-mixing (split-and-mix, divide–couple–recombine) is a simple but
powerful method that not only allows generation of equimolar mixtures of com-
pounds but is also the basis of one-bead-one-compound technology for the screen-
ing of individual compounds (as recognized by Lam [20,24,25]). In this modifica-
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tion, the synthetic compounds are not cleaved from the resinous bead, and binding
is evaluated by assay performed directly on the bead. The structure of a compound
residing on positively reacting bead is then established by direct methods or by
reading “the code” associated with that particular bead. The one-bead-one-com-
pound technique can be modified for the release of the compound to solution [26],
or to semisolid media [27], to allow for the use of assays not compatible with solid-
phase limitation. Again, this technology jump-started the first combinatorial chem-
istry company, Selectide Corporation, in Tucson, Arizona (now part of Aventis).

III. SMALL ORGANIC MOLECULES

Libraries of peptides and oligonucleotides were relatively easy to handle both in
the mixture and in the individual one-bead-one-compound format. Determination
of structure of peptide and/or oligonucleotide is made relatively easy by sequenc-
ing requiring picomolar or even lower amounts of material. At the same time syn-
thetic methodologies for their synthesis are well developed. However, a good can-
didate for new successful drug is being sought between “small organic molecules.”
Libraries containing nonoligomeric organic compounds were obviously the next
step in the development of combinatorial chemistry. Jonathan Ellman recognized
this need and developed a method for solid-phase parallel synthesis of benzodi-
azepines [28]. His publication, together with published results from Parke-Davis
[29] and Chiron [30,31], started a flood of communications about application of
solid-phase synthesis to preparation of enormous numbers of different categories
of organic compounds, with the major focus on heterocyclic molecules. (Numer-
ous compilations of solid-phase syntheses were published; see, for example,
[32–35], and a dynamic database of all relevant publications is available on the
Internet (http://www.5z.com/divinfo).).

Transformation of one-bead-one-compound libraries to the arena of small
organic molecules requires methods allowing simple and unequivocal determina-
tion of the structure from the individual bead containing picomolar amounts of
analyzable material. This problem was addressed by inclusion of “tagging” into
the synthetic scheme [36–39]. The structure of the relevant molecule is deter-
mined by reading the “tag.” The most elegant method for tagging was developed
by Clark Still [37]. Again, as a rule in this field, the result was formation of a new
company, Pharmacopeia. In this method, the tagging of the organic molecule is
achieved by a relatively small set of halogenated ethers attached to the bead as a
defined mixture in each step of the synthesis, forming digital code (each molecule
of the tagging substance is either present—digit 1—or absent—digit 0), evaluated
after detachment from the bead by gas chromatography.

It did not take long before the combinatorial techniques were applied to
material science [40–44]. These libraries are produced usually in a spatially

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.

http://www.5z.com/


Combinatorial Chemistry 399

addressable form and were used to find new supraconductive, photoluminescent,
or magnetoresistive materials.

IV. SYNTHETIC TECHNIQUES

Although the pressure to produce more compounds was visibly coming from phar-
maceutical companies, most of the new techniques were developed at academic
institutions. Big companies still did not embrace the new techniques possibly due
to the fact that they are quite simple and inexpensive to implement. Pharmaceuti-
cal companies do not want simple solutions; they would rather invest in enormous
automation projects. In the end the managers are judged by the budget they were
able to invest, and a big room full of robotic synthesizers definitely looks impres-
sive. Another major factor is the “visibility” of the compound produced. Produc-
tion of 100 nmoles of the compound (about 50µg of an average organic com-
pound), which can make 100 ml of 1 µM solution (enough for 1000 biological
assays), is unacceptable—simply because it is not “visible.” Companies usually
require 5–50 mg of the compound (more than enough for 1 million assays) just to
“have it on the shelf.” And techniques providing 100 nmoles are definitely cheaper
and require less automation than techniques needed to make milligram quantities
of the compound.

A very elegant technique for synthesizing numerous organic compounds in
parallel was introduced by Irori in San Diego. This company was based on the idea
that it is possible to label individual polymeric beads with the readable radiofre-
quency tag, which will be built during the split-and-mix synthesis of any type of
molecule. Even though this very ambitious goal has not yet been achieved, the
technique of “Microkans”—small containers made from polymeric mesh material
containing inside beads used for solid phase synthesis together with radiofre-
quency tag [45,46]—is used in numerous laboratories [47]. The most recent incar-
nation of this technique (based on the original principle of “tea-bag” synthesis of
Houghten [10]), is the labeling of small disks containing 2–10 mg of synthetic
substrate, called “NanoKans,” by a two-dimensional bar code on a small ceramic
chip [48].

On the other hand, thousands of compounds can be synthesized relatively
inexpensively in polypropylene microtiter plates using either “surface suction”
[49] or “tilted centrifugation” [50]. However, nothing can be more economical and
versatile for synthesis of up to couple of hundred compounds than disposable
polypropylene syringes equipped with polypropylene frits, as introduced by Krch-
nak [51]. A syringe is charged with the solid support of choice, and all steps of the
synthesis are performed by aspirating appropriate reagents using needles and (if
needed) septum-closed bottles. The operation of syringes can be simplified by the
use of domino blocks [52].
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V. PHILOSOPHY AND CRITERIA

The different approaches to the synthesis of libraries illustrate the different
philosophies of laboratories and companies. The same difference in thinking can
be found in the value given to the purity of prepared compounds. Different com-
panies apply different criteria. However, in the end you will always hear: “We do
not accept anything worse than 80 (75, 85, 70)% purity.” Well, what purity is being
talked about? High-performance liquid chromatography with ultraviolet detector?
All compounds would have to have the same absorbtion coefficient. Or evapora-
tive light-scattering (ELS) detector? Slightly better. Or mass spectroscopic (MS)
purity? There is nothing like MS purity! Maybe nuclear magnetic resonance
(NMR), but who can evaluate several hundreds or thousands of NMR spectra each
day? Anyway, what does this number tell you? Only a rough approximation of
how many potentially good leads you will miss by not looking at the samples at
all. The only really important information that the chemist should provide to the
biologist is whether he or she can guarantee the preparation of the same sample
tomorrow or a year from now. Does he or she have the stable, well-rehearsed pro-
tocol and reliable source of starting materials? If yes, every biologist should be
happy to screen his or her compounds. If the biological activity is found in the
impure sample, the likelihood that the active component of the mixture can be
found after isolation of all components is pretty high. By the way, the probability
that the activity is higher than observed in the mixture is also high. And, as a free
bonus, the active species might not be the one that was targeted but rather the side
product of unexpected (and hopefully novel) structure. This would make the
patent people happy. For a long time I did not meet a combinatorial chemist who
did not have a story about active compound being a side product.

We could go on discussing combinatorial chemistry, but because this text is
intended to be an introduction to the history of the fields, we will stop here and refer
readers to the published literature. The histories and personal recollections of the
pioneers in this field were compiled in the inaugural issue of Journal of Combina-
torial Chemistry [53], and a similar format was used for a history of solid-supported
synthesis [54,55]. In addition to books on the subject of combinatorial chemistry
and solid-phase synthesis [56–74], we recommend attendance at biannual sym-
posia on solid-phase synthesis and combinatorial techniques [75], organized by
Roger Epton. Reading of recent review articles [32–35,76–88] is also helpful. We
also direct readers to the Internet site compiling all papers published in this excit-
ing and rapidly growing field, which can be found at http://www.5z.com/divinfo.

REFERENCES

1. Seneci P. Solid-Phase Synthesis and Combinatorial Technologies. New York: John
Wiley & Sons, 2001.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.

http://www.5z.com/


Combinatorial Chemistry 401

2. Merrifield B. Concept and early development of solid-phase peptide synthesis. Meth
Enzymol 1997;289:3–13.

3. Merrifield RB. Solid phase peptide synthesis. I. The synthesis of a tetrapeptide. J Am
Chem Soc 1963;85:2149–2154.

4. Merrifield RB. Solid phase synthesis (Nobel lecture). Angew Chem Int Ed
1985;24:799–810.

5. Merrifield RB. Life During a Golden Age of Peptide Chemistry: The Concept and
Development of Solid-Phase Peptide Synthesis. Washington, DC: American Chemi-
cal Society, 1993.

6. Letsinger RL, Mahadevan V. Stepwise synthesis of oligodeoxyribonucleotides on an
insoluble polymer support. J Am Chem Soc 1966;88:5319–5324.

7. Leznoff CC, Wong JY. The use of polymer supports in organic synthesis. The syn-
thesis of monotrityl ethers of symmetrical diols. Can J Chem 1972;50:2892–2893.

8. Leznoff CC. 1999 Alfred Bader Award Lecture: From early developments in multi-
step organic synthesis on solid phases to multi-nuclear phthalocyanines. Can J Chem
2000;78(2):167–183.

9. Frank R, Heikens W, Heisterberg-Moutsis G, Blocker H. A new general approach for
the simultaneous chemical synthesis of large numbers of oligonucleotides: segmen-
tal solid supports. Nucl Acid Res 1983;11:4365–4377.

10. Houghten RA. General method for the rapid solid-phase synthesis of large numbers
of peptides: specificity of antigen-antibody interaction at the level of individual
amino acids. Proc Natl Acad Sci USA 1985;82:5131–5135.

11. Geysen HM, Meloen RH, Barteling SJ. Use of peptide synthesis to probe viral anti-
gens for epitopes to a resolution of a single amino acid. Proc Natl Acad Sci USA
1984;81:3998–4002.

12. Tuerk C, Gold L. Systematic evolution of ligands by exponential enrichment: RNA
ligands to bacteriophage T4 DNA polymerase. Science 1990;249:505–510.

13. Ellington AD, Szostak JW. In vitro selection of RNA molecules that bind specific lig-
ands. Nature 1990;346:818–822.

14. Ellington AD, Szostak JW. Selection in vitro of single-stranded DNA molecules that
fold into specific ligand-binding structures. Nature 1992;355:850–852.

15. Smith GP. Filamentous fusion phage: novel expression vectors that display cloned
antigens on the virion surface. Science 1985;228:1315–1317.

16. Smith GP, Petrenko VA. Phage display. Chem Rev 1997;97(2):391–410.
17. Geysen HM, Rodda SJ, Mason TJ. A priori delineation of a peptide which mimics a

discontinuous antigenic determinant. Mol Immunol 1986;23:709–715.
18. Furka A, Sebestyen F, Asgedom M, et al. Highlights of Modern Biochemistry. Pro-

ceedings of the 14th International Congress of Biochemistry, held in Prague, 1988.
Ultrecht: VSP, 1988; 13, Cornucopia of peptides by synthesis. p. 47.

19. Furka A, Sebestyen F, Asgedom M, Dibo G. More peptides by less labour. 1988.
Poster presented at Xth International Symposium on Medicinal Chemistry, Budapest,
1988.

20. Lam KS, Salmon SE, Hersh EM, Hruby VJ, Kazmierski WM, Knapp RJ. A new type
of synthetic peptide library for identifying ligand-binding activity. Nature 1991;
354:82–84.

21. Houghten RA, Pinilla C, Blondelle SE, Appel JR, Dooley CT, Cuervo JH. Generation

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



402 Lebl

and use of synthetic peptide combinatorial libraries for basic research and drug dis-
covery. Nature 1991;354:84–86.

22. Dooley CT, Houghten RA. The use of positional scanning synthetic peptide combi-
natorial libraries for the rapid determination of opioid receptor ligands. Life Sci
1993;52:1509–1517.

23. Houghten RA, Pinilla C, Appel JR, Blondelle SE, Dooley CT, Eichler J, Nefzi A,
Ostresh JM. Mixture-based synthetic combinatorial libraries. J Med Chem
1999;42(19):3743–3778.

24. Lam KS, Lebl M, Krchnak V. The “one-bead one-compound” combinatorial library
method. Chem Rev 1997;97(2):411–448.

25. Lebl M, Krchnak V, Sepetov NF, Seligmann B, Strop P, Felder S, Lam KS. One-bead-
one-structure combinatorial libraries. Biopolymers (Pept Sci) 1995;37(3):177–198.

26. Salmon SE, Lam KS, Lebl M, Kandola A, Khattri PS, Wade S, Patek M, Kocis P,
Krchnak V, Thorpe D, et al. Discovery of biologically active peptides in random
libraries: solution-phase testing after staged orthogonal release from resin beads. Proc
Natl Acad Sci USA 1993;90(24):11708–11712.

27. Salmon SE, Liu-Stevens RH, Zhao Y, Lebl M, Krchnak V, Wertman K, Sepetov N,
Lam KS. High-volume cellular screening for anticancer agents with combinatorial
chemical libraries: a new methodology. Mol Diver 1996;2(1–2):57–63.

28. Bunin BA, Ellman JA. A general and expedient method for the solid phase synthesis
of 1,4-benzodiazepine derivatives. J Am Chem Soc 1992;114:10997–10998.

29. DeWitt SH, Kiely JS, Stankovic CJ, Schroeder MC, Cody DMR, Pavia MR. “Diver-
somers”: an approach to nonpeptide, nonoligomeric chemical diversity. Proc Natl
Acad Sci USA 1993;90:6909–6913.

30. Simon RJ, Kaina RS, Zuckermann RN, Huebner VD, Jewell DA, Banville S, Ng S,
Wang L, Rosenberg S, Marlowe CK, et al. Peptoids: a modular approach to drug dis-
covery. Proc Natl Acad Sci USA 1992;89:9367–9371.

31. Zuckermann RN, Martin EJ, Spellmeyer DC, Stauber GB, Shoemaker KR, Kerr JM,
Figliozzi GM, Goff DA, Siani MA, Simon RJ, et al. Discovery of nanomolar ligands
for 7-transmembrane G-protein-coupled receptors from a diverse N-(substituted)-
glycine peptoid library. J Med Chem 1994;37:2678–2685.

32. Dolle RE. Comprehensive survey of combinatorial library synthesis: 1999. J Comb
Chem 2000;2(5):383–433.

33. Franzen RG. Recent advances in the preparation of heterocycles on solid support: a
review of the literature. J Comb Chem 2000;2(3):195–214.

34. Guillier F, Orain D, Bradley M. Linkers and cleavage strategies in solid-phase organic
synthesis and combinatorial chemistry. Chem Rev 2000;100(6):2091–2057.

35. Sammelson RE, Kurth MJ. Carbon–carbon bond-forming solid-phase reactions. Part
II. Chem Rev 2001;101(1):137–202.

36. Kerr JM, Banville SC, Zuckermann RN. Encoded combinatorial peptide libraries
containing non-natural amino acids. J Am Chem Soc 1993;115:2529–2531.

37. Nestler HP, Bartlett PA, Still WC. A general method for molecular tagging of encoded
combinatorial chemistry libraries. J Org Chem 1994;59:4723–4724.

38. Nielsen J, Brenner S, Janda KD. Peptides 94, Proc.23.EPS; Maia HLS (ed); Leiden:
ESCOM; 1995;Implementation of encoded combinatorial chemistry. pp. 92–93.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Combinatorial Chemistry 403

39. Nikolaiev V, Stierandova A, Krchnak V, Seligmann B, Lam KS, Salmon SE, Lebl M.
Peptide-encoding for structure determination of nonsequenceable polymers within
libraries synthesized and tested on solid-phase supports. Pept Res 1993;6(3):
161–170.

40. Briceno G, Chang H, Sun X, Schulz PG, Xiang XD. A class of cobalt oxide magne-
toresistance materials discovered with combinatorial synthesis. Science 1995;270:
273–275.

41. Sun XD, Gao C, Wang JS, Xiang XD. Identification and optimization of advanced
phosphors using combinatorial libraries. Appl Phys Lett 1997;70(25):3353–3355.

42. Takeuchi I, Chang H, Gao C, Schultz PG, Xiang XD, Sharma RP, Downes MJ,
Venkatesan T. Combinatorial synthesis and evaluation of epitaxial ferroelectric
device libraries. Appl Phys Lett 1998;73(7):894–896.

43. Wang J, Yoo Y, Gao C, Takeuchi I, Sun X, Chang H, Xiang XD, Schultz PG. Identi-
fication of a blue photoluminescent composite material from a combinatorial library.
Science 1998;279(5357):1712–1714.

44. Xiang XD, Sun X, Briceno G, Lou Y, Wang KA, Chang H, Wallace-Freedman WG,
Chen SW, Schultz PG. A combinatorial approach to materials discovery. Science
1995;268:1738–1740.

45. Nicolaou KC, Xiao XY, Parandoosh Z, Senyei A, Nova MP. Radiofrequency encoded
combinatorial chemistry. Angew Chem Int Ed 1995;34:2289–2291.

46. Moran EJ, Sarshar S, Cargill JF, Shahbaz MM, Lio A, Mjalli AMM, Armstrong RW.
Radio frequency tag encoded combinatorial library method for the discovery of
tripeptide-substituted cinnamic acid inhibitors of the protein tyrosine phosphatase
PTP1B. J Am Chem Soc 1995;117:10787–10788.

47. Xiao XY, Nicolaou KC. Combinatorial Chemistry: A Practical Approach; Fenniri H
(ed); Oxford: Oxford University Press; 2000;4, High-throughput combinatorial syn-
thesis of discrete compounds in multimilligram quantities: nonchemical encoding
and directed sorting. pp. 75–94.

48. Xiao X, Zhao C, Potash H, Nova MP. Combinatorial chemistry with laser optical
encoding. Angew Chem Int Ed 1997;36(7):780–782.

49. Lebl M, Krchnak V, Ibrahim G, Pires J, Burger C, Ni Y, Chen Y, Podue D, Mudra P,
Pokorny V, et al. Solid-phase synthesis of large tetrahydroisoquinolinone arrays by
two different approaches. Synthesis-Stuttgart 1999;(11):1971–1978.

50. Lebl M. New technique for high-throughput synthesis. Bioorg Med Chem Lett
1999;9(9):1305–1310.

51. Krchnak V, Vagner J. Color-monitored solid-phase multiple peptide synthesis under
low-pressure continuous flow conditions. Pept Res 1990;3:182–193.

52. Krchnak V, Padera V. The domino blocks: A simple solution for parallel solid-phase
organic synthesis. Bioorg Med Chem Lett 1998;8(22):3261–3264.

53. Lebl M. Parallel personal comments on “classical” papers in combinatorial chem-
istry. J Comb Chem 1999;1(1):3–24.

54. Hudson D. Matrix assisted synthetic transformations: a mosaic of diverse contribu-
tions. I. The pattern emerges. J Comb Chem 1999;1(5):333–360.

55. Hudson D. Matrix assisted synthetic transformations: a mosaic of diverse contribu-
tions. II. The pattern is completed. J Comb Chem 1999;1(6):403–457.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



404 Lebl

56. Bannwarth W, Felder E, Mannhold R, Kubinyi H, Timmerman H (eds). Combinator-
ial Chemistry: A Practical Approach. Methods and Principles in Medicinal Chem-
istry. Weinheim: Wiley-VCH, 2000.

57. Burgess K (ed). Solid-Phase Organic Synthesis. New York: John Wiley & Sons, 2000.
58. Dorwald FZ (ed). Organic Synthesis on Solid Phase: Supports, Linkers, Reactions.

New York: Wiley-VCH, 2000.
59. Fenniri H (ed). Combinatorial Chemistry: A Practical Approach. Oxford: Oxford

University Press, 2000.
60. J Jung G (ed). Combinatorial Chemistry: Synthesis, Analysis, Screening. Weinheim:

Wiley-VCH, 1999.
61. Miertus S, Fassina G (eds). Combinatorial Chemistry and Technology. Principles,

Methods, and Applications. New York: Marcel Dekker, 1999.
62. Moos WH, Pavia MR (eds). Annual Reports in Combinatorial Chemistry and Mole-

cular Diversity, Vol. 2. Dordrecht: Kluwer, 1999.
63. Bunin BA (ed). The Combinatorial Index. San Diego: Academic Press, 1998.
64. Gordon EM, Kerwin JFJ (eds). Combinatorial Chemistry and Molecular Diversity in

Drug Discovery. New York: John Wiley & Sons, 1998.
65. Terrett NK (ed). Combinatorial Chemistry. New York: Oxford University Press, 1998.
66. Cabilly S (ed). Combinatorial Peptide Library Protocols. Totowa: Humana Press,

1997.
67. Czarnik AW, DeWitt SH (eds). A Practical Guide to Combinatorial Chemistry. Wash-

ington, DC: American Chemical Society, 1997.
68. Devlin JP (ed). High Throughput Screening: The Discovery of Bioactive Substances.

New York: Marcel Dekker, 1997.
69. Fields GB, Colowick SP (eds). Solid-Phase Peptide Synthesis. San Diego: Academic

Press, 1997.
70. Wilson SR, Czarnik AW (eds). Combinatorial Chemistry. Synthesis and Applications.

New York: John Wiley & Sons, 1997.
71. Abelson JN (ed). Combinatorial Chemistry. San Diego: Academic Press, 1996.
72. Chaiken IM, Janda KD (eds). Molecular Diversity and Combinatorial Chemistry.

Libraries and Drug Discovery. ACS Conference Proceedings. Washington, DC:
Americal Chemical Society, 1996.

73. Cortese R (ed). Combinatorial Libraries: Synthesis, Screening and Application
Potential. New York: Walter de Gruyter, 1996.

74. Jung G (ed). Combinatorial Peptide and Nonpeptide Libraries: A Handbook. New
York: VCH, 1996.

75. Epton R (ed). Innovation and Perspectives in Solid Phase Synthesis and Combinato-
rial Libraries. Birmingham: Mayflower Scientific Limited, 1999.

76. Kassel DB. Combinatorial chemistry and mass spectrometry in the 21st century drug
discovery laboratory. Chem Rev 2001;101(2):255–267.

77. Reetz MT. Combinatorial and evolution-based methods in the creation of enantiose-
lective catalysts. Angew Chem Int Ed 2001;40(2):284–310.

78. An H, Cook PD. Methodologies for generating solution-phase combinatorial
libraries. Chem Rev 2000;100(9):3311–3340.

79. Barnes C, Balasubramanian S. Recent developments in the encoding and deconvolu-
tion of combinatorial libraries. Curr Opin Chem Biol 2000;4(3):346–350.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Combinatorial Chemistry 405

80. Brase S. New linkers for solid phase organic chemistry. Multidirectional (multifunc-
tional), backbone amide, and traceless linker. Chim Oggi 2000;18(9):14–19.

81. Brase S, Dahmen S. Traceless linkers: only disappearing links in solid-phase organic
synthesis? Chem Eur J 2000;5(11):1899–1905.

82. Domling A, Ugi I. Multicomponent reactions with isocyanides. Angew Chem Int Ed
2000;39(18):3169–3210.

83. Enjalbal C, Martinez J, Aubagnac JL. Mass spectrometry in combinatorial chemistry.
Mass Spectrom Rev 2000;19(3):139–161.

84. Gauglitz G. Optical detection methods for combinatorial libraries. Curr Opin Chem
Biol 2000;4(3):351–355.

85. Hewes JD. High throughput methodologies: a new paradigm for chemicals and mate-
rials research. Chim Oggi 2000;18(9):20–24.

86. Kopylov AM, Spiridonova VA. Combinatorial chemistry of nucleic acids: SELEX.
Mol Biol 2000;34(6):940–954.

87. Nestler HP. Combinatorial libraries and molecular recognition: match or mismatch?
Curr Org Chem 2000;4(4):397–410.

88. Porco JA Jr. Organic synthesis using chemical tags: the third leg of parallel synthesis.
Comb Chem High Throughput Screening 2000;3(2):93–102.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



17
New Synthetic Methodologies

Tasir S. Haque, Andrew P. Combs, and Lorin A.Thompson
Bristol-Myers Squibb Company 
Wilmington, Delaware

The synthesis of libraries of diverse drug-like molecules is dependent on the avail-
ability of reliable and general synthetic methods. This chapter is intended to give
the reader an overview of the latest developments in solid-phase and solution-
phase syntheses directed to constructing libraries of compounds for biological
screening. The brevity of this review with respect to some of the more established
synthetic methods is by no means meant to diminish their importance, but rather
to maintain the focus of this chapter on the most recent synthetic methodology
advances. The reader is encouraged to consult the extensive literature referenced
at the end of the chapter for complete details of these new synthetic methods.

I. INTRODUCTION

The development of high-throughput screening (HTS) technology in the late
1980s and early 1990s and the dramatic increases in the number of biological tar-
gets available from the Human Genome Project has fueled the desire of pharma-
ceutical companies for larger numbers of compounds to screen against these new
biological targets. The solid-phase synthesis of benzodiazepines was first demon-
strated in 1977 by Camps Diez and coworkers [1]. Around this same time, several
other organic chemists, including Leznoff and Frechet, also synthesized small
molecules on solid supports [2–4]. However, little general notice was taken of
these accomplishments until the early 1990s when Ellman and Hobbs-Dewitt pub-
lished their syntheses of benzodiazepines, and solid-phase synthesis was recog-
nized as an ideal method for the construction of large compound libraries [5,6].
Multiple parallel synthetic techniques first described by Geysen (using multipin
arrays [7]) and Houghten (using “tea-bag” methods [8]) and combinatorial syn-
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thesis by the split-and-mix method initially described by Furka et al. made possi-
ble the synthesis of vast numbers of diverse compounds for biological screening
[9,10]. The rapid medicinal chemistry optimization of lead compounds discovered
from these collections by analogous parallel synthesis methods promised to
shorten the time required to advance these compounds to clinical trials. Although
in 1992 it was clear that solid-phase synthesis methods could significantly
enhance the drug discovery process, the lack of robust solid-phase synthetic
methodologies severely limited its utility. The race was then begun to discover
new synthetic methods, invent new robotics and instrumentation, develop com-
puter-assisted library design and analysis software, and integrate these tools into
the drug discovery process. The plethora of recent publications in combinatorial
organic synthesis (COS) and the establishment of three new journals dedicated to
combinatorial chemistry (Journal of Combinatorial Chemistry, Molecular Diver-
sity, Combinatorial Chemistry and High Throughput Screening) demonstrates the
commitment of the synthetic organic community to these endeavors [11–39].

A. Strategies for Combinatorial Library Syntheses

The efficient combinatorial synthesis of quality compound libraries can be
reduced to a few basic principles: (1) Compound libraries must be amenable to HT
synthesis. (2) Scope of chemistry must be sufficiently broad. (3) Building blocks
must be readily available. (4) Library purities must be excellent (>85% on aver-
age). (5) Yield must be adequate (>25% on average). The ideal library synthesis
thus consists of short chemical sequences composed of highly optimized synthetic
reactions to ensure adequate yields and high purities of the library members. A
variety of building blocks used in the synthesis would be available from commer-
cial sources or one- to two-step syntheses, allowing for the rapid synthesis of large
compound libraries.

Solid-phase synthesis is one of the most powerful methods for construction
of large compound libraries. It is amenable to “split-and-pool” methods for
extremely large (>104–107 member), single-compound-per-bead libraries, mix-
ture libraries, or discrete compound syntheses. The ability to drive reactions to
completion using excess reagents and simple removal of impurities from the crude
reactions by washing the resin permits multistep synthesis of complex scaffolds in
excellent purities and yields. Recent advances in solution-phase scavenging and
solid-supported reagents are also proving to be effective in multistep synthesis of
libraries. A comparison of the advantages and disadvantages of solid-phase versus
solution-phase synthesis described by Coffin in a recent article by Baldino is pro-
vided in Table 1 [39] (please refer to the article for clarification of the “issues” dis-
cussed in the table). The obvious synergies of these two methods are apparent
from the table. A proficient combinatorial chemistry lab is capable of utilizing
either solution-phase or solid-phase HT methods, and the decision of which
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Table 1 Advantages and Disadvantages of Solution-Phase vs. Solid-Phase Parallel
Synthesisa

Issues Solution phase Solid phase

1. Range of accessible reactions ++ –
2. Production of congeneric sets of compounds

in SAR. ordered arrays
++ –

3. Use of in-process controls + –
4. Effort required to “combinatorialize” a 

synthetic reaction or scheme
+ –

5. Linker attachment sites N.A. –
6. Larger scale resynthesis of bioactive library

members
++ –

7. Choice of solvents + –
8. Operating temperatures + –
9. Heterogeneous reagents + –

10. Scavenger resins + –
11. Cost of reagents and materials + –
12. Abundance of literature precedents ++ –
13. Location-based sample identification ++ –
14. Tagging-based sample identification – +
15. Capital investment required – +
16. Maintaining inert conditions – +
17. Mass-action reagent excess – ++
18. Library transformations with no change in

diversity
– +

19. Protecting groups – +
20. Multistep synthesis – +
21. Use of bifunctional reagents – +
22. Access to split-and-pool amplification – ++

aSee original article for detailed discussion [39].

method to use is based on a variety of factors. These factors include the type of
chemistry to be performed, the size and scale of the library, and the intended use
of the library (i.e., lead discovery library versus lead optimization or structure–
activity relationship library).

II. SOLID-PHASE SYNTHESIS METHODOLOGIES

Numerous advances in solid-phase synthesis methodologies have been published
in the literature in the past decade. In fact, most solution-phase synthetic transfor-
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Figure 1 Structure of cross-linked polystyrene.

mations have now been performed in some form on solid supports. This section
presents brief descriptions of many of the most recent solid-phase synthesis
advances and attempts to explain the importance of these methods for the rapid
synthesis of compound libraries. The reader can expect to gain from this section a
good overview of the current state of the art and where the field of solid-phase syn-
thesis is headed at the beginning of the 21st century.

A. Introduction to Polymer-Supported Synthesis

1. Pros and Cons of Synthesis on Support

The concept of polymer-supported synthesis was popularized by Bruce Merrifield
with the publication in 1963 of his seminal paper describing the solid-phase syn-
thesis of peptides [40]. In this work, Merrifield covalently attached an amino acid
to an insoluble polymer bead made from polystyrene cross-linked with 1–2%
divinylbenzene (Fig. 1). When placed in a reaction solution, the polystyrene beads
swell and allow solvent to penetrate the bead, permitting a dissolved reagent
access to the linked amino acid. Because the beads do not dissolve they can be iso-
lated from the solution by simply filtering them on a fritted funnel. The power of
this method is the trivial isolation of the polymer (and thus the polymer-bound
compound) from a reaction solution by filtration after the addition of each new
reagent. This method completely eliminates the need for isolation and purification
of the intermediate products, each of which usually requires an aqueous extraction
and chromatographic purification. This procedure is particularly useful in the syn-
thesis of peptides, where the addition of each amino acid in solution requires two
chemical steps (deprotection and coupling), as well as a separate time-consuming
purification after the addition of each new amino acid (for more details, see Fig-
ure 15 and the section on peptide synthesis on solid support). Using the solid-
phase procedure an entire peptide can be assembled while attached to the polymer
bead, and only a single purification step at the end of the synthesis is necessary.
Peptides of unprecedented length and purity were synthesized in a much shorter
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time using the Merrifield procedure than was previously possible using traditional
solution-phase peptide synthesis methods. The success of polymer-bound peptide
synthesis also resulted in the development of similar technology for the construc-
tion of other biopolymers, including oligonucleotides, which are now routinely
constructed in a completely automated fashion.

The concept of polymer-supported synthesis for molecules other than pep-
tides was investigated in the late 1960s and early 1970s by a number of investiga-
tors who helped to define the scope and limitations of polymer-bound synthesis of
organic molecules [2,3]. There are a number of advantages to polymer-bound syn-
thesis. As mentioned above, the main advantage of an insoluble polymer support
is that the insoluble polymer may be isolated from a reaction solution by filtration,
making conventional purification of the desired compound unnecessary. This sim-
plified purification procedure allows the use of a large excess of reagents to drive
a reaction to completion while minimizing the time needed to purify and isolate
the desired product from the complex reaction solution.

Linkage of a molecule to a polymer support also facilitates encoding; an
identifying tag of some kind can be linked to the polymer bead containing a par-
ticular molecule. Systems have been developed to allow screening of millions of
compounds followed by identification of active structures by decoding tags
attached to the polymer bead during the synthesis of the particular compound [41].

Although solid-phase organic synthesis (SPOS) remains one of the most
powerful techniques for parallel synthesis, it has drawbacks. Disadvantages of this
method may include diminished reaction rates for certain reactions, formation of
support-bound impurities that are released along with the desired molecule during
cleavage, and the necessity of developing a method for linkage of the desired com-
pound to the support. The analysis of resin-bound intermediates can also be com-
plicated, and additional time is often required to develop robust and versatile
chemistry for multistep syntheses on solid support. A variety of tools have been
developed or adapted to aid in the analysis of compounds on a solid support,
including solid-state nuclear magnetic resonance (NMR), Fourier transform
infrared (IR) and mass spectroscopies, as a number of color tests for the presence
or absence of certain functional groups [42–46]. New technologies have been
designed to try to retain the benefits of solid-phase chemistry while minimizing
the drawbacks (see section on solution-phase polymer-supported synthesis).

B. Synthetic Transformations on Solid Supports

1. Carbon–Heteroatom Coupling Reactions on Solid Supports

Carbon–heteroatom coupling reactions are the most widely used synthetic trans-
formations for the construction of compound libraries. N-Acylation, N-alkylation,
N-arylation, O-acylation, O-alkylation, and O-arylation are just a few examples of
these ubiquitous reactions performed on solid supports (Scheme 1). Nearly all
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Scheme 1

reported multistep solid-phase syntheses incorporate one or more of these reac-
tions. In general, these reactions tend to be easily optimized, occur at or near room
temperature, and are not particularly sensitive to air or moisture. These mild reac-
tion conditions simplify tremendously the automation of the library synthesis
since reagents and reactions do not need to be cooled, heated, or kept under an
inert atmosphere. Recent engineering advances in instrument design do permit the
HT synthesis of compound libraries under these more demanding conditions.
Thousands of the reagents used in these syntheses are available from commercial
sources. Diverse or focused sets of reagents can therefore be readily purchased for
incorporation into diversity-oriented or target-directed compound libraries.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



New Synthetic Methodologies 413

Figure 2 Examples of resin-bound amines.

a. N-Acylation, N-Alkylation, and N-Arylation. Many synthetic methods
for the derivatization of resin-bound amines have been optimized for the con-
struction of diverse compound libraries. The ease of amine incorporation and sub-
sequent derivatization, along with the large and diverse set of amine building
blocks that are commercially available, has driven the exploitation of this func-
tionality. A wide variety of resin-bound amines are thus readily available, since
they can be incorporated onto the support in high yields and purities via standard
amino acid chemistry, reductive amination of aldehyde-functionalized resins, or
amine displacement of resin-bound halides, to name just a few synthetic methods
(Fig. 2).

Derivatization of resin-bound amines can be accomplished by many differ-
ent synthetic transformations, thus allowing the generation of diverse product
libraries. Several examples are given in Scheme 1. N-Acylation is a particularly
useful diversity forming reaction, since thousands of building blocks (acids, acid
chlorides, sulfonyl chlorides, isocyanates, chloroformates, carbamoyl chlorides,
and more) are commercially available and each can be performed in high yield
(Scheme 1). N-Alkylation of resin-bound amines is another useful reaction
sequence, since it affords basic secondary or tertiary amine products with dramat-
ically different chemical and physical properties. The aldehyde, alkyl halide, or
alcohol building blocks necessary for the synthesis of these N-alkylamine com-
pounds (via reductive amination or N-alkylation respectively) are also readily
available, allowing large, diverse libraries of these compounds to be synthesized.
A general method for the N-arylation of resin-bound amines is a relatively new
addition to the optimized solid-phase reactions [47–50]. A complete description of
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Figure 3 Use of support/linker as hydroxyl protecting group in synthesis of hydroxy-
ethylamines (top) and prostoglandins (bottom).

these transformations can be found in the section on transition metal–mediated
coupling reactions.

b. O-Acylation, O-Alkylation, and O-Arylation. The carbon–oxygen
bond is a ubiquitous motif found many drugs. Therefore, solid-phase synthetic
methods for carbon–oxygen bond formation (O-acylation, O-alkylation, and O-
arylation) have been utilized many times in compound library synthesis (Scheme
1). The robust nature of this chemistry with respect to the ease of synthesis and
variety of building blocks that undergo efficient chemical reaction make these
methods very attractive for diverse compound library construction. While the
resultant esters can be somewhat unstable to proteases under physiological condi-
tions, the ether and carbamate linkages are typically stable.

The hydroxyl functional group also offers a handle for linking a scaffold to
a suitable polymer support. This technique has been a useful synthetic strategy for
those libraries where a free hydroxyl group is desired in all members of the library.
The solid-phase synthesis of hydroxyethylamine aspartyl protease inhibitor
libraries and prostaglandin libraries are excellent examples of this strategy (Fig. 3)
[51–53]. The hydroxyl group is an integral part of the aspartyl protease inhibitor
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and prostaglandin pharmacophores. The linkage at the conserved hydroxyl group
not only binds the core to the resin for subsequent derivatization but also protects
the hydroxyl from undesired reactions during the library synthesis. The free
hydroxyl group is only revealed upon cleavage of the final products from the solid
support.

2. Carbon–Carbon Bond–Forming Reactions on Solid Supports

The biopolymer syntheses described in a following section involve the formation
of a carbon–heteroatom bond (an amide bond for peptides, a glycosidic ether link-
age for oligosaccharides, and a phosphate ester bond for oligonucleotides). While
the ability to form these bonds is crucial to the synthesis of biopolymers, an
expanded set of reactions is required to allow chemists to access more complex
organic structures. A key tool for synthetic organic chemists is the ability to syn-
thesize carbon–carbon (C�C) bonds. There are numerous methods available for
the generation of C�C bonds in normal solution chemistry (which in most cases
translate well to soluble polymer chemistry). However, these methods must often
be modified for reactions in the presence of a solid support, where factors such as
polymer solubility (or “swelling” ability), reagent solubility, and compatibility of
any linker or previously existing functionality must be taken into consideration.
Extensive effort has gone into developing conditions for a variety of C�C
bond–forming reactions on solid supports, a number of which are now available
to the chemist for use in the parallel synthesis of small organic molecules [54].
Several examples of these reactions are shown below. Numerous other C�C
bond–forming reactions have been described, including metal-mediated coupling
reactions (such as Stille, Suzuki, and Heck reactions) [27] and multiple-compo-
nent condensations (Passerini, Ugi, and Biginelli reactions, for example) [55].
Many of these other reactions are described briefly elsewhere in this chapter, and
in-depth discussions can be found in several recent reviews of solid-phase synthe-
sis [14,17,26,27,29,54,56].

The Grignard reaction involves the attack of a carbon nucleophile (for Grig-
nard reactions, a carbon-magnesium halide salt) on an electrophilic carbon such
as an imine, Weinreb amide, or ketone, as shown in the examples in Figure 4 [57].
While the examples above show classical magnesium bromide Grignard salts act-
ing as nucleophiles, similar reactions have been demonstrated on support using
organolithium and organocuprate reagents. (Cuprates are traditionally used to
introduce a carbon nucleophile to an α,β-unsaturated carbonyl group at the β posi-
tion of the double bond.) When performing reactions with strong nucleophiles/
bases such as Grignard reagents, consideration must be given to factors such as the
other functional groups present on support, whether the linker can withstand reac-
tion conditions involving strong nucleophiles, and so on. There exist in the litera-
ture numerous examples of Grignard reagents being successfully applied in a
library format to a support-bound reactant.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



416 Haque et al.

Figure 4 C�C bond formation on solid support: carbon nucleophiles (Grignard and
cuprate additions).

The Wittig and Horner–Emmons reactions (Fig. 5) are often used to install
C�C double bonds into a target molecule and have been readily applied to sup-
port-bound synthesis. The Baylis–Hillman reaction (Fig. 5) involves the coupling
of an aldehyde to an electron-poor alkene. Unlike most other C�C bond–forming
reactions, it does not require an inert atmosphere and can usually be conducted at
room temperature. These mild reaction conditions make the Baylis–Hillman reac-
tion well suited for combinatorial and parallel synthetic applications [58]. In an
enolate alkylation, the enolate is generated by reaction of a carbonyl-containing
compound with a strong base (shown in Fig. 5). The enolate is then reacted with
an electrophile, resulting in formation of the C�C bond. There have been various
reports of enolates being generated and alkylated on support to install a C�C
bond adjacent to a carbonyl group. Chiral auxiliaries have been attached to sup-
port adjacent to the reacting center to influence the stereochemistry of the chiral
center that is formed, with diastereoselectivites that were found to be comparable
to those obtained via the analogous solution-phase reaction.

3. Transition Metal–Mediated Coupling Reactions

Transition metal–mediated coupling reactions have been utilized extensively in
solid-phase syntheses [27]. Palladium-mediated Heck, Suzuki, and Stille reactions
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Figure 6 Support-bound Heck, Suzuki, and Stille reactions.

Figure 5 C�C bond formation on solid support: Horner–Emmons reaction (top),
Baylis–Hillman reaction (middle), and enolate formation and reaction (bottom).

are particularly useful for diversifying compound libraries due to their generality
and efficiency of coupling (Fig. 6). These biaryl- and arylalkene-forming reactions
have been effected in high yield with either the metallated arene/alkene or the
arylhalide bound to the solid support.

The recently developed transition metal–mediated olefin metathesis has
been utilized in a number of solid-phase syntheses for the construction of rings of
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Figure 7 Three examples of transition metal–catalyzed ring closing reactions on solid
support.

(ring-closing
metathesis)

various sizes, including several examples of macrocycles that would be inaccessi-
ble by other solid-phase synthetic methods (Fig. 7) [59–61]. The generality of the
method has made olefin metathesis a useful tool for the synthesis of various
macrocycles. The resulting cyclic scaffolds are preferred over their linear coun-
terparts since they often bind more tightly to proteins, due in part to their reduced
entropy of binding. Medicinal chemists also glean additional structural informa-
tion from leads discovered from these compound libraries, since their mode of
binding can be predicted with greater precision due to decreased conformational
flexibility of the molecules.

Recent advances in palladium-mediated and copper-mediated N-arylation
reactions have been demonstrated on solid supports (Fig. 8) [47–50]. These new
synthetic methods are particularly useful due to the omnipresent nature of the N-
aryl bond in biologically active compounds. N-Arylation of support-bound amines
by copper-acetate-mediated coupling of boronic acids afford N-arylated amines,
while suitably substituted arylhalides on solid supports can be N-arylated with a
variety of primary and secondary amines using palladium catalysis. These com-
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Figure 8 Two examples of N-arylation chemistry on a solid support.

plementary reactions provide new synthetic avenues for the generation of diverse
structures not previously available to the combinatorial chemist.

4. Intramolecular Cyclization–Resin–Cleavage Strategies

When conducting syntheses on a support, whether that support is a soluble poly-
mer or an insoluble (“solid”) phase, it is desirable to minimize the number of reac-
tion steps required to obtain the final products. The time and material saved in such
combinations of steps (e.g., by not having to wash a library on solid support
between reactions) is often worth the price of a small decrease in yield or purity.
The two steps of cyclization to form a ring and cleavage of product from support
have been combined in a number of reaction sequences. In the situation where
cyclization directly results in cleavage from support, product purity is excellent.
Typically, only the desired completed sequence is capable of cleavage, whereas
any incomplete sequences remain on the support. When the cyclization and cleav-
age reactions occur sequentially (such as in the cyclopentapiperidinone case
shown below, where acidic cleavage and cyclization are not necessarily simulta-
neous), and the cyclization does not proceed to 100% completion, both the
cyclized and uncyclized material are released into solution. Both cyclization to
release product and “one-pot” cleavage followed by cyclization of product have
been successfully applied to a number of small-molecule syntheses on polymeric
support, as shown in Figures 9 and 10.

Three examples of syntheses where cleavage from support occurs as a direct
result of cyclization (such that only the desired cyclized material is isolated) are
shown in Figure 9 [62,63]. In all three cases, only the cyclized product is obtained
in high purity, though varying yields, after the cyclization/cleavage step. All impu-
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Figure 9 Three examples of simultaneous cyclization and cleavage reactions.

rities either are washed from the resin prior to the final step or remain attached to
the solid phase.

Two examples where cleavage and cyclization are not necessarily linked
events are shown in Figure 10. The reaction conditions result in cleavage of mate-
rial from support, whether or not cyclization occurs. In the dihydrobenzodi-
azepine-2-one case, the product ester is generated after reaction with sodium
methoxide at the terminal carboxylic acid/ester, while cyclization takes place via
amine attack at the unsaturated carbon adjacent to the amide [64]. In the cyclopen-
tapiperidinone case, trifluoroacetic acid (TFA) cleaves the free amine from the
resin, then subsequently catalyzes the observed cyclization [65]. In these two
cases, if cyclization could not occur, the molecules are still cleaved from support
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Figure 10 Two examples of cleavage from support, followed by nonsimultaneous
cyclization.

and hence an additional impurity (the uncyclized material) may be present in the
final product.

5. Cycloadditions

Carbocyclic and heterocyclic cores are frequently used to display pharmaceuti-
cally interesting functional groups. The cyclic core allows for the specific orienta-
tion of functional group side chains, often resulting in improved binding affinity
or specificity versus more flexible linear cores. One method for obtaining cyclic
and heterocyclic cores that has been exploited to a great extent in parallel and com-
binatorial synthesis is the cycloaddition reaction. Cycloadditions are very attrac-
tive to the chemist synthesizing a compound library, since in one step multiple
bonds can be formed, introducing a carbocycle or heterocycle while concurrently
installing one or more side chains in specific positions on the cyclic core. Strate-
gies have also been developed whereby cyclization to provide the desired mole-
cule and cleavage from solid support occur simultaneously (see previous section
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on intramolecular cyclization/cleavage strategies). A number of different support-
bound cycloadditions have been reported, usually resulting in formation of four-,
five-, and six-membered rings with varying displays of side chains around the
cores [17,29,36,54,66]. Several examples of cycloadditions on solid support are
shown in Figure 11.

6. Multiple-Component Reactions on Solid Supports

Multiple-component (MC) reactions simultaneously condense three or more
components to generate new complex molecules in a single synthetic transforma-
tion (Fig. 12). Relatively few such synthetic transformations are known when
compared with bimolecular reactions. Even so, these unique reactions are partic-
ularly desirable for generating libraries of complex molecules since only a single
step need be optimized and performed to bring together as many as five different
components. These solid-phase syntheses thus require substantially less time to
optimize reaction conditions and are easier to perform in an HT manner for large-
compound-library construction. Many of these reactions are also tolerant of a vari-
ety of functionalities on the individual components and thus allow the combinato-
rial chemist to synthesize structurally diverse compound libraries. Although MC
reactions offer substantial efficiencies in the time and effort required to construct
single-compound-per-well libraries, they do not allow for “split-and-pool” syn-
thesis strategies due to the inherent nature of the MC condensation process.

The first MC reaction to be performed both in solution and on a solid sup-
port was a three-component Passerini reaction, affording a library of azinomycin
analogs (Fig. 13) [21,55,67–69]. A variety of MC reactions have since been
effected where one of the components is bound to the solid support, including the
Ugi reaction, Mannich reaction, Biginelli reaction, Grieco three-component reac-
tion, and a thiazolidinone synthesis, to name a few [55,70]. Recent advances in the
use of MC reactions have focused on the subsequent synthetic manipulation of the
generic MC scaffold to reduce the peptide-like nature of the products. The solid-
phase or solution-phase synthesis of lactams [71], pyrroles [72], imidazoles
[73,74], imidazolines [75], and ketopiperazines [76] from Ugi products are a few
examples of such MC reactions and subsequent synthetic elaboration to afford
libraries of heterocycles (Fig. 14).

C. Resin-to-Resin Transfer Reactions

A synthetic method that would enable a chemist to synthesize a novel reagent on
one resin and subsequently transfer it to another derivatized resin (i.e., resin-to-
resin transfer) would be a useful tool for the convergent construction of diverse
compound libraries. A recent report by Scialdone et al. demonstrates such a trans-
formation, where an isocyanate was generated from one resin, then diffused into
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Figure 11 C�C bond formation: cycloaddition and heterocyclic condensation reac-
tions.

and reacted with another appropriately functionalized resin to generate novel
ureas (Scheme 2) [77].

Another example of resin-to-resin transfer, used in a Suzuki reaction, has
been reported. In this case, the support-bound boronic ester is released from one
resin via mild hydrolysis and reacted with a resin-bound aryl iodide to yield the
biaryl product on support (Scheme 3) [78]. The ability to synthesize increasingly
complex building blocks by solid-phase methods and subsequently utilize them as
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Figure 12 Representative multiple-component reactions performed on solid supports.

building blocks for a new solid-phase synthesis is an important step toward the
construction of structurally complex compound libraries.

III. COMPLEX MULTISTEP SYNTHESIS ON 
SOLID SUPPORTS

A. Oligiomers—Natural and Unnatural

Many of the synthetic techniques used for the synthesis of libraries of small
organic molecules were originally developed for the chemical synthesis of
biopolymers. Extensive research has gone into the required activating protocols
and the wide array of protecting groups needed to synthesize large (20–100 steps)
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Figure 13 Passerini’s three-component condensation to afford azinomycin library.

Figure 14 Examples of multiple-component reactions for both solid-phase and solution-
phase synthesis of heterocycles.
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Scheme 2

Scheme 3

biopolymers in high yields and purities. The three major classes of biopolymers,
peptides, oligosaccharides, and oligonucleotides, have all been chemically syn-
thesized on support, and each of these classes is discussed below.

1. Peptide Synthesis on Solid Support

The chemical synthesis of peptides was performed by Merrifield in 1963 and rep-
resents the original application of solid-phase synthesis of organic molecules [79].
Whereas very large peptides and proteins are often synthesized by biochemical
methods (e.g., overexpression in Escherichia coli. [80]), synthesis on solid sup-
port is frequently used when peptides (typically lower than 50 amino acids) or
peptides containing unnatural amino acids are desired (Fig. 15). (Peptides con-
taining unnatural amino acids can be expressed using Schultz’s modified tRNA
technique [81]. However, for short peptides or in cases where a significant amount
of peptide is desired, chemical synthesis is still preferred.) While there have been
a number of different routes developed for support-bound peptide synthesis, two
techniques are used most frequently. One of these is the 9-fluorenylmethoxycar-
bonyl (Fmoc)–based approach, using amino acids that are protected at the back-
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Figure 15 Solid-phase peptide synthesis. Side chains are represented by R groups, and
PG indicates a protecting group.

bone nitrogen with the base-labile Fmoc group and at side-chain functional groups
with acid-labile protecting groups. In the Fmoc–amino acid approach, side chain
nitrogens are protected using t-butyloxycarbonyl (t-Boc) groups. Amino acids are
coupled to the amino terminus of the growing peptide on solid support via use of
an activating agent to boost the reactivity of the reacting carboxylate [82,83]. After
each coupling step, the amino terminus is prepared for the next reaction by
removal of the Fmoc protecting group. When completed, the peptide is removed
from support by a strong acid cleavage step, which simultaneously removes all of
the acid-labile side-chain protecting groups, resulting in the desired peptide. Cou-
pling conditions and reagents have been refined to provide high efficiency while
minimizing racemization of the amino acid stereocenters. 

Peptide libraries numbering in excess of 1 million compounds have been gen-
erated using standard Fmoc-based chemistry in a split-and-mix library synthesis
format. For example, a 6.25 million member mixture-based library of tetrapeptides
synthesized using Fmoc-based chemistry was used to identify several 0.4- to 2.0-
nM agonists of the mu opioid receptor [84]. Synthesis of peptides on solid support
via the Fmoc-based strategy is easily automated, and a variety of peptide synthe-
sizers that apply this chemistry have been developed. Many of the concepts and
reagents that have been applied to Fmoc–amino acid peptide synthesis are used in
combinatorial organic small-molecule synthesis as well, including various resins
and linkers, coupling reagents, and protecting groups. In particular, a wide variety
of the coupling reagents used to make amide and ester linkages in peptides have
found extensive application in the generation of small-molecule libraries.

The second frequently applied support-bound peptide synthesis strategy is
the t-butoxycarbonyl (t-Boc)–protected amino acid approach, where the acid-labile
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t-Boc-protecting group protects peptide backbone amines during coupling [85]. In
this approach, side chains are protected using benzyl groups. These protecting
groups are stable to the mildly acidic conditions used during deprotection of the
peptide terminus. The support-bound t-Boc-protected amino terminus is depro-
tected by exposure to acid (typically trifluoroacetic acid in dichloromethane), and
the next residue is added to the peptide via use of an activating agent, as described
above. The completed peptide is cleaved from support by a very strong acid, usu-
ally hydrofluoric acid (HF) or trifluoromethane sulfonic acid (TFMSA). A varia-
tion of the t-Boc–amino acid strategy is widely applied for solution-phase synthe-
sis of small peptides (i.e., free of polymeric support). The t-Boc–amino acid peptide
synthesis technique is often used in industrial settings. However, it is applied less
frequently than the Fmoc–amino acid strategy in academic or research settings.
This most likely is due to the special equipment and extraordinary care that must
be used with the t-Boc–amino acid strategy as a result of the extremely harsh cleav-
age conditions required to cleave the finished peptide.

2. Oligonucleotide Synthesis on Solid Support

The synthesis of oligonucleotides on a solid support has been developed to such
an extent that it is now readily automated; the synthetic steps are typically high
yielding, and extremely long oligonucleotides can be synthesized. The protection
and reactivity of only four different nucleotides had been considered in the opti-
mization of DNA synthesis [86]. Molecular biology techniques, such as poly-
merase chain reaction (PCR), have increased the need for chemically synthesized
oligonucleotides (e.g., to act as primer sequences in PCR). The demand for meth-
ods to chemically synthesize oligonucleotides is especially strong when synthetic,
or “unnatural,” nucleotides are to be incorporated, when milligram quantities of a
oligonucleotide are needed, or when a library of relatively short oligonucleotides
(less than 30 nucleotides) is desired. The technique most commonly used for
oligonucleotide synthesis on support is the phosphoramidite coupling method, a
general outline of which is shown in Figure 16. In this technique a nucleotide is
coupled to the free hydroxyl of a support-bound nucleotide, forming a phosphite
triester. The phosphite is then oxidized to a phosphate triester, the protecting group
(PG2) is removed from the primary hydroxyl of the terminal nucleotide, and the
coupling process is repeated. This method has been successfully applied in auto-
mated oligonucleotide synthesizers due to the high yields and purity of products
typically observed for each step of the sequence.

3. Oligosaccharide Synthesis on Solid Support

Oligosaccharides remain one of the last biopolymers to succumb to automated
solid-phase or solution-phase chemical synthesis. They present a special challenge
to chemical synthesis, either on support or in solution, due to both the number of
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Figure 16 Support-bound oligonucleotide synthesis. PG1 and PG2 indicate two different
protecting groups.

hydroxyl groups of similar reactivity that must be protected and the selective
deprotection of a specific hydroxyl group that is required for glycosidic bond for-
mation (Fig. 17). Added to these issues is the requirement that glycosidic bond
formation proceed in a stereospecific manner, ideally with accessibility to either
stereoisomer. The synthetically demanding requirements of obtaining regiospe-
cific and stereospecific bond formation at each coupling step balances the advan-
tages of support-bound synthesis (ease of purification of intermediates, ability to
drive reactions to completion using excess reagents). While the oligosaccharide
area of biopolymer synthesis is not as fully developed as the areas of peptides or

Figure 17 Representation of oligosaccharide synthesis using a support-bound glycosyl
acceptor. PG indicates protecting groups, and OA indicates the glycosyl acceptor in the
elongation reaction.
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oligonucleotides, many significant advances have been made in recent years
[87–89].

The parallel synthesis of oligosaccharides has been accomplished using
both soluble and insoluble polymers. Glycoside elongation has been accom-
plished by either chemical or enzymatic bond formation. Glycopeptides have also
been synthesized on support, where the peptide is elongated after glycosylation;
then the saccharide is attached to a peptide side chain and elongated, or, alterna-
tively, the completed oligosaccharide is attached to the completed support-bound
peptide [88,90,91]. Glycopeptides fall into two classes; O-linked glycopeptides
and N-linked glycopeptides (examples of which are shown in Fig. 18).

Oligosaccharides have been synthesized on polymeric support using two
approaches: either the glycosyl donor is on support and the acceptor is in solution,
or the glycosyl acceptor is on support and the donor is in solution. An example of
a support-bound glycosyl donor strategy applied to the synthesis of a β-linked
oligosaccharide is shown in Figure 19 [92].

The advances in techniques for the chemical synthesis of the three major
classes of biopolymers discussed above have allowed scientists to explore hybrids
of the biopolymers. As mentioned above, glycopeptides have been synthesized on
a solid phase, with the oligosaccharide segment being elongated after coupling to
a support-bound peptide. A related approach, where the completed oligosaccha-
ride is coupled to the support-bound peptide, has also been reported. Likewise,
peptide-DNA hybrids, or peptide nucleic acids (PNAs), have been synthesized
[93,94]. In a PNA, the phosphate-sugar backbone of the oligonucleotide has been
replaced by a peptide amide backbone (Fig. 20). PNAs have received considerable
attention as potential antisense and antigene drugs, as well as tools for probing
DNA structure and helix stability [95,96].

Figure 18 Examples of O-linked and N-linked glycopeptides.
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Figure 19 Tetrasaccharide synthesis using a support-bound glycosyl donor, as described
by Zhang et al. Bn indicates a benzyl protecting group, and Piv indicates a pivaloyl pro-
tecting group.

Figure 20 Base pairing of a segment of a DNA molecule with a PNA molecule, where
C, G, A, and T represent the corresponding nucleic acids.

a) Methyl triflate, 2,6-di-tertbutylpyridine, 4Å sieves, CH2CL2, 0 ºC to rt, 8 h. b) Dimethyldioxirane,
CH2Cl2, 0 ºC. c) 1:1 ethanedithiol and CH2Cl2, trace of trifluoracetic acid. d) Pivaloyl chloride, 4-
dimethylaminopyridine, CH2Cl2. e) Tert-butylammonium fluoride/acetic acid (2:1), THF, 40 ºC, 18h.
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4. Unnatural Oligomers

The proper orientation of pharmacologically important side chains around a cen-
tral core is fundamental to medicinal chemistry. Nature accomplishes this orienta-
tion in peptides and proteins by displaying amino acid side chains around the pep-
tide backbone. Libraries of peptides are often used to identify the proper side
chains and orientation for binding to a receptor or enzyme active site. However,
peptides (amino acid oligomers) have significant pharmacological drawbacks that
typically make them unsuitable as orally bioavailable drugs. A number of unnatu-
ral oligomers have been reported in recent years, many of which have been syn-
thesized on a solid-phase or soluble polymer support. In their attempts to mimic
the display of side chains by a normal peptide backbone, chemists have developed
these various oligomers, while endeavoring to overcome some of the liabilities of
peptides (i.e., susceptibility to proteolysis, poor bioavailability, etc.). Several
examples of unnatural oligomers are shown in Figure 21, along with a natural pep-
tide backbone for comparison [97–105]. This figure is not meant to represent an
inclusive set, as several other unnatural oligomers (e.g., the peptide nucleic acids
mentioned in the previous section) have also been synthesized.

B. Heterocycle/Pharmacophore Synthesis

As the number of different chemical transformations available to chemists has
expanded, the complexity of molecules that may be synthesized in parallel has
likewise increased. Chemists have taken advantage of the new tools available to
them to synthesize molecules of significant complexity. Several interesting exam-
ples of solid-phase small-molecule synthesis are shown in Figures 22–27.

Relatively early yet significant examples of small molecule combinatorial
synthesis are the 1,4-benzodiazepine libraries, synthesized on a solid phase in the
early 1990s [5,106,107]. Benzodiazepines are known to have a wide range of bio-
logical activities. The 1,4-benzodiazepine scaffold represents a versatile pharma-
cophore (or core structure), off of which multiple diverse elements may be dis-
played. The synthesis shown in Figure 22 allows for the incorporation of four
diverse elements (represented as R1-R4) around the central benzodiazepine core.
Another example of the synthesis of an important pharmacophore on a solid phase
is that of the quinolones (Fig. 23) [108]. Quinolones compose a class of broad-
spectrum antibiotics discovered relatively recently. In their demonstration of
quinolone solid-phase synthesis, MacDonald and coworkers included the known
antibiotic ciprofloxacin in order to highlight the ability of their quinolone library
to generate pharmaceutically relevant compounds.

Four recent pharmacophore syntheses on support are shown in Figures
24–27. In all four cases, at least three diversity elements may be displayed around
a central core. The bicyclic guanidines derive their diversity elements from amino
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Figure 21 Peptide backbone, followed by various unnatural oligomer structures, indi-
cating display of side chains (R groups).
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Figure 23 Solid-phase synthesis of quinolones (ciprofloxacin is shown in the box as the
final product).

a) Activation with dimethylformamide dimethyl acetal. b) Cyclopropylamine addition. c) Cyclization
with tetamethylguanidine, 55 ºC. d) Nucleophilic substitution with piperazine. e) Acidic cleavage from
support.

Figure 22 Solid-phase synthesis of 1,4-benzodiazepines.

a) Fmoc (“PG”) deprotection. b) N-protected amino acid fluoride coupling. c) Fmoc (“PG”) deprotec-
tion at 60 ºC, resulting in cyclization. d) Amide deprotonation. e) Alkylation of amide nitrogen (intro-
duction of R4). f) Acidic cleavage from support.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



New Synthetic Methodologies 435

Figure 25 Solid-phase synthesis of benzopiperazinones.

a) Aryl fluoride displacement with amino acid ester. b) Nitro group reduction with tin chloride, with
concomitant cyclization. c) Introduction of R4 via alkylation. d) Acidic cleavage from support.

Figure 24 Solid-phase synthesis of bicyclic guanidines.

a) Amide reduction with borane-THF. b) Dissociation of amine-borane complexes with piperidine. c)
Cyclization with thiocarbonyldiimidazole. d) Acidic cleavage from support.

acids; an acylated dipeptide is synthesized on support, the amide carbonyl groups
are reduced, and the resulting triamine is then cyclized (Fig. 24) [109]. The ben-
zopiperazinones (Fig. 25) also derive side-chain diversity (at two positions) from
amino acids, and a postcyclization alkylation on support introduces functionality
at the R4 position [110]. The oxopiperazine core is assembled via a tandem N-
acyliminium ion cyclization–nucleophilic addition, resulting in the construction
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Figure 27 Solid-phase synthesis of prostaglandins.

a) Acidic deprotection of alcohol. b) Suzuki cross-coupling reaction (C-C bond formation) to introduce
R1 side chain. c) Oxidation of alcohol to ketone with Dess-Martin periodinane. d) Vinyl cuprate addi-
tion (C-C bond formation) to install lower, R2 side chain. e) Acidic cleavage from support and simul-
taneous alcohol deprotection.

Figure 26 Solid-phase synthesis of oxapiperazines.

a) Amine displacement of bromide to install R1. b) Acylation with Fmoc-protected amono acid, fol-
lowed by Fmoc deprotection with piperidine. c) Acylation with carboxylic acid containing a nucle-
ophile (“NuH”). d) Acidic cleavage and nucleophillic cyclization via N-acyliminium ion.

of both rings in a single step (Fig. 26) [111]. Finally, the prostaglandin synthesis
shown in Figure 27 is an excellent example of the application of a variety of solid-
phase reactions, including enantioselective C�C bond formation and oxidation of
an alcohol to a ketone [53,112].

The Schreiber group has recently undertaken the development of “com-
plexity-generating” reactions to access diverse compounds. One example of this
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approach is shown in Figure 28, where the 7-5-5-7 ring system was generated in
six steps on support. The synthesis involves two key complexity-generating steps:
an Ugi reaction (followed by an intramolecular Diels–Alder reaction) and a ring-
closing metathesis. The final product contains five stereocenters and was isolated
as a single stereoisomer. The aurthors report that optimization of the support-
bound reactions is underway, with the goal of generating a library via split-pool
synthesis.

C. Natural Product Total Syntheses on Solid Support

The total synthesis of complex natural products offer formidable synthetic chal-
lenges even without the added difficulties involved with the optimization of solid-
phase synthesis [113]. These challenges have been met by several different
research labs with the recent completion of such natural products as epothilones A
and B [59], the fumiquinazoline alkaloids [114], and analogs of indolactam V
[115] (Fig. 29). The degree of difficulty of these syntheses and proficiency with
which they have been achieved are evidence that solid-supported synthesis has
matured into an applicable method for the generation of complex molecules.

Ganesan’s solid-phase synthesis of (+)-glyantrytpine and several close
analogs (fumiquinazoline alkaloids) from readily available starting materials
demonstrate the potential of this technology to rapidly access natural product
structures [114]. The synthesis began with Fmoc-protected L-tryptophan on solid
support. Subsequent elongation to a linear tripeptide was followed by a cyclative
cleavage from support, resulting in the desired fumiquinazoline alkaloids. The
versatility of this approach was demonstrated by the synthesis of 17 unnatural
fumiquinazoline analogs, where L-alanine, L-leucine, and L-phenylalanine were
used in place of L-tryptophan. The final products were obtained in moderate to
good yields and high purity.

Nicolaou’s total synthesis of epothilones A and B reveals the potential syn-
ergies between solution and solid-phase synthesis [59]. Complex subunits were
synthesized in solution and then combined on the solid support to achieve a highly
convergent method for the rapid construction of the uncyclized scaffold (Scheme
4). A strategic olefin linkage of the acyclic precursor to the solid support allowed
for simultaneous macrocyclization and cleavage of the reaction product from the
resin via ring-closing metathesis. A subsequent epoxidation in solution, followed
by resolution of diastereomers, led to the desired natural product. This type of
hybrid solution-phase and solid-phase approach is particularly attractive to the
medicinal chemist, since it allows for the rapid generation of analogs of these bio-
logically active natural products.

Schreiber and coworkers have described the synthesis of a library of “natu-
ral product–like” compounds. The library contained over 2 million compounds
and was derived from two cores that vary in the nature of the R group in the tem-
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Figure 28 Solid-phase synthesis using “complexity-generating” reactions to produce a
7-5-5-7 ring system.
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Figure 29 Natural products and natural product analogs synthesized on solid support.

plate (Fig. 30) [116]. Several other groups are also looking at cores related to nat-
ural products in order to access structural classes that were previously inaccessi-
ble by parallel synthesis [60,117]. This application of solid-phase synthesis begins
to bridge the gap between the relatively simple small molecules traditionally made
via combinatorial methods and very complicated natural products, as chemists
seek more sophisticated cores for their libraries.

IV. SOLUTION-PHASE SYNTHESIS METHODOLOGIES

A. Solution-Phase Polymer-Supported Synthesis

While the majority of reports of parallel and combinatorial synthesis still involve
the attachment of reactants (either reagent or substrate) to an insoluble support,
there have been numerous publications describing parallel synthesis using soluble
polymers [20,37,38]. The major advantage that use of a soluble polymer holds
over a “classical” insoluble polymer (e.g., polystyrene beads) is that reactions
occur entirely in the solution phase, so that little or no modification of a traditional
non-polymer-supported synthesis is necessary. A second advantage is that reaction
kinetics are often faster with the soluble polymer than with a two-phase system.
Upon completion of the reaction, the desired product (attached to the soluble poly-
mer) is isolated by precipitation of the polymer, by extraction (e.g., into a fluorous
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Scheme 4

solvent when using a fluorous polymer), or by means of separation based on
molecular weight (such as equilibrium dialysis or size exclusion chromatogra-
phy). Some examples of soluble polymers include polyethylene glycol (PEG),
polyvinyl alcohol, non-cross-linked polystyrene, and polyacrylic acid (Fig. 31).
Since the polymer-bound component can be separated from the other reagents at
the end of the reaction, excess reagents may still be used to drive reactions to com-
pletion, affording high yields and purities of products.

When using soluble polymer supports, such as PEG, consideration must be
given to the size and solubility properties of the polymer to be used, as well as to
the size of the desired product molecule. As the size of the attached molecule
increases, its solubility properties can often moderate or dominate the solubility
properties of the polymer, potentially resulting in loss of product due to incom-
plete crystallization or extraction. A number of different polymers have been
applied to solution-phase parallel synthesis, as selected for their solubilizing char-
acteristics and compatibility with reaction chemistry.
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Figure 30 Core template (in box) and representative synthesis of the “natural-product-
like” library from the benzyl-derived core and alkyne, amine, and carboxylic acid building
blocks. For the core template, R represents either benzyl or phenyl side chains.

Figure 31 Examples of soluble polymer supports.

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



442 Haque et al.

Chemistry has been developed to take advantage of the unique properties of
highly fluorinated hydrocarbons. It has been recognized that solvents comprising
these fluorinated hydrocarbons are immiscible with water and with many organic
solvents, resulting in a “fluorous” phase [118]. Compounds attached to highly flu-
orinated “tags” may be reacted in solution in pure organic solvents or solvents
containing a fluorous cosolvent, then extracted into a fluorous phase upon com-
pletion of the reaction. Likewise, reagents may be attached to highly fluorinated
tags and extracted into a fluorous phase and away from the product. A third option
is to use a fluorinated solid phase, such as silica, with a fluorinated bonded phase
to selectively bind and separate the fluorous-tagged material from the reaction
mixture. Techniques involving the use of fluorinated tags have the advantages of
allowing reactions to be run in solution, followed by straightforward separation of
product or reactant (depending on which contained the fluorous tag). No transla-
tion of solution-phase procedures is necessary. However, such fluorous tagging
has yet to find widespread use in parallel and combinatorial chemistry, due in part
to the poor commercial availability of several of the required reagents.

Dendrimers have been suggested for use as soluble polymer supports for
combinatorial libraries (Fig. 32) [119]. Separation from reactants is accomplished
by methods such as size exclusion chromatography or ultrafiltration, where the
larger dendrimer is isolated from the smaller reactants. Dendrimers typically have
considerably higher loading (more molecules of product per gram of support) than
insoluble polymers, and again there is no need to translate solution-phase proce-
dures for use with dendrimer supports. While it would appear that there are sev-
eral advantages for the use of dendrimers over insoluble polymer supports, there
have been relatively few reports of dendrimer-supported parallel or combinatorial
syntheses. Only a few dendrimers are commercially available, and the methods of
purification required between steps (size exclusion chromatography or ultrafiltra-
tion) have not yet been developed in a readily accessible HT format.

B. Solution-Phase Reactions Involving Scavenging Resins

It was first recognized by Kaldor and coworkers that solid-supported nucleophiles
and electrophiles could be used for rapid purification of compound libraries syn-
thesized in a standard solution-phase reaction [18,120]. The advantages of this

Figure 32 Dendrimer-supported synthesis.
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technique include standard solution-phase kinetics, easy analysis of reactions
using conventional methods, and no need for the development of linker chemistry.
The largest incentive to pursuing this methodology is that the development time
for the synthesis of new compounds can be much shorter than the time necessary
to develop a new solid-phase synthesis. This reduction in time is critical particu-
larly when medicinal chemists are developing methods for exploration of struc-
ture–activity relationships (SARs) in the intensely competitive pharmaceutical
industry. Sequestering agents allow the most straightforward type of parallel syn-
thesis; standard reactions are carried out in solution in parallel, and replacement
of the normally time-consuming workup by simply mixing the reaction solutions
with an appropriate scavenger on support and filtering to provide the pure prod-
ucts eliminates purification.

There are several potential drawbacks to solution-phase synthesis involving
either scavenging resins or resin-bound reagents (discussed in a later section). For
example, it is not possible to design split-and-pool syntheses, as the reaction prod-
ucts are free in solution and not associated with any tag or bead to separate. This
can limit the size of the library (number of compounds) produced. In addition,
while several examples of longer syntheses involving scavenging or resin-bound
reagents are shown below, reaction sequences using these reagents are typically
very short, on the order of one to three steps. This is in contrast to syntheses on
solid support, which are often five or six steps long, and occasionally much longer.
(For examples of longer sequences, see the preceding sections on complex multi-
step synthesis on solid supports.)

Support-bound scavengers have been developed for a variety of common
reagents. There are two common varieties of scavengers: ionic reagents that
remove impurities by forming salts, and reaction-based scavengers that react
chemoselectively with an undesired excess reagent. Ionic reagents were the first
such resins to be reported [120]. Amines can be removed by forming salts with
support-bound sulfonic or carboxylic acids (sulfonic acid resins such as Dowex
are common), and acids can be removed with support-bound amines, such as high-
loading trisamine resins. Acid-functionalized resins are also commonly employed
to scavenge excess metals and metal alkoxides from organometallic reactions,
including Grignard and alkyllithium additions [121]. These reactions are rela-
tively selective, as the unreacted polar reagents are usually removed from
uncharged products. Although conceptually simple, these procedures are
extremely powerful and are used routinely in parallel synthesis.

Chemists have also used ion exchange resins to “trap” products instead of
impurities. In this inverse application of scavenger resins (often termed “catch and
release” purification), the charged product is captured by an appropriate ion
exchange resin. The reaction impurities are then washed away, and the pure prod-
uct is released from the ion exchange resin by elution with an appropriate buffer
(Fig. 33). This technique has also been applied in cases where the product is selec-
tively reacted with a resin-bound reagent to form a covalent link to the support.
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Figure 33 Cartoon of “catch and release” purification; a cationic product is captured on
an anionic ion exchange resin. The neutral and anionic impurities are washed away, and the
pure product is eluted from the resin.

The impurities are then washed away, and the product is released via a second
reaction or cleavage step.

Most reactivity-based scavengers are functionalized polystyrene resins.
Nucleophilic impurities such as amines or thiols can effectively be removed by the
use of electrophilic resins. Some examples of these reagents include polymer-
bound isocyanates, sulfonyl chlorides, anhydrides, aldehydes, and chlorofor-
mates. Excess electrophiles, such as acid chlorides, isocyanates, aldehydes, alkyl
halides, α,β-unsaturated carbonyl compounds, and sulfonyl chlorides, can be
sequestered using polymer-bound nucleophiles such as amines and thiols
[122–124]. Examples of several different classes of reactivity-based scavengers
are shown (being used for purification of products) in Figure 34 [122–126]. The
large number of different reagents available for these purification techniques
allows “tuning” of the reactivity of a scavenger. For example, a thiol can be
removed from a solution containing an amine by use of an α-iodoamide resin as
an electrophile. This reagent will selectively react with the more nucleophilic thiol
over the desired amine-containing product [125]. The loading levels of polymer-
bound scavengers are important; the swelling of resins requires the use of large
solvent volumes, such that higher resin loading levels of scavenger are desirable
to minimize dilution of the reaction mixture and amount of resin required. The fol-
lowing section highlights some more advanced scavengers that have been devel-
oped to remove specific impurities and demonstrate the power of this technique.
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Figure 34 Reactivity-based scavenger resins.
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Scheme 5

Parlow and coworkers have developed a scavenging method for the versatile
Dess–Martin oxidation procedure [126]. Reaction of a primary or secondary alco-
hol with an excess of the Dess–Martin reagent in solution produces an aldehyde
or ketone. The excess reagent is usually removed in solution-phase reactions by
reduction of the unreacted reagent with sodium thiosulfate followed by aqueous
extraction. Parlow and coworkers have developed a thiosulfate resin by simply
washing commercial chloride-form Amberlyst A-26 ion exchange resin with thio-
sulfate (Fig. 34). Treating a crude reaction solution from a Dess–Martin oxidation
with the thiosulfate resin reduces the unreacted Dess–Martin reagent to 
o-iodobenzoic acid, which can then be efficiently sequestered by any of a number
of basic resins. This chemistry was demonstrated on a number of alcohols to pro-
duce the corresponding aldehydes or ketones in good yields and excellent purities
(>99% in almost all cases as measured by GC/MS and 1H NMR).

Ion exchange sequestering is an efficient procedure to remove excess impu-
rities from reaction mixtures; however, in the pharmaceutical industry the use of
sulfonic acid resins is limited by the presence of basic amines on a large number
of desired products. Parlow and coworkers have devised a strategy to make possi-
ble the sequestration of a reactive amine from a solution containing a desired basic
but nonnucleophilic amine [127]. By adding tetrafluorophthalic anhydride (TFPA)
to such a reaction mixture, the excess reactive amine is consumed, leading to for-
mation of the phthalamide with a pendant carboxylic acid (Scheme 5). Both the
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resulting carboxylic acid and any excess anhydride can be sequestered using a
basic resin, leaving only the desired basic amine in the reaction solution. This pro-
cedure is effective for removing relatively poor nucleophiles, such as anilines, that
do not react completely with most support-bound electrophiles.

In another example of material design, Kirkland and coworkers prepared
functionalized porous silica microspheres for use as scavengers in combinatorial
chemistry [128]. The silica microspheres are more than 99.995% pure and have a
uniform particle size and shape that provides superior mass transfer properties.
The microsphere beads are easy to handle, do not swell, and are efficient scav-
engers in both polar and nonpolar solvents. The microspheres can be functional-
ized with the same functional groups as polystyrene beads and therefore can be
used in many of the same situations as conventional scavengers. These silica-
based materials have been evaluated for the ability to sequester a number of acids,
acid chlorides, and amines from typical reaction solutions.

C. Solution-Phase Reactions Involving 
Resin-Bound Reagents

A complementary approach to removing excess reagents from a reaction solution
using a support-bound sequestering agent is to immobilize the reagent on an appro-
priate solid phase. Addition of an excess of this solid-supported reagent to a suit-
able substrate in solution provides a product that can be purified by simple filtering
off of the support-bound reagent. This approach is conceptually relatively old but
has been recently revitalized as is evident by the vast number of support-bound
reagent classes that have been developed for solution-phase parallel synthesis.
There are now commercial resins available that deliver support-bound equivalents
of many types of reagents, including acids, bases [tertiary amine, 4-dimethyl-
aminopyridine (DMAP), phosphazine, etc.], acylating agents (see below), coupling
agents (carbodiimides), reducing agents (borohydride, cyanoborohydride, silylhy-
drides), oxidizing agents (permanganate, chromium, ruthenium, osmium), cata-
lysts (palladium, asymmetrical catalysts), a wide variety of protecting groups, and
many other reagent classes. A discussion of all of the reagents currently available
is beyond the scope of this chapter. The interested reader is directed to the review
articles mentioned in the introduction to the solution-phase chemistry section and
listed at the end of the chapter [18,33,123]. Several classes of these reagents are
described in detail below.

Amide formation is a reaction of fundamental importance in medicinal
chemistry, consequently, many techniques to form amides using polymer-assisted
solution-phase (PASP) chemistry have been developed. A convenient method is to
utilize a support-bound alcohol that is functionalized using either a carboxylic
acid and coupling agent or an acid chloride to provide a support-bound activated
ester. These reagents can then be stored and are typically stable for months. Sim-
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Figure 35 Support-bound activated esters that can be directly reacted with an amine
nucleophile.

ply stirring an excess of the support-bound activated ester with an amine provides
(after a filtration step to remove the support) a high yield of a desired amide.
Adamczyk and coworkers have developed an N-hydroxysuccinimide-functional-
ized resin for this purpose, utilizing a Michael addition of a support-bound thiol
to N-hydroxymaleimide to provide the functionalized resin 2 (Fig. 32) [129].

A resin similar to that discussed above has been reported by Salvino and
coworkers whereby reaction of aminomethyl resin with 4-carboxytetrafluorophe-
nol provides a support-bound pentafluorophenyl (PFP)–ester equivalent 3 (Fig.
35) [130]. Loading of the resin with a carboxylic acid or sulfonyl chloride pro-
vides a support-bound activated ester. This tetrafluorophenyl alcohol resin has the
advantage that solid-phase 19F NMR can be utilized to quantitatively determine
the loading level of the polymer-bound active ester reagents [131]. Other support-
bound reagents for transformations of this type have been previously reported,
including support-bound 1-hydroxybenzotriazole (HOBt) equivalents, a polymer-
bound o-nitrophenol (o-NP) equivalent 4 (Fig. 35) [132], and the Kaiser oxime
resin [133]. Chang and Schultz have recently analyzed resins 2, the o-nitrophenyl
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Figure 36 Support-bound reactants requiring activation prior to reaction with an amine
nucleophile.

ester resin, the Kaiser oxime resin, and commercial HOBt resin for their relative
abilities to act as support-bound acylating agents [134]. By acylating all four
resins with a carboxylic acid containing a dye and monitoring the rate of amide
formation with benzylamine, the relative order of reactivity of the resins was
determined to be as follows: P-HOBt >> P-N-hydroxysuccinimide > P-o-nitro-
phenyl >> P-oxime.

Several groups have developed “safety catch” linkers whereby the linking
unit is stable to a variety of acidic and basic conditions. The term “safety catch”
arises from the fact that the resins normally must be activated prior to release of
the product (so the linker is “safe” until intentionally modified to provide an acti-
vated ester equivalent). Kenner and Ellman have reported sulfonamide-based link-
ers that are stable under most reaction conditions [135–137]. Upon chemical acti-
vation, the linker serves as an activating group, and the product can be released by
reaction with amines or alcohols to produce amides or esters (Fig. 36). Scialdone
and coworkers have published several applications of phosgenated oxime
(phoxime) resin (5) [138]. The phoxime resin also serves as a reactive equivalent,
requiring thermal rather than chemical activation. This polymer-bound reagent
traps amines as support-bound urethanes that are thermally labile and can be
cleaved by thermolysis to provide isocyanates. The released isocyanate reacts with
amines present in the cleavage solution producing highly substituted ureas
(Scheme 6) (see also the previous section on resin-to-resin transfer).

A number of laboratories have investigated the synthesis and use of poly-
mer-bound 1H-benzotriazole as both a support-bound reagent and traceless linker
for library synthesis. It is fitting that the Katritzky group published the first report
of such a reagent for the synthesis of amine libraries, as that same group has pio-
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Scheme 6

neered the use of this reagent in traditional solution-phase chemistry [139]. Treat-
ment of any of the benzotriazole resins with an aldehyde and an amine under con-
ditions suitable for formation of the Schiff base produces the polymer-bound ben-
zotriazole–Schiff base adduct 7 (Scheme 7). Cleavage is then effected by
substitution with a suitable nucleophile, such as a hydride, Grignard, or Refor-
matsky reagent, to produce a new, substituted amine 8 in good yield. Given the
utility of benzotriazole in the synthesis of substituted heterocycles, it is certain that
polymer-supported benzotriazole equivalents will be useful for many different
heterocycle syntheses in the future.

Cycloaddition reactions utilizing support-bound substrates are popular due
to the large increase in complexity of the final products afforded by these reac-
tions. Smith has utilized a commercially available alkyldiethylsilane-functional-
ized polymer (PS-DES resin) activated as the triflate to prepare resin-bound silyl
enol ethers of enones (Scheme 8) [140]. These resin-bound intermediates then
provide access to a variety of cycloaddition products. Smith has investigated the
Diels–Alder chemistry of these intermediates, and Porco and coworkers [141]
have demonstrated the utility of these precursors in providing functionalized
esters from Claisen rearrangement chemistry. Given the utility of trimethylsilyl
triflate (TMS-OTf ) and related silyl triflate catalysts in a variety of traditional
solution-phase transformations, such as glycosylation, PS-DES triflate is likely to
be a useful reagent for many transformations in library synthesis.

Scheme 7
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Scheme 8

Scheme 9

D. Multistep Synthesis with Resin-Bound Scavengers 
and Reagents

The development of a large number of strategies for PASP chemistry has allowed
the synthesis of increasingly complex molecules using only fast PASP purifica-
tion. This section details some of these advances, which provide a strong base for
the future of the field.

One important synthetic target for the Ley group has been the hydroxamate
inhibitors of the matrix metalloproteinases (MMPs) [142]. Inhibitors similar to the
known inhibitor CGS-27023A (Scheme 9, 13, R1 = i-Pr, R2 = 4-MeO-phenyl, R3

= 3-pyridyl) were prepared from amino acid t-butyl esters. The synthesis involved
the use of support-bound amines to scavenge excess sulfonyl chloride and alkyl
halide reagents, use of a support-bound base in an alkylation, and use of support-
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Scheme 10

bound triphenylphosphine to generate an acid bromide in solution. Condensation
with aromatic sulfonyl chlorides followed by workup with P-NH2 and desalting
with ion exchange resin provides the sulfonamides 10. Alkylation of the sulfon-
amide with P-BEMP (a resin-bound base) and a benzyl halide yields compounds
11 after removal of excess halide with P-NH2. The t-butyl ester is cleaved with
acid and the hydroxamic acid functionality is introduced by preparing the acid
bromide, followed by condensation with O-benzylhydroxylamine hydrochloride
in the presence of base. Hydrogenation provides the final products 13 (27 exam-
ples). No chromatography was necessary, and products were isolated in high
(90–98%) overall purity and variable (39–100%) yields.

The Ley group has extended these concepts to include the multistep synthe-
sis of natural products as well as the solution-phase preparation of libraries. The
synthesis of racemic oxomaritidine and epimaritidine (Scheme 10) was accom-
plished starting with 3,4-dimethoxybenzyl alcohol [143]. All six steps of the reac-
tion sequence involve the application of a resin-bound reagent. Oxidation with
polymer-supported perruthenate to the aldehyde followed by reductive amination
with amine 16 using P-borohydride (a resin-bound reducing agent) gave the sec-
ondary amine 17, which was then trifluoroacetylated using P-DMAP. Oxidative
spirocyclization to 19 was achieved using polymer-bound (diacetoxyiodo)ben-
zene. After removal of the trifluoroacetate protecting group with P-carbonate, the
resulting amine spontaneously undergoes 1,4-addition to provide racemic crys-
talline oxomaritidine. Reduction with polymer-supported borohydride provides
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Scheme 11

epimaritidine. Both natural products were prepared in excellent overall yield and
purity.

A final example is the multistep synthesis of the analgesic natural product
epibatidine, an alkaloid isolated from the Ecuadoran poison dart frog Epipedo-
bates tricolor [144]. The 10-step synthesis involves support-bound reagents being
used in oxidations, reductions, basic catalysis, and catch-and-release purification
of the final product. The sequence begins with reduction of the acid chloride 20
with support-bound borohydride followed by oxidation with polymer-bound per-
ruthenate to afford the aldehyde 21 (Scheme 11). Henry reaction catalyzed by
basic resin is followed by elimination to styrene 23. Diels–Alder reaction with the
diene 24 occurs smoothly in a sealed tube to yield the cyclohexanone 25, which is
then reduced with support-bound borohydride to the alcohol. Mesylation with 
P-DMAP affords the mesylate. Reduction of the nitro group without concomitant
dehalogenation proved to be difficult; however, the modification of polymer-
bound borohydride with nickel(II) chloride provided an impressive solution to this
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problem, and the desired product 27 was isolated in 95% yield as a 7:1 mixture of
diastereomers. The critical transannular cyclization of 27 to endo-epibatidine
occurred in 71% yield upon treatment with P-BEMP, and the unreacted cis isomer
of 27 could be removed by reaction of the remaining mesylate using P-NH2 (a
nucleophilic support–bound amine). Finally, the natural product was prepared by
isomerization to the desired exo isomer followed by catch and release purification
using a polymer-bound sulfonic acid. The natural product 28 was released from
the support by eluting with ammonia in methanol and was isolated as a 3:1 exo
endo mixture in more than 90% purity by 1H NMR and LC MS analysis.

V. CONCLUSION

Since Furka’s and Geysen’s seminal work in peptide library synthesis in the late
1980s, combinatorial chemistry has matured into its own discipline. Today com-
binatorial chemistry encompasses an extremely broad range of technologies and
methodologies that have brought many seemingly unrelated scientific fields
together. The meshing of high-throughput synthesis, computational design, robot-
ics, and informatics has provided a framework for modern research. The combi-
natorial chemistry lab is now highly automated, allowing hundreds of reactions to
be performed in parallel. This new paradigm for discovery is transforming the way
scientists think about setting up experiments. The basis of the scientific method is
being retooled for the 21st century chemists who are equipped to solve problems
by asking not one question at a time but many. The development of new synthetic
methods to create the desired libraries of molecules for the study of their specific
function is critical and will continue to determine one’s ultimate success. Recent
advancements in the field of combinatorial organic synthesis (COS) on solid phase
and in solution phase are providing powerful tools to the chemist seeking to apply
these new principles. The continued development of novel methodologies and
technologies in combinatorial chemistry promises a new and bright future for sci-
ence in general.
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Since the introduction by Merrifield of support-based peptide synthesis [1], insol-
uble polymer supports have been widely used for numerous synthetic processes
to accelerate synthesis and product purification [2,3]. The original small-mole-
cule solid-phase efforts by Leznoff [4], and more recent efforts, have demon-
strated the synthetic advantages of solid-phase methods and have lead to solid-
phase chemistry now playing a substantial role within most pharmaceutical
companies, in part due to the ease of automation but also due to the inherent
advantages of solid-phase chemistry. The increasing familiarity of synthetic
chemists with solid-phase synthesis has led research groups to investigate a wide
variety of supports in combinatorial synthesis [5,6]. The main purpose of this
chapter is to review the different types of supports used in solid-phase synthesis,
a crucial issue if any synthesis is ever to be successful and an area often ignored
in a solid-phase campaign.

The recent activity in solid-phase organic chemistry has focused almost
entirely on gel-type resins due to their prior impact in solid-phase peptide synthe-
sis. However, the more diverse chemistry that must be achieved nowadays has per-
suaded many groups and companies to investigate a wider range of solid supports
compatible with different reaction conditions. Automation within pharmaceutical
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companies is also an issue in combinatorial chemistry in so far as solid-phase sup-
ports must be developed to facilitate automation and handling issues.

I. RESIN BEADS

A. Polystyrene Gel–Based Resins

In practice, gel-based, spherical resin beads of 50–200 µm diameter are commonly
used in solid-phase organic chemistry (SPOC). These can be easily synthesized or
bought from a range of commercial suppliers. The size, shape, and uniformity are
important features, and the uniformity of cross-linked polymer particles is vital for
reproducible SPOC. Robust spherical beads with a uniform size are preferred for
reproducible chemistry, with irregularly shape particles being much more sensitive
to mechanical destruction, often falling apart in the course of the chemistry. Bead
size is also important since reaction rates are inversely proportional to bead size.
The technique of suspension polymerization is almost universally used for resin
synthesis and provides regular particles in a highly reproducible manner. Typically,
styrene and divinylbenzene (DVB) mixtures are dispersed as spherical droplets in
an excess of an immiscible phase (water) containing the polymerization initiator.
The aqueous phase generally contains a low level of some dissolved suspension sta-
bilizer, a surface-active species, which prevents the organic monomer droplets from
conglomerating. In the course of the polymerization, these droplets are converted
to the hard glassy beads. Then the resin particles can be collected by filtration; unre-
acted monomers, initiator, and other byproducts removed by solvent extraction;
and the beads vacuum dried and sieved. The introduction of functionality onto a
polymer support is usually achieved by direct chloromethylation to give the classi-
cal Merrifield resin. However, an alternative approach is to use a co-monomer that
already bears the desired functionality in the free polymerization mixture or some
precursor that can subsequently be transformed. This second strategy can be use-
ful in producing a structurally well-defined resin network with control of functional
group ratios (Fig. 1). So-called Merrifield resin and related PS-based analogues
(e.g., aminomethyl resin) are the most widely used resins in SPOS today. They are
characterized as being a gel-type polymer typically containing 1–2% cross-linking
agent DVB which provides the links between the linear PS chains, with the whole
polymer solvated and with reactions taking place throughout the polymer network,
controlled by diffusion into the bead.

The percentage of DVB used in bead synthesis is very important for the
mechanical strength and insolubility of the support but should not prevent the
swelling of the resin beads when immersed in an organic solvent. Indeed, swelling
is an essential feature of gel resins. At low cross-linkings, sufficient swelling
occurs in so-called good solvents to allow the diffusion of reagents within the PS
network. Merrifield resin swells in solvents with a solubility parameter similar to
the polymer, e.g., toluene, with swelling inversely related to the ratio of DVB. On
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Figure 1 Synthesis of DVB-cross-linked PS resins and derivatization.

the other hand, Merrifield resins are not compatible with highly polar solvents
such as water and methanol. The swelling and shrinking process always occurs
from the outside to the inside of the resin network; thus, very low levels of DVB
(< 1%) give mechanically weak networks that can be damaged by heating, han-
dling, or solvent shock. On the other hand, highly cross-linked resin network may
not swell even in a “good swelling solvent” but clearly will offer much greater
mechanically stability. If a polystyrene network is fully swollen in a so-called
good solvent and then shrunk in a bad solvent, e.g., during resin washing steps,
mechanical shock takes place and the bead may disintegrate. This effect (osmotic
shock) [6] and the degree of cross-linking must thus be considered in any solid-
phase synthesis where many cycles of swelling and deswelling may be involved
to reduce mechanical damage to the beads. Besides osmotic shock, PS supports
have limitations when used with highly electrophilic reagents and at excessive
temperatures (200°C). Impurities from commercially available Merrifield resin
can arise from incomplete polymerization and/or from trapped solvents, which
contaminate the final products or decrease the actual loading. It should also be
borne in mind that very high levels of initiator (sometimes 5%!) are used in bead
synthesis, which depending on the initiator used will undoubtedly have an influ-
ence on bead structure and chemistry. Although various methods have been inves-
tigated [7] to overcome the resin-based impurities, such as prewashing of resin
beads, the main method appears to be based on final library purification as being
the best way to readily remove impurities from library compounds, although per-
haps not ideal [8].
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Table 1 Kinetics for Esterification between Standard Merrifield Resin and Three
Macroporous Resins

Resin (%) (48 h = 100%) Loading (mmol/g)

t = 4h t = 20h t = 48h t = 4h t = 20h
XAD 16 0.09 0.46 0.62 14 74
XAD 2010 0.16 0.54 0.61 26 88
XAD 1180 0.14 0.47 0.55 25 85
PS-CM (1%) 0.23 0.71 1.14 20 62

Relative loadings

B. Macroporous Resins

Macroporous resins have been used for many years in ion exchange applications,
as polymeric adsorbents and for reverse-phase chromatography purifications.
Macroporous resins are defined as a class of resin having a permanent well-devel-
oped porous structure even in the dry state (if they survive in this form). These
resins are typically prepared by suspension polymerization of Styrene-DVB mix-
tures containing a porogen or diluent (an organic solvent in general) at a well-
defined ratio providing resin beads with a defined pore structure. Removal of the
porogen at the end of the polymerization provides a heterogeneous PS matrix with
some areas completely impenetrable and others free of polymer. Macroporous
resins are characterized by a hard, rough surface having a defined total surface
area. Unlike Merrifield resin, these materials do not need to swell to allow access
of reagents through the PS network as they possess a permanent porous structure
that can be accessed by essentially all solvents; even solvents such as water can
penetrate the macroporous PS-DVB matrix. When a solvent penetrates a macrop-
orous resin, the polymer matrix tends to swell to some extent and often rapidly
because the permanent holes provide rapid access through the network. However,
due to the nature of the beads swelling takes place in the pores and little swelling
of the beads takes place. Due to the nature and speed of diffusion, macroporous
resins show much better resistance to osmotic shock during swelling and
deswelling processes.

Comparisons between macroporous resins and a 2% cross-linked gel-based
Merrifield resin have been undertaken [9]. Resin washing efficiency is, not unex-
pectedly, much more efficient with macroporous resins due to the rigid pores
speeding up migration of material from the interior of the polymer to the bulk sol-
vent. The kinetics for esterification between standard Merrifield resin and three
macroporous resins from Rohm & Haas are shown in Table 1. This seems to show
that more sites are more accessible in the gel-based resins, while reaction rates are
comparable. However, since reaction rates are bead size dependent for the gel-
based resins, it is hard to draw any real conclusions from these data.
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Table 2 Some Poly(ethyleneglycol)–Containing Resins

Support Description

Grafted PS-PEG
PS PEG [11] Preformed PEG covalently attached onto the PS. Chemistry

takes place on the end of the PEG.
TentaGel [12] PEG polymerised onto 1% cross-linked hydroxymethyl-

poly(styrene-co-divinylbenzene) resin beads.
ArgoGel [13] PEG polymerized onto a malonate-derived 1,3-dihydroxy-2-

methylpropane poly(styrene-co-divinylbenzene) resin beads.
NovaGel [14] Methyl-PEG coupled onto 25% of resin sites. Chemistry takes

place on the PS, not on the end of the PEG.
Copolymers
PEGA [15] Poly(dimethylacrylamide-co-bis-acrylamido-PEG)-co-

monoacrylamido PEG.
TTEGDA-PS [16] Poly(styrene-co-tetra(ethylene glycol)diacrylate).
CLEAR [17] Poly(trimethylolpropane ethoxylate triacrylate-co-allylamine).

C. Poly(ethylene glycol)–Containing Resins

The development of polymer supports having both polar and nonpolar features has
been of great interest for peptide synthesis. Although Merrifield resin has been
widely used in solid-phase peptide synthesis (SPPS), the rate of incorporation of
particular amino acid residues was found to decrease with increasing chain length.
This decrease in yield was thought to be due to the unfavorable conformation
adopted by the growing peptide chain and peptide aggregation. Thus to improve
the physicochemical compatibility of PS supports, polar hydrophilic acrylamide-
based copolymers were introduced as an attractive alternative to all PS-DVB sup-
ports, most notably by Atherton and Sheppard [10]. However, an alternative
approach, which leads to the second most popular support type in solid-phase
chemistry, after the PS gel–based resins, is modification of PS resin by the addi-
tion of PEG to generate PS-PEG-based materials. These hydrophilic solid sup-
ports were developed in theory to remove the reaction sites from the bulk “rigid”
PS matrix to give a more solution-like environment as well as to broaden the sol-
vent compatibilities of the support. However, another driving force was the need
to prepare a solid support for continuous solid-flow solid phase peptide synthesis,
which did not undergo dramatic volume changes during synthesis and arose at
least in part from the early soluble PEG-based chemistries in the 1970s and 1980s.
Various popular poly(ethyleneglycol)–containing synthetic polymers as solid sup-
ports are summarized in Table 2.
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Figure 2 The two main PS-PEG supports used in solid-phase synthesis.

1. PS-PEG Supports

A preliminary approach to the synthesis of PS-PEG supports relied on covalent
anchoring via amide linkages of defined PEGs onto amino-functionalized PS
resins [11]. Later, a new version of PS-PEG was introduced by Bayer and Rapp
[12], obtained by ethylene oxide grafting to give the material now known as Tent-
aGel (Fig. 2). Optimized TentaGel grafted resins generally have PEG chains of
about 3 kDa (n = 68 units; 70–80% by weight). PS-PEG beads display uniform
swelling properties in a variety of solvents from medium- to high-polar media
ranging from toluene to water.

The solution-like environment has an impact on reaction kinetics, allowing
rapid access of reagents through the swollen resin to active sites. Rapp [18] has
demonstrated that the kinetics of certain reactions on PS-PEG beads were similar
to those in solution. However, TentaGel resin is far from being the perfect solid
support due to (1) low loading capacity, (2) Lewis acid complexation onto the PEG
chain, and (3) instability of the PEG chain to acidic media generating PEG con-
tamination after TFA cleavage. To overcome these problems new families of PS-
PEG resins with higher loading capacities, good acid stabilities, and low linear
PEG impurities have been developed [13]. Thus, assuming that the acid instabil-
ity of TentaGel resin was due to the benzylic ether PS-graft linkage, improved sta-
bility was obtained by using a longer linkage, while improved loading capacity has
been obtained via bifurcation of functional groups prior to ethylene oxide grafting
(Fig. 2) and reduced PEG graftings.

It is worth noticing that at the end of the polymerization material must be
contaminated by linear or cyclic PEG, and this removal may be the source of
repeated claims of contamination. A series of graft copolymers have been elabo-
rated by varying the ethylene oxide/initiator ratio, providing well-defined graft
lengths with predictable loadings (0.3–0.55 mmol/g). Some swelling properties of
PS and PS-PEG resins are summarized in Table 3.

2. CLEAR Resins

CLEAR resins (cross-linked ethoxylate acrylate resin), introduced by Barany
[17], are a unique family of supports that are highly cross-linked polymers (>95%
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Figure 3 Monomers used in the highly cross-linked yet highly swelling CLEAR resins.

Table 3 Swelling Properties of PS and PS-PEG (ml/g)

Solvent Water THF DCM DMF MeOH

PS-NH2
a 8.0 8.9 8.0 2.8 2.1

TentaGel-NH2
b 3.9 5.5 4.0 3.0 3.0

ArgoGel-NH2
c 6.4 8.6 5.0 4.9 4.0

aObtained from Bachem.
bObtained from Rapp Polymer.
cObtained from Argonaut Technologies.

by weight of cross-linker) yet show excellent swelling properties, contrary to the
general expectation of the time. These supports are prepared by radical polymer-
ization of the tribranched cross-linker trimethylolpropaneethoxylate-triacrylate
(1), with various amino-functionalized monomers, such as allylamine (2), or 2-
aminoethyl methacrylate (3) (Fig. 3). The CLEAR supports differ from other poly-
mers in that they are synthesized from a branched cross-linker used in a high molar
ratio. The fact that the amino functionality can be introduced into the bead in the
polymerization process ensures that the required substitution level can be
obtained.

A number of different formulations were tested and prepared by bulk sus-
pension to give the optimal material. These supports swell in a wide range of
hydrophobic and hydrophilic solvents, such as water. Although these materials
showed great chemical and mechanical stability in acidic and weakly basic condi-
tions, the resins will dissolve in the presence of ammonia or aqueous bases due to
the ammonolysis of the three ester linkages in the cross-linker.

3. Tetraethylene Glycol Diacrylate Cross-linked Polystyrene
Support (TTEGDA-PS)

A number of groups [16,19] have developed resins based on varying the cross-
linker to change the properties of the resin but maintaining the excellent chemical
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Figure 4 Hydrid PS- and PEG-based resins via PEG-based cross-linkers.

nature of the PS support. Pillai [16] investigated the use of polyacrylamide (PA)
and PS supports cross-linked with N,N-methylenebisacrylamide (NNMBA),
tetraethylene glycol diacrylate (TTEGDA), and DVB. It was shown that the poly-
mer derived from TTEGDA-PA had a significant increase in reaction kinetics
when compared with NNMBA-PA and DVB-PA supports. Gel-phase reaction
kinetics with PA-DVB supports showed that the first 90% reaction sites were
homogeneously distributed throughout the bead and had equal reactivity, while the
remaining 10% were less available to external reagents. The major problems with
PA supports is the lack of mechanical stability when compared to PS and chemi-
cal reactivity when used in an organic chemistry sense, although there is an opti-
mal hydrophobic–hydrophilic balance. TTEGDA-PS provides these two essential
features in a single matrix with a hydrophobic PS backbone and a flexible
hydrophilic cross-linker (TTEGDA) [16], thus being insoluble but highly sol-
vated. PS supports with 4% TTEGDA (Fig. 4) show good mechanical properties
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Table 4 Comparison of DVB-PS and TTEGD-PS Swelling
Properties (ml/g)

Solvent 1% DVB-PS 4% TTEGDA-PS

Chloroform 4.3 6.5
Tetrahydrofuran 5.2 8.7
Toluene 4.7 6.9
Pyridine 4.2 6.0
Dioxane 3.5 8.8
Dichloromethane 4.3 8.8
DMF 2.8 5.5
Methanol 1.8 2.2

but with good swelling characteristics, rendering this support suitable for long-
chain peptide synthesis.

As mentioned earlier, the swelling properties of a solid support are a crucial
feature in SPS and a measure of the scope of a new support. The difference
between 1% DVB-PS and 4% TTEGDA-PS was investigated. As expected,
TTEGDA-cross-linked PS had enhanced swelling properties in polar solvents
compared with DVB-PS support (Table 4) which renders maximal accessibility of
reagents throughout the hydrophobic network.

4. PEGA (Polyethylene glycol-poly-(N,N-dimethylacrylamide)
Copolymer

Polar acrylamide supports were introduced successfully by Sheppard [10] and
coworkers as an alternative to polystyrene resin and used as a versatile cross-linked
support for peptide syntheses. Meldal [15] introduced PEGA, a similar resin that
contains a PEG component. PEGA is superior to many other existing supports for
peptide synthesis in terms of the solution-like nature of the structure, although it is
associated with handling problems and lacks chemical inertness. The PEG chain
is the major constituent providing a highly flexible and biocompatible matrix. The
polymer backbone was designed to allow macromolecules, such as enzymes, to
penetrate the polymer network thereby facilitating solid-phase enzymatic reac-
tions.

Typically, preparation of PEGA resins is carried out by an inverse suspen-
sion polymerization reaction in a mixture of n-heptane and carbon tetrachloride
(6:4 v/v) due to the water solubility of the monomers (Fig. 5). Meldal and cowork-
ers anticipated that PEGA 1900 (n = 45) had pores large enough to allow enzymes
up to 50 kDa to penetrate the PEGA network [20]. In order to identify new enzyme
inhibitors for matrix metalloproteinase 9 (MMP-9), which in its proform has a
molecular weight of 92 kDa, longer cross-linked PEGs were used (4000–8000 Da,
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Figure 5 Monomers used for PEGA resin synthesis.

n = 89, 135, 180) were developed to increase the apparent “pore size” of these sup-
ports. Bisamino-PEGs were used to form partially or bis-N-acryloylated PEG as a
macromonomer. These resins have high swelling properties and are suited for
enzyme reactions despite initially low loading capacities (0.08–0.13 mmol/g).
Introduction of acryloyl sarcosin with the bisacrylamido-PEG-1900, 4000, 6000,
8000, and dimethylacrylamide resulted in PEGA copolymer–type resins with a
much higher loading capacity.

5. Enhancing Bead Loading: Dendrimers as Powerful
Enhances of Functionality

One of the most powerful tools available to the combinatorial chemist is the
process of split and mix in terms of the numbers of compounds that can be made
and the economics of synthesis, with resin beads being used as the ultimate
microreactor in synthesis. However, this method results in tiny amounts of com-
pound being available with less than 1 nmol bead typically being available. This
might be enough to identify an active bead, but it is not enough to conduct numer-
ous biological assays or to validate the compound as a lead. More importantly, it
is insufficient to determine the compound’s structure using conventional tech-
niques such as 1H nuclear magnetic resonance (NMR). Such a low loading
requires a tagging system to identify the compound and necessitates resynthesis
on a larger scale either in solution or on the solid phase for rescreening. However,
though elegant the introduction of a tag during the library synthesis is very time
consuming. One solution to this problem is to increase the size of the beads. A
larger bead will obviously bear more sites, although size is limited by bead stabil-
ity, susceptibility to fracturing, and bead synthesis as well as poor reaction kinet-
ics. Another approach is to multiply the functionalities on a bead by dendrimer-
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Figure 6 (A) Resin amplification via dendrimerization. (B) Single-bead cleavage analy-
sis.

B

A

ization, using the hyperbranched nature of the dendrimer to amplify loading.
Solid-phase lysine-based dendrimers were published by Tam [21] as a means of
generating a high density of peptide functionality for antigen presentation (multi-
ple antigen presentation system; MAPS), but resins with low loading were delib-
erately used to avoid possible steric problems. However, the development of solid-
phase PAMAM dendrimers has provided a powerful tool to increase the loading
of single beads [22]. The development of highly symmetrical dendrimers allows
an extremely high loading to be obtained on the resin beads.

The efficiency of synthesis for the PAMAM dendrimers (Michael addition
onto methyl acetate and ester displacement with a diamine) is achieved by using
large excess of reagent compared to the loading of the resin as in any normal solid-
phase synthesis and produces dendrimers cleaner than those from the solution
approach. The multiplication of the terminal amino functionalities makes possible
the analysis of compound cleaved from single beads [23]. Using a Tris-based
monomer [24], a loading of 230 nmol per bead was obtained for a generation 2 den-
drimer, which becomes a very acceptable loading for using the beads in a split-and-
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Figure 7 Initial method used for pin derivatization.

mix manner (Fig. 6). The NMR spectrum and high-performance liquid chro-
matography (HPLC) data of material from one bead are shown. This is the Suzuki
product formed between 4-methylphenylboronic acid and resin-attached 4-
iodobenzoic acid. Using this method, dendrimers have been synthesized on a range
of other solid supports, either to be used as such or to modify the surface proper-
ties of the support.

II. SYNTHESIS ON SURFACES

A. Pins and Crowns

The limitations of linear “solitary” peptide synthesis were first overcome by
Houghten [25] with the use of tea-bag methodology and Geysen with “pin”
methodology [26]. The pin method was a revolutionary approach to peptide syn-
thesis and moved away from traditional PS-based resins, allowing the synthesis of
peptides on the surface of polyethylene (PE) supports [rod-like materials termed
pins (4 mm diameter × 40 mm)] in a multiple parallel manner. These derivatized
materials were prepared by radiation grafting in which the pins were placed in a γ-
radiation source in the presence of an aqueous solution of acrylic acid. Radiation
(initially 1 million rad) activated the surface by radical formation to a depth of sev-
eral micrometers, which reacted with the acrylic acid to give rise to a polyacrylic
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Figure 8 Radiation-grafted materials: Chiron crowns and removable pin heads. (From
Ref. 29, reproduced with permission.)

acid derivatized pin (Fig. 7). It was this (immobilized) graft that could then be used
as a support for peptide synthesis, initially by coupling to a suitably protected lysine
residue (Boc-Lys-OMe). Due to the discrete and handlable nature of the pins they
could be arranged in an array format akin to the microtiter plates used for biologi-
cal screening with synthesis taking place by dipping the tips of the pins into the
appropriate solutions. Although the whole pin was derivatized, only the tip was
actually used synthetically. The major problems were thus logistical, due to com-
pound numbers, rather than chemical. This basic procedure allowed the synthesis
in 1984 of 208 overlapping peptides covering the entire peptide sequence of the
coat protein VP1 of foot-and-mouth disease virus (FMDV). This was accomplished
using Boc chemistry with the peptide directly attached to the pin as shown in Fig-
ure 7. Two assumptions made by the authors in this original work were that an ini-
tial loading of at least 1 nmol would be sufficient for even a low-efficiency synthe-
sis to allow antibody binding and that high purity was not necessary.

Developments and improvements on this original method took place at the
end of the 1980s and in the 1990s, with three main driving forces: (1) development
of linkers to allow cleavage from the pins [27]; (2) an improvement in their load-
ing [28]; and (3) alterations in the grafting polymer to alter the physical and acces-
sibility properties of the graft [29] (Fig. 8). Thus, in 1990 and 1991 derivatization
of the pin by acrylic acid was followed by saturation coupling with Boc-1,6-
diaminohexane and coupling to the most accessible sites with a limited amount of
Fmoc-β-Ala-OH followed by capping of the remaining sites to give a loading of
10–100 nmol per pin [30]. Linkers could then be added to the derivatized pins. The
first approach was to use DKP formation as a driving force for peptide release
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Figure 9 Second-generation pin/crown derivatization and loading.

allowing a “safety catch”–based cleavage from the solid support. The second
method used hydroxymethylbenzoic acid as a linker, which allowed the peptide to
be subsequently cleaved from the pin with ammonia vapor [31]. Both methods
allowed release and analysis of peptides by HPLC and MS.

Subsequent developments led to the removable crown (although confus-
ingly also called pins or detachable pinheads in the literature) (Fig. 8) [32].
Crowns were prepared by injection molding of granular polyethylene. They were
5.5 mm high and 5.3 mm in diameter, but importantly had a surface area of 1.3
cm2, much improved over that of the pins. The second improvement involved the
use of alternative monomers (Fig. 9). Variations in the vinylic monomer allowed
alterations in the properties of the graft. Thus, changing from acrylic acid to
hydroxyethyl methacrylate (HEMA) allowed much higher grafts weights to be
obtained (graft weight increased from 1% to 15%) [32]. Thus, these materials
could be esterified under normal DCC/DMAP coupling conditions with Fmoc-β-
Ala-OH and controlled reaction timings, allowing only the most reactive/accessi-
ble sites to be derivatized before the capping of all remaining sites. This procedure
allowed crowns with loadings of 1.0–2.2 µmol per crown to be prepared for solid-
phase peptide synthesis. Later papers used a variety of monomers, including
methacrylic acid and dimethylacrylamide [31], while PS grafts also became avail-
able. The crowns/pins thus became available with aminomethyl-PS functionali-
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ties, thus allowing a wide range of linkers, including the acid-labile Wang and
Rink type of linkers, to be introduced onto these supports via the aminomethyl
group, thus permitting the straightforward cleavage, analysis, and screening of
micromolar quantities of compound. The ease of handling these small discrete
crowns, which could be prepared in a variety of different colors as an inbuilt cod-
ing mechanism, and a broad range of loadings available (1–40 µmol) obviously
made them very user friendly to the synthetic chemist for MPS.

The potential of these crowns was demonstrated in a series of papers from
Chiron Mimotopes [33] and Ellman [34] including reductive aminations and Mit-
sunobu chemistries, and a large series of β-turn mimetics (using pins with a load-
ing of 5.9 µmol) and 1680 1,4-benzodiazepines were prepared. Numerous groups
have now used these materials in either an MPS- or a transponder-encoded defined
split-and-mix synthesis. An addition to this area has been reported by Irori [47].
Radiation grafting was carried out as in the case of Chiron crowns, although in this
case it was done on so-called microtubes (small plastic tubes) made of either
polypropylene or a more chemically resistant fluoropolymer. However, they have
not found widespread use.

B. Sheets

Sheet-type materials have been used for many years in the area of oligoucleotide
and peptide synthesis. Early examples include the use of radiation-grafted poly-
ethylene sheet, akin to Geysens pins, polypropylene membranes coated with
cross-linked polyhydroxypropylacrylate, and derivatized glass or paper. Planar
surfaces have a big advantage over beads used in combinatorial manner in that the
structure of the compound can be directly deduced by its location on the support.
The first of these methods used low-density polypropylene sheet that was γ-irra-
diated while immersed in a solution of styrene, a method commonly used at the
time for the radiation grafting of surfaces [35]. Graft weights of some 440%, were
obtained with the PS attached to the surface having a molecular weight of some 
6 × 106 g/mol. Aminomethylation of the PS graft allowed linker attachment and
peptide synthesis in good yield, with the sheet having a loading of about 29
µmol/cm2. However, as far as we are aware, no more has been reported on the use
of this material.

At the same time another approach was reported, although in this case the
potential applications suggested were epitope mapping, affinity purification, and
diagnostic testing as well as continuous-flow synthesis. The membrane used in this
case was polypropylene coated with cross-linked hydroxypropylacrylate, which
had a pore size of 0.2 µm [36]. Unfortunately, no details of the coating process 
or the materials loading were given, but four peptides were prepared on this 
membrane with good purities. More recently amino-functionalized polypropylene
sheets have been used in DNA array synthesis, but the nature of the derivatization
was not given [37].
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Figure 10 Spot array synthesis on paper.

In 1990, Frank [37] introduced the concept of spot array synthesis of pep-
tides. The basic premise being the suitability of cellulose paper as a support for
standard Fmoc/tBu peptide synthesis (Fig. 10). Numerous peptides could be rap-
idly prepared by manual spotting of reagents, with up to 100 peptides prepared on
an area of 4 cm2, although 96 peptides based around a microtiter type of format
became a standard format. Peptides were either screened on the paper, e.g., when
looking for continuous epitopes, or released by DKP formation, analogous to the
Chiron method, for solution screening, analysis, and characterization. Synthesis
and screening of peptides was subsequently also carried out on Inimobilon-AV
from Millipore in an identical spot manner.

A new material and concept were developed by Kobylecki [44] in which 1%
PS resin beads were sandwiched between two layers of polypropylene sheet, giv-
ing a loading of approximately 5–10 nmol/cm2. This material was used in a
defined split-and-mix synthesis, using three sheets of material. Thus, in the first
step a different amino acid was added to each sheet. The material was then cut into
three strips and one strip from each sheet appended together. A different amino
acid was added to each bundle of strips. The strips were lined up again as in the
original three sheets and cut into squares with nine squares per sheet. The squares
from each row were joined together and again functionalized with another amino
acid. Thus this method uses the spatial nature of the material to define the synthetic
sequence and prepare in this case 27 (33) peptides.

Other sheet-like materials have been used in peptide/DNA synthesis [45].
Thus, amino-functionalized sintered polyethylene (Porex X-4920 nominal pore
size 30 µm) has either been used directly for DNA synthesis (loading 0.07
mmol/g) or derivatized with a chloromethylated styrene-based colloid having a
diameter of 0.46 µm, to increase the loading to 9–12 µmol/g in an approach sim-
ilar to that of the dendrimer methods described above. Another approach was
described by Luo [46] in which porous polyethylene disks were oxidized to gen-
erate carboxylic acids on the surface that were subsequently derivatized with a
diamine followed by carboxymethyl dextran. The acid sites were then loaded with
diamines ready for synthesis. Thus, the polyethylene surface was in essence
coated with derivatized dextran, making it highly hydrophilic and suitable for bio-
logical screening. However, accessibility to proteins might be very limited on
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these materials depending on the pore size of the polyethylene used. However,
these last two methods are anecdotal.

C. Glass

In 1991, an extension of “spot” peptide synthesis was reported with the introduc-
tion by Affymax of peptides and oligonucleotides synthesis on glass [38]. In this
process, light-based protecting groups were used for synthesis in conjunction with
photolithographic masks, similar to those used in chip manufacture. The basic
principle for photolithographic chemistry relies on a functionalized solid surface
(glass/silica) which is treated with a photocleavable-protected linker or spacer to
coat the surface (Fig. 11). A laser or photolithographic mask allows the light-
induced deprotection of a well-defined (size and position) portion of the slide (Fig.
12). The disadvantage of this method is that it requires a relatively complex instru-
mentation and the development of a new array of synthesis tools.

In the reported cases a binary masking strategy was used, although later the
permutational “stripe” masking strategy was used to increase library size. Using

Figure 11 The concept of synthesis on glass using light-based protecting groups.

Figure 12 Masks for use in array synthesis.
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this method, peptide arrays of 1024 peptides could be prepared in an area of 1.28
cm2, which could then be screened directly (each peptide site being 400 nm2). In
a similar way, oligonucleotides could be prepared. Thus synthesis of short
oligonucleotide probes and hybridization onto glass was published in 1994 by
Fodor and coworkers who demonstrated the synthesis of a 1.28 × 1.28 cm array of
256 nucleotides and hybridized it toward the sequence 5′-GCGTAGGC-fluores-
cein [39]. The sequence specificity of the target hybridization was demonstrated
by the fabrication of complementary probes differing by only one base, with the
targets hybridizing almost totally specifically to its complementary sequence.
However, a concern with all this chemistry, especially for oligonucleotide synthe-
sis, is the efficiency of protecting group removal.

In 1996, MeGall [40] published the preparation of DNA arrays (using stan-
dard solid-phase oligonucleotide synthesis) using polymeric photoresist film as a
physical barrier to mask selected region of the surface; exposure to light reveals
the surface and allows the coupling of the first nucleoside. However, the harsh con-
ditions required for deprotection could damage the library, and a bilayer process
was developed. An inert polymeric film was introduced prior to the photoresist
coat with the underlayer functioning as both a barrier to the chemical deprotection
step and a protective layer to insulate the substrate surface from the photoresist
chemistry and processing conditions. This was a direct application borrowed from
the microelectronics industry allowing, it was claimed, more precise deprotection
of the surface, thereby permitting creation of denser arrays. An array of 256
decanucleotides was synthesized and tested. For additional information, Wallraff
and Hinsberg [41] published an overview of the lithographic imaging techniques.
Southern [42] also reported using a physical masking approach to prepare DNA
arrays with chemistry taking place on activated glass (Fig. 13), with areas being
masked or separated from each other by physical “gaskets,” in this case silicon
rubber. The advantage with this method is that well-developed chemistry could be
used, the limitations being the number of positions available for synthesis, which
is limited by the accuracy of masking. In 1994, the stripped method was replaced
by the regular shape of a diamond or disk mask in which linear translation of the
mask allows the generation of a well-defined library [43], since a small translation
of the mask allows defined parts of the slide to be deprotected and reacted.

A library of decamers was synthesised as an application of the technique
and was used to study the hybridisation behavior of the corresponding synthetic
deca-nucleotide in solution. However, the approach is much less practical and
much more cumbersome than the light-based masking strategy.

In conclusion, a wide range of materials have been used and continue to be
used for solid-phase synthesis. A number of these are very specific in application,
such as synthesis on glass for DNA array synthesis. However, supports such as
polystyrene resin are undoubtedly the workhorse of the industry, with others, such
as the pins and PS-PEGs, having a much narrower role. There is clearly much

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



Supports for Solid-Phase Synthesis 481

Figure 13 Physical masks for oligo array synthesis. (From Ref. 42, 43 with permission.)

scope for improved resin design and the generation of new supports for solid-
phase synthesis.
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I. INTRODUCTION

This chapter discusses the application of various nuclear magnetic resonance
(NMR) spectroscopy techniques to the process of drug discovery. To make it eas-
ier to understand how drug discovery incorporates NMR data, all drug discov-
ery–related activities have been categorized into one of the following six disci-
plines: (1) natural products research; (2) medicinal chemistry; (3) rational drug
design (protein structure and modeling); (4) metabolism; (5) combinatorial chem-
istry, and; (6) drug production and quality control. Although this classification
process may initially appear to be somewhat artificial, its use makes it easier to
understand the applications and advantages of each NMR technique. However,
readers should recognize that most drug discovery programs involve a blend of
these six disciplines and therefore usually benefit from using a combination of dif-
ferent NMR techniques.

Most advances in NMR technology have occurred when someone tried to
address a particular limitation in one of these six disciplines. However, once a new
tool is developed, it can sometimes solve a different problem in a different disci-
pline or spawn a whole new field of NMR. An example of the former is the use of
magic-angle spinning first for solid-state NMR, then for small-volume solution-
state NMR for natural products, and then for solid-phase synthesis resin NMR for
combinatorial chemistry. An example of the latter is the development of indirect
detection, which helped spawn the use of isotopically labeled proteins and triple-
resonance NMR for determining the structures of biomolecules in rational drug
design programs.
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In addition to the simple migration of NMR techniques from one discipline
to another, two or more NMR techniques can often be synergistically combined.
A good example of this is the combination technique of (HP)LC-NMR. Its current
implementation involves the use of indirect detection, shaped pulses, broadband
decoupling, pulsed-field gradient (PFG) sequences, PFG shimming, automation,
and small-sample probe design.

The purpose of this chapter is to examine some of these NMR tools and to
see how they have influenced drug discovery programs. First we will see how they
were initially used to solve a particular problem. Then we will see how some have
been used to solve problems in other disciplines. Last, we will see how others have
been synergistically combined to develop much more powerful tools.

Section II covers the basic tools in NMR, which include multidimensional
NMR, high-field NMR, broadband decoupling, spin locks, shaped pulses, indirect
detection, and PFGs. Section III introduces some additional applications of NMR
and the more specialized tools in use, most of which are based on the technologies
introduced in Section II. These include protein structure determinations and the
multiple-channel indirect-detection experiments they spawned (Section III.A),
water suppression techniques (Section III.B), and hardware and probe develop-
ments (Section III.C). The probe developments that are covered include small-vol-
ume probes and HR-MAS probes in Section III.C.2.a and b, as well as flow probes
and cryogenic probes, which are sufficiently important to have been treated sepa-
rately, in Sections III.E and III.G, respectively. Detailed information about com-
binatorial chemistry applications can be found in the discussions on solid-phase
resin analysis using MAS (Section III.D) and the analysis of libraries stored in titer
plates using flow NMR (Section III.E.2 and 3) Lastly, there are individual discus-
sions on analyzing mixtures, combined NMR techniques, quantification by NMR,
and the automation of NMR in the last parts of Section III.

II. BASIC NMR TOOLS

A. 1D, 2D, 3D, and nD NMR

One of the first tools to be developed was multidimensional NMR. The first NMR
spectra to be observed contained only one frequency axis and so were called “one-
dimensional” (even though they actually contain two dimensions of NMR infor-
mation: frequency and amplitude). One-dimensional (1D) spectroscopy was the
only real option for the early generations of continuous-wave (CW) spectrometers,
but with the advent of pulsed Fourier transform NMR (FT-NMR) spectrometers
some 20 years later, it was soon recognized that additional dimensions of NMR
information could be obtained. Because some 1D NMR spectra had a crowded fre-
quency axis (especially large molecules like proteins) or had coincidental or over-
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lapping chemical shifts (especially poorly functionalized molecules like some
steroids), methods to simplify these spectra were needed.

In the early 1970s, the first papers on two-dimensional NMR spectroscopy
(2D NMR) began to appear [1]. Because 2D NMR allowed the NMR information
to be spread in two dimensions, each of which could encode different kinds of
information, most kinds of spectral overlap could be resolved. As an example, one
dimension could contain chemical shift data, while the other dimension could
encode information about spin-spin couplings.

Different pulse sequences were then developed to select all different kinds of
information. The 2D correlations could arise from homonuclear or heteronuclear
couplings, through-bond (scalar) or through-space (dipolar) couplings, or single-
quantum or multiple-quantum couplings. They could also be designed either to
detect the presence of or to actually measure the magnitude of a given kind of cou-
pling. Experiments exploiting all of the various combinations of these possibilities
were eventually developed and remain in use today. These include experiments that
generate 2D data to measure: the presence of homonuclear scalar coupling
[homonuclear correlation spectroscopy (COSY) and total correlation spectroscopy
(TOCSY)], the magnitude of homonuclear scalar couplings [homonuclear 2D J
spectroscopy (HOM2DJ)], the presence of heteronuclear scalar couplings [het-
eronuclear correlation spectroscopy (HETCOR), heteronuclear multiple-quantum
correlations (HMQC), and heteronuclear multiple-bond correlations (HMBC)], the
magnitude of heteronuclear scalar couplings [heteronuclear 2D J spectroscopy
(HET2DJ)], the presence of homonuclear dipolar coupling [nuclear Overhauser
effect (NOE) spectroscopy (NOESY)], the presence of heteronuclear dipolar cou-
pling [heteronuclear NOE spectroscopy (HOESY)], and double-quantum, double-
quantum-filtered, and multiple-quantum-filtered homonuclear scalar coupling cor-
relation experiments (DQ-, DQF-, and MQF-COSYs). Many good books and
reviews about 2D NMR can be found [2–4].

It is useful to understand that a 2D pulse sequence generates data that con-
tain both a direct (F2) and an indirect (F1) dimension. The direct dimension, some-
times called the “real-time” dimension, consists of a series of one-dimensional
experiments; each spectrum is completely acquired during one intact time inter-
val, usually within a few minutes. However, the indirect dimension is generated by
a “t1” delay in the pulse sequence that is incremented many hundreds of time dur-
ing a 2D experiment. A direct-dimension spectrum is acquired for each of these
several hundred delay times, then the data are subjected to Fourier transformation
a second time—along this indirect dimension—to produce the 2D dataset. Each
spectrum along the indirect dimension is reconstructed from hundreds of direct-
dimension spectra, and each datapoint in an indirect-dimension spectrum arises
from a different direct-dimension spectrum. This means that each indirect-dimen-
sion spectrum is composed of datapoints acquired over many minutes (or hours or
days). Any time-dependent instabilities (in the spectrometer, the environment, the
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sample, the electrical power, etc.) can cause a corruption of datapoints and there-
fore cause noise; since this noise runs parallel to the t1 axis, it is called “t1 noise.”
We will see later how t1 noise, which is ubiquitous, can be troublesome enough
that some NMR techniques, such as PFG, were developed to suppress it.

After a wide range of 2D NMR pulse sequences were developed, it was rec-
ognized that they could be effectively combined to create 3D, 4D, and even higher
“nD” spectroscopies [5,6]. Each additional dimension is created by appending to
the pulse sequence certain pulse-sequence elements (that contain an incrementing
delay) that generate the desired effect. A 3D pulse sequence has one direct dimen-
sion and two incrementing delays, whereas a 4D dataset has three incrementing
delays. Each dimension of an nD dataset usually encodes for different informa-
tion, so a 3D HETCOR-COSY would have three distinct chemical shift axes (one
13C and two 1H) and three distinct faces. (If the data within the 3D cube are pro-
jected onto each of the three distinct faces, they would display 2D HETCOR, 2D
COSY, and 2D HETCOR-COSY data, respectively.) These hyphenated experi-
ments, combined with the power of 3D and 4D NMR, are proving to be very use-
ful for elucidating the structures of large molecules, particularly for large
(150–300 residue) proteins [7].

Since a 2D dataset contains three dimensions of information (two frequency
axes and a signal amplitude), a contour-plot presentation is usually used to repre-
sent the data on paper. A 3D dataset is a cube in which each datapoint contains
amplitude information. Since all this information is difficult to plot simultane-
ously, 3D data are usually plotted as a series of 2D planes (contour plots). Four
(and higher) dimensional experiments are easy to acquire (aside from the massive
data storage requirements), but plotting and examining the data becomes increas-
ingly difficult, so that 3D is often the upper limit for routine NMR. We will see
later how multidimensional NMR can be combined with multinuclear (triple-res-
onance) NMR experiments.

Although multidimensional NMR can provide more information, it also has
some disadvantages. Its experimental time is longer; it usually requires more sam-
ple; setup of the experiment and processing and interpretation of the data require
more expertise; it requires more powerful computer hardware and software; and it
requires additional hard disk space. This means that a user should normally run the
lowest dimensionality experiment that answers the question at hand. It is usually
found in practice that the six disciplines of drug discovery use these multidimen-
sional NMR techniques differently. Medicinal chemists, combinatorial chemists,
drug production and quality control groups, and, to a lesser extent, metabolism
groups usually use 1D NMR data to get most of their structural information. Med-
icinal chemists usually need only to confirm a suspected structure and rarely use
2D NMR. The drug production and quality control groups will use 2D techniques
if they encounter a tough enough problem. Combinatorial chemists might like to
have 2D NMR data but they don’t have the time to acquire it, whereas metabolism
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chemists would often like to get 2D NMR data but often don’t have enough sam-
ple. Natural products chemists routinely depend on 2D NMR techniques to
unravel their total unknowns. Rational drug design groups use 2D and 3D (and
sometimes 4D) NMR techniques routinely.

B. High-Field NMR

Multidimensional NMR was developed to simplify complex NMR spectra.
Another way to simplify a complex or overlapped NMR spectrum is to place the
samples in higher-field-strength magnets to generate more dispersion along each
axis. This helps resolve overlapping signals and simplifies second-order multi-
plets, while at the same time increasing NMR sensitivity. These benefits have
driven magnet technologies to improve to the point where magnets having proton
resonance frequencies of 800 MHz (18.8 Tesla) are now routinely available. The
disadvantage of these very high-field magnets is that they are much more expen-
sive. (They primarily cost more to purchase, but they also have higher installation
and operational costs, especially for cryogens, and they require bigger rooms with
more sophisticated environmental controls.) These additional costs must be
weighed against the time that can be saved by the improved performance, and both
factors are balanced against the difficulties of the problems encountered. In prac-
tice, field strengths of 14.1 Tesla (600 MHz) and above are routinely used in
rational drug design programs and occasionally in metabolism programs (due to
their limited sample sizes). Natural products groups, and some drug production
and quality control groups, usually use 400- to 600-MHz systems, while combi-
natorial chemistry, and especially medicinal chemistry groups, tend to use 300- to
500-MHz systems.

Improvements in magnet and shim coil technologies are also allowing the
homogeneity of the magnetic field to be improved. This has allowed lineshape
specifications to be cut in half over the last decade, and has improved the quality
of solvent suppression in the NMR spectra of samples dissolved in fully proto-
nated solvents.

C. Broadband Decoupling

Another way to simplify spectra is to use heteronuclear decoupling [8]. This both
collapses a coupled multiplet into one single frequency, and (through other mech-
anisms) produces taller resonances. Decoupling can also increase the sensitivity of
certain X nuclei (like 13C) through nuclear Overhauser enhancements. In some
triple-resonance experiments (discussed later), heteronuclear decoupling improves
sensitivity by eliminating some undesirable relaxation pathways.

Although decoupling is generally desirable, the first available methods
caused too much sample heating to be of routine use. More efficient decoupling
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schemes were eventually developed that produced a wider bandwidth of decou-
pling for a given amount of power. Starting from continuous wave (CW; unmod-
ulated) decoupling, wider decoupling bandwidths were obtained with the devel-
opment of noise-, WALTZ, MLEV, XY32, TYCKO, GARP, and DIPSI
decouplings (not necessarily in order) [8,9]. These modulation schemes allowed
decoupling to become quite routine and allowed new techniques, such as indirect
detection (discussed below), to become practical. As knowledge of shaped pulses
improved (discussed below), ever more efficient decoupling schemes like MPF1-
10 [10], WURST [11], and STUD [12] were developed; the latter two by using
advanced pulse shapes called adiabatic pulses [13]. No decoupling scheme is per-
fect for all applications or even for all field strengths. Each scheme provides a dif-
ferent balance of performance in terms of bandwidth per unit power, minimum
linewidth, sideband intensity, complexity of the waveform (what hardware is
needed to drive it), and tolerance of misset calibrations (“robustness”). The advan-
tage of all these developments is that there is now a large set of different decou-
pling tools that are available to be used as needed.

D. Spin Locks

Better theories and understandings of spin physics resulted from the developments
in broadband decoupling, and this allowed better spin locks to be developed. Spin
locks were initially designed for experiments on solid-state samples, but in the
1980s it was shown that spin locks could also be used for solution-state experi-
ments. Bothner-By and coworkers used a CW spinlock to develop the CAMEL-
SPIN experiment (later known as ROESY; Rotating frame Overhauser Enhance-
ment SpectroscopY) to get dipolar coupling (through-space) information [14].
Other groups subsequently reported the use of both lower rf field strengths [15]
and pulsed spinlocks [16] to improve the quality of the ROESY data. Braun-
schweiler and Ernst used a spinlock to develop the HOmonuclear HArtmann-
HAhn experiment (HOHAHA; later known as TOCSY) which provides a total
scalar-coupling correlation map [17]. Bax and Davis showed that the MLEV-16
modulation scheme, used for broadband decoupling (discussed above), improved
the quality of TOCSY data [18]. Kupce and coworkers built on their experience
with adiabatic pulses to improve decoupling schemes to develop a spinlock using
adiabatic pulses [19]. As discussed later, these spinlocks are proving useful in
obtaining TOCSY data on MAS samples. This is helping combinatorial chemists
acquire better data on solid-phase synthesis (SPS) resins. The hardware required
to run spinlocked experiments is now routinely available, and these experiments
usually provide better and more complete data than alternative experiments like
COSY.

The typical use of a spinlock is as a mixing scheme to allow the spins to
exchange information. This is how they are used in TOCSY and ROESY experi-
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ments. However, spinlocks have also been used, to destroy unwanted magnetiza-
tion. For this application, the pulse sequence is usually written so that the spinlock
only affects resonances at a specific (selective) frequency [20]. This allows them
to be used to perform solvent suppression experiments for samples dissolved in
protonated solvents (like H2O). Non-frequency-selective spinlocks have also been
used to destroy unwanted magnetization [21]. This use of a spinlock as a general
purge pulse is a viable alternative to the use of homospoil pulses [22] and is in rou-
tine use.

The spin physics of the decoupling and spinlock sequences are related, and
any given modulation scheme can often serve both purposes. In general, however,
the sequences are usually optimized for only one of the two applications. Hence,
MLEV-16, MLEV-17, and DIPSI are most commonly used as spinlock sequences,
whereas WALTZ, GARP, WURST, and STUD are most commonly used as decou-
pling schemes [8].

E. Shaped Pulses

In addition to new decoupling and spinlock schemes, shaped rf pulses have also
been developed. They are called “shaped pulses” because all of these pulses
change amplitude, phase, or frequency (or some combination) as a function of
time [23]. In doing so, the pulse can be designed to be more frequency selective,
more broadbanded in frequency, more tolerant of misset calibrations, or capable
of multifrequency or off-resonance excitation. Different applications require dif-
ferent balances of these characteristics.

If a pulse is made more frequency selective, it can be used in a variety of new
applications. One application is “dimensionality reduction,” in which a selective
1D experiment is used in place of a 2D experiment, or a selective 2D experiment
is used in place of a 3D experiment. Selective experiments let you obtain a
selected bit of NMR information faster and with higher signal-to-noise—but only
if you already know what you are looking for. This can be useful for studying
smaller amounts of samples (or more dilute samples) as is often required for nat-
ural products. Examples include the use of 1D COSY [24], 1D TOCSY [25], 1D
NOE [26], DPFGSE-NOE (also sometimes erroneously called GOESY) [27,28],
1D HMQC (called SELINCOR) [29], 1D HMBC (called SIMBA) [30], and 1D
INADEQUATE [31]. These sequences are less useful if you have many questions
to be answered or don’t know what you are looking for. Then it is usually advan-
tageous to go ahead and run the complete 2D or 3D experiment and analyze it as
completely as is required to solve the problem at hand.

Another use of selective pulses is to perform frequency-selective solvent
suppression. Presaturation is the simplest example of the use of a frequency-selec-
tive pulse for solvent suppression (although the pulse used in presaturation is typ-
ically not shaped). Examples of frequency-selective shaped pulses that are used in
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solvent suppression include the S and SS pulses [32], Node-1 [33], and WET [34].
Note that although many commonly used water suppression sequences, such as
1331 [35] and WATERGATE [36], are frequency selective, they achieve that selec-
tivity by using a train of nonshaped pulses, in the so-called DANTE technique
[37], instead of using shaped pulses. (The DANTE technique permits the use of
simpler hardware but results in a less accurate frequency profile.)

Historically, the primary application of solvent suppression was to obtain
spectra of biomolecules (proteins, RNA, etc.) dissolved in H2O:D2O mixtures.
However, more recent work, especially on direct-injection NMR (discussed
below), indicates that it is now practical to obtain 1H NMR spectra of organic sam-
ples dissolved in fully protonated nonaqueous solvents. This is being used espe-
cially in combinatorial chemistry to obtain 1H NMR spectra on samples dissolved
in DMSO-h6, CHC13, and aqueous solutions of CH3CN and CH3OH.

Frequency-selective pulses can also be used for narrowband selective
decoupling. Such pulses can be placed in evolution periods to simplify spectra
[38].

Not all shaped pulses are frequency selective (narrow bandwidth). In recent
years there have been many fine examples of the use of both band-selective and
broadband-shaped pulses. Sometimes these are used as single rf pulses, but more
typically they have been used in decoupling schemes designed to hit either a
selected, controlled, moderately wide region, or a very broadbanded region. A
well-known example of band-selective pulses is the use of pulses [39] or decou-
pling schemes [40,41] to treat carbonyl-carbon resonances differently from
aliphatic-carbon resonances in triple-resonance experiments (discussed below).
Here, band-selective pulses are pulsing or decoupling regions of the spectrum that
are from 1 to 4 kHz in width. Applications using adiabatic pulses that are region
selective have also been described [42,43].

The use of shaped pulses that affect very wide (broadband) regions of a
spectrum is also becoming more popular. Most of these examples exploit adiabatic
pulses [13]. There are three advantages to using adiabatic pulses. First, they are
uniquely capable of creating a good excitation profile over a wide frequency
region. Second, they deposit less power into a sample (and hence cause less sam-
ple heating) for a given bandwidth than most other pulses. Third, they are quite tol-
erant of misset calibrations. This feature was originally exploited in applications
that used surface coils—to compensate for the characteristically poor B1 homo-
geneity of these coils—but some groups use this feature to simply make routine
solution-state NMR spectroscopy more robust and less sensitive to operator cali-
bration errors. Adiabatic rf pulses are being used in high-field 1H-13C correlation
experiments (like HSQC) to achieve wider and more uniform inversion over the
wide 13C spectral width [11,44]. Adiabatic pulses are also being heavily used to
create more efficient and wider bandwidth decoupling schemes (as discussed

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



NMR “Toolkit” for Compound Characterization 493

above in the decoupling section). Both of these applications are being used to
facilitate high-field NMR spectroscopy of biomolecules.

One of the final tools in the shaped-pulse toolbox are the shifted laminar
pulse (SLP) pulses [45], which are sometimes (imprecisely) called phase-ramped
pulses. These pulses deliver their effects off resonance without changing the trans-
mitter frequency. (It is undesirable to change the frequency of a frequency syn-
thesizer during a pulse sequence because this affects the phase of the transmitter.)
SLP pulses that affect only one off-resonance frequency change phase linearly as
a function of time; hence, the alternative name “phase-ramped pulses.” SLP pulses
that affect two (or more) off-resonance frequencies are both phase and amplitude
modulated due to the interaction of the two different phase ramps. SLP pulses can
be created to affect any number of frequencies (as long as enough power is avail-
able). They can also be created using any pulse shape or duration (or combination
of shapes and durations). This means, for example, that an SLP pulse can be made
to hit three different frequencies, each with a different pulse width, and each with
a different pulse shape (or phase) if desired. We will see later (in the discussion of
LC-NMR) how SLP pulses are being used to obtain multiple-frequency solvent
suppression using only one rf channel.

F. Indirect Detection

The development of indirect detection has probably had a bigger impact on all
stages of drug discovery than any other NMR technique. Indirect detection is one
of two methods for acquiring heteronuclear correlation data. The conventional
method for acquiring 2D heteronuclear correlation data—called “direct detection”
and exemplified by the HETCOR experiment described above—measures a series
of X-nucleus spectra (typically 13C) and extracts the frequencies of the coupled
nuclei (typically 1H) by using a Fourier transform in the t1 dimension. The concept
of indirect detection, first published in 1979 [46], inverts the process by acquiring
a series of 1H spectra, then Fourier-transforming the t1 dimension of this dataset to
(indirectly) obtain the X (13C) frequencies [2,3]. The major benefit of using indi-
rect detection is improved sensitivity—up to 30-fold or more, depending on the
nuclei involved.

In hindsight, indirect detection seems like an obvious development, but
because the instrumental requirements of running indirect detection are more
demanding (two-scan cancellation, broadband X-nucleus decoupling, indirect-
detection probes designed for water suppression), the method did not become
truly routine until more than a decade later. They do not completely replace X-
detected correlation experiments (which have superior X-nucleus resolution), but
these 1H-detected experiments are now the default for most users. When sensitiv-
ity is an issue, the indirect detection version of an experiment is usually used.
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There are three classic indirect-detection experiments: HMQC, HMBC, and
HSQC. (These acronyms stand for heteronuclear multiple-quantum correlation,
heteronuclear multiple-bond correlation, and heteronuclear single-quantum corre-
lation, respectively.) HMQC and HSQC detect one-bond H-X couplings, whereas
HMBC detects long-range H-X scalar couplings. HMQC uses a multiple-quantum
coherence pathway, while HSQC uses single-quantum coherence. HMQC was
technically easier to run in the early days, but because the B1 homogeneity of most
NMR probes has improved since then, HSQC is now a better tool for most appli-
cations. Virtually all modern biomolecular experiments, and many natural-prod-
uct experiments, currently use HSQC-style (rather than HMQC-style) coherence
pathways [47,48]. HMBC is the primary tool for de novo structure elucidations of
small molecules, particularly for natural products [49–53].

A big advantage of indirect detection is its increased sensitivity. A big dis-
advantage is its cancellation noise. Because only the 13C satellites of a 1H reso-
nance are of interest in a 1H{13C} HSQC, the rest of the 1H signal (98.9%) must
be eliminated. In conventional pulse sequences this is accomplished by using a
two-step phase cycle in which the 13C satellites are cycled differently from the
central 1H-12C resonance. Unfortunately, many spectrometer installations are not
stable enough to provide clean cancellation (this is heavily dependent on the local
environment), and the poorly canceled central-resonance signal ends up creating
excessive t1 noise in the spectrum. This is most visible in the study of unlabeled
compounds, i.e., those that have natural abundance levels of 13C (or 15N). It
becomes even more problematical in long-range HMBC-style experiments. Here
the t1 noise is often larger than the signals of interest, and more experiment time
is spent signal-averaging to raise the signals of interest above the t1 noise than to
raise them above the thermal noise.

G. Pulsed-Field Gradients

In 1973 Paul Lauterbur discovered that linear gradients of B0 (the magnetic field)
could be used in NMR experiments to generate spatial information about what was
located in the magnet [54]. This ultimately gave rise to the technique called mag-
netic resonance imaging (MRI), currently used in many hospitals and clinics. As
imaging technology developed, it became possible to generate pulses of linear B0
gradients, of different strengths, in a controlled fashion. Barker and Freeman were
the first to demonstrate that these pulsed magnetic field gradients could be used for
coherence selection to acquire 2D NMR data [55]. This capability was expanded
and popularized by Hurd and coworkers in the early 1990s, who showed that
pulsed-field gradients (PFGs) could be used in a number of different NMR exper-
iments [56–58]. Thus, the PFG revolution was born.

PFGs can be used in several ways [58,59]. The original application was for
imaging, and while this is usually used for clinical purposes, imaging techniques

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



NMR “Toolkit” for Compound Characterization 495

are also being used in drug discovery, primarily to study the metabolism of drugs
[60]. PFGs are also useful in automating the shimming of high-resolution NMR
samples [61,62]. Both 1H and 2H gradient shimming are in routine use for research
samples as well as for samples being analyzed by routine automation. PFG tech-
niques also allow old experiments to be run in different ways, and allow entirely
new pulse sequences to be developed (discussed below).

PFGs embody experiments with a number of desirable attributes. One is that
they allow some experiments to be acquired without phase cycling. This allows the
data to be acquired much faster, as long as the quantity of sample is sufficient. This
is especially useful for indirect detection, as well as for COSY experiments.

PFGs also allow data to be acquired with less t1 noise. This is useful for
experiments in which the quality of the data acquired with conventional methods
is significantly degraded by the presence of t1 noise. A classic example of this is
indirect detection. Conventional (phase cycled) indirect-detection experiments
use a two-step phase cycle to cancel the large signals from protons not bound to
13C (or 15N) nuclei, which is 98.9% of the signal in unlabeled samples (discussed
above). Any imperfections in the cancellation leave residual signals that cause the
t1 noise. In HMBC in particular, because it detects the long-range multiple-bond
correlations, which are often small, this t1 noise may be bigger than some of the
desirable signals [63,64]. Since the PFG versions of HMBC select the desired sig-
nals (coherences) within a single scan, and hence contain no t1 noise induced by
the two-step cancellation technique, better quality data can be obtained, and usu-
ally in less time. This is especially useful for elucidating the structures of natural
products. Because the structures are usually unknown and the sample sizes are
often quite small, every improvement in the quality of HMBC data is welcomed.

PFG experiments can also suppress unwanted solvent resonances, often eas-
ily and without any extra setup effort by the operator. In addition, the quality of
this suppression is much less dependent on the quality of the NMR lineshape than
with other experiments. (Presaturation of the water resonance in an H2O sample is
a classic example in which the NMR spectral quality depends heavily on how well
the lineshape of the water resonance can be shimmed to have a narrow base. The
corresponding PFG experiments typically do not need such exacting shimming.)
This attribute is important because of the large number of NMR studies performed
on biomolecules dissolved in H2O:D2O mixtures [65].

1. PFG Variations of Existing Experiments

The many beneficial attributes of using PFG experiments (listed above) have made
PFG experiments quite popular. PFG versions of the indirect-detection experi-
ments [66–68] are the most heavily used, but the PFG versions of many COSY-
style experiments [69,70] are also popular. PFG-HMBC is a very striking example,
and one that is very popular in natural-products programs [63,71]. Alternatives
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such as GHSMBC [72], ADEQUATE [73,74], EXSIDE [75], psge-HMBC [71],
and ACCORD-HMBC [76] have also been developed. Most people would benefit
by using PFG-COSY more routinely, as opposed to a non-PFG (phase-cycled)
COSY [77]. PFG-HSQC [78] has become a standard experiment in biomolecular
NMR (for rational drug design programs). PFG versions of the selective experi-
ments 1D TOCSY and 1D NOESY experiments have also been developed [79].

2. New Experiments Made Possible by PFG

PFGs have also allowed new pulse sequences to be developed. The WATERGATE
spin-echo sequence was developed for biomolecular water suppression [36]. A
newer nonecho solvent suppression technique called WET [34], which combines
PFG, shaped pulses, and SLP pulses, is now the standard for use in LC-NMR
[80]—a technique that is becoming a popular tool for metabolism studies [81].
PFG-based WET suppression is also being used in the NMR analysis of combi-
natorial libraries dissolved in nondeuterated solvents [82]. Automated 2H (and 1H)
gradient shimming, using gradients from both PFG coils as well as room-temper-
ature shim coils, is becoming routine for the automated walkup NMR spectrome-
ters used in medicinal chemistry programs [62]. Diffusion experiments [83],
which rely heavily on PFG, are being used to study ligand binding and to evaluate
library mixtures for compounds that bind to receptors in rational drug design pro-
grams [84,85]. Other PFG-based diffusion experiments are being used for solvent
suppression [86].

III. SPECIALIZED NMR TOOLS

A. Biomolecular Structure Elucidation

Rational drug design programs are built on the idea that if the complete three-
dimensional structure of a receptor could be determined, one could custom design
a small molecule to bind into its receptor site. The challenge in this process is to
determine the structure of the receptor (a protein). While three-dimensional pro-
tein structures can be determined using X-ray crystallography, it became apparent
in the 1980s that this could also be done by using NMR spectroscopy, and NMR
allows the solution-state structure of the protein to be determined.

Once the primary structure of a protein is known, the secondary and tertiary
structure of the protein is determined with NMR by first making chemical shift
assignments and then by measuring NOEs and coupling constants [87]. A 1H-1H
NOE provides information about through-space distances. (If two protons show an
NOE, and if they are located in different parts of the peptide chain, then this pro-
vides an intrastrand structural constraint that says these protons must reside close
to each other in the final 3D structure of the protein.) Proton homonuclear or het-
eronuclear coupling constants provide information about the torsion angles of the
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bonds in the peptide backbone. Either of these methods can provide a 3D structure
if enough structural constraints can be determined.

Structure determinations can be very difficult for proteins whose molecular
weights are greater than 10 kDa (even if the primary structure is obtained by other
means). First, the chemical shift assignments become more difficult as the spectral
complexity increases, and second, the faster relaxation of larger molecules pro-
duces broader linewidths that make it harder to obtain coupling-constant informa-
tion.

Biomolecular NMR became more important and grew significantly when
three things happened. First, methods were developed for incorporating NMR-
active isotopic labels (namely, 13C and 15N) into proteins. Second, indirect-detec-
tion techniques were developed that facilitated the chemical shift assignments of
these labeled proteins [88,89]. Third, 3D and 4D NMR techniques were developed
to simplify and sort the vast amount of information needed to determine the struc-
ture of these large molecule [90]. These three developments greatly simplified the
interpretation of protein NMR data and made the determination of protein struc-
tures both more routine and more powerful. Although the techniques for acquiring
indirect-detection NMR data on small molecules were well developed by the late
1980s, the requirements (and possibilities) of performing these experiments on
proteins are a bit different. Much of this was worked out in the early 1990s, and
the field of multiple-resonance protein NMR blossomed [6,39,87,91]. The result-
ing experiments (described below) are certainly powerful, and initially required
new NMR hardware, but conceptually one can think of them as simply being com-
posed of combinations of the fundamental techniques that had already been devel-
oped (and which have already been described above).

1. Multiple RF-Channel NMR

Because isotopically labeled proteins typically contain three kinds of NMR-active
nuclei—1H, 13C, and 15N—the one-step heteronuclear coherence transfers nor-
mally used in heteronuclear correlation experiments can be concatenated into a
multiple-step transfer. An example of a multiple-step transfer would be magneti-
zation transfer from 1H to 13C, then to 15N where it evolves, back to 13C, and then
to 1H for detection. Indirect-detection experiments allow any X nucleus to be
examined, simply depending on where in the pulse sequence the t1 evolution time
is placed. Three- and four-dimensional experiments allow multiple evolution
times to be used. Proteins exhibit a range of homonuclear and heteronuclear scalar
coupling constants (J), and the 1/2J delays in a pulse sequence can be finely tuned
so as to select between several different scalar coupling pathways in the molecule.
These capabilities, combined with the ability to select either complete or partial
isotopic labeling within a protein, allow experiments to be designed that can cor-
relate almost any two kinds of spins. In practice, at least one of these spins is usu-
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ally a proton bound to an amide-bonded nitrogen. The identity of the second or
third spin depends on the structural data needed. It may even be one of several
structurally different carbon nuclei, since NMR can easily distinguish carbonyl
carbons from all other carbon resonances quite easily (using frequency-selective
pulses). Figure 1 shows the intraresidue correlations that can be made using the
HN(CA)CO experiment, as well as the interresidue correlations (to the previous
adjacent carbonyl carbon) that can be made using the HNCO experiment. In
HN(CA)CO, the magnetization starts on the NH proton, is transferred to the
directly bonded 15N (where there is an evolution time), is transferred to the C-α
13C (no evolution), and then is transferred to the carbonyl 13C where it has its sec-
ond evolution. It then reverses its path (CO to CA to N to H) for detection of 1H.
The parentheses around the CA in HN(CA)CO indicates that the C-α nuclei are
used in the transfer, but there is no evolution time and they are not actually
detected. To make correlations to the C-α carbons (instead of the carbonyl car-
bons), the corresponding experiments would be HNCA (for intraresidue assign-
ments) and HN(CO)CA (for interresidue assignments to the previous C-α carbon).
In a similar manner, experiments like HN(COCA)NH, HCACO, HCA(CO)N, and
HN(COCA)HA, as well as many more, can be constructed (Fig. 1).

Because proteins (and other biomolecules) are so large, their T2 relaxation
times are usually much shorter than those of small molecules. This causes their
NMR resonances to have broader linewidths. Because most methods for deter-
mining accurate scalar coupling constants measure the separation of antiphase sig-
nals, and because this becomes less accurate as the linewidths increase, these
experiments become less useful as the compound’s molecular weight increases.
As a consequence, DQFCOSY experiments are less useful for large proteins, and
so the determination of the 3D structure via torsion-angle measurements becomes
harder. Experiments have been designed in an attempt to overcome this limitation,
principally through the use of combined hetero- and homonuclear scalar couplings
[92,93].

2. Newer Biomolecular Experiments: TROSY, Hydrogen-Bond J
Couplings, and Dipolar Couplings

Because large biomolecules have a faster T2 relaxation than smaller molecules,
their NMR signals will sometimes decay before they get through some pulse
sequences. There are several schemes for addressing this problem. First, HSQC
experiments can be used instead of HMQC experiments because transverse mag-
netization in a single-quantum state (HSQC) relaxes even more slowly than trans-
verse magnetization in a multiple-quantum state (HMQC) [47]. Second, some
pulse sequences now use a variety of heteronuclear and homonuclear decoupling
schemes during evolution times to reduce T2 decay rates. Third, some groups have
resorted to perdeuteration of those large proteins that relax rapidly; this reduces
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Figure 1 Internuclear correlations that can be detected on a isotopically labeled protein
backbone using the listed triple-resonance experiments. Boxes with a solid outline desig-
nate the nuclei involved in each correlation experiment. Dotted vertical lines indicate the
location of the peptide bonds.
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the decay rate of signals in the transverse plane [94,95]. Fourth, the introduction
of TROSY (transverse relaxation-optimized spectroscopy), which manipulates
spins in a way that maintains those signals having longer relaxation times, is also
allowing much larger proteins to be studied by NMR [96,97].

Another tool for structural elucidation became available with the recent dis-
covery that NMR allows observation of correlations due to scalar couplings across
hydrogen bonds. This indicates that hydrogen bonds can have a measurable
amount of covalent character, so the phenomenon has been called “hydrogen-bond
J couplings.” Among the correlations observed are one-bond 1hJHN correlations
[98], two-bond 2hJNN correlations [99], and three-bond 3hJC’N correlations
[100,101], all of which have recently been explained theoretically [102]. Much
like a long-range NOE correlation, these correlations add structural constraints to
3D structures (especially for nucleic acids).

There is a lot of interest in using NMR to study ligand–receptor binding.
This is normally done by looking for intermolecular NOEs between the ligand and
the receptor, but because the NMR spectrum of a protein–ligand complex can be
complicated, small NOEs can be hard to detect. The problem is simplified if iso-
topically labeled ligands are mixed with unlabeled proteins and an isotope-filtered
NMR experiment used to selectively observe the labeled resonances [103]. As
more complex ligands and receptors are studied, techniques to do the opposite—
selectively observe the resonances of just the unlabeled molecules—were devel-
oped (in part through the use of adiabatic pulses) [104].

The final trend in biomolecular NMR is to use the internuclear dipolar cou-
plings of oriented molecules to determine structures [105]. When molecules are in
solution and tumbling freely, these couplings are averaged to zero; however, if the
molecules are aligned with the magnetic field even partially, these couplings will
be nonzero and measurable. If one measures the one-bond 15N-1H and 13C-1H
dipolar couplings, and knows the internuclear distances, then the orientation of the
vectors of these bonds (with respect to the magnetic susceptibility tensor of the
molecule) can be determined. This gives direct information about the torsion
angles of the bonds and hence information about the structure of the biomolecule.
This information also complements that which can be obtained from analyses of
NOEs and J couplings.

Because many molecules naturally exhibit only weak alignments with the
magnetic fields, a recent trend has been to use different kinds of liquid crystals and
bicelles not only to create more alignment but to allow control over the degree of
alignment [106]. Once aligned, measurement of the changes in the one-bond cou-
pling constants (typically 1JNH) or the 15N chemical shifts, measured at a variety
of magnetic field strengths, gives the dipolar couplings [107]. A recent alternative
is to measure the differences in chemical shifts and coupling constants between
data acquired with and without MAS (using solution-state samples and a nano-
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probe; discussed below). The advantage of this technique is that only one set of
measurements need be made.

B. Water (Solvent) Suppression

In all of these biomolecular experiments, the signals from the protons bound to the
amide nitrogen are critical. Unfortunately, these amide protons also all readily
exchange with water, so the samples cannot be dissolved in D2O. To keep the sam-
ples in a predominately H2O environment yet still supply a small amount of D2O
for a 2H lock, they are usually dissolved in 90:10 or 95:5 H2O:D2O. Because that
makes the H2O signal 100,000 times larger than that of a single proton in a 1 mM
protein, new techniques had to be developed for acquiring NMR data on these
kinds of samples.

There are essentially three ways to deal with the problem. One is to suppress
the water signal, the second is to not excite it in the first place, and the third is just
to live with it. None of these strategies are perfect, and a wide range of techniques
have been developed in an attempt to exploit at least the first two strategies. Many
good reviews of water suppression techniques exist elsewhere [108,109]. It is of
interest, however, to note two things. First, virtually all of the common water sup-
pression techniques are combinations of shaped pulses, PFGs, and indirect-detec-
tion methods (all discussed above). Second, most techniques are designed only for
water suppression, not for the more general concept of solvent suppression. Sup-
pressing the NMR resonances of organic solvents is more difficult than water sup-
pression because the 1H signals contain 13C satellites in addition to the central res-
onance. General solvent suppression is becoming important in several flow-NMR
techniques and will be discussed later.

C. Hardware Developments

There are many examples of how developments in NMR techniques have required
improvements in the hardware and software as well. The ever higher magnetic
fields used to simplify complex spectra have required improvements in supercon-
ducting magnet materials and magnet designs. FT NMR required the development
of pulsed rf, whereas 2D NMR required the development of rf hardware and pulse-
sequence-control software that was capable of more flexible phase cycling and
power level control. Indirect detection required the design of both more stable rf
and of magnet antivibration hardware to improve the signal cancellation possible
via rf phase cycling. Spinlock sequences (e.g., TOCSY) required phase-coherent
rf to be developed. The complex pulse sequences of biomolecular multiple-reso-
nance NMR required multiple rf channels (as many as five), each capable of deliv-
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ering not only more but a wider variety of pulses per sequence. For example, any
one rf channel may be called on to deliver high-power uniform-excitation broad-
band pulses, region-selective pulses, broadband or region-selective decoupling,
broadband or region-selective spinlocks, or highly frequency-selective pulses.
These rf requirements have driven the development of faster and more flexible rf
control, including more powerful pulse-shaping hardware and software. In addi-
tion, because PFG pulses of a variety of amplitudes are also freely intermixed with
rf pulses, stronger gradients with ever faster recoveries are always being sought.

1. Probe Developments

In addition to hardware developments in the spectrometer console and magnet,
advanced NMR experiments have also driven improvements in probe designs. The
emphasis on water (solvent) suppression has created an emphasis on lineshape
specifications. NMR lineshape specifications—defined as the width of the NMR
peak at 0.55% and 0.11% of the height of the peak (0.55%/0.11%)—are now half
as wide as they were a decade ago. Proton NMR linewidths of 4/6 Hz have been
obtained. Narrower lineshape specifications do not guarantee good water suppres-
sion but are often considered to be an essential element. The better specifications
arise from improvements in probe designs, magnet designs, shim-set designs, and
installation procedures. Although NMR resolution (the width of the NMR peak at
50% of the height of the peak) for spinning samples has not improved, most high-
field NMR spectrometers are now capable of—and specified to have—much bet-
ter nonspin resolution than in the past. Since most nD NMR experiments, and all
water suppression experiments, are run nonspinning, this is also now considered
an important specification.

The second-most important probe development has been ever increasing
probe sensitivities. The 1H sensitivity specifications of modern probes are several-
fold better than they were a decade ago. Instrument time is always precious, and a
3.2-fold increase in signal-to-noise can reduce the total time of an NMR experi-
ment by an order of magnitude.

The emphasis on multiple-pulse NMR experiments (such as HSQC and the
triple/multiple-resonance experiments) has driven improvements in three other
parameters of probe design: shorter pulse widths, better rf homogeneities, and
improved “salt tolerance”. The first parameter is important because spectral
widths in higher field NMR—as measured in hertz—are wider. This requires the
rf pulses to become shorter (in time) to maintain the same excitation bandwidth
(as measured in ppm). One way to get shorter pulses is to use higher power rf
amplifiers, but as magnetic fields continue to increase, not only must the corre-
sponding probes be redesigned to handle the ever increasing powers, but unfortu-
nately the components that can handle these increased voltages are also usually
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larger. The space inside a triple-resonance PFG probe is already crowded, so the
demands of increased power handling create conflicts that cause 800-MHz probes
to be more difficult to make than 500-MHz probes (assuming the probe diameter
remains the same). This is also why the first few probes for a new magnetic field
strength often do not produce as much signal-to-noise improvement as would be
predicted by theory.

The second parameter—better rf homogeneities—arises because every
probe produces rf pulses that are spatially nonuniform to different extents, so that
different parts of the sample receive rf irradiation equivalent to slightly different
pulse widths. The net effect of this is that every pulse in an NMR experiment can
degrade the resulting sensitivity, with the degradation directly proportional to the
nonuniformity (inhomogeneity) of the pulse. Five 90° pulses in a sequence may
generate only 80–95% of the sensitivity of a single 90° pulse. The specification is
often quoted as the ratio of signal intensities for a 450° versus a 90° pulse (the
450°/90° ratio) or, on better probes, as the 810°/90° ratio. The homogeneities of
both the observe (inner) and decoupler (outer) coils must be taken into account for
multiple-channel experiments.

The third probe design factor—better salt tolerance—is driven by the need
to study biomolecular samples dissolved in aqueous ionic buffers. As the salt con-
centration increases and the sample become more conductive, two things happen.
The first is that the NMR sensitivity drops. A sample dissolved in a 0.5 M buffer
may have only 90% of the sensitivity of the same sample dissolved in plain water.
This means that a probe optimized for high sensitivity for organic samples (e.g.,
ethylbenzene) is not necessarily optimized for samples dissolved in aqueous
buffers. With salty samples, the signal-to-noise will decrease as the filling factor
of the probe increases, as the probe volume increases, as the Q of the probe
increases, and as the salt concentration increases. Large-volume (8 or 10 mm) 1H
probes, or superconducting probes, are particularly prone to this problem, and care
must be taken when using them to study aqueous samples.

The second problem with acquiring NMR data on conductive samples is that
they heat up as power is applied to the sample. For a given amount of power, the
more conductive the sample is, the hotter it gets. Although this is a minor but
measurable problem when running spinlock experiments (like TOCSY), it is a sig-
nificant problem with indirect-detection experiments because the X-nucleus
decoupling may use a relatively high power to increase its bandwidth. The result-
ing temperature increases change the chemical shifts of the solute (actually the
frequency of water changes with temperature and this moves the 2H lock fre-
quency of D2O) and can also change lineshapes and cause sample degradation.
This has required probes to have better variable-temperature performance, partly
to maintain more stable temperatures and partly to dissipate any heat generated
within the sample by rf heating.
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2. Probes for Larger and Smaller Volume Samples

Some samples do not allow acceptable signal-to-noise NMR data to be easily
acquired with conventional NMR techniques. For solution-state samples, there are
two solutions to this problem. One, if the sample solubility is the limiting factor, use
a probe whose rf coil can hold a larger volume of the solution. Two, if the sample
quantity is the limiting factor, dissolve it in a smaller volume of solvent and place
it in a more efficient small-volume probe. Samples dissolved in a smaller volume
of solvent and run in a smaller volume probe can exhibit higher NMR sensitivities
and fewer interfering signals arising from excess solvent or solvent impurities.

The default probe geometry for solution-state NMR is normally a “5-mm”
probe i.e., a probe with an rf coil optimized for 5-mm (OD) sample tubes (Fig. 2a).
If higher NMR sensitivity is needed and enough sample exists, probes that handle
8- and 10-mm sample tubes can be used. (Probes that use sample tubes larger than
10 mm in diameter were more common in the past but are rarely used anymore.)
Ten-millimeter-diameter X-observe probes have been available for years, whereas
8- and 10-mm diameter 1H-observe probes (including indirect-detection probes)
have been available only for the last few years. Although data can be acquired on
samples in 5-mm tubes placed in larger diameter (8- or 10-mm) probes (Fig. 2b)
(even though this decreases the net NMR sensitivity), the converse is not true; that
is, 10-mm sample tubes cannot be placed in 5-mm probes.

Larger diameter sample tubes are useful if samples have limited solubility
and if plenty of solute exists. This is classically encountered when acquiring X-
observe NMR spectra on inorganic complexes of limited solubility, but some
groups studying biomolecules (i.e., those doing rational drug design) often use
dilute solutions to minimize problems caused by aggregation, and sometimes they
try to compensate for the reduced signal-to-noise by using larger sample tubes. For
the opposite situation, in which the amount of solute is limited but the solubility
is not, better NMR sensitivity can be obtained by concentrating the sample. This
is a common scenario in small-molecule pharmaceutical applications, especially
when studying natural products or metabolites.

a. Microprobes and Microcells. Once the sample has been concentrated
into a smaller volume of solution there are several options for obtaining NMR
data. One option is to use a 5-mm-diameter sample tube with “susceptibility
plugs” (or certain types of microcells)—of which a variety of types are avail-
able—to reduce the depth (length) of the sample (Fig. 2c). This gives higher sen-
sitivity than Figure 2a, but the lineshape usually suffers a bit, and sample prepara-
tion can be significantly more difficult, largely because all air bubbles must be
removed from the sample. A second option is to use a smaller diameter sample
tube in a probe with a smaller diameter rf coil (Fig. 2d). This also gives higher sen-
sitivity than Figure 2a, and the lineshape is as good or often better. The increased
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Figure 2 Representations of the various sample-tube geometries available for acquiring
solution-state NMR data. Dark gray areas represent the sample solution. Outlines of the rf
coils for each probe geometry are shown to illustrate the active volume of the rf coils.
Shown from left to right in order are: (a) a sample in a standard 5-mm tube and the rf coil
from a 5-mm probe; (b) a 5-mm tube in a 10-mm probe; (c) a 5-mm tube with susceptibil-
ity-matched restrictive inserts; (d) a 3-mm microprobe sample; (e) a 1.7-mm submicro-
probe sample; (f ) a Nanoprobe sample; (g) a flow probe. The Nanoprobe tube has a 40-µl
total (and active) volume; the flow probe has a 60-µl active volume. All figures are drawn
to the same scale.

sensitivity (in Figure 2d as compared to Figure 2a) is due in part to the ability to
place a larger fraction of the sample volume in the active region of the rf coil with-
out lineshape degradations. The better lineshape is due to the use of a smaller
cross-section of the magnet. The sample volume depends on the diameter of the
probe’s rf coil (which itself ranges from 2.5 to 3 mm in diameter), but typically
ranges from about 80 to 150 µl. Probes like this are now usually referred to as
“microprobes” [53,110,111].

Probes designed for even smaller volumes now exist. The most conventional
option is to use an even smaller diameter sample tube, typically with a diameter of
1.0 or 1.7 mm, in a probe with a matched-diameter rf coil (Fig. 2e). Probes like
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this were first made available in the 1970s [112] and might be making a comeback
under the current moniker of “submicroprobe” [113]. Higher NMR sensitivities
per amount of sample can often be achieved with submicroprobes, but the small
size and fragility of the sample tubes has made sample handling difficult.

b. Nanoprobes. A totally different solution to the problem of obtaining
NMR spectra on small-volume solution-state samples was introduced in the early
1990s. It uses a hybrid of MAS and traditional high-resolution probe technology.
The resulting product, called a Nanoprobe, has had a large impact upon pharma-
ceutical research, as is covered in detail in two review articles [114,115].

All previous sample geometries for solution-state samples were approxima-
tions of an infinite cylinder (the sample is long relative to the rf coil) because this
is a reliable and convenient way to obtain good lineshapes. This geometry moves
all discontinuities of magnetic susceptibility (like liquid–air and liquid–glass
interfaces) far away from the active region of the rf coil. The closer the disconti-
nuities (interfaces) are to the rf coil, the more NMR line broadening they can intro-
duce. Because perfectly cylindrical interfaces do not cause lineshape problems,
the sample tubes themselves are made to be cylindrical. (Theory says that sample
geometries that are spherical should also give good lineshapes; however, in prac-
tice the lineshape is usually substandard, presumably due to imperfections in the
sphere such as the hole used to introduce the sample.)

Unfortunately, this “infinite cylinder approximation” sample geometry
means that only a fraction of the sample can actually contribute to the NMR sen-
sitivity. The available percentage that can be utilized depends on the diameter of
the rf coil, but in a 5-mm probe the rf coil obtains most of its signal from the cen-
tral 35% of the sample, and even a 3-mm probe uses only about 50% (Fig. 2). (For
any given probe style, the percentage claimed can vary among different vendors
and generations of probes, and for a 5-mm probe may even be as high as 45% or
50%; however, higher percentages always cause a performance trade-off such as
a worse lineshape or a reduced rf homogeneity.) Susceptibility plugs can constrict
the entire sample to within the active region of the rf coil, but as the percentage
approaches 100% the lineshape usually degrades. (This is because the plugs can
never be a perfect match to the magnetic susceptibility of the sample.) Sample
handling also becomes more difficult when susceptibility plugs are used.

Nanoprobes, on the other hand, work on an entirely different principle
[114–116]. To maximize sensitivity, 100% of the solution-state sample is placed
the rf coil of the probe (Fig. 2f). Normally this would result in severe broadening
of the NMR lines because of the various liquid–air and liquid–glass interfaces
(magnetic-susceptibility discontinuities) close to the rf coil. To eliminate these
magnetic-susceptibility line broadenings and regain a solution-state-quality line-
shape, the samples are spun about the magic angle (54.7° relative to the z axis)
[117,118]. This also allows samples that are smaller than the volume of the rf coil
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Figure 3 A 1H NMR spectrum acquired using a 1H Nanoprobe. Several micrograms of
the unknown oligosaccharide were dissolved in an H2O:D2O mixture. The sample was spun
about the magic angle at 1.8 kHz; the data were acquired in 1024 scans using presaturation
to saturate the water resonance (at 4.8 ppm). The narrow water resonance is characteristic
of Nanoprobe spectra, regardless of the sample volume. (Sample courtesy of A. Manzi,
University of California, San Diego.)

(40 µl in the case of a standard Nanoprobe) to be properly studied by NMR.
Smaller samples just leave a larger air bubble in the Nanoprobe sample cell, and
MAS completely eliminates this line broadening. The author has obtained good
NMR data on samples dissolved in less than 2 µl of solvent; linewidths and line-
shapes are good, water suppression is outstanding, and even a stable 2H lock can
be maintained on this volume of solvent.

Nanoprobes were initially designed to allow NMR spectra to be obtained on
small-volume (≤40 µl) solution-state samples [114,115]. This use is illustrated by
five kinds of sample-limited applications. First, Nanoprobes capable of 1H-only
detection have solved the structures of several unknowns using the data from a
variety of 1D and 2D 1H NMR experiments (Fig. 3) [119,120]. Second, 13C-
observe Nanoprobes have used conventional 1D 13C{1H} NMR data to solve the
structures of unknowns [121,122]. Third, 13C-observe Nanoprobes have generated
high-sensitivity INADEQUATE data that determined the complete carbon skele-

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



508 Keifer

ton of unknowns (in a more rigorous manner than an indirect-detection method
like HMBC could) [123–125]. Fourth, Nanoprobes have been used to acquire sol-
vent-suppressed 1H NMR spectra on samples dissolved in 90:10 H2O:D2O to
solve structures using 1D and 2D NMR (homonuclear) techniques [126–129].
Fifth, Nanoprobes capable of generating indirect-detection and PFG data are now
available as well [130]. These kinds of applications are primarily of benefit to nat-
ural product and metabolism chemists, both of which typically suffer from limited
amounts of sample, but there is also an unrecognized potential to rational drug
design programs (especially for the removal of dipolar couplings in large oriented
molecules).

The advantages of the Nanoprobes are that they are the highest-sensitivity-
per-nucleus NMR probes commercially available, they shim equally easily for 40-
and 4-µl samples, and they have the unique capability of producing lineshapes for
samples in H2O that are very narrow at the base (which facilitates water suppres-
sion) (see Fig. 3). However, acquiring solution-state data while using MAS does
have some experimental limitations. Because the sample is spinning during the
entire experiment, spinning sidebands may be present in all spectra (even multidi-
mensional spectra). The sample spinning also diminishes the signal stability and
thus causes additional t1 noise. This is a problem for experiments that utilize
phase-cycled cancellation of large signals (like phase-cycled indirect detection),
although the recent availability of Nanoprobes capable of running PFG experi-
ments addresses this problem.

MAS is not a new invention. It has been in use since 1958 for narrowing
linewidths in solid-state samples. It was never used before for fully solution-state
samples for two reasons. First, MAS was initially designed to remove the much
larger line broadenings that occur only in solid-state samples (i.e., those that arise
from interactions such as dipolar coupling and chemical shift anisotropy). The
capability of MAS to eliminate the much smaller line broadenings that arise from
magnetic-susceptibility discontinuities was not considered nearly as important,
although its utility was recognized early on by several groups [114,115,131,132].
Second, to obtain high-quality solution-state lineshapes (<1, 10, and 20 Hz at the
50%, 0.55%, and 0.11% levels, respectively) NMR probes also need to be built
using materials and designs that are susceptibility matched. While this has long
been a criteria in the design of vertical-spinning solution-state probes [133], it was
never considered important in the design of solid-state MAS probes until recently
[134]. The Nanoprobe was the first MAS probe designed to handle solution-state
samples, and as such it was the first MAS probe to incorporate this magnetic-sus-
ceptibility-matched probe design technology. (Solid-state samples often have 1H
linewidths of 100 Hz or more, so that an additional line broadening of 5–20 Hz
coming from the probe design was considered insignificant. This additional line
broadening is large, however, for solution-state samples whose natural linewidths
can be well under 1 Hz.) Conventional MAS probes are built to emphasize very
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high-speed spinning and the ability to handle high rf powers. These characteristics
are needed for solid-state NMR but are unnecessary for (and often conflict with
the requirements of ) solution-state NMR.

After the (Varian) Nanoprobe demonstrated the virtues of using MAS on
solution-state samples (and on a variety of semisolid samples, as discussed
below), a variety of high-resolution MAS (HR-MAS) probes became available
from several NMR probe vendors (including Bruker, Doty Scientific, and JEOL).
The different probes exhibit a variety of performances caused by different bal-
ances of the contrasting needs of solution-state versus solid-state NMR. The
biggest differences among the various HR-MAS probe designs are in the lineshape
specifications and the filling factors (the sensitivity efficiencies). Less empha-
sized—but still important—differences include maximum spin rate, integrity of
the sample container against leakage, cost of the sample container, cost and ease
of automation, and ease of changing between MAS and non-MAS probes. The
reliability of sample spinning is usually not an issue with liquid (or semisolid)
samples.

There is one very big difference between MAS probes and microprobes (or
other non-MAS probes). Non-MAS probes (those that orient samples along the
vertical z axis of the magnet) use cylindrical (or spherical) sample geometries to
eliminate line broadenings arising from those magnetic-susceptibility discontinu-
ities surrounding the sample, but this has no effect on magnetic-susceptibility dis-
continuities within the sample itself. Only MAS can eliminate line broadenings
that arise from these internal magnetic-susceptibility discontinuities (those within
the sample). This is a crucial and critical difference. A homogeneous (filterable)
solution-state sample has a uniform magnetic susceptibility only as long as there
are no air bubbles in the sample. If any heterogeneity is introduced anywhere near
the rf coil, either accidentally or purposefully—and this can be an air bubble, floc-
culent material, any amount of solid or liquid precipitate, or any form of emulsion,
suspension, or slurry—the sample becomes physically heterogeneous to the NMR
and only MAS can be used to regenerate narrow lineshapes. (The author has
encountered a surprising number of situations in which spectroscopists thought
their samples were physically homogeneous—because they were visually clear
and produced reasonable NMR spectra—until it was found that the spectra
acquired under HR-MAS were measurably different.) This means that cylindrical
(or spherical) microcells must be filled completely, with no air bubbles, or the
NMR resonances will be broadened, whereas an MAS microcell will generate the
same lineshape regardless of how completely the microcell is filled. Note that
MAS does not necessarily guarantee that all resonances will be narrow: although
MAS removes some line broadening effects, it does not affect other parameters
(such as rapid T1 or T2 relaxation) that can broaden linewidths.

Probes are a very important part of an NMR spectrometer, and as such there
are other styles of probes yet to be discussed. In particular, flow probes will be dis-
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cussed in Section III.E, and cryoprobes will be discussed in Section III.G. How-
ever, the next section covers an important application of HR-MAS NMR in more
detail. This attention is justified because the author has found that an understand-
ing of the physics involved in sample composition, sample preparation, and exper-
imental parameters is necessary if optimal HR-MAS spectra are to be acquired.
This contrasts with most other kinds of NMR spectroscopy, in which sample prepa-
ration, data acquisition, and data interpretation are usually more straightforward.

D. NMR of Solid-Phase Synthesis Resins

Techniques for obtaining NMR data on samples still bound to insoluble solid-
phase synthesis (SPS) resins have been a topic of considerable importance during
the last few years, especially to combinatorial chemists [114,115]. The typical
chemist wants to obtain a solution-state style spectrum, which normally means
obtaining spectra with narrow lineshapes. This requires a consideration of mag-
netic susceptibilities, molecular motions, and how the three main types of NMR
probes behave for heterogeneous SPS-resin slurry samples [116,135].

The first thing a solid-phase resin chemist needs to do to obtain narrow
NMR linewidths is to swell the resin to a slurry with an excess of solvent. This
increases the mobility of the bound substrates, and mobile nuclei typically exhibit
narrower resonances than do solid-state samples. (Solid-state samples exhibit
broader resonances than solution-state samples because of several parameters,
including faster relaxation, chemical shift anisotropy, sample heterogeneity, and
homonuclear dipolar couplings.) (Although NMR data can be obtained on SPS
resins in the solid state by using traditional solid-state tools like CP-MAS, this is
of more interest to the fields of material science and polymer chemistry, and is not
useful to organic or combinatorial chemists.)

1. The Observed Nucleus

The second parameter to consider is which nucleus will be observed (1H, 13C,
etc.). Different nuclei are affected differently by the sample heterogeneity of an
SPS-resin slurry. A slurry of SPS resin is a physically heterogeneous mixture that
contains regions of free solvent, bound solvent, cross-linked polymer, bound sam-
ples, and possibly even long tethers, and each of these regions may possess its own
unique magnetic susceptibility. This mix of magnetic-susceptibility discontinu-
ities causes an NMR line broadening for nearby nuclei that scales with the fre-
quency of NMR resonance. This means that 1H spectra suffer four times as much
magnetic-susceptibility line broadening as 13C spectra because protons resonate at
four times the frequency of 13C nuclei. (For example, if 13C nuclei resonate at 100
MHz, 1H nuclei will resonate at 400 MHz.) This also means that resin spectra
obtained on a 600-MHz NMR spectrometer will have linewidths twice as broad as
those obtained on a 300-MHz system. Although this doubling of the linewidth
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may be completely offset by the corresponding doubling of the chemical shift dis-
persion (the number of hertz per ppm also doubles when going from 300 MHz to
600 MHz), this is only true if all the line broadenings observed in a given spec-
trum arise from magnetic-susceptibility discontinuities. This is certainly never the
case for the resonances of the less mobile backbone of the cross-linked polymer,
but it is a good approximation for the signals arising from the nuclei bound to the
surface of the resin.

2. Choice of Resin and Solvent

The third and fourth parameters that control the NMR linewidths in an SPS resin
slurry are the choice of the resin used and the solvent used to swell the resin
[135,136]. The more mobility the nuclei of interest have, the narrower their reso-
nances will be. Many resins used today for solid-phase organic synthesis contain
long “tethers” that allow bound solutes to be located a significant distance away
from the more rigid cross-linked polymer portion of the resin bead. Since the teth-
ers are usually flexible straight chains, the bound solutes enjoy considerable free-
dom of motion. This is desirable for organic synthesis because it allows ready dif-
fusion of reagents to the solute, and it is desirable for NMR because the additional
freedom of motion decreases the efficiency of T2 relaxation and hence produces
narrower NMR resonances. This means that the NMR spectra of resins with either
short or no tethers (like the original Merrifield resins) contain NMR linewidths
that are broad compared to the linewidths obtained on resins with long tethers (like
Tentagel or Argogel resins).

Then one must consider the solvent. Solvents that swell and properly solvate
the resin (at least those portions of the resin that are around the bound solute) are
more likely to produce narrow NMR linewidths. If parts of the resin are not prop-
erly solvated, the reduced molecular motion will increase the NMR linewidths. In
summary, this means that to acquire an NMR spectrum with narrow linewidths,
you need both a proper resin and a proper solvent; a poor choice of either will pro-
duce a low-quality NMR spectrum (i.e., one with only broad NMR resonances).

3. Choice of NMR Probe

The final parameter is the choice of which NMR probe is to be used: a conven-
tional solution-state probe, an MAS probe, or a Nanoprobe or HR-MAS probe.
The importance of this parameter depends on the previous four parameters. Con-
ventional solution-state probes can generate high-resolution spectra for homoge-
neous liquids (because they use magnetic-susceptibility-matched probe design
technology as discussed above) but they cannot eliminate magnetic-susceptibility
line broadening caused by heterogeneous SPS resin slurries. Conventional MAS
probes can remove magnetic-susceptibility line broadening caused by heteroge-
neous SPS resin slurries, but, because they do not use magnetic-susceptibility-
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matched probe design technology, the probe induces additional line broadening of
its own (about 3–30 Hz depending on the resonance frequency). This is one rea-
son why conventional MAS probes are inappropriate for acquiring NMR data on
homogeneous liquids. Nanoprobes (and, to a lesser extent, other HR-MAS probes)
use both MAS and magnetic-susceptibility-matched probe design technology, and
so they can acquire high-quality narrow-linewidth NMR spectra on both homoge-
neous liquids and heterogeneous resin slurries.

Does this mean a Nanoprobe is required for all SPS resin spectra? No, it
depends on what you need to do. A conventional solution-state probe produces
acceptable 13C NMR data; this technique is common enough to have acquired the
name of “gel-phase NMR” [115,137,138], but 1H NMR spectra acquired in this
way are usually considered to exhibit unacceptably broad linewidths. A conven-
tional MAS probe produces acceptable 13C NMR data but poor-quality 1H NMR
data (although the data are better than they would be if a conventional solution-
state probe was used). A Nanoprobe produces the best 1H NMR data, and also pro-
duces the highest resolution 13C NMR spectra, but often the additional resolution
in the 13C spectrum is not needed, and data from either of the other two probes
would have been just fine [116]. Most people agree that a Nanoprobe (or other
HR-MAS probe) is the only way to generate 1H NMR data on SPS resins (Fig. 4)
[114,115,139,140]. Nanoprobes were the first probes capable of acquiring high-
resolution 1H NMR spectra of compounds still bound to SPS resins [141] and they
are responsible for starting the HR-MAS revolution. Nanoprobes are still the only
probes capable of acquiring data on single 100-µm beads [142].

Note that if you are using a resin with no tether or have chosen a poor sol-
vent, your spectra will contain broad lines regardless of which probe you use. (A
Nanoprobe may allow the resonances to be narrower by 50 Hz, but if the lines are
already 200 Hz wide it really won’t help much.) All of these conclusions can also
be extended to acquiring NMR data on any other kind of semisolid, slurry, emul-
sion, or membrane-bound compound; they are all examples of physically hetero-
geneous samples that contain enough localized mobility to allow NMR resonances
to be narrow if the data are acquired properly. Biological tissues are another kind
of semisolid; methods for using NMR to study them are an area of considerable
interest to the pharmaceutical community [130], and investigations into the use of
MAS and HR-MAS to acquire NMR spectra of tissues and intact cells are in
progress [143–145]. This capability has the potential to have a big impact on both
medical diagnostics and drug efficacy screening.

One final note about high-resolution MAS NMR: not all solution-state
experiments translate directly into the realm of MAS. We have found, and the
author has recently helped document, that spinlocked experiments like 2D
TOCSY and ROESY do not always behave the same way as they do on conven-
tional solution-state probes [145a]. The rf inhomogeneities of solenoidal coils,
combined with sample spinning during the experiment, cause destructive interfer-
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Figure 4 A multiple-bond 1H-13C PFG HMBC spectrum of a solid-phase synthesis
(SPS) resin acquired using a PFG indirect-detection Nanoprobe. The sample consisted of
0.5 mg of Fmoc-Asp(OtBu)-NovaSyn TGA (Calbiochem) slurried in 20 µl of CD2Cl2. The
absolute-value HR-MAS dataset was acquired in 90 min using 32 scans for each of the 140
increments. The MAS spin rate was 2.1 kHz.

ences during the spinlocks that lead to signal intensities that are a function of the
sample spinning rate. The solution is to use either different spinlocks [19] or dif-
ferent sample geometries (unpublished results).

E. Flow NMR

Some groups in the pharmaceutical industry are trying some entirely different
approaches to introducing samples into the NMR spectrometer. All of these tech-
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niques can be grouped into a category called “flow NMR,” and they all use “flow
probes” (Fig. 2g), even though the samples may or may not be flowing at the time
of NMR acquisition. The first example of this approach is HPLC-NMR, more
commonly called just LC-NMR. More recently, direct-injection NMR (DI-NMR)
and flow injection analysis NMR (FIA-NMR) have been developed as ways to
acquire NMR data without the use of the traditional precision-glass sample tubes.
By interfacing robotic autosamplers and liquid handlers to NMR spectrometers,
samples in disposable vials and 96-well microtiter plates are now routinely being
analyzed by NMR.

1. LC-NMR

The traditional way to separate a complex mixture and examine its individual
components is to perform a chromatographic separation off-line, collect the indi-
vidual fractions, evaporate them to dryness (to remove the mobile phase), redis-
solve them in a deuterated solvent, and examine them by conventional NMR using
microcells and microprobes if needed. This off-line technique has its place but is
inappropriate if the solutes are volatile, unstable, or air sensitive. LC-NMR offers
a way to do an immediate analysis after an on-line separation, and as a technique
it is becoming both more powerful and more popular.

Although LC-NMR was first developed in 1978, for the first 10–15 years it
was regarded more as an academic curiosity rather than a robust analytical tool.
Early reviews [146,147] and later reviews [148,149] of LC-NMR exist, but the
technique has evolved rapidly as flow probes have become more common, as
probe sensitivities have increased, and as techniques for working with nondeuter-
ated solvents have been developed [34]. LC-NMR has now become almost a rou-
tine technique for metabolism groups [81,150] and is proving useful for drug pro-
duction and quality control groups [151,152], combinatorial chemistry groups
[153], and groups doing natural products research [154–156].

The unique advantage of LC-NMR over all other NMR techniques lies its is
ability to separate components within a sample in situ. To many spectroscopists
this may seem either obvious or nonessential (by thinking that the separation could
always be performed off-line), but it has been shown that there are some analyses
that do not lend themselves to off-line separations [157–161]. Whenever the ana-
lyzed component is unstable to light, air, time, or the environment, LC-NMR will
probably be the preferred NMR technique.

The hardware for LC-NMR consists of an HPLC system connected to an
NMR flow probe. The experiments can be run either in an on-flow mode, in which
the mobile phase moves continuously (useful for preliminary or survey data acqui-
sition), or in a stopped-flow mode, in which peaks of interest are stopped in the
NMR flow probe for as long as needed for NMR data acquisition (useful for care-
ful examination of individual components). In the stopped-flow mode, either 1D
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or 2D NMR data can be acquired, although the limited amounts of sample usually
tolerated by HPLC columns sometimes makes the acquisition of extensive 2D het-
eronuclear correlation data difficult. The stopped-flow mode can employ any one
of three different kinds of sample handling. First, the samples may be analyzed
directly as they elute from the chromatography column, one chromatographic
peak at a time. This is often the first, or default, mode of operation. Second, the
LC pump may be programmed to “time-slice” through a chromatographic peak,
stopping every few seconds to acquire a new spectrum. This is useful for resolv-
ing multiple components (by NMR) within a peak that are not fully resolved chro-
matographically or for verifying the purity of a chromatographic peak. (Alterna-
tively, on-flow acquisition with a very slow flow rate has been used for similar
purposes [162].) The third method is to collect the chromatographic peaks of inter-
est into loops of tubing (off-line) and then flush the intact fractions into the NMR
flow probe one at a time as needed. A variation of this technique is to trap the
eluted peaks onto another chromatographic column, to allow concentration of the
solute, and then re-elute them with a stronger solvent into the flow probe as a more
concentrated slug [163].

There are several aspects of acquiring LC-NMR data that are challenging.
The first is that all mobile phases in LC-NMR are mixtures, and the solvents are
rarely fully deuterated, so that usually several solvent resonances need to be sup-
pressed. Additionally, the resonances of the organic solvents contain 13C satellites
that need to be suppressed. Also, when the samples are flowing through the probe,
solvent suppression sequences like presaturation take too much time and don’t
work well. All of these problems were solved when the WET solvent-suppression
experiment was developed [34]. WET uses a combination of shaped-pulse selec-
tive excitation, multifrequency SLP pulses, PFG, and indirect-detection 13C
decoupling during the shaped pulses to quickly and efficiently suppress multiple
resonances using only a simple two-channel spectrometer.

Another challenge in acquiring LC-NMR data is that, by definition, the sol-
vent composition changes during the experiment. In reversed-phase LC-NMR one
of the cosolvents is virtually always water, and unfortunately the chemical shift of
water changes as the solvent composition changes. (The author has observed that
this is also true to a much lesser extent for the resonances of several other solvents
and modifiers.) In addition, if the mobile phase is fully protonated (nondeuterated)
there will be no 2H lock to keep the frequencies constant. (Also, D2O serves as a
poor lock signal because its chemical shift changes with solvent composition.) All
of this means that the frequencies of solvent suppression are constantly changing.
To allow this to be compensated for, and to allow the frequencies to be automati-
cally optimized, the SCOUT scan technique was also developed [34]. This tech-
nique takes a single-scan, small-tip-angle, nonsuppressed 1H spectrum, moves the
transmitter to the constant resonance (serving as a 1H lock), measures where the
other peaks moved to, and creates an SLP pulse that suppresses these peaks. This
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whole process take only a few seconds. It can be used in an interleaved fashion
during an on-flow solvent gradient run or as a precursor to the signal-averaged
stopped-flow data acquisitions. We will see later how it forms an integral part of
the DI-NMR and FIA-NMR techniques.

The presentation of the resulting LC-NMR data depends on the type of
experiment being run. On-flow LC-NMR data are usually displayed as a contour
map like a conventional 2D dataset, although the Fourier transform is only applied
along one axis (the F2 axis) to give a frequency versus elution time plot. The 1D
data plotted along the “pseudo-t1” axis may either be the LC detection output or a
projection of the NMR data (Fig. 5). Stopped-flow LC-NMR data, on the other
hand, are usually presented as a series of individual 1D spectra either one-spec-
trum-per-page or as a stacked plot (Fig. 6).

LC-NMR is usually considered a very powerful (although usually not a fast)
technique. Its power can be exploited by hyphenating it further with mass spec-
trometry to produce LC-NMR-MS. Usually a fraction of the chromatographic
effluent prior to the NMR flow cell is diverted to the mass spectrometer. LC-NMR-
MS is considered by some to be the ultimate tool for pharmaceutical analysis, and
although it is still in its early days, it is proving its worth in one-injection analyses
of compounds that are either sample limited or proving to be tough structural
problems [80,81,164,165].

2. Flow Injection Analysis NMR (FIA-NMR) and Direct-Injection
NMR (DI-NMR)

FIA-NMR and DI-NMR are essentially sample changers that exploit the speed
and robustness of flow NMR. Neither technique uses chromatography, so they are
not designed to analyze mixtures. DI-NMR is well suited for the analysis of com-
binatorial chemistry library samples, whereas FIA-NMR appears to be more use-
ful as a tool for repetitive quality control style analyses.

The hardware for FIA-NMR is similar to that for LC-NMR except that there
is no chromatography column, so it is sometimes referred to as “columnless LC-
NMR” [114,115]. No additional detectors (other than the NMR) are needed, nor
is a pump capable of running solvent gradient methods. FIA-NMR uses the mobile
phase as a hydraulic push solvent, like a conveyer belt, to carry the injected plug
of sample from the injector port to the NMR flow cell. After the pump stops, the
spectrometer acquires the SCOUT scan, analyzes it, and acquires the signal-aver-
aged data (again using WET solvent suppression). When finished, the NMR sends
a start signal to the solvent pump so that it can flush the old sample from the NMR
flow cell and bring in the next sample. In classic FIA-NMR, as in LC-NMR, the
sample always flows in one direction, and enters and exits the NMR flow cell
through different ports. The flow cell is always full of solvent.
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Figure 5 An on-flow LC-NMR spectrum. The three substituted benzoates were sepa-
rated using a CH3CN:D2O mobile phase. The 1H chemical shift axis runs horizontally; the
chromatographic time axis runs vertically. On the left is an “NMRgram” showing the
summed 1H signal intensity between 7.5 and 8 ppm; this display is analogous to a chro-
matogram. On the top is the 1D spectrum (the “trace”) of the methyl benzoate LC peak that
eluted at 2.9 min. The data were acquired while the sample flowed continuously through
the probe by using two-frequency WET solvent suppression (at 1.95 and 4.2 ppm); sup-
pression frequencies were automatically determined using the SCOUT scan experiment.
The small signals flanking the CH3CN resonance are traces of its 13C satellites.

DI-NMR, which was also first developed by our group [114,115], is signif-
icantly different. Rather than starting off with an NMR flow cell full of solvent and
suffering the sensitivity losses caused by the ensuing dilution of the injected sam-
ple, the flow cell starts off empty in DI-NMR. A sample solution is injected
directly into the NMR flow cell. The spectrometer then acquires the SCOUT scan,
analyzes it, and acquires the signal-averaged data (with WET). When finished, the
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Figure 6 Stopped-flow LC-NMR data. The three substituted benzoates were separated
using a CH3CN:D2O mobile phase. The 1H chemical shift axis runs horizontally; the chro-
matographic time axis runs vertically. On the left is the HPLC chromatogram; the corre-
sponding 1H NMR spectra are aligned with each peak. This is Varian’s default (and auto-
matic) output display for stopped-flow LC-NMR data. The data were acquired by using
two-frequency WET solvent suppression (at 1.95 and 4.2 ppm) and a two-frequency DSP
notch filters; suppression and filter frequencies were automatically determined using the
SCOUT scan experiment. Each 1H NMR spectrum was acquired in seven scans on a 25-µg
on-column sample injection.

syringe pump pulls the sample back out of the NMR flow cell, in the reverse direc-
tion, and returns it to its original (or an alternate) sample container. Once the flow
cell is emptied, clean solvent is injected and removed from the flow cell to rinse it.
The solvents used for both the sample and the rinse must at least be miscible, and
ideally should be identical, to avoid lineshape degradations caused by magnetic
susceptibility discontinuities (due to liquid–liquid emulsions or precipitation of
solutes in the flow cell) or any plugging of the transfer lines.

DI-NMR uses very different hardware than FIA-NMR. It uses the syringe
pump in a standard Gilson 215 liquids handler to deliver samples to the NMR flow
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probe. Samples go directly into the NMR flow cell, through the bottom, via an
unswitched Rheodyne injector port. The Gilson liquids handler is capable of
accepting a wide variety of sample-container formats, including both vials and
microtiter plates.

One of the justifications for the development of DI-NMR was to improve the
robustness and speed of automated NMR. The improvement in robustness has
occurred, partly through the elimination of techniques such as sample spinning,
automatic gain adjustment, automatic locking, and simplex shimming (PFG gra-
dient shimming is used instead). This has allowed 96 samples at a time (stored in
96-well microtiter plates) to be run without error, and some installations have run
tens of thousands of samples in a highly automated fashion. Sample turnaround
times are from 1 to 4 min per sample, but the speed at which it can be run depends
quite heavily on the solvent being used. Although most solvents can be pumped in
and out of the probe rapidly, DMSO, which is used commonly, is viscous enough
that sample flow rates are decreased and the resulting analyses may not be much
faster than traditional robotic sample changers.

In comparison, FIA-NMR and DI-NMR have different advantages and dis-
advantages, and are designed for different purposes. The advantages of DI-NMR
are that it generates the highest signal-to-noise per sample and consumes less sol-
vent. The disadvantages of DI-NMR are that it has a minimum sample volume (if
the sample volume is smaller than the NMR flow cell the lineshape rapidly
degrades) and no sample filtration is possible. The advantages of FIA-NMR are
that is has no minimal sample volume (since the flow cell is always full) and can
filter samples (with an in-line filter), and that it can rinse the NMR probe better in
a shorter time (albeit by consuming more solvent). The disadvantages of FIA-
NMR are that it generates a lower signal-to-noise (because of sample dilution) and
it consumes more solvent. Both techniques will always have some degree of carry-
over (although it may be <0.1%) and be subject to blockages from solid particles.
The only way to avoid these problems is to use a conventional robotic sample
changer for glass tubes. In applications, FIA-NMR is more valuable for repetitive
analyses or quality control functions, especially when there is plenty of sample
and the samples are to be discarded. In contrast, DI-NMR is more valuable when
there is a limited amount of sample and the samples must be recovered. DI-NMR,
as implemented by Varian in the product called VAST, is becoming well regarded
as a tool for the analysis of single-compound combinatorial chemistry libraries
[82,130,166], biofluids, and for SAR-by-NMR studies (described below).

3. DI-NMR: Data Processing and Analysis

Now that DI-NMR (VAST) is becoming routine, the next big challenge is the pres-
entation and analysis of the data. As an example, we can examine how to display
the spectral data acquired on the samples in a 96-well microtiter plate. Because
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these are combinatorial chemistry samples, there will be relationships between
samples located in each row and each column of the plate, and we may choose to
examine each of those relationships separately.

The most conventional way to present the data is as a stack of 96 spectra,
plotted one spectrum per page. After acquiring data on several plates worth of
data, this option tends to prove less popular to the chemists responsible for inter-
preting all of the data. Another option is to display all 96 spectra (and/or their inte-
grals) on one piece of paper (Fig. 7). This works best if only part of the chemical
shift range is plotted, and serves better as a printed record of the data rather than
as a means to analyze the data. An alternative, which is better for on-screen inter-
active analysis but is less useful as a printed record, is to display the data in a man-
ner similar to that used to display LC-NMR data; namely, as a contour (or stacked)
plot with the 1H frequency axis along F2 but in which the t1 axis corresponds to
individual wells (Fig. 8). A third option is to display the spectral data as a stacked
plot, either from one row, one column, or from a discrete list of well locations (Fig.
9). The last option, which appeals to many, is to display integral information in one
of three ways. First, one can extract integral intensities for different regions across
the chemical shift range, for each of the 96 spectra, and list them serially in a text
file. Second (and more usefully), one can take this text file and extract just one
integral value per spectrum (all from the same region) and display it in a spread-
sheet database. Third, one can display this same information as a color map, with
color intensity representing integral intensity (or peak height or any other quanti-
tative information). A more complete description of these various options appears
elsewhere [82].

Obviously, the most desirable way to interpret the data is automatically with
a computer. Although the technology does not yet exist to determine the structure
of an unknown compound de novo from its 1D 1H spectrum, it is currently possi-
ble for a computer to determine if a given NMR spectrum is consistent with a sus-
pected structure. This is relatively routine with 13C data but is harder for 1H data
because of the presence of homonuclear couplings (especially second-order cou-
plings) and increased solvent effects, although software to accomplish this does
exist [167]. This capability is expected to be of great interest in combinatorial
chemistry since normally the expected structure already exists in an electronic
database somewhere and can easily be submitted to the analysis software along
with the experimental NMR spectral data.

4. Other Techniques, Applications, and Hardware:
SAR-by-NMR

Rational drug design programs have also been using DI-NMR. Starting in 1996, a
group at Abbott Laboratories published a series of articles about “SAR-by-NMR”
[168]. SAR, or structure–activity relationship mapping, has been around for many
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Figure 7 Direct-injection NMR (DI-NMR) data automatically acquired on samples
stored in a 96-well microtiter plate using VAST. This is an 8 × 12 matrix plot of the 96 one-
dimensional 1H NMR spectra acquired on a plate of samples dissolved in DMSO-h6. This
represents one way to plot the data from an entire titer plate on one page. Each spectrum
was acquired, processed, and plotted with identical parameters and is labeled with its
alphanumeric position coordinates. For clarity, only an expansion of the proton spectrum
(6–8 ppm) is displayed here. Data were acquired using WET solvent suppression as set up
by the SCOUT scan experiment. Although the data presentation differs, there data are iden-
tical to these in Figure 8.

years, but the premise of SAR-by-NMR is to use changes in NMR chemical shifts
to do the mapping. This is accomplished by first acquiring and assigning a 1H{15

N} 2D correlation map (typically a PFG HSQC) of an 15N-labeled receptor (a pro-
tein). Then 1H{15N} correlation maps are acquired on a series of samples made by
adding different ligands (small molecules) to different aliquots of this receptor
solution. If the ligand binds to the receptor, individual 1H – 15N correlations within
the 1H{15N} HSQC spectrum will change positions, with the largest changes usu-
ally occurring for those nuclei that are closest to the active site of the receptor. (If
the ligand does not bind to the receptor, the 1H{15N} HSQC spectrum will remain
unchanged. The ligand itself is not 15N labeled and will not appear in the HSQC
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Figure 8 An contour plot of the 6- to 8-ppm region of the proton spectra of 96 one-
dimensional 1H NMR spectra acquired on the DMSO-h6microtiter plate using VAST.
Although the data presentation differs, these data are identical to those in Figure 7. This rep-
resents an alternative way to plot the data from an entire titer plate on one page. This style
of data presentation is especially useful when it can be displayed on the computer screen in
an interactive mode, and a user can select the one-dimensional spectra for individual wells
at the top of the screen. Each spectrum was acquired, processed, and plotted with identical
parameters.

spectrum.) By correlating the resonances that change position with the structures
of the ligands, one can literally map the active site of the receptor. This technique
has stimulated a flurry of interest in the primary literature [169,170]. One of the
drawbacks to this technique is that, because a number of ligand–receptor com-
plexes must be studied, a significant amount of purified 15N-labeled protein is
needed, which is not always easy to obtain.

Another issue is that, because a significant number of 2D NMR spectra must
be acquired, automated techniques for handling the samples and acquiring the data

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



NMR “Toolkit” for Compound Characterization 523

Figure 9 A stacked plot of the proton spectra (6.4–8.1 ppm) acquired on the “4” wells
(wells A4 through H4—top to bottom) of the DMSO-h6 microtiter plate using VAST. These
data are a subset of those in Figures 7 and 8. This style of data presentation allows com-
parisons to be made between spectra acquired on different wells. Each spectrum was
acquired, processed, and plotted with identical parameters.
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are desirable. Although conventional automated NMR sample changers can be
used, more recently DI-NMR systems have also proven useful. A DI-NMR system
uses less sample than is required by a 5-mm tube, and the robotic liquids handler
can be programmed to prepare the samples as well.

F. Mixture Analysis: Diffusion-Ordered and Relaxation-
Ordered Experiments

One of the challenges of NMR is working with mixtures. In the past, NMR has
always focused on the bulk properties of the solution, and—with the exception of
LC-NMR—few attempts have been made to resolve the individual components of
mixtures. The following three methods show that this is changing.

The most well-known method for analyzing mixtures by NMR is diffusion
ordered spectroscopy (DOSY). It uses PFG to separate compounds based on their
diffusion rates. PFG has been used since 1965 to measure diffusion rates [83]; but
starting in 1992 it was shown how this technique could be used as a separations
tool as well [171–173]. DOSY data are presented as a 2D contour (or stacked) plot
where F2 is the 1H chemical shift axis and F1 is the diffusion rate axis. Compounds
having different diffusion rates are separated along F1. Multiple components
within a 5-mm tube have been separated [174]. The technique can also be com-
bined with other experiments, and extended to multiple dimensions, to create
COSY-DOSY, DOSY-TOCSY, DOSY-NOESY, 13C-detected INEPT-DOSY and
DEPT-DOSY, and DOSY-HMQC, among others [172].

In a related technique, Shapiro and coworkers combined PFG-based diffu-
sion analysis with TOCSY to analyze mixtures in which the diffusion coefficients
for each component are similar or in which there is extensive chemical shift over-
lap. Calling their version “diffusion-encoded spectroscopy” (DECODES) [84,85],
they combined the standard longitudinal encode and decode (LED) sequence
[175] with a 2D TOCSY sequence. Multiple 2D TOCSY datasets are acquired,
each with a different diffusion delay. The TOCSY component resolves the chem-
ical shift overlaps, and the peak intensities of resolved resonances are plotted
against the diffusion delay to identify different chemical species in solution. (Each
different chemical species in a mixture is likely to exhibit at least slightly differ-
ent diffusion rates.) A variation of this technique, called “affinity NMR,” was
developed in which an unlabeled receptor was added to a mixture of ligands and
a 1D or 2D DECODES spectrum was acquired [176]. If the diffusion delay is set
long enough, only the resonances of the receptor and the bound ligands are visi-
ble. The TOCSY component then helps to resolve the chemical shifts of the
detected (actively bound) individual components. A diffusion-filtered NOESY
version of this technique has also been developed [177]. Unlike SAR-by-NMR,
binding is detected by observing the ligand resonances and not by changes in the
receptor resonances.
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The third method for analyzing mixtures is relaxation-edited (or relaxation-
resolved) spectroscopy. Large molecules have longer rotational correlation times
than small molecules, and this results in shorter T2 relaxation times (and larger
NMR linewidths). These differences in T2 relaxation can be used to edit the NMR
spectrum of a mixture, based on the different relaxation rates of the individual
components, in a manner analogous to diffusion ordering or diffusion editing
[178–180]. A combination of diffusion and relaxation edited experiments (DIRE)
was also reported and applied to the analysis of biofluids [179].

A big advantage of LC-NMR is that the chromatography column can take a
mixture and separate it into individual chromatographic peaks. However, one dis-
advantage is that no single combination of mobile phase and column can com-
pletely resolve all compounds, and a single chromatographic peak may still con-
tain multiple components. Often this can still be resolved by NMR because the
individual components usually will have different chemical shifts, but this is only
valid if the compounds and their chemical shifts assignments are already known
in advance [162]. The hyphenated technique LC-DOSY-NMR (or DI-DOSY-
NMR) would be a powerful way to analyze a mixture using as many as three dif-
ferent physical characteristics. Although this experiment has not yet been per-
formed and the limited sample quantities used in LC-NMR may preclude its
success, it remains an intriguing idea.

G. Other Probes: Superconducting Probes, Supercooled
Probes, and Microcoils

Two other probe developments have also sprung from efforts to extract more sig-
nal-to-noise from a given sample. The first is the use of probes that use low-tem-
perature rf coils to reduce the noise level. The rf coils are typically maintained at
about 20°K while the samples are left at room temperature. Probes having coils
made of either superconducting metal [181,182] or normal metal [183] have been
made, although probes that have full PFG and indirect-detection capability have
only recently become available. (The term cryoprobe is often loosely applied to
both kinds of probes as a group.) The advantage of these probes is that they do
exhibit higher sensitivities, and at a cost lower than that of the purchase of a
higher field magnet (although without the increased dispersion). The current dis-
advantages are their significantly higher cost and limited availability. (They have
also been associated with somewhat increased levels of t1 noise because of their
use of mechanical pumps.) The cost and delivery issues have precluded them
from being widely used yet. Although that is changing rapidly, there are still a
very limited number of published reports of their use [184,185]. One very good
illustration of their usefulness was made by using an 19F version of a supercon-
ducting probe to study the kinetics of protein folding [186]. Here, the higher sen-
sitivity provided was critical because the reaction rate was too fast to allow sig-
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nal averaging, so spectra acquired in only one scan each had to be used to follow
the reaction.

The other probe development is the use of small-scale microcoils for data
acquisition of very small samples. This work, done by Sweedler and Webb at the
University of Illinois starting in 1994 [187], is allowing NMR data to be acquired
on samples ranging in size from roughly 1 µl down to 1 nl [188,189]. The primary
justification is to enable applications in flow NMR, i.e., to allow NMR data to be
acquired on capillary HPLC and capillary electrophoresis effluents [190]. The
biggest problem in using microcoils is dealing with the magnetic susceptibility
interfaces [188]; however, probes have developed to the point that 2D indirect-
detection data have recently been generated [191].

H. Combination Experiments

It is now routine in modern NMR spectroscopy to find that many of the above-
mentioned techniques are combined in an ever-increasing number of combina-
tions. Many such examples can be observed. The resolution and sensitivity of the
HMBC experiment for poorly resolved multiplets was improved significantly by
using semiselective pulses [192]. The 3D version of HMBC has been advocated
for the elucidation of natural-product structures [193]. Selective excitation has
been combined with a PFG version of a 3D triple-resonance experiment to make
a 2D version (SELTRIP) for the study of small biomolecules [194].

PFGs and selective excitation have been combined into a powerful tool
called the “double pulse field gradient spin echo” (DPFGSE), also known as “exci-
tation sculpting” [28]. This tool offers a lot of flexibility in selecting desirable (or
discriminating against undesirable) NMR signals to produce both cleaner and
more sensitive NMR data. As such it has been used in a number of applications.
One example is the DPFGSE-NOE experiment [28], which produces significantly
cleaner data than the conventional 1D-difference NOE experiment. Another exam-
ple is the HETGOESY indirect-detection experiment used for detecting heteronu-
clear NOEs [195]. DPFGSE sequences have been used to perform isotopic filter-
ing to select only 13C-bound protons [196] and for removing t1 noise in 2D
experiments [197]. It has also been used in band-selective homonuclear-decou-
pled (BASHD) TOCSY [198] and ROESY [199] experiments.

I. Software

Software tools to massage and analyze data are constantly becoming more pow-
erful and more important. Digital signal processing (DSP) techniques that use
low-pass filters are being used to enhance spectral signal-to-noise (through over-
sampling) and to reduce data size [200]. High-pass DSP filters, or notch filters, are

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



NMR “Toolkit” for Compound Characterization 527

being used to remove solvent resonances [32,201]. Linear prediction techniques
are being used to flatten baselines and remove broad resonances [202]. Bayesian
data analysis is providing more powerful and statistically meaningful spectral
deconvolution, which can facilitate quantitative analysis [203]. FRED software is
providing automated interpretation of INADEQUATE data [124,204] and is
allowing complete carbon skeletons of unknown molecules to be determined both
automatically and with higher effective signal-to-noise [123]. ACD software [205]
is not only generating organic structures from 1D 1H and 13C data, but is also help-
ing analyze NMR data acquired on combinatorial chemistry libraries [167]. The
filter diagonalization method shows promise for very rapid 2D data acquisition
and greatly reduced data storage requirements [206,207]. This too should prove
useful for combinatorial chemistry.

J. Quantification

One of the big applications for NMR that seems to be on the verge of a growth
spurt is in the area of quantitative analysis, especially in high-throughput tech-
niques like combinatorial chemistry. Part of this seems to arise from the difficulty
of performing accurate quantification with mass spectrometric techniques, espe-
cially for samples still bound to SPS resin beads [208]. NMR data can be highly
quantitative, but certain precautions must be observed [209,210]. These include
the need to use broadbanded excitation, generate flat baselines, minimize spectral
overlap, minimize NOE interferences, and, in particular, ensure complete relax-
ation [211].

The other issue is the use of internal standards. Most internal standards have
some drawbacks, such as too much volatility to be reliable (like TMS) or too little
volatility for easy removal from the solute after measurement (like TSP). Some
standards have also been shown to interact with glass sample containers [212]. To
minimize spectral overlap the NMR resonance(s) of the standard should be sharp
singlets (like TMS, TSP, HMDS, or CHCl3), yet such resonances often exhibit
very long T1 relaxation rates (which complicates quantification). Recently, 2,5-
dimethylfuran was proposed as an internal standard because the integrals of the
two resonances can be compared to verify complete relaxation [213].

K. Automation

Of course, tools are needed to automate the acquisition and data analysis of all
these experiments in a repetitive fashion. There are different levels and kinds of
automation for NMR. The most primitive level lets a user change the sample man-
ually but use software macros to automate the setup, acquisition, or processing of
one or more datasets. The next level of automation entails the use of robotic
devices to change samples automatically, and this is usually done in combination

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



528 Keifer

with software automation to acquire and plot (but not necessarily analyze) the data
automatically. Some open-access NMR spectrometers run in this latter mode,
although more open-access systems probably run in the former mode. Many ser-
vice facilities operate in a highly manual mode.

Conventional tube-based NMR spectrometers equipped with robotic sample
changers never run at 100% reliability. Estimates of reliability probably run from
75% to 99%, with autospin, autolock, and autoshim software failures being the
most common hazards. The strengths of tube-based robotics is that the probe and
spectrometer are always intact, and any failed sample is usually just ignored so
that the spectrometer can move on to the next sample. Automation of sample
preparation is often neglected.

The increased sample-throughput requirements of modern drug discovery
programs are driving the development of more robust methods of NMR automa-
tion. Flow NMR techniques (the VAST DI-NMR system in particular) are being
used to avoid failure-prone steps. This has pushed reliability up to 99.9% or
higher, and this is important when thousands of samples are being analyzed. One
advantage of DI-NMR is that sample preparation is minimal. One often forgotten
limitation of DI-NMR is that dirty samples (those that contain precipitates, solids,
emulsions, or immiscible mixtures) can clog up flow cells and degrade NMR line-
shapes and solvent suppression performance. This suggests that DI-NMR is not
ready for use in open-access environments and that tube-based NMR spectrome-
ters are more appropriate for spectrometers seeing nonfiltered samples.

L. Research NMR vs. Analytical NMR

This brings up a final point about the dual nature of NMR spectroscopy. NMR
started off as a tool for research. For the last several decades it continued to serve
in that role, and to a large extent it still does (and will for the foreseeable future).
However, eventually it will also become an analytical tool, serving to provide
answers to repetitive questions. The current drive to develop automation and high-
throughput techniques is a reflection of the beginning of this trend, which is
expected to grow.

IV. CONCLUSION

The field of NMR spectroscopy has matured significantly, although this does not
mean that the pace of development has slowed; rather, it means that this is a time
of great opportunity. Many hardware and software tools have been developed to
solve specific problems, and the key now is to apply these tools to new problems.
One might even go so far as to say that the hardware and the pulse-sequence tools
we have available are ahead of the potential applications, meaning that what
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remains are for users to find new ways to use the tools that have already been
developed. Some of the most exciting possibilities undoubtedly lie at the bound-
aries of interdisciplinary problems; that is, scientists who are unfamiliar with
NMR often have problems that could be solved with current technology if only
these problems could be matched up with both people of vision and people with
the correct technical expertise. As a result, it behooves all scientists in the field of
drug discovery to—as much as possible—stay abreast of these many develop-
ments in NMR spectroscopy.
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Materials Management

David A. Kniaz
SciQuest Inc.
Newton Square, Pennsylvania

I. INTRODUCTION

During the rational drug design phase of the 1980s, effective materials manage-
ment was an important, but not crucial, aspect of the drug discovery process.
However, during the 1990s, as drug discovery methods became increasingly auto-
mated and probabilistic, efficient management of materials became a critical com-
ponent of the drug discovery process.

This chapter will define materials management, describe its current role in
drug discovery, and discuss future trends in the field. With a focus on the man-
agement of chemical reagents, natural products, and proprietary compounds, the
chapter will explore both automation technology, which is used for management
of the physical materials, and materials management information technology,
which is central to an overall drug discovery informatics environment.

II. MATERIALS MANAGEMENT: A DEFINITION

Materials management refers to the systems, work processes, facilities, and tech-
nology involved in selecting, acquiring, receiving, storing, tracking, controlling,
safely handling, distributing, and disposing of the materials defined below.

• Reagents. Materials, usually commercially available from a chemical
supplier that are used throughout the performance of an experimental
method. Within this chapter, the term reagents refers to the specialty
organic chemicals used by chemists as starting materials (including cat-
alysts and solvents) in the synthesis of novel compounds.
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• Compounds. Proprietary chemicals synthesized or acquired for the pur-
pose of testing for biological activity. A compound may be synthesized
by an in-house medicinal chemist through manual or combinatorial
methods or may be acquired from an external organization, such as a
university or a government agency, or from an alliance partner. The term
compound may refer to one known chemical structure or to a mixture of
multiple chemical structures.

• Natural products. Naturally occurring materials that a drug discovery
organization acquires and screens for biological activity.

Materials management processes are designed to:

• Maximize the throughput of chemical synthesis by streamlining the
process of selecting, acquiring, and managing reagents

• Minimize costs involved in managing reagents by identifying duplicate
inventory and excessive carrying and disposal costs

• Maximize screening throughput by streamlining the process of preparing
proprietary samples for screening

• Reduce the risk of materials handling errors by creating an integrated
informatics environment that obviates the collection and entry of incor-
rect data

• Improve safety and regulatory compliance by providing tools for envi-
ronmental, health, and safety personnel to monitor hazardous material
usage and support preparation of regulatory reports

In summary, materials management processes are designed to reduce cycle
times, maximize productivity and efficiency, control costs, and enhance environ-
mental health and safety.

III. ROLE OF MATERIALS MANAGEMENT IN 
DRUG DISCOVERY

Figure 1 shows how materials management fits into the drug discovery process.
Reagents are selected and acquired by medicinal chemists to support synthesis
processes during both lead generation and lead optimization. To support screening
processes, compounds are received, stored, and distributed for screening. Follow-
ing results analysis, leads are requested for follow-up. Central to the overall mate-
rials management process is a materials management system that provides the
foundation of a drug discovery informatics environment.

Figure 2 shows how SciQuest’s Enterprise Substance Manager (ESM) solu-
tion integrates the overall discovery informatics environment. The informatics
environment shown in the figure breaks down as follows:
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Figure 1 Materials management in drug discovery.

• Supply-chain data, which includes such information from reagent sup-
pliers as product description, package quantity, and pricing information.

• Enterprise resource planning systems, which provide purchasing and
payment of reagents acquired from reagent suppliers.

• Cheminformatics and bioinformatics systems, which provide chemical,
physical property, and biological activity data associated with materials.
Compound registration systems and biological activity management sys-
tems are all integrated through a centralized inventory or materials man-
agement system.

• Process automation, such as robotic liquid-handling equipment and auto-
mated sample storage and retrieval systems.

After establishing the physical sample as the primary object with which all
components of an informatics framework are integrated, a materials management
system matches the attributes of materials with the attributes of containers to pro-
vide an underlying data structure that integrates all of the components. As
described by Frank Brown, “Using the sample object allows for simple change and
additions to the description of the sample without a complete rewrite of the data
structures. The hub of the chemical information system is the inventory system.
The registration number should be considered a name and not a primary key for
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Figure 2 Materials management system.

building relationship given the complexity of parsing needed to break the regis-
tration number into its pieces.”

IV. JOB FUNCTIONS INVOLVED IN 
MATERIALS MANAGEMENT

Now that we have discussed how materials management fits into the drug discov-
ery process and the informatics environment, it is important to discuss the way
various job functions are involved in the materials management processes. Fol-
lowing is a description of these job functions.

• Medicinal chemists. Select, order, track, and dispose of reagents as well
as synthesize, register, and distribute proprietary compounds.

• Purchasing personnel. Place orders for reagents, interact with suppliers
on pricing and availability, and provide status updates to requesters of
materials.

• Receiving/stockroom personnel. Receive reagents at the facility, label
containers of reagents, maintain and replenish stock, and provide deliv-
ery services to scientists for requested reagents.
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• Waste management personnel. Collect waste, prepare waste manifests
for waste haulers, and provide reports of what material has been removed
from a facility by what mechanism.

• Compound management personnel. Receive, store, and track proprietary
compounds and prepare samples for screening.

• Registrar Ensure data integrity of chemical and physical property data
entered into the corporate compound registration database. May or may
not be part of the compound management group.

• High-throughput screening scientists. Request samples for screening and
perform plate management functions—including plate replication and
combination—to support high-throughput screening activities.

• Therapeutic area biologists. Select compounds of interest and place
requests for samples for follow-up screening.

• Information technology personnel Assist with design, development, inte-
gration, maintenance, and support of materials management systems.

• Environmental health and safety personnel. Maintain lists of materials
that require monitoring; track training requirements of personnel han-
dling hazardous materials; and monitor and provide reports for regulatory
purpose on acquisition, usage, and disposal of hazardous materials. They
are responsible for the chemical assessment and clearance procedures.

V. MATERIALS MANAGEMENT WORK PROCESSES

Figure 3 provides a summary of the key work processes—by job function—
involved in materials management. The five primary work processes are (1) reagent
sourcing; (2) reagent receiving and tracking; (3) new compound registration and
sample submission; (4) master plate preparation and distribution for high-through-
put screening; and (5) follow-up screening. Each is discussed in detail below.

A. Reagent Sourcing

Reagent sourcing refers to the selection and sourcing of reagents to support syn-
thesis processes. The steps in the process are as follows:

1. A medicinal chemist will establish a synthesis plan and design a virtual
library of chemical structures.

2. The chemist conducts a search for commercially available reagents that
can be used as starting materials for synthesis of the library. The “hit
list” may be further refined using chemical structure analysis tools to
eliminate undesirable functional groups and maximize structural diver-
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Figure 3 Materials management work processes.

sity; it ensures that the molecular weights of the desired products are
within acceptable ranges.

3. The chemist conducts an inventory search for reagents on his on her list
that are already available in-house and researches paper and/or elec-
tronic catalogs for products that can be purchased. For desired reagents
that are not available, the chemist may consider custom synthesis. In
some organizations, environmental health and safety personnel are part
of the approval process for orders of hazardous materials but not part of
the order approval process; they passively monitor orders, prepare
reports of hazardous material usage, and identify any regulatory issues.

4. For items available in-house, the chemist will retrieve the item from
another lab or place an internal requisition to a stockroom. For items not
available in-house, the chemist will submit a purchase requisition for
the other items on the list. Depending on the organization, the purchase
order is placed by routing a paper requisition, through integration with
a purchasing system or directly to suppliers via the Internet or elec-
tronic data interchange (EDI) mechanisms. Some companies have pre-
ferred relationships with suppliers and allow chemists to place orders
directly, using credit cards. In other cases, the purchasing department or
a third-party purchasing agent may be responsible for placing orders
with suppliers and communicating the order status from the suppliers
back to the original requester; this process can be automated as part of
a business-to-business e-commerce application.
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B. Reagent Receiving and Tracking

Once reagents are received by a facility they are delivered to the requester, tracked,
and disposed of. The steps of the process are as follows:

1. The supplier delivers ordered items to the loading dock.
2. Receiving personnel unpack the box and match the packing slip to the

original order and note any discrepancies. In some organizations, all
orders for chemicals are processed by a chemical stockroom and are
delivered directly by receiving personnel to the stockroom. When the
item is unpacked, the purchasing system is updated to note receipt and
process payment. Most organizations then update an internal tracking
system to generate bar code labels and start tracking individual con-
tainers.

3. Receiving personnel deliver the item to the original requester.
4. The original requester uses the reagent and then places the remainder in

a disposal bin, stores it in the lab, or returns the item to a centralized
storeroom for reuse. The storeroom may update quantity-available
information.

5. When items are ready to be disposed of, the individual responsible for
waste management removes the material and prepares a manifest in
conjunction with the waste hauler.

C. New Compound Registration and Sample Submission

Once the chemist completes synthesis of a new compound or library of com-
pounds, the compound has to be registered and the physical sample submitted for
storage and distribution. The steps in the process are as follows:

1. Once the chemist synthesizes new proprietary compounds (or com-
pounds are received from outside), he or she enters the chemical and
physical attributes of the compounds into the corporate database or reg-
istration system. In some organizations the processes of registering the
compound and submitting it for analytical testing are integrated. In
some cases, the chemist does the registering; in others, a centralized
registration group handles the registration process. At a minimum, the
centralized registration group will have final quality control to ensure
that the compound’s chemical structure is consistently entered into the
corporate database for consistent data retrieval. Following registration
of the compound(s), a company code number is assigned to provide an
internal naming convention. The registration database is then used as
the chemical structure/information source in support of structure and
biological activity database searches. In some companies, registration
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of the physical sample precedes compound registration. This happens
more and more often in high-throughput processes where the structure
characterization of the compound is done following completion of bio-
logical screening activities. Furthermore, as part of collaboration agree-
ments, some companies might do “blind” screening of plates without
knowing the structures of the screened compounds.

2. In conjunction with registration of both the chemical and physical
attributes of the new compound, the physical sample is usually distrib-
uted to a centralized compound management group for storage, distri-
bution, and inventory management.

3. Along with logging the new sample into the materials management sys-
tem and placing the sample in storage, the compound management
group may be responsible for the initial registration of the compounds
and natural products received from external sources.

D. Master Plate Preparation and Distribution for 
High-Throughput Screening

Once compounds are synthesized, they are plated and distributed for screening.
The steps of the process are as follows:

1. On receiving the compounds from the chemist, the compound manage-
ment group will create master plates from the source compounds at
standardized concentrations and volumes. This may be an automated
process, using liquid-handling automation equipment and robotic
weighing equipment, or it may be a semiautomated process, with tech-
nicians manually flicking small amounts of material to support plate
preparation.

2. Once the master plates are prepared, they are replicated and stored, usu-
ally in cold storage.

3. Replicates are distributed for screening, either on demand or as part of
a standard work process. Usually when plates are distributed for screen-
ing, the contents of the plates are also entered into the biological activ-
ity database for future association with screening results. There may be
manual population of plate data from the biological database or auto-
mated population via integration between the materials management
system and the biological screening database.

E. Follow-up Screening

Once hits are identified, samples must be prepared for follow-up screening. The
steps of the process are as follows:

1. When screening is completed, the results are entered into the biological
activity database.
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2. After the hits are identified via searches against the biological activity
database, a request for samples is submitted to the materials manage-
ment system based on the hit list.

3. The materials management system logs the request and identifies
source containers that can be used to fill the request. Frequently, custom
plates are prepared by “cherry picking,” or removing materials from
individual wells across multiple source plates. Often, serial dilutions
are performed to generate dose–response results.

4. When follow-up screening yields positive results, additional follow-up
screens and solid samples are requested from the materials manage-
ment system and obtained from solid storage.

VI. MATERIALS MANAGEMENT TECHNOLOGIES

A variety of technologies are in use to support the above work processes. Follow-
ing is a description of available technologies.

A. Chemical Structure–Based Reagent Selection Tools 
and Products

Chemists select reagents via chemical structure criteria. A variety of chemical
structure–based software tools are available on the market to search chemical
databases by chemical structure, substructure, structural similarity, and other
mechanisms. Numerous tools are also available to provide chemical structure
searching capabilities. Among these tools are MDL’s ISIS products, Oxford Mol-
ecular’s RS3 product, Daylight, Tripos tools, MSI’s tools, CAS, Scifinder, and
CambridgeSoft’s tools.

In the realm of materials management, these tools are at their most power-
ful when incorporated into an overall materials management system. SciQuest has
incorporated chemical structure searching tools into their reagent manager mate-
rials management product line, just as MDL has incorporated chemical structure
searching tools into their product. Another example of how chemical structure
searching information technology is applied to materials management is MDL’s
Reagent Selector. Both SciQuest and MDL products evaluate result sets of
reagent-product chemical structures, based on criteria such as molecular weight
and structure diversity, and easily allows for the elimination of structures with
undesirable functional groups or elements.

B. ERP Systems, Supplier Catalogs, and 
Electronic Commerce

Chemical structure searching tools are only as good as the content data they are
searching against—which in turn are only as good as the level of integration with
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purchasing applications. The most widely used electronic catalog of reagents is
MDL’s Available Chemicals Directory (ACD). This product is a compilation of
several catalogs providing chemical structures, as well as packaging and pricing
information. Periodically, MDL provides these data to their customers in the form
of a database that can be searched by chemical structure tools. Other vendors, such
as CAS, provide similar products. Suppliers such as Sigma-Aldrich provide prod-
uct information either through CD or directly through their web site. Some sup-
pliers (e.g., Sigma-Aldrich) also provide detailed chemical information and safety
information through their web site.

Whereas chemists will search through electronic catalogs to select reagents,
enterprise resource planning systems, such as SAP, are used to place orders to sup-
pliers. Technology is also available to place orders directly through with suppliers
by electronic data interchange mechanisms or via placement of orders directly into
suppliers’ web sites. Companies such as SciQuest provide third-party mechanisms
to aggregate catalogs of available materials and support sourcing and procurement
functions.

C. Robotic Weighing and Liquid Handling Workstations

Plate preparation processes involve a number of repetitive steps in weighing sam-
ples and transferring liquids to solubilize samples, as well as preparing plates at
desired concentrations and volumes. A number of robotics weighing systems,
such as those provided by Zymark, are on the market to tare-weigh empty vials
and gross-weigh vials full of solid material. The robotic workstations are inte-
grated with laboratory balances to collect weight information and transfer data to
formatted files.

Similarly, liquid-handling systems automate repetitive plate-preparation
tasks, including solubilizing samples, transferring liquid samples from a source
container to a plate, adding top-off volumes to achieve desired concentrations, cre-
ating replicate plates for distribution for screening, and combining multiple plates
into single plates. Examples of liquid-handling systems are the workstations pro-
vided by TECAN and Hamilton. Both robotic weighing and liquid transfer work-
stations exchange data to and from materials management systems, usually via
formatted file transfers.

D. Materials Management Systems

As mentioned earlier, materials management systems provide the foundation for
an integrated discovery research informatics architecture. The physical sample is
the key data element that integrates supplier data, process-automation systems,
and chemical and bioinformatics systems. A robust materials management system
supports such functions as:
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• Selecting reagents by chemical structure
• Placing orders, either directly with suppliers or via enterprise resource-

planning systems
• Receiving items from suppliers
• Tracking container usage
• Submitting sample proprietary materials
• Submitting and fulfilling requests for samples in support of screening
• Preparing, replicating, and combining plates

Such a system requires integration with supplier catalogs, purchasing systems,
compound registration systems, biological results databases, robotic plate-prepa-
ration equipment, laboratory balances, and automated sample storage and retrieval
systems.

SciQuest’s product line is one such materials management system currently
on the market. SciQuest refers to its offerings as research supply chain solutions,
given its foundation level within the informatics environment and given its focus
on logistics functions. MDL’s SMART product also provides some materials man-
agement capabilities across tracking containers of reagents and supporting capa-
bilities to track proprietary samples. Some organizations have also built their own
materials management systems, with Affymax being an example of one that is
reported in the literature.

E. Automated Sample Storage and Retrieval Systems

As their quantity of samples begin to stretch into the millions, the larger drug dis-
covery organizations are procuring sample storage and retrieval systems that will
automate their materials management functions. Such systems integrate a wide
variety of functions including submitting samples for storage, solubilizing and
replicating plates, retrieving samples from storage, and weighing out and dis-
pensing solid samples—all within an environmentally controlled secure, usually
cold storage area. Usually provided by systems integration firms, these systems
encompass both the equipment and the technology to handle robotic weighing and
liquid-handling equipment, laboratory balances, storage units (such as Kardex’s
Lektriever), and software to integrate all of these components. Usually such sys-
tems integrate tightly with an external materials management system or have
scaled-down versions of these systems as part of the overall solution. Examples of
these solutions include TAP’s Haystack system as well as systems provided by
RTS Thurnall, REMP, and Aurora.

VII. FUTURE DIRECTIONS

The future in drug discovery materials management technology is all about minia-
turization, factory automation, leveraging the Internet, and object-oriented infor-

Copyright © 2002 by Marcel Dekker, Inc.  All Rights Reserved.



554 Kniaz

mation technology. As screening technology gets smaller, sample sizes and plate
formats also continue to get smaller—meaning the use of 1536 well plates and
microfluidic technology for management of samples in chip format.

Automation technology will improve throughput, further automating the
discovery process and resulting in the application of factory automation principles
to the discovery research process. Discreet automated components will be inte-
grated, leading to tighter integration of automated storage and retrieval systems
and ultrahigh-throughput screening technology. Materials management systems
will extend to provide production management and work scheduling functions to
support automation processes. This high degree of automation and the unimagin-
able volumes of data that will be generated will introduce even more downstream
bottlenecks.

The Internet will be leveraged to integrate drug discovery organizations
more tightly with their suppliers and their partners. Chemists will be able to obtain
real-time product, pricing, and availability information from their suppliers, min-
imizing out-of-date information and reducing bottlenecks. Furthermore, as drug
discovery organizations continue to partner with other companies, the Internet will
support the establishment of virtual-project-based organizations to seamlessly
share, track, and handle materials management information.

With the increase in throughput, the need for seamless informatics integra-
tion will continue. The migration to object-oriented systems using standards such
as CORBA will allow discrete systems to integrate tightly, provided that an over-
all data architecture is established by information management professionals.
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