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Preface

In a Global scenario, economically progressive nations have developed medical
sciences. But still it lacks precise information during the enhancement of potent drugs
to combat ailment, which is the legacy of the organisms that generate diseases. Rising
countries had long been perceived the threat, which at times, down the lane has been
the major factor for magnanimous economic disaster and human poverty. Lot of
resources was put into force by the world community to abscond the microbial fauna
and genetically inherited diseases to contain them within the safe limits. However,
endemics, epidemics and pandemics occur in recent situation due to various host-
pathogen interactions. Bioscience has been the buzz of the 21t century but
mathematical science has been the leader behind empowering the biologists to
formulate laws and theories to combat diseases with precise and accurate information.
Biomathematics and Epidemics has joined hands together to emerge as a novel
strategic tie up that lead to prognosis, diagnose and formulate effective combat
schedule to emerge and re-emerge as a winner against the dreadful infectious diseases.
Diseases like HIV, Mycobacterium and Diphtherias are the most feared and live
threatening fast communicable infection that can roam from one place to the other
within very short period. Over the years drug resistance has also contributed severe
efficacy loss to the conventional disease therapy. Mathematical models can contribute
and map the lagging information to the biologists to solve the puzzle and challenge
infectious disease effectively. This book has been a step forward in the modern era to
understand, analyze and fight infectious disease in an effective and accurate manner
through the language of biomathematics. The authors find great research potential in
combining the two fundamental branches of science to the most lucid detail that serves
the researchers, scholars, and medical professionals. The most crucial information
about the pathways of control theoretical approach is to be encroached about the
infectious diseases that are the menace in the world. As the pride editor of this
introspecting research compendium, I am privileged to account some modern and
interesting research topics in the prized volume of the book. I hope that this literature
serves as a lee forward in understanding the basic host-pathogen interaction in a more
coherent and scientific fashion and its modus operandi in relation to the various biotic
and abiotic modules. This book introspect the major thrust areas of infectious diseases
both in anthropogenic and zoonotic domains and as the editor; I include the research
articles in most prudent manner. I wish that this volume in its present format will
serve the nourishing and nurturing delicacy to the bio-mathematician, drug modelers
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and clinical researchers in a novel flavor. Pieces of writings have been preferred with
scrupulous concern; so that a few of them may imitate and include a huge number of
apparently oscillate looking ones, thus reducing the quantum of recurrence. My
intention in writing the book is not to talk about the infectious disease, but to let the
readers to be familiar with such manifestation as would them to undertake any
question in the mind.

I expect this book may have an immense impact on our socio-economical
environment. My endeavor is to enlighten the shady features of infectious disease to
surroundings, such that the humanity may emerge from blind superstitions.

It is too incongruous to cover the complete topics, based on infectious disease, but I
have performed my level best workings to include a big portion of the curriculum.
Analyses, information, gathered in this book, have been integrated from a variety of
national and international journals, to institute this text. My wholehearted effort will
be successful, if societal advantage may be achieved to the civilization.

I extend my heartfelt salute to the contributors of the volume for their articles and
christening me the honor as being the editor of the volume. I am grateful to Dr. Sumit
Nandi of Narula Institute of Technology, Dr. Joydeep Mukharjee of Jadavpur
University, Dr. Sutapa Biswas Majee of NSHM College of Pharmaceutical Technology,
Mr. Joydeep Pal of Indian Statistical Institute, my scholars specially Mr. Abhirup Datta
and all colleagues of my Department, for their incessant encouragement and
motivation. Without their hard strained efforts and impulsive collaboration, it is too
impossible for me to edit this book. I thank to the mighty god, my friends, well
wishers and family for keeping the energy live in me in finishing the job and present
this book to the society for a better knowledge to combat disease. Lastly, I obtain the
capacity of extending my heartfelt thanks to all the members of “Intech Open Science”
for their kind assistance in bringing out this book. With all the constrictions
concerning power, paper and time, I have tried to optimize the accessible benefit to the
readers with supreme concern. The ultimate responsibility for inaccuracy or misprints
is mine and notices will be auspiciously cherished for improvement of the book, if they
are pointed out.

Dr. Priti Kumar Roy,
Jadavpur University
Kolkata,

India
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1. Introduction

Tuberculosis, human immunodeficiency virus/acquired immunodeficiency syndrome and
malaria are the three most profound cause of death worldwide. In developing country
tuberculosis is a serious problem. It is estimated that one third of the world’s population is
infected with M. tuberculosis; however, only a minority (10%) of those infected ever develop
clinical disease (Corbett et al., 2003). Such clinical diversity suggests that factors other than
bacterial infection alone determine disease development. Tuberculosis (TB) is a significant
disease affecting both humans and animals. Susceptibility to Mycobacterium tuberculosis is
relatively higher in humans than other primates and guinea pigs. Cattle, rabbits and cats are
susceptible to M. bovis and are quite resistant to M. tuberculosis.

Each year, 8.8 million patients are newly diagnosed with active TB and 1.6 million patients
die of TB. The rapid spread of the human immunodeficiency virus has fueled the TB
epidemic, especially in sub-Saharan Africa, where 28% of TB patients are HIV positive
(WHO 2007). The current first-line treatment for TB is a multidrug regimen consisting of
rifampin, isoniazid, pyrazinamide, and ethambutol (RIZE). Several major problems are
associated with the currently available TB treatment. There is an increasing incidence of
multidrug-resistant (MDR; resistance to at least rifampin and isoniazid) and extensively
drug-resistant (XDR; MDR resistance plus resistance to a fluoroquinolone and an
aminoglycoside) which is creating an alarming situation as far as treatment of the disease is
concerned.

1.1 Causes of drug resistance

The emergence of drug resistance in M. tuberculosis in India has been associated with a
variety of management, health provider and patient-related factors. These include, deficient
or deteriorating TB control programs resulting in inadequate administration of effective
treatment; poor case holding, administration of sub-standard drugs, inadequate or irregular
drug supply and lack of supervision; ignorance of health care workers in epidemiology,
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treatment and control; improper prescription of regimens; interruption of chemotherapy
due to side effects; non-adherence of patients to the prescribed drug therapy; availability of
anti-TB drugs across the counter, without prescription; massive bacillary load; illiteracy and
low socio-economic status of the patients; the epidemic of HIV infection; laboratory delays
in identification and susceptibility testing of M. tuberculosis isolates; use of non-standardized
laboratory techniques, poor quality drug powders and lack of quality control measures; use
of anti-TB drugs for indications other than tuberculosis.

1.2 Initial drug resistance in India

Indian Council of Medical Research (ICMR) undertook drug resistance studies during 1965-
67 in nine urban areas of the country. However, this exercise was not a surveillance study
and did not use strict sampling techniques, the centres being selected more for logistic
considerations than for epidemiological reasons. Sputum specimens collected from all
patients attending chest clinics were tested for drug susceptibility to streptomycin,
Isoniazid, para amino salicyctic acid (PAS) and thioacetazone. The first study was on
patients who had denied any history of previous treatment, while in the second study,
patients with and without previous chemotherapy was included. The results showed that in
the first study resistance to Isoniazid ranged from 11-20 per cent, to streptomycin from 8-20
per cent and to both drugs from 4-11 per cent. The second study showed resistance to
Isoniazid to range from 15-69 per cent, to streptomycin from 12-63 per cent and to both
drugs from 5-58 per cent. Further, the level of drug resistance was proportional to the
duration of previous treatment.

1.3 Multi drug resistance in other countries

Resistance towards the responsible pathogens are also seen in developed countries. The
situation has worsened often due to limited resource available to investigate and provide
reliable susceptibility data on which rational treatments can be based as well as means to
optimize the use of antimicrobial agents. The emergence of multi-drug-resistant isolates in
tuberculosis, acute respiratory infections and diarrhea, often referred to as diseases of
poverty, has had its greatest toll in developing countries. The epidemic of HIV/AIDS, with
over 30 million cases in developing countries, has greatly enlarged the population of
immuno compromised patients. The disease has left these patients at great risk of numerous
infections and even greater risks of acquiring highly resistant organisms during long
periods of hospitalization. This article discusses antimicrobial resistance in developing
countries and the associated risk factors. Magnitude of resistance by regions Africa,
America, Eastern Mediterranean, European, South East Asian, Western Pacific region has
shown greater diversity in TB.

2. Symptoms

Symptoms of tuberculosis include: a bad cough that lasts 3 weeks or longer, pain in the
chest, coughing up blood or sputum (phlegm from deep inside the lungs). Other symptoms
of active TB disease are weakness or fatigue, weight loss, no appetite, chills, fever and
sweating at night.
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3. Spread

TB spreads through the air from one person to another. The bacteria are put into the air
when a person with active TB disease of the lungs or throat coughs or sneezes. People
nearby may breathe in these bacteria and get infected. When a person breathes in TB
bacteria, which may settle in the lungs and begin to grow. From there, they can move
through the blood to other parts of the body, such as the kidney, spine, and brain. TB in the
lungs or throat can be infectious. This means that the bacteria can spread to other people. TB
in other parts of the body, such as the kidney or spine, is usually not infectious.People with
active TB disease are most likely to spread it to people they spend time with every day. This
includes family members, friends, and coworkers.

4. Diagnoses
4.1 Molecular diagnosis of Mycobacterium

During the past several years, many molecular methods have been developed for direct
detection, species identification, and drug susceptibility testing of mycobacteria.

4.1.1 Direct detection of mycobacteria from specimens

Many mycobacterial species, including M. tuberculosis, grow extremely slowly in the
laboratory and require 3-8 weeks of incubation on solid medium or at least 2 weeks in a
radiometric liquid culture system (BACTEC). This slow growth often leads to delay in TB
diagnosis. Nucleic acid amplification (NAA) methods allow for detection of mycobacterial
DNA or RNA directly from the specimens before the culture results are available. The Food
and Drug Administration (FDA) has approved two NAA tests for direct detection of M.
tuberculosis from clinical specimens. These are the Enhanced Mycobacterium tuberculosis
Direct Test (E-MTD; Gen-Probe, San Diego, CA) and the Amplicor Mycobacterium
tuberculosis Test (Amplicor; Roche Diagnostic Systems, Inc., Branchburg, NJ).

4.1.2 Amplicor test

Based on PCR assay, Mycobacterium is amplified. After amplification, the amplicons are
denatured to form single strands and added to a microtiter plate containing a bound, M.
tuberculosis complex-specific oligonucleotide probe. An avidin-horseradish peroxidase
conjugate then binds to the bound, biotin-labeled amplicons. The conjugate reacts with
peroxide and 3, 39, 5, 59-tetramethylbenzidine in dimethylformamide to form a color
complex. The results are measured with a photometer.

4.1.3 E-MTD

The E-MTD test is based on the transcription-mediated amplification system developed by
Kwoh et al. (1989). In this assay, rRNA is released from the target cells by sonication, and a
promoter-primer binds to the rRNA target. Reverse transcriptase is then used to copy rRNA
to a cDNA-RNA hybrid. The initial RNA strand is degraded, and a second primer binds to
the cDNA and is extended, leading to the formation of double-stranded cDNA, which is
then transcribed by DNA-directed RNA polymerase to produce more rRNA molecules. The
new transcripts serve as templates for reverse transcription and further amplification. The
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RNA amplicons are detected with an acridinium ester-labeled DNA probe in a solution
hybridization assay.

4.1.4 DNA probes

Commercial DNA probes are available for detection of mycobacterium. These are based on
species-specific DNA probes that hybridize with rRNA released from bacteria. The probes
are labeled with acridinium ester, and results are measured with a luminometer.

4.1.5 Line-probe assay

The Line Probe assay (LiPA; Inno-Genetics N.V., Zwijndrecht, Belgium) has been developed
for rapid detection of RIF resistance. The test is based on the reverse hybridization method,
and it consists of PCR amplification of a segment of the rpoB gene and denaturation and
hybridization of the biotinylated PCR amplicons to capture probes bound to a nitrocellulose
strip. The bound amplicons are then detected with alkaline phosphatase-conjugated
streptavidin and BCIP/NBT chromogen, producing a color reaction.

4.2 TB skin test

The TB skin test may be used to find out if you have TB infection. You can get a skin test at
any pathology laboratory. A technician will inject a small amount of testing fluid (called
tuberculin or PPD) just under the skin on the under side of the forearm. After 48 hours, you
must return to have your skin test read by the laboratory technician. You may have a
swelling where the tuberculin was injected. The technician will measure this swelling and
tell you if your reaction to the test is positive or negative. A positive reaction usually means
that you have been infected by someone with active TB.

5. National and international status

Tuberculosis (TB) is a major, global public health problem, particularly in sub-Saharan
Africa, where the prevalence of TB is increasing dramatically with the rise of the HIV
pandemic. One third of the world is infected by Mtb (Mycobacterium tuberculosis).
(Raviglione et al., 1995). According to the World Health Organization, almost 8 million new
cases of TB occur annually, with 2 million deaths attributed to the disease each year. There
were globally an estimated 9.27 million new cases of tuberculosis (TB) and 1.3 million deaths
in 2007 (WHO, 2009).

Uganda is one of the world’s 22 highest burden countries with TB, with an estimated annual
risk of tuberculosis infection of 3% and an annual incidence of new smear positive TB cases
of 9.2 per 1000 in an urban setting (Guwatudde et al., 2003). Pakistan ranks 7th globally in
terms of tuberculosis (TB) disease burden (Ansari et al., 2009).

TB is one of the leading causes of mortality in India killing more than 300,000 people
every year. The Human Immunodeficiency Virus (HIV, the virus that causes AIDS) is
the strongest risk factor for tuberculosis among adults. Tuberculosis is one of the
earliest opportunistic diseases to develop amongst persons infected with HIV. HIV
debilitates the immune system increasing the vulnerability to TB and enhancing the risk
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of progression from TB infection to TB disease. An HIV positive person is six times (50-
60% life time risk) more likely of developing TB disease once infected with TB bacilli, as
compared to an HIV negative person, who has a 10% life-time risk. Since 1993, the
Government of India has been implementing the WHO-recommended DOTS strategy
via the Revised National Tuberculosis Control Programme (RNTCP). The revised
strategy was pilot-tested in 1993 and launched as a national programme in 1997. By
March 2006, the programme was implemented nationwide in 633 districts, covering
1114 million (100%) population.

India accounts for one fifth of the world's incident TB cases. The reported incidence in 2003
was 168 per 100,000 and in 2006 is nearly 175 per 100,000. Every year, nearly 2 million
people die in India, and nearly 1 million cases are smear positive; An estimated 40% of the
Indian population is latently infected with M. tuberculosis. A number of factors - cultural,
social, political, economic and technical - have determined the nature of society's response to
TB. It has been shown that most of the infectious TB cases in a rural community in South
India. About three-fourths of them are worried about their sickness; and, about half of them
actively seek treatment for their symptoms at rural medical hospital. The existing facilities
deal with only a very small fraction of even these patients who are actively seeking
treatment. The various study report carried out in India has shown increase in TB and MDR-
TB . India is classified along with the sub-Saharan African countries to be among those with
a high burden of TB.

5.1 Epidemiology

The aim of epidemiology is the determination of natural history of disease and
measurement of its frequency.

5.1.1 Aims of epidemiology

e  Describe the trends of disease.

e  Evaluation of intervention

o Define the risk group

e  Frequency, distribution, time, place and person

6. Available drugs
6.1 Fluoroquinolone- fluoroquinolone is a promising class of drugs for the treatment of TB

6.1.1 Moxifloxacin- Moxifloxacin is a broad-spectrum 8-methoxy fluoroquinolone with
activity against both gram-positive and gram-negative bacteria, including anaerobes. It
inhibits bacterial DNA gyrase, an enzyme that is essential for the maintenance of DNA
supercoils.

6.1.2 Gatifloxacin: Like the other fluoroquinolones, gatifloxacin blocks the bacterial DNA
gyrase, thereby preventing chromosomal replication.

6.2 Diarylquinolines. Diarylquinolines have been identified in a process of screening
various compounds for potential anti-TB activity.
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Fig. 1. Estimation of annual risk of Tuberculosis in different regions of India 2000-2003
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A Model for the Epidemiology of Tuberculosis
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Fig. 3. Model of epidemiology of Tuberculosis.

6.2.1 TMC207: it inhibits the mycobacterial ATP synthase enzyme
6.2.2 PA-824. Activated: PA-824 inhibits the synthesis of proteins and cell wall lipids.

6.3 Nitroimidazopyrans: Nitroimidazopyrans have been derived from the bicyclic
nitroimidazofurans that were originally developed for cancer chemotherapy but also
exhibited activity against tuberculosis.

6.3.1 OPC-67683: OPC-67683 is a mycolic acid biosynthesis inhibitor.

6.4 Diamines
6.4.1 SQ109: SQ109 inhibits mycobacterial cell wall synthesis.

6.5 Pyrroles: In the search for compounds with activity against mycobacteria and fungi,
several pyrrole derivatives have been developed.

7. Genetic polymorphisms and tuberculosis

The genetic contribution of the host plays a significant role in determining susceptibility to
developing the active form of tuberculosis and severity of infection (Comstock, 1978; Schurr,
2007). Several genes of host immune response appear to play role in tuberculosis. Genetic
polymorphisms and tuberculosis have been identified in several genes of host. A number of
genes have been identified that play important role in tuberculosis (Fernando & Britton,
2006; Hoal, 2002). Several candidate gene studies and genome-wide linkage association
studies (Bellamy et al., 2000; Jamieson et al., 2004; Miller et al., 2004; Cooke et al., 2008;
Berrington & Hawn, 2007) have been performed for investigation of their role in disease
risk.
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Infectious disease has profound impact on human evolution. Tuberculosis is a multifactorial
disorder in which the environment interacts with host-related factors, contributing to the
overall phenotype. Improved understanding of the individuals balance between degrees of
exposure and inherited genetic susceptibility to infection, as well as the respective effects of
environmental and host-related factors will improve the understanding in the development
of disease. Several host genes have been proven to contribute to active tuberculosis (TB)
(Pesut, 2009). In human genome different types of variations are reported such as copy
number variations (CNV), microsatellite repeats (SSR) and single nucleotide polymorphisms
(SNP). Among these SNPs is the most common type of variations. Presence of
polymorphisms affects either structure or level of gene products.

SNP description alone will not be sufficient to describe susceptibility to tuberculosis in a
broad diverse population, and thus, functional gene studies need to be done. A real
challenge is to associate candidate genes with a biologically plausible mechanism that
explains the epidemiological data for tuberculosis in which only 10% of the infected
individuals will develop tuberculosis. Lienhardt et al., (2002) stated that host-related and
environmental factors for tuberculosis have usually been investigated separately using
different study designs. Joint investigation of the genetic, immunologic, and environmental
factors at play in susceptibility to tuberculosis represents an innovative goal for obtaining a
better understanding of the pathogenesis of the disease. Host genetic susceptibility has been
suggested as one of the most important explanations for inter-individual differences in
tuberculosis (TB) risk. Multi-drug-resistant tuberculosis (MDR TB) is caused by strains of
the tuberculosis bacteria resistant to the two most effective anti-tuberculosis drugs available-
isoniazid and rifampicin. MDR TB can only be diagnosed in a specialized laboratory.

8. Genetic polymorphisms in tuberculosis pathogenesis
8.1 Tumor necrosis factor-alpha (TNF-a) polymorphisms

The host genetic factor plays a significant role in determining susceptibility to developing
the active form of tuberculosis (Schurr, 2007). Several host immune response genes appear
to play role in tuberculosis. Tumor necrosis factor-a (TNF-a) and lymphotoxin-a (LT-a),
genes located within the MHC III region of chromosome 6, shows close linkage to the HLA
class I (HLA-B) and class II (HLA-DR) genes (Nedwin et al.,, 1985) and play role in the
pathogenesis of tuberculosis due to its role in the formation and maintenance of
granulomas. It also plays a major role in host defense to M. tuberculosis by its synergistic
action with interferon-y (IFN-y) to activate macrophages and thereby affects disease
perpetuation (Mohan et al, 2001). Elevated serum TNF-a (sTNF-a) levels have been
reported in advanced tuberculosis patients compared to those with mild tuberculosis and
healthy controls. Several promoter polymorphisms region of TNF-a and the intron-1
polymorphism of LT-a, have been associated with altered levels of TNF-a (Sharma et al.,
2008; 2010). Some of these polymorphisms have also been studied in several ethnic groups.
Correa Paula et al. (2005) detected TNF-a gene polymorphisms (-308 and -238) in controls
and patients of several diseases [systemic lupus erythematosus (SLE), rheumatoid arthritis
(RA), primary Sjogren's syndrome (SS), and tuberculosis (TB)]. TNF -308G was associated
with TB and -308 GG genotype was protective for autoimmunity. TNF-238A allele was
protective for autoimmunity but a susceptibility factor for TB. Haplotype -308A-238G have



Biomedical Importance of Host Genetic Factors in Infectious Diseases 11

been reported as a protective factor for TB, but susceptibility factor for RA, SLE, and
primary SS; opposite association of TNF polymorphism with autoimmunity and TB,
suggested that autoimmune diseases are a consequence of natural selection for enhanced TB
resistance. Ates et al., (2008), detected TNF-a (-308 G/ A, -238 G/ A, -376 G/A) and IL10 (-
1,082 G/ A, -819 C/T, -592 C/ A) polymorphisms in patients with TB and healthy controls. A
significant association was found between TB and -1,082 G allele. Significant difference was
observed in IL10 GCC and ACC haplotypes distribution between TB and controls. No
significant association was found between IL-10 -819 C/T, TNF-a, 308 G/ A, -238 G/ A, -376
G/ A polymorphisms and Tuberculosis. Sharma et al. 2010, performed a case control study
including TNF-a gene (-1031, -863, -857, -308,-238) and LT-a gene (+252) polymorphisms in
North-Indian population. No significant differences of the allele frequencies between the
tuberculosis patients and controls have been reported. All the polymorphisms included in
this study did not give a significant association with any of the patient sub-groups but a
significant difference in the serum TNF-a level in the patients and the controls have been
reported.

8.2 ALOXS5 polymorphisms

ALOX5 gene encodes 5-lipoxygenase (5-LO) that play a key role in the biosynthesis of LTs
and LXs from arachidonic acid. Leukotrienes (LTs) and lipoxins (LXs) are play a role in the
generation of appropriate responses to inflammatory disease (Parkinson, 2006) and are
involved in the regulation of immune cells and cytokine release. Phagocytosis of
microorganisms by alveolar macrophages and polymorphonuclear leukocytes PMN was
shown to be dependent on LTBy, class of LXs (Bailie, 1996; Mancuso et al., 2001). A T-helper
cell type 1 immune response is supported by enhanced production of interferon (IFN)- y and
interleukin (IL)-12 (Aliberti et al., 2002). The anti-inflammatory properties of LXs antagonize
those of LTs in innate immunity by inhibiting PMN and NK cell functions, suppressing IL-12
release and modulating the immune response by stimulation of IL-4 production (Hachicha
et al., 1999), while blocking IL-5 and IL-13 and inhibiting eosinophil effector functions
(Bandeira-Melo et al., 2000). A case control study was performed by Herb et al. 2008
including a variable number of tandem repeats (VNTR) in promoter and an exonic non-
synonymous variant g.760G>A polymorphisms in TB patients and controls from Ghana.
Carriers of one variant and one wild-type VNTR allele (1 = 5) or of the exonic allele g.760A
had a higher risk of TB. The strongest association with TB was for the ‘non-5/760A’
haplotype as compared to the ‘non-5/760G” haplotype.

8.3 CD209 polymorphism

CD209 on chromosome 19p13.3, encodes dendritic Cell-Specific ICAM3-Grabbing Non-
integrin (DC-SIGN), is a C-type lectin, expressed on subsets of dendritic cells (DCs) and
alveolar macrophages (Soilleux, 2000; Tailleux, 2003). DC-SIGN has ability to bind a variety
of ligands (Gordon, 2002), endogenous ligands include endothelial cells through ICAM-2, T-
lymphocytes through ICAM-3, neutrophils through MAC-1 and various endogenous
glycosylated structures (Gordon, 2002; Van Kyook et al., 2003), exogenous ligands such as
glycosylated moieties on M. leprae, M. tuberculosis, Bacillus Calmette-Guérin (BCG), H.
pylori, K. pneumoniae, S. pneumoniae, HIV-1, HIV-2, SIV-1, Dengue virus, Ebola Virus,
Cytomegalovirus, Hepatitis C virus, S. mansoni, L. pifanoi and C. albicans (Alvarez et al., 2002;
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Tassaneetrithep et al, 2003). The contribution of CD209 polymorphisms in human
susceptibility to infectious diseases including M. tuberculosis and M. leprae, HIV-1, and
Dengue is important (Barreiro et al., 2006). CD209 -336A/G (rs4804803) promoter
polymorphism have shown an association with infectious disease susceptibility or
protection in M. leprae case-control study. Martin et al. (2004) demonstrated that the -336G
allele was associated with susceptibility to parenteral but not mucosal HIV-1 infection,
although this was not replicated in individuals of recent African descent. Vannberg et al.
(2008), investigated the role of the CD209 -336A/G polymorphism and susceptibility to
tuberculosis in sub-Saharan Africans. Significant protection was observed with CD209 -336G
variant allele in individuals from sub-Saharan Africa and, cases with -336GG were
significantly less likely to develop tuberculosis-induced lung cavitation. Therefore it has
been suggested, that decreased levels of the DC-SIGN receptor may be protective against
both clinical tuberculosis and cavitory tuberculosis disease.

8.4 SP110 polymorphisms

Iprl gene is attributed to tuberculosis susceptibility gene in mice. Polymorphisms in the
human homologue, SP110, have been investigated in various populations and only one
study reports an association with TB susceptibility. Eight SP110 polymorphisms in a South
African population, including two novel polymorphisms had been investigated. No
significant association was found with any of the polymorphisms investigated, including
two polymorphisms that were previously found to be associated with TB susceptibility in
West African populations (Babb et al., 2007).

8.5 CARD15 polymorphisms

Caspase recruitment domain-containing protein 15 genes (CARD15) encodes the nucleotide-
binding oligomerization domain 2 proteins (NOD2) and is considered as a susceptibility
gene for Crohn's disease (CD). CARD15 gene was investigated as a candidate gene in
Tuberculosis and its product (NOD2) have been recognized as a non-redundant recognition
mechanism of M. tuberculosis. Moller et al. 2007, genotyped the R702W, G908R and 1007fs
variants, in TB cases and controls from the admixed South African Coloured population. No
statistically significant differences between cases and controls were observed for these
variants. Previously these polymorphisms have been reported to be associated with CD. The
CD-associated mutations occur at very low frequencies in this population. The CARD15 is
not a major susceptibility gene for TB in the South African Coloureds.

8.6 BTNL2 polymorphisms

Butyrophilin-like2 gene (BTNL2) gene, a MHC class II gene-linked butyrophilin family
member, has been recently associated with the inflammatory autoimmune diseases, such as
tuberculosis, sarcoidosis, and leprosy. BTNL2 was investigated as a candidate gene for
tuberculosis in the South African Coloured population. Moller et al. (2007) genotyped 18
SNPs in BTNL2 gene in pulmonary tuberculosis cases and controls. No significant
association was detected between the truncating rs2076530 SNP, previously associated with
sarcoidosis, and tuberculosis. No other studied SNPs have shown an association with
disease and none of the predicted haplotypes showed any association with TB. Comparative
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analyses of the data from South African, German and American populations revealed that,
for a segment of BTNL2, the admixed, but not stratified, South African population resembles
the African-Americans more than white populations. Six SNPs of BTNL2 gene in
tuberculosis cases and controls in Chinese Han population was investigated by Lian et al.
2010. No significant association was detected between any of the polymorphisms
investigated and TB, including rs2076530 SNP that was previously found to be associated
with sarcoidosis. Genetic study revealed a significant association between the rs3763313,
159268494, 159268492 SNPs in the BTNL2 gene and tuberculosis. Haplotypes 1-5, and 8
(C/A/G/T/G/A, C/A/G/T/G/G, C/A/T/G/C/A, C/A/T/G/C/G, and
C/G/T/G/C/G, T/A/T/G/C/A) presented a significant association with susceptibility to
tuberculosis.

8.7 I1L1 B, IL4, IL10, IL12B, IL12RB, IL12RB2, IL18, IFN-y WNT5A, FZD5 gene
polymorphisms

Genes involved in the regulation of inflammatory cytokine, interferon gamma, may
influence tuberculosis susceptibility, as interferon gamma is a major macrophage-activating
cytokine, during M. tuberculosis infection. Cytokine gene polymorphisms and cytokine levels
in pulmonary tuberculosis were detected (Selvaraj et al., 2008). Moller et al. (2010),
investigated fifty-four polymorphisms in eight candidate genes [Interleukin 4 (IL4),
interleukin 10 (IL10), interleukin 12B (IL12B), interleukin 12 receptor beta 1 (IL12RBI),
interleukin 12 receptor beta 2 (IL12RB2), interleukin 18 (IL18), wingless-type MMTV
integration site family, member 5A (WNT5A) and frizzled homolog 5 (FZD5)] in
tuberculosis cases and healthy controls in South African population. A functional SNP
(rs2243250, IL-4 -C590T), has been associated with increased promoter strength, stronger
binding of transcription factors and with different levels of IL-4 activity (Luoni et al., 2001;
Rosenwasser et al., 1995) but was not associated with TB in study population. The CC
genotype of this polymorphism was previously associated with protection against
pulmonary TB in south India and Russia (Naslednikova et al., 2009; Vidyarani et al., 2006)
but not in Gambia (Bellamy et al., 1998). Two polymorphisms -511 and +3953 in IL1B and
one in the ILIRN, 86 bp VNTR in smear positive TB patients, and control in Gambian
individuals (all HIV negative) was investigated. Decreased risk of pulmonary TB was
associated with both heterozygosity and homozygosity for the IL1B -511-C allele. There was
no association between the IL1B+3953-T/C polymorphism or the 86 bp ILIRN pentallelic
repeat and TB in this population. Using an ex-vivo whole blood assay, healthy Gambian
individuals who are homozygous for the IL1B -511-T allele failed to exhibit a significant
increase in IL-1p production in response to LPS after IFN-y priming.

IFN-y play a central role in the modulation of Tuberculosis disease severity as it is involved
in host immune response against M. tuberculosis infection. The 12 CA repeat microsatellite
allele in the non coding region of the first intron is associated with a high level of in vitro
cytokine production (Pravica et al., 1999). Recently, it has been reported that, polymorphism
at position +874 is associated with risk of tuberculosis in different populations (Rossouw et
al., 2003; Lopez-Maderuelo et al., 2003). Ansari et al. (2009) have reported that the ratio of
two key cytokines (IFN-y and IL10) show significant correlation with the severity spectrum
of tuberculosis in Pakistani population. In this study frequency of cytokine gene
polymorphisms linked to high and low responder phenotypes (IFNy +874 T/A and IL10 -
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1082 G/ A) in tuberculosis patients was analyzed. These findings are consistent with the role
of IL10 in reducing collateral tissue damage and the protective role of IFNy in limiting
disease in the lung.

A+874T polymorphism on the intron 1 of IFNy gene, which is associated with the secretory
capacity of IFNy, was reported to be associated with the development of TB among Sicilians,
South Africans, Hong Kong Chinese and Spanish, although this association was not found
in Malawians54 and in other populations from Houston, West Africa, South India and
China. A recent study of 77 TB patients from Japan revealed that the IFNG + 874 AA
genotype were strongly and independently predictive of a lower likelihood of sputum
conversion. Indeed, IL-12, a heterodimeric pro-inflammatory cytokine produced by
monocytes, macrophages, DCs and B lymphocytes and SNP in the gene responsible in the
expression of this subunit was first described by Hall et al. (2000). Several polymorphisms in
promoter, introns and 3'UTR in the IL-12B gene have been reported to be associated with TB
in various populations, with inconsistent results. Polymorphisms in the coding sequence of
the IL-12 receptor bl gene have been reported to be associated with TB in Moroccan and
Japanese populations, but, again, not in Koreans. Reports indicate that, the IL-12B
polymorphism is not correlated with susceptibility to tuberculosis in black and white North
American populations. Four SNPs, 641 A-G, 684 C-T, 1094 T-C, and 1132 G-C causing three
mis-sense variants (Q214R, M365T and G378R) and one synonymous substitution in the
extracellular domain of the IL-12RB1 genes have been detected. Investigators have reported
that the association of R214-T365-R378 allele (allele 2) is over-expressed in Japanese
tuberculosis patients with the homozygosis for R214 - T365 - R378 (the 2/2 allele) being
significantly associated with tuberculosis.

8.8 IFNyR1 polymorphisms

Interferon-y Receptor-1 plays a role in host immune response. Several SNPs in IFNyR1 have
been studied in falciparum malaria cases and controls. The frequencies of interferon-y (IFN-
y) receptor-1 (IFNyR1) promoter polymorphisms (G-611A, T-56C) in tuberculosis patients
and controls were not significantly different. Because of these studied SNP affect
transcription, the expression of the IFNyR1 gene does not confer susceptibility to disease in
patients from Croatia (Bulat-Kardum et al., 2006). A significant association between the
protective (CA) n polymorphism (22 repeats, 192 FA1), located in intron five of the IFNyR1
gene and GT promoter haplotype (-611; -56) that showed the strongest expression capacity
have been reported. In addition to this cis relationship, the (CA) 22 allele was correlated in
trans with an IFN-y SNP (IFNy Gp2109A), which might affect the transcription of the IFNy
gene. These results suggest that a particular combination of IFNy and IFNyR1 SNP (gene-
gene) interaction might provide a better protection against tuberculosis in this population.
Several families with Mendelian susceptibility to mycobacterial disease that has mutations
in one of two subunits of the IFN-y receptor gene (IFN-yR1 and IFN-yR2) (Ottenhoff et al.,
2002) have been discovered.

8.9 NOS2A polymorphisms

Nitric oxide (NO) act as is a free radical and second messenger and has been shown to be
important in the development of several diseases, including tuberculosis. NO, produced by
NOS2A, plays a major role in the pulmonary host-defense mechanism in response to
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infections, and is implicated in bacteriostatic as well as bactericidal processes. The cytokines
like, TNF-a, IL-1p along with IFN-y produced by T-cells can induce NO via action of
NOS2A. It has been proposed that NO produced by tuberculosis-infected human
macrophages and by epithelial cells is anti mycobacterial against M. tuberculosis (Liu et al.,
2006). A report indicates that the alveolar macrophages from the lungs of patients with
tuberculosis express NOS2A in potentially mycobactericidal amounts and this NOS2A can
kill mycobacterium in vitro (Qidwai & Jamal, 2010). We have review the role of three SNPs
(-954G/C, -1173C/T, -1659 A/T), one microsatellite repeat in promoter and one SNP in exon
16 of gene in several case control studies (Qidwai & Jamal, 2010). The promoter
polymorphisms (-954G/C, -1173C/T, -1659 A/T) have been shown to increase NO synthesis
(Hobbs et al., 2002). This region in the human gene is situated from -0.7 to -2.6 kb upstream
of the transcription start and contains important DNA motifs for binding of NF-«B, activator
protein 1, signal transducer, and activator of transcription protein 1, and NF-«B repressing
factor (Coia et al., 2005). The -954G/C variant is believed to have originated as a
consequence of selective pressure of Plasmodium in endemic area of Africa. The G allele has
been shown to be absent from Caucasian populations (Kun et al., 1998) as well as from the
Peruvian population (Martin et al., 1999). In Mexicans, the G allele was not associated with
tuberculosis (Flores-Villanueva et al., 2005). Two chromosome 17 genes NOS2A and CCL2
plays a role in susceptibility to tuberculosis in South African population (Moller et al., 2009).
Haplotype of two functional (rs9282799 and rs8078340) SNPs in the NOS2A promoter have
been significantly associated with tuberculosis. Presence of T allele decreases the DNA-
protein complex formation and decreases the duration of DNA-protein interaction, which
leads to decrease NO production. The T allele of SNP rs8078340 is over represented in the
patients. As NO possess potent antimicrobial effects, having ability to inhibit the growth of
many infectious organisms in vitro, polymorphism in the promoter alters the level of
NOS2A, decreasing the level of NO and thereby increases the susceptibility to tuberculosis.

A case-control association study of TB, patients and controls was performed in African-
Americans and Caucasians by Velez et al. (2009). Thirty-nine SNPs were selected from the
NOS2A gene, for single SNP, haplotype, and multilocus interaction analyses with other
typed candidate genes. In African-Americans, ten NOS2A SNPs were associated with TB.
The strongest associations were observed at rs2274894 and rs7215373. The strongest gene-
gene interactions were observed between NOS2A rs2248814 and IFNGR1 rs1327474 and
NOS2A 15944722 and IFNGR1 rs1327474. Three other SNPs in NOS2A interacted with TLR4
rs5030729 and five other NOS2A SNPs interacted with IFNGR1 rs1327474. No significant
associations were observed in Caucasians. These results suggest that NOS2A variants may
contribute to TB susceptibility, particularly in individuals of African descent, and may act
synergistically with SNPs in TLR4 and IFNGR1.

9. Vitamin D receptor (VDR) polymorphisms

The investigation of the genetic polymorphisms of vitamin D, VDBP, TLR, NOS2A and IFN-
Yy genes and resistance or susceptibility to M. tuberculosis infection was summarized by
(Preto, 2009). The vitamin D receptor (VDR) gene is one of the most important candidate
genes that play role in susceptibility to tuberculosis. Polymorphisms that affects the activity
of the receptor have profound impact. Genetic variants of the natural resistance-associated
macrophage protein (NRAMP1T) and vitamin D receptor (VDR) genes are associated with
smear-positive pulmonary tuberculosis in Gambian populations (Bellamy et al., 1998a,b;



16 Insight and Control of Infectious Disease in Global Scenario

1999). Vitamin D receptor (VDR) genotypes have been shown to be associated with
differential susceptibility or resistance to tuberculosis. The influence of Fokl, Bsml, Apal and
Taql variants of VDR gene on 1, 25(OH)(2) D(3) modulated granzyme A expression of
cytotoxic lymphocytes induced by culture filtrate antigen (CFA) of Mycobacterium
tuberculosis (Vidyarani et al., 2009). The Apal aa genotype and bbaaTT extended genotype
were associated with a significantly decreased percentage of granzyme A positive cells in
normal healthy controls. The study suggest that 1, 25(OH)(2) D(3) suppresses granzyme A
probably by down-regulating Thl cytokine response. Gao et al. (2010), has reviewed
published studies on VDR polymorphisms and TB susceptibility and quantitatively
summarized associations of the polymorphisms (Fokl, Tagl, Apal and Bsml). Among Asians,
the Fokl ff genotype showed a pronounced positive association, a significant inverse
association was observed for the Bsml bb genotype, and marginal significant associations
were found for Tagl and Apal polymorphisms. None of the studied polymorphisms have
shown a significant association to TB among Africans or South Americans.

9.1 Vitamin D-binding protein

VDBP is a multifunctional, highly expressed, polymorphic serum protein encoded by Gc
gene and is the major plasma carrier of vitamin D3 and its metabolites and ensures that
vitamin D is transported to the liver, 25(OH);D; to the kidney, and 1, 25(OH).Djs to target
cells and organs. A multi gene cluster at chromosome 4ql1-q13 includes albumin, a-
fetoprotein and Gc gene. Variations in exon 11 of the Gc gene at codons 416 and 420 give rise
to electrophoretic variants of VDBP, called Gcl fast (GclF), Gcl slow (GclS) and Ge2
differing by amino-acid sequence, as well as by attached polysaccharides. Combinations of
the three VDBP or Gc variants result in six common circulating phenotypes: Gc1F/Gc1F,
Gc1F/GclS, GelS/GelS, GelF/Ge2, GelS/Ge2, and Ge2/Ge2 (23). DBP polymorphism (Gc
phenotype) is related to the VDBP concentration and vitamin D status (Lauridsen et al.,
2005). The authors showed a strong correlation between higher, intermediate and lower
circulating levels of 25(OH):D5 and 1,25(0OH);D3 with Gcl-1, Gc1-2 and Gce2-2 phenotypes,
respectively, in Danish Caucasian postmenopausal women population. Variations in this
property could affect the functioning of the immune system, as DBP knockout mice
exhibited an impaired immune response to bacterial infections (White & Cook, 2000). A role
of DBP polymorphism in autoimmune diabetes mellitus and infectious disease in Polynesia
and Japan (Hirai et al., 2000) has been suggested. No differences in DBP phenotype were
seen among patients and the control group. In that study, frequency of Gc2 in tuberculosis
patients was slightly but not significantly higher than in the control group and this elevation
was at the expense of both Gc1F and Gc1S alleles.

9.2 The Toll-like receptors

The TLRs represent a group of single-pass transmembrane receptors, are expressed on
innate immune cells and works as sensors for pathogen-derived molecules, and play a role
in host-pathogen interaction (Aderem et al., 2000). TNF-a and NO is induced mostly by
macrophages soon after innate recognition of mycobacteria through TLRs (Underhill et al.,
1999). The role of TLR in resistance to M. tuberculosis was suggested initially by the fact that
MyD88-deficient mice are more susceptible to M. tuberculosis infection and by the
observation that TRL2/TLR1 reduced the viability of intracellular M. tuberculosis in human
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monocytes and macrophages, but not in monocyte-derived DCs (Liu et al., 2006). They have
also reported that TLR induces up-regulation of the VDR, la-vitamin D hydroxylase
(enzyme that converts inactive to active vitamin D), and CYP27B1 gene expression in
monocytes and macrophages.

The human TLR2 gene is located on chromosome 4q32 and is composed of 2 non-coding
exons and 1coding exon (Haehnel et al., 2002). In TLR2 gene, 89 SNPs have been reported,
(26 in the 5'-untranslated region, 17 in the 3'-untranslated region, 29 located in intronic parts
of the gene, and 17 modify bases of the third exon of TLR2). Six non-synonymous SNPs of
the TLR2 gene change amino acids in the cytosolic part of this receptor. Out of which, only
two have been linked to reducing NF-kB activation and increasing risk of infection. The first
SNP changes of C to T replacing arginine (Arg; R) with tryptophan (Trp, W) at position 677,
abolishing the binding with MyD88 with TLR2. This specific polymorphism located within
the bb loop of TLR2 (Arg677Trp) abolishes activation of NF-«B in response to M. tuberculosis,
resulting in decreased IL-12 serum level production by 677W carriers. The second TLR2 SNP
changes G to A, which substitutes an arginine for glutamine at position 753. The TLR2 753Q
seems to be associated with an increased risk of developing tuberculosis for carriers the AA
and AG genotypes (Ogus et al., 2004). Thuong et al. (2007) described a strong association of
SNP T597C TLR2 with susceptibility to military tuberculosis patients from Vietnam. Further
association was described among Koreans regarding the microsatellite polymorphisms in
intron II or TLR2 (Yim et al., 2006). In addition, TLR1 polymorphism in a non-synonymous
region (I602S) could be associated with TLR1/2 heterodimer binding sites to mycobacterial
lipopeptide, since individuals with 602II genotype produced substantially more IL-6 than
those with the 602SS variant. Currently, the polymorphism in TLR2 might be an important
risk factor for disease progression. The G to A (Arg753GIn) polymorphism at position 2258
in exon 3 and the guanine-thymine (GT) microsatellite repeat polymorphism (100 bp
upstream of the translational start site) in intron 2, have been associated with susceptibility
to clinical tuberculosis (TB) disease in Turkish and Korean patients, respectively (Ogus et al.,
2004; Yim et al., 2006). TLR2 promoter region, namely, -16934 A>T and -196 to -174 insertion
(Ins) >deletion (Del), polymorphisms have been associated with asthma and gastric cancer,
respectively (Eder et al., 2004; Tahara et al., 2007).

Patients with pulmonary TB and healthy controls, were examined for TLR2 polymorphisms
over locus -100 (microsatellite guanine-thymine repeats), -16934 (T>A), -15607 (A>G), -196 to -
174 (insertion>deletion), and 1350 (T>C) (Chen et al., 2010). An association exists between the
haplotype [A-G-(insertion)-T] and susceptibility to pulmonary tuberculosis. Patients with
systemic symptoms of tuberculosis had a lower -196 to -174 deletion/deletion genotype
frequency than those without systemic symptoms. TB patients with the deletion/deletion
genotype had higher blood NK cell counts than those carrying the insertion allele whereas
patients with pleuritis had a higher 1350 CC genotype frequency than those without pleuritis.
Patients of tuberculosis with the 1350 CC genotype had higher blood NK cell counts than those
carrying the T allele. TB patients carrying homozygous short alleles for GT repeats had higher
blood NK cell counts than those carrying one or no short allele. Thus, an association between
the specific TLR2 haplotype and susceptibility to pulmonary TB have been reported. In
patients with pulmonary TB, both the -196 to -174 Del/ Del and 1350 CC genotypes were
associated with an increased blood absolute NK cell counts.
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9.3 TLR4 polymorphism

Toll-like receptor (TLR) 4 has been described to play a main role in the innate immunity
against TB. The association between two particular SNPs in human TLR4 (Asp299Gly and
Thr3991le) and active TB has been studied in non-HIV Africans with contradictory results.
However, studies focusing on the effect of these TLR4 SNPs in active TB within a Caucasian
HIV population are lacking. The association between TLR4 Asp299Gly and Thr399Ile SNPs
and active TB, in Caucasian Mediterranean HIV-infected individuals were analyzed by
Ildefonso et al. (2010). Asp299Gly were independently associated with active TB and
inversely with latent TB prophylaxis. An independent association between TLR4 Asp299Gly
SNP and active TB in Caucasian Mediterranean HIV-infected patients was detected.

9.4 Toll-like receptor 8 polymorphisms

Davila et al. (2008) studied TB association and expression of 18 genes involved in the Toll-
like receptor (TLR) pathways. The polymorphisms in pulmonary TB patients and controls
from Indonesia was genotyped. The four polymorphisms in the TLR8 gene on chromosome
X showed evidence of association with TB susceptibility in males, including a non-
synonymous polymorphism rs3764880 (MetlVal).They have also genotyped these four
TLR8 polymorphisms in an independent collection of pulmonary TB patients and controls
from Russia and again found evidence of association in males (for rs3764880). A marked
increase in TLR8 protein expression was also observed directly in differentiated
macrophages upon infection with M. bovis, bacille Calmette-Guerin (BCG). A role for the
TLR8 gene in susceptibility to pulmonary TB across different populations have been
reported. Polymorphisms (1805 G/T in TLR1, 2258 A/G in TLR2, -857 C/T and -863 A/C in
TNF-a and -819 C/T in IL-10) was genotyped in tuberculosis patients and controls by Mai
Juan et al. 2010. Multivariate logistic regression analysis revealed that the TT genotype of -
857 C/T in TNF-a gene was significantly associated with lower risk of PTB, in comparison
with other genotypes. The genetic variant of -863 A/C in TNF-a gene was associated with
susceptibility to PTB and clinical severity of disease. The results of the study suggest that the
variants in TNF-a gene were associated with susceptibility to PTB and clinical severity of
disease, while no significant association have been reported for TLRs and IL-10 genes
polymorphisms and tuberculosis.

9.5 PTPN22 gene polymorphism

The PTPN22 gene encodes the lymphoid tyrosine phosphatase that has an important
regulatory effect on T- and B-cell activation in immune response. Lamsyah et al. (2009)
reported an association of PTPN22 gene functional variants with development of
pulmonary tuberculosis in Moroccan population. The two missense polymorphisms of the
PTPN22 gene (R620W and R263Q) and susceptibility to TB in the Moroccan population was
investigated. A statistically significant difference exists in the distribution of the PTPN22
1885T allele between pulmonary TB patients and healthy controls. In case of PTPN22 R263Q
(G788A) SNP, there is an increase of 788A allele frequencies in TB patients compared with
those in healthy individuals. These results suggest that PTPN22 gene variants may affect
susceptibility to TB in the Moroccan population.



Biomedical Importance of Host Genetic Factors in Infectious Diseases 19

9.6 Human V-ATPase polymorphism

Capparelli et al. (2009) tested for polymorphisms in the intron 15 and the 5-untranslated
region of the gene coding for the a3 isoform of the human ATPase gene in pulmonary
tuberculosis patients and controls. Alleles (two at each site) segregated in the form of four
haplotype pairs. The double heterozygous patients were protected against tuberculosis and
the double homozygous patients were susceptible to the disease.

9.7 MIF, FCGR2A, and FCGR3A gene polymorphisms

The polymorphisms of macrophage migration inhibitory factor (MIF), Fcg receptors CD16A
(FCGR3A) and CD32A (FCGR2A) genes and susceptibility to pulmonary tuberculosis (PTB)
in the Moroccan population, was analyzed (Sadki et al., 2010). The genotyping for MIF-173
(G/CQ) (rs755622), FCGR2A-131 H/R (rs1801274), and FCGR3A-158V/F (1s396991) have
been done. A statistically significant increase of the MIF -173CC homozygote genotype and
MIF -173*C allele frequencies in PTB patients compared with healthy controls was detected.
In contrast, no association was observed between FCGR2A-131H/R and FCGR3A-158V /F
polymorphisms and tuberculosis disease. The finding suggests that MIF -173*C variant may
play an important role in the development of active tuberculosis.

9.8 CCR2, MCP-1, SDF-1a & DC-SIGN gene polymorphisms

Investigation showed that chemokine, chemokine receptor and DC-SIGN gene
polymorphisms were associated with susceptibility /resistance to HIV and HIV-TB in south
India (Alagarasu et al., 2009). CCR2 V64I (G/ A), monocyte chemoattractant protein-1 (MCP-
1) -2518 A/G, stromal cell derived factor-lalpha; (SDF-lalpha) 3'UTR G/A and DC-SIGN
gene polymorphisms were studied in HIV-1 infected patients without TB, with pulmonary
TB (PTB) and extrapulmonary TB, PTB patients without HIV and healthy controls. No
significant difference was detected in the genotype frequencies of CCR2 V64I, MCP-1 -2518
and DC-SIGN polymorphisms between the study groups. A significantly increased
frequency of GG genotype of SDF-lalpha polymorphism was observed among positive for
HIV and PTB patients compared to healthy controls. The GG genotype of SDF-lalpha 3'UTR
polymorphism may be associated with susceptibility to PTB in HIV-1 infected patients.
Raghavan et al. (2009) have detected the HLA-DR2 subtypes and the possible HLA-A/-B/-
DRBI1 haplotype combinations that are associated with susceptibility or resistance to HIV
and HIV with pulmonary tuberculosis (HIV*PTB*). Overrepresentation of HLA-DRB1*1501
in HIV*PTB- patients and DRB1*1502 in HIV*PTB* patients as compared to healthy controls
was detected. An increased frequency of HLA-A2-DRB1*1501 haplotype in HIV+PTB-
patients and HLA-A2-DRB1*1502 among HIV*PTB* patients compared to healthy controls
have been identified. The study suggests that HLA-A2-DRB1*1501 haplotype may be
associated with HIV infection while HLA-A2-DRB1*1502 haplotype might be associated
with susceptibility to PTB in HIV patients. HLA-B40-DRB1*1501 and HLA-B40-DRB1*04
haplotypes may be associated with susceptibility to HIV infection and to PTB in HIV
patients (Raghvan et al., 2009).

9.9 TIRAP polymorphisms and susceptibility to childhood TB

The adaptor protein TIRAP mediates downstream signaling of TLR2 and TLR 4. TIRAP
gene polymorphisms have been associated with susceptibility and resistance to tuberculosis
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(TB) in adults in South Africa. Dissanayeke et al. (2009), identified 13 SNPs, and found
significant differences in frequency of the variants between the two ethnic groups. The
frequency of individual polymorphisms or combinations did not vary between TB cases and
controls in either cohort. The 558C—T polymorphism previously associated with TB
meningitis (TBM) in a Vietnamese population was found to be associated with TBM in the
mixed ancestry group. The study suggests that, polymorphisms in TIRAP do not appear to
be involved in childhood TB susceptibility in South Africa.

10. Mannose-binding lectin (MBL) polymorphisms

Mannose-binding lectin (MBL) is considered an important component of innate immunity.
Four functional MBL2 alterations in codons 52, 54, 57 and in the promoter at position c.1-290
are correlated with significantly lowered MBL serum levels. These variants have been
associated with susceptibility to a variety of infectious agents as well as with various
immunologic disorders. The gene encoding MBL is located on chromosome 10 and is
designated as MBL2. MBL elicits complement activation by binding to mannose- and N-
acetylglucosamine sugar groups on various microorganisms. Variations in the serum MBL
levels are mainly due to the presence of three common point mutations in exonl of MBL2 gene
at the codons 52 (rs5030737), 54 (rs1800451) and 57 (rs1800450). MBL deficiency is an example
of evolutionary selection, as MBL deficiency reduces the capacity of mycobacteria to invade
macrophages, thus provide resistance to TB (Garred et al., 1994). Variations at codons 52, 54
and 57 lead to low or near absent serum MBL. A study from South African suggested that
hetrozygotes for MBL54 have protection against tuberculosis meningitis (Hoal-Van Helden et
al., 1999). TB patients as compared to controls have an increased genotype frequencies for
mutant homozygotes at codons 52, 54 and 57in South Indians but no such association have
been reported in China, Poland, Turkey, Malawi, Tanzania and Gambia.

10.1 Complement receptor polymorphisms

The complement receptor-1(CR1) present on the surface of the macrophages is associated
with phagocytosis of various microorganisms, including M. tuberculosis. Homozygotes in
one of five CR1polymorphisms (Q1022H) are associated with increased TB risk in Malawi.

10.2 Purinergic P2X7 receptor

Purinergic P2X7 receptors are cationic channels present on the cells in the blood and
immune systems. A polymorphism with a 1513 A-C (rs3751143) that replaces the glutamic
acid at residue 496 by alanine, was not associated with pulmonary TB in Gambia (Li et al.,
2002). No link of 1513 SNP with pulmonary TB was found in Southeast Asian refugees from
Australia but a strong association existed between the C polymorphism and
extrapulmonary TB (Fernando et al., 2006).

10.3 Association analysis of susceptibility region on chromosome 5q31 for
tuberculosis

In the Asian population the chromosome 5q23.2-31.3 has been identified as a region with
linkage to tuberculosis (Ridruechai et al., 2010). A putative tuberculosis susceptibility locus
was investigated, in a family-based association test between the dense SNP markers within
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chromosome 5q31 and tuberculosis in Thai trio families. Seventy-five SNPs located within
candidate genes covering SLC22A4, SLC22A5, IRF1, IL5, RAD50, IL13, IL4, KIF3A and
SEPT8 were genotyped. Association analysis revealed the most significant association with
tuberculosis in haplotypes comprising SNPs rs274559, rs274554, and rs274553 of SLC22A5
gene, which remained significant after multiple testing corrections. The two haplotypes
within the SLC22A4 and KIF3A region were associated with tuberculosis. Haplotypes of
SLC22A5 were significantly associated with the expression levels of RAD50 and IL13. The
variants carried by the haplotypes of SLC22A4, SLC22A5, and KIF3A region potentially
contribute to tuberculosis susceptibility among the Thai population.

10.4 Genome-wide analysis of genetic susceptibility to tuberculosis

Bellamy et al. (1998b), performed genome-wide analysis of genetic susceptibility to
tuberculosis in Africans. A two-stage genome-wide linkage study to search for regions of
the human genome containing tuberculosis-susceptibility genes was carried out. Sibpair
families that contain two full siblings, affected by clinical tuberculosis were used. 299 highly
informative genetic markers, spanning the entire human genome, were typed in 92 sibpairs
ffrom Gambia and South Africa in the first round. To identify whether any of these regions
contained a potential tuberculosis-susceptibility gene, 22 markers from these regions were
genotyped in a second set of 81 sibpairs from the same countries. Markers on chromosomes
15q and Xq showed suggestive evidence of linkage to tuberculosis. These results indicate
that genome-wide linkage analysis can contribute to the mapping and identification of
major genes for multifactorial infectious diseases of humans. Thye et al. (2009) have
identified a genetic variant, which increases susceptibility to tuberculosis (TB) in African
populations using genome-wide association (GWA) study. The studies involve analysing
hundreds of thousands of genetic markers across the human genomes in search of variants
found in patients but not in healthy controls.

Control of the TB epidemic requires more than developing new drugs. The diagnostic and
therapeutic facilities of health care centers in developing countries must be improved, and
the socioeconomic status and general welfare of patients (including nutritional and HIV
status) should be addressed to help eradicate TB. The development of tuberculosis or other
mycobacterial diseases is the result of a complex interaction between the host and pathogen
influenced by environmental factors. Numerous host genes are likely to be involved in this
process. A variety of study methods, have contributed to substantial progress in advancing
our understanding of genetic susceptibility to tuberculosis.
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New infectious diseases emerge with a high regularity; it has recently been estimated that a
novel infectious disease agent either emerges or re-emerges approximately every 8 months.
This latter statistic is supported by the observation that there have been over 335 emerging
infectious disease (EID) events between 1940 and 2004 (Jones et al., 2008). Of course, not all
of these EID events represent a threat to human health, indeed many of these are infections
of animals, although approximately 60% are also zoonotic infections (which by definition
can be transmitted between animals and humans); another additional proportion also have
the potential to cross the species barrier. Since 1970 there have been approximately 30 new
species of pathogen emerge which cause human infection. Table 1 lists these pathogens
(taken from World Health Organisation, 1999).

Year Pathogen Year Pathogen

1972 Small Round Structured Viruses 1989 Hepatitis C virus

1973 Rotavirus 1990 Human herpesvirus-7
1975 Astrovirus 1990 Hepatitis E virus

1975 Parvovirus B-19 1991 Hepatitis F virus

1976 Crytosporidium parvum 1992 Vibrio cholerae 0139:H7
1977 Ebola virus 1992 Bartonella henselae
1977 Legionella pneumophila 1993 Sin Nombre virus

1977 Hantaan virus 1993 Hepatitis G virus

1977 Cambylobacter jejuni 1994 Sabia virus

1980 HTLV-1 1994 Human herpesvirus-8

1981 Toxigenic Staphylococcus aureus 1995 Hendra virus

1982 HTLV-II 1996 Prion (BSE/vC]D)

1982 Borrelia burgdorferii 1997 Influenza A virus (H5N1)
1983 E.coli 0157:H7 1997 Transfusion-transmitted virus
1983 HIV 1997 Enterovirus 71

1983 Helicobacter pylori 1998 Nipah virus

1988 Human herpesvirus-6 1999 Influenza A virus (Hong Kong “flu)
1989 Ehrlichia spp. 1999 West Nile virus

Table 1. Emerging Infectious Disease Pathogens, 1972-1999.
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An emerging infectious disease may be defined as one that has appeared in a population for
the first time, or that may have existed previously but is rapidly increasing in incidence or
geographic range (World Health Organisation [WHO]). This definition is quite generic and
many consider EID’s as those which are either genuinely novel infectious disease pathogens
(examples include the SARS coronavirus which emerged in 2003) or those where there has
been a paradigm shift in their genotype or phenotype such that it poses a new threat to
health (examples include the appearance of multi-drug resistant Mycobacterium tuberculosis
and other bacterial pathogens). These latter pathogens are frequently referred to as re-
emerging infectious diseases, to discriminate them from completely novel disease agents.
Because of the apparent rise in the incidence of EIDs during the 1980’s and 90’s (HIV/AIDS,
vC]D efc.), factors involved in the process of emergence were analysed by a number of
workers. One such study (Taylor et al., 2001), concluded that although over half of EIDs
were zoonotic in origin, the route of transmission had no effect on the likelihood of
emergence, rather it was the taxonomy of the organism that was the root cause. They
concluded that viruses and bacteria were of much higher likelihood of emergence, whereas
parasites such as Helminths, were very unlikely to ever emerge.

Despite the advances in medical science, infectious diseases still constitute a threat to human
survival, health and well-being and have done since human life began. Immediately
following the discovery of penicillin, there was a mood of optimism that felt that the
conquest of infectious diseases was a war that had been won; rather it seems it was merely
the first skirmish in a very long-lasting battle. In the first decade of the 21st century, we
know that infectious diseases represent a major global threat, accounting for some 41% of
the global disease burden and in the UK alone, infectious diseases now account for
approximately 70,000 deaths per annum and 40% of the population in the country consult a
medical practitioner each year because of infection (Donaldson, 2001). It is clear, therefore,
that infectious diseases remain a major global threat and that the burden of disease with an
infectious aetiology is very high. There are a large number of interventions that can be
applied to the control of infectious disease and for health protection. Interventions include
simple public health control measures (hand-washing, quarantine, supply of clean water
etc.), diagnostic tests, therapeutic treatments and vaccines. These different aspects will be
discussed in greater depth in the following sections.

2. Vaccination

Vaccination is the process by which the adaptive immune system is stimulated to produce a
deliberate response. Typically, vaccines comprise an antigenic component (or components)
which are administered by a variety of routes and mimic the infection against which
protection is sought. Modern vaccination was probably first described by Edward Jenner
(there are reports that a similar approach had been used some years earlier) in 1796; indeed
it was Jenner who coined the phrase vaccination. The term is derived from the Latin word
vacca meaning “cow”, so derived since the first “vaccination” used material from cowpox
viral lesions on a milk-maids hands as protection against Smallpox infection (reviewed in
Lombard et al., 2007). Strictly, vaccination may be considered to be the process of
introducing a foreign antigen into the body for the purpose of protection against infectious
disease, whereas, immunisation is the process by which a vaccine induces an immune
response against a foreign antigen - a subtle difference in meaning, although in practice the
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two terms are often used interchangeably. From these early beginnings, there are 26
currently licensed vaccines widely available and administered as components of vaccination
programmes. These 26 vaccines are shown in Table 2 below.

Vaccine Vaccine
Anthrax Pertussis
Cervical cancer (papilloma virus) Pneumococcal infection
Chicken pox virus Poliomyelitis
Cholera Rabies
Diphtheria Rotavirus
Group A & C Meningococcal infections Rubella

Hib infection Shingles
Hepatitis A Smallpox
Hepatitis B Tetanus
Japanese encephalitis Tuberculosis
Influenza Typhoid Fever
Measles Varicella
Mumps Yellow Fever

Table 2. Licensed Vaccines Currently Available for Use.

The table above illustrates that there are available vaccines for many of the “common”
infectious diseases, yet despite this availability, there still exists a considerable disease
burden for many of the diseases shown in Table 2. One might reasonably question why this
is so, and the answer is multi-fold. Firstly the aspect of vaccine efficacy needs to be
considered; the availability of a licensed vaccine does not, of course, indicate that use will
result in 100% protection of the recipient. Due to the very different immune profiles
observed within the human population, there will be a response curve which at one end
results in next to no (or at least very low) levels of protection, whereas at the other end of
the scale, recipients will show good protection. Taken on a population level, this means that
there will always be a proportion of the population which are unprotected and thus the
disease is still able to circulate. The above reasoning also assumes that take-up (and indeed
availability) of any vaccine is 100% within a population; it is not due both to the cost
involved in vaccinating entire populations and the choice which some make not to receive
vaccination when offered. This latter point is very well illustrated by the recent issues
surrounding the MMR (Measles, Mumps & Rubella) tri-valent vaccine within the UK.
Adpverse scientific publications (for an update on the current scientific evidence and lack of
any link between these events see DeStefano & Williams, 2004), indicating a link between
receipt of the vaccine and autism in children has meant that many parents decided not to
allow their children to receive the vaccine and the UK now has a considerable measles
outbreak due to much higher levels of susceptibility within the population (see ECDC
measles Surveillance Report, 2011). It is of note, though, that the risk of real adverse events
with the MMR vaccine are very low; the risk of brain damage due to receipt of the vaccine is
calculated to be approximately 1/100,000 (this is due to the measles component of the
vaccine), whereas the risk of brain damage if a child catches measles is approximately
1/1000, a figure which is considerably higher.
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2.1 Types of vaccine

There are basically three ways of making vaccines against infectious diseases, all rely on a
level of knowledge about the pathogenesis of the disease and ideally about the virulence
factors which the pathogen employs. That vaccination is an effective method to protect the
health of a population is well known and documented; the figure below illustrates the
reduction in numbers of ill and in numbers of deaths for a fictitious respiratory disease,
spreading with a population of approximately 60 million people (Fig. 1). A large number of
assumptions have been made in running this very simple Susceptible, Infected, Recovered
(SIR) model, one of which was that a new vaccine had to be developed and that the time
taken to both produce a crude, whole-cell vaccine, plus manufacture enough to be used
widely, resulted in an approximately 50% reduction in the overall numbers of fatalities (C.
Norris & N J Silman, Unpublished). Of course, modelling the same disease, but making the
assumption that a vaccine already exists can reduce the impact of the disease even more
than that shown in Fig.1.
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This figure is shown merely to illustrate the point that development of a new vaccine in the
event of an emerging disease can have a very profound effect on the outcome of the disease
(this point was well made during the recent HIN1 influenza pandemic). The illustration also
includes an element of diagnostic roll-out, where we made the assumption that in the early
stages of a newly emerged pathogen, simple public health control measures would be
invoked to control person to person transmission and that these measures would be
supported by a diagnostic test.

The three different approaches to vaccine development will be discussed in greater detail in
the sections which follow, and their potential for use in producing vaccines against rapidly
emerging pathogens will be discussed further.
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2.1.1 Whole-cell vaccines

The simplest vaccines comprise growing up the pathogen and inactivating a crude,
unfractionated preparation. This is an approach which has been used for a considerable
length of time and vaccines made using this relatively simple rationale are still widely used.
Examples taken from table 2 include Anthrax, Japanese encephalitis, influenza, yellow fever
and typhoid fever; the reader will note that both bacterial and viral vaccines are made using
the same approach and both types can show good efficacy in use. There are, of course, a
number of examples where such an approach is not successful; examples here include
vaccines that were produced against Cholera, Plague, meningitis and Smallpox. These
vaccines failed because of a paucity of understanding of the mechanisms of virulence (e.g.
the major virulence factor for Cholera is a toxin and thus a crude whole-cell preparation
would not contain this secreted component). However, it is still considered that this method
of rapidly producing a vaccine could be used in the event of a newly emerging infectious
disease that had a high mortality rate and was highly transmissible within the population.
Although there are examples of vaccines for both bacteria and viruses produced by this
method, it is generally considered that the approach is probably more suited to production
of viral vaccines due to their lower complexity. Probably the most commonly used vaccine
of this type which is still produced and updated year on year is the split virion influenza
vaccine that is produced seasonally. This vaccine comprises an unpurified preparation of
virus typically grown in egg-culture (although there are notable examples of cell-culture
grown influenza virus vaccines which are licensed for use or in clinical trial) and
inactivated. The rationale is that the major antigenic components of the influenza virus are
the haemagglutinin and neuraminidase, both of which are surface proteins against which
considerable immune responses are mounted. Interestingly, despite the longevity of use of
this vaccine and the considerable number of clinical trials and research work that has been
conducted, the correlates of protection for influenza are still unknown (Montomoli et al.,
2011).

Looking at the list of recently emerged pathogens shown in Table 1, it is interesting to note
that this approach has been used to develop vaccine candidates for a number of the
pathogens. The most notable example is HIV/AIDS, for which there is still no effective
vaccine and that an inactivated viral preparation did not exhibit high protective efficacy.
Thus, for this method of vaccine development to be of value for an emergent pathogen a
number of criteria need to be fulfilled, some of which will not be obvious when the disease
first emerges. Firstly, the disease needs to have a high mortality rate, such that use of a
vaccine is absolutely required. Secondly, it must be highly transmissible, since an infection
with a low rate of transmission (Rg) can be controlled by other public health measures, a
good example of such a pathogen was the SARS coronavirus, which was transmissible but
had a relatively low Roand thus was adequately controlled by quarantine. Thirdly, natural
infection should induce a protective immunity, otherwise an inactivated preparation is
unlikely to induce immunity if the natural infection is incapable of so doing. This last
consideration is very unlikely to be understood at the point when the pathogen emerges and
will only be fully understood after a considerable length of time, most probably once an
epidemic or pandemic situation has passed. The speed that a vaccine must be deployed is
illustrated in Fig.2, which shows the effect on the numbers of infectious people within a
population as the reproduction rate of the infectious disease pathogen is varied.
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Fig. 2. Effect of Varying Ro on the Number of Infectious People within a Population.

This figure illustrates a modest range of Ry values between 1.2 and 1.6, the point to note is
that even with small variations in the Ry value, large differences in the numbers of infected
people are observed and the time that maximum numbers of people are infected varies
between approximately 130 and 240 days. This should be compared with the reproduction
rate of typical influenza viruses which may be up to Ro = 3 (that is, 3 uninfected people are
infected by each infectious member of the population). The lower values used in this
illustration were seen with the SARS coronavirus and perhaps illustrate why a vaccine was
not developed against this pathogen during the epidemic phase.

2.1.2 Attenuated vaccines

Another approach to the rational design of vaccines for existing or emerging pathogens is
the attenuation of virulent strains. Here, a strain is used which is not able to produce
fulminant infection as a result of its’ attenuation. In contrast to the inactivated vaccines
described in section 2.1.1, these vaccines comprise live micro-organisms. Historically,
attenuated strains were first obtained by serendipity often following prolonged sub-culture
or passage (for example see Barrett et al., 1990). Good examples of this occurrence are the
Yellow fever 17D strain which was naturally attenuated by repeated passage and has been
used as a vaccine against this disease since the 1950’s. Interestingly, the mechanism of
attenuation is still not known, although the vaccine has a long history of safe use, except in
those members of the population with an egg allergy (the virus is propagated in egg
culture). Another well-known example of an attenuated vaccine strain is the Polio virus
vaccine, of which there are two vaccines in use. The first, the Salk vaccine is an inactivated
viral preparation whilst the second, called the Sabin strain is an attenuated Polio virus (see
Pearce, 2004). The Sabin vaccine was trialled between 1957 and 1962, when it was licensed
for widespread use. The vaccine is taken orally and was attenuated by repeated passage in
the brains of mice. By the seventh passage the virus was found to be no longer capable of
infecting mice via the neurological route. A further 2 to 3 passages through rats confirmed
the attenuation and the strain was considered safe for human inoculation. The development
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of polio vaccines in the 1950’s was a response to the large burden of disease caused by this
virus and delivery of the Salk and Sabin vaccines constitutes the first mass-immunisation
programmes. At the current date, Polio is still yet to be eradicated, despite efforts which
began in 1988 between the WHO, UNICEF and the Rotary Foundation, however the hope is
that this virus will soon be committed to history.

As the above example illustrates, the process of attenuation is not one which can be
undertaken rapidly. There is no rational way of determining whether a strain may be
attenuated by simple repeated passage or not and therefore the utility of such an approach
is of limited value in responding to emergence of new infectious diseases. There are, of
course, alternative ways of attenuating pathogenic strains of microorganism. For example,
in the time between isolation of the Sabin strain and the present day, the mutations which
are responsible for this strains lack of neuro-infectivity have been mapped to the internal
ribosome entry site (IRES) of the virus in the currently used strain, a derivative of the
original Sabin isolate. Extensive characterisation of the series of viruses that have been used
as live-attenuated Polio vaccines has indicated that there are fifty-seven nucleotide
substitutions which distinguish the attenuated Sabin 1 strain from its virulent parent (the
Mahoney serotype), with a two further nucleotide substitutions between the Sabin 2 and
parent strain, and ten more substitutions are involved in further attenuating the Sabin 3
strain (Kew et al., 2005).

An alternative to repeated passage is the rational deletion of one or more genes from the
genome of the organism. This approach requires in-depth knowledge of the virulence or
pathogenicity factors which the infectious micro-organism uses to achieve infection in the
human host. There are a number of examples where this approach has been successfully
used. In view of the subject within this chapter to look at prospects for emerging infectious
diseases, the live attenuated influenza vaccine (LAIV) will be used as a discussion example
to illustrate this approach. There is currently only one licensed influenza vaccine based
upon this LAIV technology, although, like other influenza vaccines, the virus backbone is
used to construct vaccines against currently circulating strains by recombination with the
genomic segments encoding the haemagglutinin and neuraminidase genes from the
currently circulating strains. The LAIV is licensed in the USA by FDA and sold under the
trade name of FluMist™. The backbone strain used for this vaccine is a cold-adapted strain
which is attenuated since it is not able to complete the cycle of replication at normal human
body temperatures. The relatively small genome of the influenza virus has been completely
sequenced from this strain and many nucleotide substitutions have been made to ensure
that the strain cannot revert and also to improve its growth properties in cell, rather than
egg culture as this is a more scalable technology for rapid vaccine manufacture than is egg
culture.

A similar approach may be envisioned for viral groups such as the Flaviviruses. This is an
important group of viruses, whose members have been responsible for several infectious
disease outbreaks during the last two decades. Their members include Yellow fever virus,
West Nile virus and Dengue virus and they are viruses with segmented RNA genomes. One
of the key factors in the emergence of new pathogens is the presence of an RNA genome as
this allows rapid recombination, mutation and hence evolution and adaptation. This group
is therefore of great importance when horizon scanning for the next emergent viral disease
and only one flavivirus already has a licensed vaccine (Yellow fever). There are vaccines
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against Dengue virus in clinical trial, since this is a disease with a worldwide distribution
and serious complications can be observed if re-infection with a different serotype occurs
(Dengue haemorrhagic fever). West Nile virus is a classic example of an emergent viral
infection; it arose in the West Nile delta in North Africa and was transported by cervid birds
into North America where, as it is a mosquito vector-transmitted disease, it has caused
seasonal outbreaks in every subsequent year (see Campbell et al., 2002). Chikungunya virus
has similarly spread across the Indian Ocean and has also been imported into Europe where
it caused a limited outbreak in Italy during 2009 (Beltrame et al., 2007). It is likely that
infection with one flavivirus induces an immunity against some other viruses within the
group, based on the observation that antibodies against many of these viruses cross-react
with flaviviral antigens in ELISA assays and thus make clinical infection with a particular
virus impossible to diagnose by serology alone. By comparing different flaviviruses with the
Yellow fever 17D vaccine, it should be possible to produce vaccines against this range of
viruses by using the same approach to attenuate different viruses. What is unknown, once
again, are the correlates of immunity for not only Yellow fever infection but for any of the
other flavivirus infections. Care will also be needed to avoid any complications by priming
the immune system as are seen in Dengue virus infection. As a method of rapidly producing
a vaccine strain, attenuation by repeated passage is not useful due to the extensive length of
time that it may take to produce an attenuated virus and the additional time required to
demonstrate irreversible attenuation.

2.1.3 Sub-unit vaccines

Probably the most rapid way to make a vaccine against a newly emerging pathogen is to use
a recombinant technology approach and identify a single immunogenic antigen, clone out
and express the gene encoding that particular antigen. A common theme that we have
observed whilst discussing vaccinology, is that rational vaccine design has an absolute
requirement for good understanding of both the factors which affect pathogen virulence as
well as those which contribute to immunity in the host. Although this has been discussed
previously, it bears repeating that in the event of a newly emerging pathogen, these data
will not be available and that the second best approach is to fall back to an inactivated whole
pathogen preparation. Assuming, however, that we are aiming to develop a vaccine against
a pathogen which is similar to one about which we have considerable knowledge, then a
rational sub-unit approach is likely to be used. Once again the caveat is that a single sub-
unit(s) may not induce complete protective immunity, as there may well be multiple
components involved in protection following natural infection. There are numerous
examples where single sub-unit vaccine candidates fail to provide complete or even any
protection, a good illustration of this observation is the lack of complete protection afforded
by single sub-unit vaccines in HIV infection (inactivated virus also fails to induce protection
though).

Yersinia pestis, the bacterial causative agent of plague, is a re-emergent infection as it has
caused recent outbreaks in geographical areas that have previously not experienced
infections caused by this organism. Fig. 3 below illustrates that although there are a large
number of surface antigens, against which an immune response is induced (as determined
by the presence of human antibody response), only two are associated with protective
immunity, these are the F1 and V antigens and both are virulence factors encoded by
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transferrable plasmids. A vaccine containing the F1 and V-antigens is being developed,
although because of the low prevalence of disease, it is unlikely to be widely used. As an
exemplar of the approach that can be taken with emerging and re-emerging diseases, it
illustrates perfectly the requirement for a thorough understanding of the pathogenesis of the
organisms as well as understanding the host immune response.
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Fig. 3. Identification of Protective Antigens in Yersinia pestis.

3. Therapeutic interventions

There are a great number of therapeutic interventions that can be applied to the control of
infectious diseases. The key type of interventions are discussed in greater detail below, and
as a general trend, we have observed a move towards more targeted approaches to design of
therapeutic compounds. During the last 30 years, the period under discussion when
considering emerging infectious diseases, there has been a marked change in the scientific
approaches to discovery of therapeutic molecules. There were a great many researchers
using natural product libraries during the 1970’s and 80’s to discover compounds with
activity against a wide range of biological activities; of relevance to infectious diseases are
those which exhibited antimicrobial activity. A consequence of these high-throughput
screening programmes was that several new classes of antibiotic were discovered during
this time, but subsequently there have been very few new discoveries and there is now a
real shortage of new antimicrobial compound groups to counteract the rise of antimicrobial
resistance. Future research to meet clinical unmet needs, must incorporate the rational
design and discovery of new ways of combating antimicrobial resistance, be it new
antibiotics or other therapeutic approaches.

3.1 Antimicrobial compounds

The majority of currently licensed antibiotics were discovered between 40 and 60 years ago
and modern drugs are mostly derivatives of existing classes of drug. Despite the increased
need to treat expanding populations against micro-organisms exhibiting increasing levels of
resistance, there has been a reduction in the effort by the major pharmaceutical companies to
discover new antibiotics (Marinelli, 2009). There have been a number of high, but unrealised
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expectations driven by high-throughput screening, combinatorial chemistry and microbial
genome sequencing that have failed to deliver the new compounds required. It is interesting
to note that during the “Golden Age” of antibiotic discovery (1940-1960) approximately
12,000 compounds were screened and resulted in 160 licensed products (0.01%). This
statistic played a major part in the evolution of antibiotics where research effort was
directed towards the improvement of existing chemotypes (increased potency, stability and
pharmokinetics, reduced side-effects) rather than discovery of novel compound classes.
Those that did continue to invest research funds into discovery rather than improvement
were rewarded by the discovery of some new chemotypes such as thienamycin, daptomycin
and echinocandins. One of the main confounders to the discovery of new compounds was
the high rate of re-isolation of existing compounds, requiring a different approach to
screening assays from the traditionally used inhibition of bacterial growth that has been
used since Alexander Fleming discovered Penicillin in 1928. This need has led to the
introduction of functional, cell-free assays, but this has not resulted in the desired increase
in discovery of novel compounds. Moreover, the availability of whole genome sequence
data for a wide range of pathogenic bacteria and viruses similarly has not resulted in
discovery of novel chemotypes, despite high investment by the pharmaceutical companies.

There are, however, several prospects for the discovery of new classes of chemotype. The
first of these is to harness the wealth of structural data that are now available, but this
approach requires an in-depth knowledge of the biology of the target micro-organism. There
are a number of documented examples of this approach being coupled with virtual high-
throughput screening (VHTS) against virtual compound libraries. One example is that
described by Reddy et al. (2006) for the rational discovery of small molecule inhibitors of
prion protein, a key emergent disease. Here a virtual compound library was screened for
molecules that would theoretically bind and inhibit prion protein from entering cells. A
similar approach has been taken to the design of inhibitors of the Anthrax toxin cell-binding
component (protective antigen; PA) which combines with two further toxin components to
exert the toxic effects, which typically result in death of the animal or human host. The
protein crystallography data were used for the PA molecule and the cell-receptor binding
site was identified from published research (Bradley et al., 2001). This crystal structure was
screened using VHTS and small-molecule inhibitors of this binding reaction were identified
and then synthesised and screened in vitro using functional assays for one of the two
Anthrax toxins (lethal toxin, a combination of PA and lethal factor). Many of the molecules
screened using this approach were subsequently found to have significant activity in the in
vitro assays; approximately 3% of the compounds screened were found to possess activity,
compared with the 0.01% that are typically obtained by high-throughput screening of
compound libraries (B. Chen, personal communication). This approach clearly holds much
promise for the rational design of novel chemotypes of antimicrobial compound and the
approach works irrespective of whether the pathogen is a virus or bacteria. This is therefore,
an attractive approach for the development of targeted inhibitors of a range of processes
involved in the pathogenesis of disease. The main caveat, though, is that a thorough
understanding of the virulence factors and pathogenesis of the disease are needed, along
with suitable structural data to enable this approach to be used to combat emerging
diseases. Clearly, when a pathogen first emerges, it is completely uncharacterised and such
a directed approach is not possible.
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Other approaches to the discovery of new chemotypes are the screening of compound
libraries derived from different sources. This approach somewhat mimics the approach used
during the “Golden Age”, in that compound libraries are screened using high-throughput
methods and inhibition of microbial growth at this stage is a precursor to further
characterisation. The libraries from which most antibiotics were derived are soil organisms,
but there are also untapped resources in the oceans, where there is a large number and
range of micro-organisms and from plant extracts where a number of compounds have
already been shown to possess antibacterial and/or antiviral activity. Examples are the
extracts from the garlic and clove plants (Arora & Kaur, 1999). A range of spice plants were
screened for activity and only these two extracts exhibited antimicrobial activity, however,
they were active against a range of Gram positive and Gram negative bacteria and yeasts.

As an adjunct to antimicrobial compounds, we should also consider those compounds
which modify activity of existing drugs. Such examples include £8-lactamase inhibitors such
as clavulanic acid (used as a proprietary preparation in conjunction with amoxicillin and
other f-lactam antibiotics) and efflux inhibitors which maintain an elevated drug
concentration within cells and hence improve antimicrobial efficacy.

3.2 Therapeutic antibodies

An alternative therapeutic approach to emerging infectious diseases is the use of antibodies
to treat disease. This is a concept which has existed for a considerable time, however, only
relatively recently have therapeutic antibodies really been used against infectious diseases.
As of 2006, there were 20 therapeutic antibodies approved as therapeutics by the FDA (Das,
2006), but they offer considerable potential for the rapid treatment of emerging infectious
diseases. One may question why this should be; the answer is straightforward, since
protection from infection by pathogenic micro-organisms may be either active, and induced
by immunization using prophylactic vaccines (see section 2.1), or passive. One of the issues
discussed in section 2 was that prophylactic vaccines take a considerable time to make and
formulate and these can be too slow for a pathogen with a high rate of reproduction (Ro) in a
susceptible population. Passive immunity, where specific antibodies are administered, is a
viable alternative here and also for the treatment of diseases where antimicrobial therapy
may exacerbate the disease symptoms and also result in higher transmissibility (e.g.
ulcerative colitis caused by Clostridium difficile infection and toxin). Many advances have
been seen over the past decade which has allowed improved antibody engineering
technologies along with improvements in safety and efficacy. These developments, along
with a greater understanding of the immunomodulatory properties of antibodies, have
paved the way for the next generation of new and improved antibody-based drugs for the
treatment of human diseases. One major factor that makes this an attractive technology is
that antibody “factories” can be rapidly turned around to produce a stock of antibodies for
therapeutic use. This approach was recently described by Rogers et al. (2008) where they
developed a panel of neutralising antibodies against the SARS coronavirus, a recently
emerged pathogen, using a novel DNA display method. They describe their approach which
involved panning the library using whole SARS virus rather than just the spike protein
(which had been used by others, being a primary virulence factor for cell binding and entry).
Other therapeutic antibody approaches in development include those to treat toxigenic
effects following bacterial infection (Clostridium difficile, verotoxigenic E.coli, Anthrax toxin).
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The use of therapeutic antibodies certainly holds much promise for the treatment of
infectious diseases and is particularly attractive due to the rapidity that recombinant
antibodies may be selected, produced and manufactured at scale.

3.3 Other therapeutics

There are a considerable number of other therapeutic approaches in development or at the
research stage, far too many to comprehensively review here. Instead, we will concentrate
on some of the key areas where there are noteworthy developments.

3.3.1 Therapeutic vaccines

Firstly, we will consider therapeutic vaccines. In section 2 previously, we have considered
the use of vaccines for induction of prophylactic immunity. There is an alternative use of
some vaccines, however, and this is for prophylaxis following exposure to an infectious
disease micro-organism. A good example is the AIDS virus, HIV, which emerged in 1983
and for which, despite many attempts, there is no prophylactic vaccine. The Norwegian
biotech company, Bionor Pharma recently released results from a study of its therapeutic
HIV vaccine, Vacc-4x. There are recent data showing that the vaccine lowered patients' viral
loads and negated the need for antiretroviral therapy (Fierce Vaccines, 2011).

3.3.2 Phage therapy

Phage therapy entails the use of bacteriophage viruses that infect bacteria for the treatment
of bacterial infections. Phages are ubiquitously found in bacterial populations and control
the growth of bacteria in many environments, including in the intestine, the oceans, and the
soil. Phage therapy was in used in the 1920s and 1930s in the USA, Western & Eastern
Europe, however, success rates of this therapy have never been firmly established, because
only a limited number of clinical trials testing the efficacy of phage therapy have ever been
conducted. These studies were performed mainly in the former Soviet Union. The
development of antibacterial-resistant bacteria has once again sparked renewed interest in
phage therapy with several companies, universities and foundations across the world now
focusing on phage therapeutics. One of the main difficulties is that of delivery of the phage
to the site of infection, making them potentially more suitable for treatment of respiratory or
skin diseases than for deep-seated infections. There is also the safety concern about giving
live viruses to human subjects.

3.3.3 Bacteriocins

Bacteriocins are peptides that can potentially be more readily engineered than small
combinatorial chemistry generated molecules and are potential alternatives to conventional
antibacterial compounds. Different classes of bacteriocins have different potential as
therapeutic agents. Small-molecule bacteriocins (e.g. microcins and lantibiotics) are similar
to the classic broad-spectrum antibiotics whereas colicin-like bacteriocins possess a much
narrower activity spectrum, and require pathogen identification (and susceptibility testing)
prior to therapy. Limitations of large-molecule antibacterials include reduced transport
across membranes and within the human body. For this reason, they are usually used
topically or gastrointestinally.
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3.3.4 Chelation

A novel approach relies on the removal of essential nutrients for bacterial growth within the
host by chelation. These compounds are not suitable for use alone, but may have utility in
combination with conventional antibacterial compounds. A similar approach forms the
basis of a treatment for lymphoblastic leukaemia, where bacterially-derived L-asparaginase
is used as a therapeutic to remove L-asparagine, an essential amino acid for leukaemia cells
to grow and divide, from the circulating blood stream and hence effectively “starving” the
cancer cells.

3.3.5 Probiotics

Probiotics consist of live cultures of bacteria, which may become established as competing
commensal organisms and thus inhibit or interfere with colonization by microbial
pathogens. This approach has been used to reduce nasal carriage with Methicillin-resistant
Staphylococcus aureus (MRSA) by replacement therapy using a skin commensal
Corynebacterium sp. (Uehara et al. 2000).

4. Diagnostic tests

Diagnostic testing is not a therapeutic intervention, of course, but like other public health
control measures, this chapter would be incomplete without mention of its use. In the early
stages of an outbreak caused by any infectious disease pathogen, the public health control
measures are inevitably supported by diagnostic testing. When a new disease emerges, the
only factor that can be used for diagnosis is the clinical presentation. This is frequently
compounded by the observation that many diseases present at the early stage with non-
specific symptoms that are common with many less severe diseases. For example, the early
symptoms of the SARS virus are very similar to many other respiratory infections caused by
a range of viral pathogens, most of which do not require any intervention. Thus the power
and value of a good diagnostic is in the differentiation of a pathogen causing severe
infection from seasonally circulating infections of much lower consequence. Recently the
Health Protection Agency undertook a study to model the value of rapid diagnostics
development in the control of an outbreak caused by an emerging infectious disease (C.
Noris & N. ]J. Silman, unpublished). The conclusion was that the diagnostic was of value
only early in an outbreak when differential diagnosis was used to drive a policy of
“containment” of the disease, that is, preventing onward transmission by preventing non-
infected persons coming into contact with those who were infectious. Of course, quarantine
cannot be enforced, but it was an effective tool used in controlling the spread of the HIN1
“swine” influenza pandemic during 2009. At the stage of the outbreak where containment is
no longer possible, i.e. there are sufficiently high numbers of cases, then laboratory
diagnosis ceases to have any real value in the CONTROL of the pandemic. That is not to say
that it is of no value at all though.

5. Public health control measures

Although this chapter is focussing on the different therapeutic interventions that may be
used to tackle the problems of emerging infectious diseases, it would be incomplete without
mention of non-therapeutic means of controlling spread of infectious disease. In the initial
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stages of responding to an emergent infectious disease, the only tools available to limit
spread of the disease and prevent nosocomial infection of clinical staff are non-therapeutic
public health interventions. Perhaps the earliest described successful approach was in 1854
when John Snow removed the handle from a water pump in Broad Street, Soho, London.
Before the discovery of pathogenic micro-organisms, Snow, a physician, was sceptical about
the “miasma” theories that surrounded what we know to be infectious disease outbreaks.
Miasma theory suggested that the cause of disease was a form of pollution or bad air. Snow
carefully pieced together the evidence surrounding the distribution of the Cholera cases in
the Soho area of London and concluded that the water pump in Broad Street was the
common denominator; he removed the pump handle to prevent people from drawing and
hence consuming water contaminated by Vibrio cholerae and very effectively curtailed the
outbreak.

The same general, non-therapeutic approach may be taken with newly emerging diseases.
For example, many of the diseases that have emerged in the last 30 years have an insect
vector involved in the dissemination of the infectious disease pathogen (Jones et al., 2008).
The most effective intervention for vector-borne diseases is the eradication or reduction in
the numbers of the insect vector using pesticides, rather than prophylaxis (not generally
available) or therapeutics (Rose, 2001). Another recent example is the reduction in the
numbers of cases of hospital acquired infection (HCAI). A contribution to this reduction is
the reminder that good hand hygiene is vital and re-education of medical and nursing staff
in the UK on good hand-washing practice, as well as the introduction of hand sanitizer gels
(Grayson et al., 2009). Thus these important interventions, although mostly quite simple can
have very pronounced outcomes in the control of infectious diseases.

6. Conclusion

There are a number of therapeutic interventions that can be used to combat emerging
infectious diseases. When a new pathogen emerges and subsequently causes a widespread
outbreak, the interventions that can be applied differ during the course of the outbreak. At
the early stage, recognition of the disease is heavily reliant upon clinical case definition, as
was used in differentiating the new variant HIN1 influenza virus in 2009, prior to the
development of a molecular diagnostic assay. We have seen that the development of a
diagnostic assay is used in support of clinical case definition. The most effective
interventions are therapeutic or prophylactic ones, however, since they are able to either
treat those infected or protect onward spread by inducing herd immunity within a
population. The downside of a therapeutic approach against a newly emerging disease is
the length of time that is required to develop an effective vaccine or therapeutic against any
specific pathogen. Here we require more generic, broad-spectrum interventions such as
antimicrobials. What is evident is that more investment in R&D to discover new therapeutic
molecules that can be used against newly emerging pathogens. Currently we are relatively
well-served by the availability of broad-spectrum antibiotics, but increasingly widespread
multi-drug resistance is a major problem and new chemotypes are urgently required.
Perhaps the greatest hope is available by using recombinant antibody technology, where
using the high-throughput genome sequencing approaches now available, we can rapidly
sequence newly emerged pathogens, clone out and express surface antigens for rapid
development of therapeutic antibody preparations. Many countries have invested heavily in
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infrastructure to build rapid vaccine facilities that can be turned around quickly in the event
of the emergence of a new highly infectious pathogen and these sorts of adaptable facilities
are of potentially great value in combating emerging infectious diseases.
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1. Introduction

Substance abuse is a continuing problem in the United States (US), impacting the individual
and their social networks, and impacting society, economically and through public health
programs. According to the 2004 National Household Survey on Drug Abuse (NHSDA),
there were 19.1 million illicit drug users in the US. Drug use is directly and indirectly related
to three blood-borne diseases, HIV, HBV and HCV. Direct exposure occurs through needle
sharing and sharing other paraphernalia used to prepare and inject drugs [1-5]. The
probability of direct exposure to HIV varies in relation to the procurement, preparation, and
injection practices of drug users [6-10]. Frequency of injection and duration of injection are
major factors for acquisition of HBV or HCV infections [11-13]. IDU is the primary mode of
transmission of HCV in the US [14].

Drug use indirectly contributes to HIV exposure by decreasing inhibitions to engage in
high-risk sexual activities and/or increased inhibitory effects on achieving sexual
satisfaction [8, 15]. The use of cocaine has been shown to affect biological and behavioral
processes related to HIV infection [16-19]. Engaging in risky sexual behaviors associated
with drug use remains a significant risk factor for the acquisition of HBV, also, by men
having sex with men (MSM) or heterosexual transmission. This interrelationship between
drug use and high-risk sexual behavior makes it crucial to understanding the drug user
population in order to develop appropriate interventions [20].

Houston is the fourth largest city and has the eighth highest AIDS caseload in the US. The
number of African American and Hispanic Houstonians diagnosed with AIDS are
increasing. The reason for the change in focus of the epidemic in Houston, from MSM to
persons of color, may be related to the use of crack cocaine [4, 5]. Smoking crack cocaine,
which became widespread in many poor, African American neighborhoods in the mid-
1980s, continues to dominate the inner city drug use scene, and crack smokers, in addition to
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injection drug users, are at elevated risk for HIV infection. HBV and HCV were endemic
among injecting drug users, even before HIV was introduced into this population. Common
risk factors for these blood-borne viral agents, such as multi-person use of injecting
equipment and sexual behaviors, have resulted in a high prevalence of infection of all three
viruses among drug users. However, a significant proportion does remain at risk, as our
previous studies in Houston have shown [4, 5] and should be targeted for vaccine
prevention.

The purpose of this study was to estimate the prevalence of HIV, HBV and HCV infections
and associated socio-demographic, drug use and sexual risk factors in a sample of
predominantly African American injecting and non-injecting drug users who were recruited
for a HBV vaccination study in Houston, Texas.

2. Material and methods
2.1 Study population

A sample of 2,779 injecting and non-injecting drug users was recruited for a community-
based HBV vaccine study from February 2004 to October 2007. Participants were recruited
from targeted congregation sites such as copping areas, street corners, and crack houses
from predominantly two inner city neighborhood communities of Houston, Texas, by using
outreach and chain referral recruiting methods. Target neighborhoods were selected based
on previous studies [4, 5]. Potential study participants were asked to go to the designated
field site in the area where they were recruited. The eligibility criteria for the study were 1)
ages 18 and over, 2) local residence, 3) self-report and confirmed urine drug screen, 4)
competent and willing to sign an informed consent form for HIV, HBV, and HCV antibody
testing. This study had Institutional Review Board (IRB) approval through the University of
Texas Health Science Center Committee for the Protection of Human Subjects.

2.1 Data collection

Data collectors received extensive training in obtaining informed consent, keeping
participant information confidential, and administering the questionnaire. The interview
was conducted confidentially in a private office and was identified only by a unique study
identification number. Socio-demographic measures such as age, gender, race/ethnicity,
living arrangement, jail history of >24 hours; drug use history including lifetime injection
drug use (IDU), times injected drugs in past 7 and 30 days, lifetime and number of times
shared needles in past 30 days, duration of IDU, types and frequency of drugs used in past
48 hours, 7 and 30 days, and drug treatment history; sexual behaviors such as number of
sexual partners in the past 30 days, sexual orientation, condom use, history of sexually
transmitted diseases, and trading sex for money or drugs in the past 30 days; history of
blood transfusion and occupational exposure to blood. All interviews were verbally
administered and recorded electronically via computer administered personal interview
(CAPI, QDS, Bethesda, Maryland).

After the interview was completed, drug use was confirmed via urine drug screen, using
OnTrak TesTstik, (Varian Inc,. Palo Alto, CA) to test for the presence of cocaine, opiates,
and/or methamphetamines. Participants with a positive drug screen were asked to provide
10 ml of peripheral venous blood. Participants received a gratuity of $10.
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2.2 Laboratory methods

Specimens were screened for HIV 1/2 antibodies, hepatitis B surface antigen (HBsAg), and
antibodies to HCV (anti-HCV) by Core Combo HIV-HBsAg-HCV (Core Diagnostics, United
Kingdom). Verification of HIV occurred by enzyme immunoassay (EIA), anti-HIV, using
Abbott PPC Commander system, third generation HIV antibody test (Abbott Laboratories,
Chicago, IL) , to HCV (Anti-HCV), hepatitis B surface antigen (anti-HBs) and antibody to
hepatitis B core antigen (anti-HBc), by the Abbott AxSYM system, using microparticle
enzyme immunoassay (MEIA) (Abbott Laboratories, Chicago, IL).

Case definition for HIV infection was repeatedly reactive specimen by EIA. The detection of
HBsAg or anti-HBc, with or without anti-HBs was the definition of HBV infection. HCV
infection definition was based on the presence of antibody to HCV. We have 2,779
observations for the HIV analysis, 1,712 for HBV analysis and 1,867 for HCV analysis at the
time of manuscript preparation.

2.3 Statistics

Data from the questionnaire was imported into SAS 9.1 (Cary, NC) and laboratory results
were entered into a Microsoft Access database. Data analysis was performed using STATA
9.0 (College Station, TX) software. Prevalence of HIV, HBV and HCV infections were
estimated for the overall population and stratified by injecting status. Univariate and
multivariable logistic analyses were performed. Any variable demonstrating a p-value of 0.2
or less or was biologically plausible was carried forward from univariate to multivariable
analyses. Variables in the multivariable analyses that had a p-value of 0.05 or less were
retained as the final model. Asian and other race were combined with Hispanic race because
of small numbers. Variables with more than 10% missing responses from participants were
not considered reliable enough to be examined.

3. Results
3.1 Demographic characteristics of the participants

Out of the 2,779, 85% of participants were African American, 11% White, and 4% Hispanic
or other race with the majority (76%) being male. The median age was 43 and ranged from
18 to 76 years. About 3% reported having received a transfusion and the majority (78%) had
a history of being in jail > 24 hours. Twelve percent were currently living in a shelter, and
62% had a history of being in a drug treatment program.

Almost 98% of the study participants had smoked crack in the past 7 days, 5% used
methamphetamines and 5% were heroin users. About one-third (32%) had a history of
injection drug use and 13% had a history of sharing needles. Almost half (43%) reported less
than 50% condom use in the past 30 days. Nearly two-thirds (68%) reported a history of
STD, with syphilis (42%) and gonorrhea (50%) being the two most prevalent. About one-
fifth (19%) of the study population included MSM, more than one-third had traded sex for
money/drugs in the past 30 days, and 23% reported having >3 male sexual partners and
40% had >3 female sexual partners in past 30 days.
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3.2 Prevalence and risk factors associated with HIV infection

The prevalence of HIV infection in this population was 8.7%. Variables that had a significant
association with being HIV infected in the univariate analysis were gender, shelter status,
sexual orientation, condom use, MSM, trading sex for money or drugs in the past 30 days,
and number of sex partners in the past 30 days (Tables 1 and 2). The drug-related variables
explored in this analysis did not demonstrate any significant associations. After adjustment,
HIV positive participants were more likely to be African American {OR= 2.8 (95% CI 1.6,
4.9)}, Hispanic and other race {OR= 2.5 (95% CI 1.1, 5.7)}, men having sex with men {OR= 2.5
(95% CI 1.7, 3.5)}, consistent condom users {OR= 2.9 (95% CI 2.0, 4.2)}, and be a male or
female that had more than three male partners in the past 30 days {OR= 1.6 (95% CI 1.0, 2.4)}
(Table 3). Study participants that lived in a shelter {OR= 0.5 (95% CI 0.3, 0.9)} or a male or
female participant that had more than three female partners in the past 30 days {OR= 0.4
(95% CI10.2, 0.5)} were less likely to be HIV positive (Table 3).

Variables Total HIV HBV HCV
Number (%) Positive (%) Positive (%) Positive (%)

Total 2779 (100%) 8.7% 44.8% 36.1%
Gender
Male 2111 (76%) 7.8%* 43.7% A 37.5%*
Female 668 (24%) 11.7% 48.8% 30.8%
Age (years)
<29 341 (12%) 7.7% 22.5%* 10.3%*
30-39 682 (25%) 10.7% 34.4% 20.7%
40-49 1177 (42%) 9.1% 50.1% 44.2%
>=50 579 (21%) 6.4% 57.5% 54.6%
Race/ethnicity
Caucasian 302 (11%) 6.0% 37.9%* 53.4%*
Blacks 2354 (85%) 9.0% 46.3% 32.9%
Others 123 (4%) 10.6% 32.9% 55.7%
Currently living in a shelter
No 2458 (88%) 9.2%* 45.0% 35.6%
Yes 321 (12%) 4.7% 43.3% 39.5%
Ever in drug treatment
No 1070 (38%) 9.3% 43.3% 30.1%*
Yes 1709 (62%) 8.3% 45.7% 39.7%
Ever received a transfusion
No 2692 (97 %) 8.7% 43.8%* 34.1*
Yes 87 (3%) 8.0% 53.1% 54.0
Ever in Jail >24 hours
No 613 (22%) 9.5% 41.3% 27.5%*
Yes 2166 (78%) 8.5% 45.6% 38.3%
*P value <0.05

Table 1. Prevalence of HIV, HBV and HCV infections among demographic characteristics in
drug users, Houston, Texas.
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HIV HBV HCV
Variables Total positive  positive positive

N(%) N(%) N(%)

Drugs use in past 7 days

No 16 (1%) 0% 46.2% 23.1%

Yes 2763 (99%) 8.8% 45.0% 36.2%

Marijuana

No 1289 (46%) 8.5% 45.8% 38.3%

Yes 1490 (54%) 8.9% 43.8% 34.2%

Methamphetamines

No 2632 (95%) 8.9% 451% 35.5%*

Yes 147 (5%) 6.1% 39.0% 47.2%

Cocaine

No 62 (2%) 11.3% 48.0% 48.2%

Yes 2717 (98%) 8.6% 44.7% 36.0%

Heroin

No 2636 (95%) 8.8% 43.9%* 34.8%*

Yes 143 (5%) 7.0% 59.8% 61.6%

Ever injected drugs

No 1829 (66%) 8.6% 36.6%* 17.9%*

Yes 950 (34%) 8.8% 59.6% 70.0%

Duration of Injecting

<5 years 2218 (80%) 8.5% 36.0%* 26.5%*

>5 years 561 (20%) 9.4% 63.9% 78.3%

Ever shared needle/work

No 2407 (87%) 8.7% 43.0%* 30.2%*

Yes 369 (13%) 8.4% 55.1% 72.1%

History of STD

No 875 (32%) 7.9% 37.0%* 30.1%*

Yes 1904 (68%) 9.1% 48.9% 39.3%

History of Syphilis

No 1597(58%) 8.5% 41.4% 34.5%*

Yes 1182(42%) 9.1% 51.1% 39.3%

What % of use a condom:

Never 1095 (41%) 5.7%* 40.9% 35.5%

Sometimes 1137 (43%) 9.2% 40.5% 36.5%

Always 445 (16%) 14.2% 40.3% 33.1%

Sexuality

Homosexual 112 (4%) 32.1%* 50.0% 32.0%*

Heterosexual 2137 (77 %) 7.1% 44.7% 34.7%

Bisexual 530 (19%) 10.2% 44.2% 42.1%

Men had sex with men

No 2248 (81%) 7.3%* 45.4% 36.1%

Yes 531 (19%) 14.7% 44.7% 36.2%
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HIV HBV HCV
Variables Total positive  positive positive

N(%) N(%) N(%)

Traded sex for money/drugs past 30

days

No 1832 (66%) 7.3%* 45.1% 36.1%

Yes 947 (34%) 11.4% 44.0% 36.2%

Number of male sex partners in the

past 30 days

0 1732 (63%) 6.0%* 43.9% 37.3%

1-2 401 (14%) 10.2% 45.9% 33.2%

>=3 630 (23%) 15.2% 47.4% 34.4%

Number of female sex partners in

the past 30 days

0 919 (33%) 14.0%* 50.0%* 37.0%

1-2 759 (27 %) 6.9% 41.6% 37.7%

>=3 1091 (40%) 5.5% 43.5% 33.9%

*P value <0.05

Table 2. Prevalence of HIV, HBV and HCV Infections by Drug Use and Sexual Behavior
Variables in Past 30 Days among Drug Users in DASH Project.

HIV HBV HCV

Risk Factors OR (95% CI) OR (95% CI) OR (95% CI)
Race/Ethnicity
White 1.00
African American 2.8 (1.6-4.9) * 1.7 (1.2-2.4)* 0.4(0.3-0.6)*
Other 25(1.1-5.7) * 0.9(0.5-1.6) 1.5(0.8-2.8)*
Age (per year) 1.00 (0.98-1.02) 1.05 (1.04-1.06)* 1.10(1.08-1.12)*
Injecting Drug use
Yes 1.11 (0.8-1.5) 2.7 (2.27-3.5)* 9.4 (7.4-12.1)*
Shelter
Yes 0.5(0.3-0.9* | - | e
History of blood
transfusions
Yes | e | e 1.6 (1.1-2.3)*
Condom use
Always 292.042)* | | e
Sometimes 1.5(1.1-2.2)*
History of syphilis
diagnosis
Yes | e 1.30(1.05-1.61)* | -
Men had sex with men
Yes 25(1.7-35)* | e e

No. of male sex partners

last 30 days
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HIV HBV HCV
Risk Factors OR (95% CI) OR (95% CI) OR (95% CI)
>3 1.6 (1.0-24)* |  ———— | -

No. of female sex
partners last 30 days

>3 0.4(0.2-0.5)* 0.6(0.5-0.8)* | -
1-2 0.5(0.4-0.8)*
*P value <0.05

Table 3. Multivariable Analyses of Risk Factors for HIV, HBV, HCV Infections Among Drug
Users, Houston, TX.

To determine if associations differed between females and males and IDUs and non-IDUs,
stratification by gender and injecting status were explored. The male study population
analysis did not differ from the results from the total study population above (data not
shown). Among the 668 female participants, African American race {OR 3.64 (95% CI 1.07-
12.36)} and always using condoms in the past 30 days {OR 2.18, (95% CI, 1.10-4.33)} were
found to be independently associated with HIV infection. Among non-injectors and
injectors, the results from the multivariable analyses were fairly consistent with what was
found in the total study population (Table 5).

Stratification also occurred by MSM status (Table 5) to determine if MSM status masked
IDU as a risk factor for HIV. IDU status was not a significant risk factor for HIV in either the
non-MSM or MSM analyses (Table 5).

3.3 Prevalence and risk factors associated with Hepatitis B virus infection

The prevalence of HBV in this study was 44.8%. Seropositivity for HBsAg (carrier) was 2.0%
and for anti-HBc (previous or current infection), 38.5%. Of those with HBV infection, 412
(53.7%) out of 766 were co-infected with HCV. In Table 1 and 2, significant differences were
observed between HBV positive and negative participants in variables representing gender,
age, race, transfusion history, use of heroin in the past 30 days, number of sex partners in the
past 30 days, history of STD, history of injection drug use, and history of sharing needles or
works. After adjustment in the multivariable analysis, African American race {OR= 1.7 (95%
CI 1.2, 2.4)}, increasing age per year {OR=1.05 (95% CI 1.04, 1.06)}, history of injection drug
use {OR= 2.7 (95% CI 2.3, 3.5)}, and having a history of being diagnosed with syphilis {OR=
1.3 (95% CI 1.05, 1.61)} remained independently associated with HBV infection, while
having more than 3 female partners in 30 days, whether male or female, was inversely
related to HBV infection {OR= 0.6 (95% CI 0.5, 0.8)} (Table 3).

To determine if non-IDUs shared the same risk characteristics as IDUs for HBV infection,
stratification by injection status occurred. After adjusting for confounders in the
multivariable analysis, two risk factors for HBV infection remained significant among non-
injectors, increasing age and history of STD, while females or males with more than three
female partners were less likely to have HBV infection (Table 4). Injectors that had
increasing age, of African American race, female and had injected drugs for more than 5
years were all at risk for HBV infection after adjustment (Table 4).
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Men sex with
men

Yes

History of STDs
Yes

Number male
sex partners

>3 partners
Number female
sex partners

>3 partners

HBV HCV
NIDU IDU NIDU IDU
Risk Factors OR OR OR OR
(95%CI) (95%CI) (95%CI) (95%CI)

Gender
Male 1.0(0.7-1.4) 1.8(1.1-2.9)* 0.9(0.6-1.3) 1.5(0.9-2.5)
Race/Ethnicity
White
African N " "
American 1.1(0.6-2.1) 1.7(1.1-2.9) 0.5(0.2-097) 0.4(0.2-0.7)
Others 0.4(0.1-1.4) 1.0(0.5-2.2) 1.5(0.5-4.5) 1.3(0.5-3.0)
Age (per year) 1.03(1.01-1.04)*  1.09(1.07-1.12)* | 1.09(1.07-1.12)*  1.10(1.07-1.13)*
Transfusion
History
Yes | e e 1.8(1.1-293) -
History in jail
>24 hours
Yes | e e 251541 0 -
Duration of IDU
>6years | = - 21(1.4-3.1)* 2.0(14-3.00* -

*P value <0.05

Table 4. Multivariable Analyses of Risk Factors for HIV Infection Stratified by Injecting
Status Among Drug Users, Houston, Texas.
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HIV

HIV

Risk Factors

NIDU
OR
(95%CI)

IDU
OR
(95%CI)

Not MSM
OR
(95%CI)

MSM
OR
(95%CI)

Gender

Male
Race/Ethnicity
White

African
American
Others

Age (per year)
Shelter

Yes

Ever IDU

Yes

Men sex with
men

Yes

History of
Chlamydia
Yes

History of genital
warts

Yes

Condom
Never
Always
Sometimes
Number male
sex partners

0

1-3 partners
>3 partners
Number female
sex partners

0

1-3 partners
>3 partners

1.00
1.9(0.8-4.4)
1.2(0.3-5.0)

1.0(0.98-1.02)

0.3(0.1-0.9)*

2.6(1.5-4.5)*

0.4(0.3-0.7)*

2.5(1.1-5.5)¢

3.1(1.2-83)
1.0(0.97-1.03)

1.8(1.0-3.3)*

5.6(2.8-11.4)*
2.7(1.4-5.1)*

0.4(0.2-0.7)*

0.52(0.07-3.84)

1.00
4.93(1.53-15.87)*

5.97(1.42-25.07)*
1.00(0.98-1.02)

1.00
2.85 (1.81-4.48)*
1.45(0.95-2.21)*

1.00
4.38(0.58-33.32)
6.92(0.92-52.12)

1.00
2.27(1.04-4.93)*

1.71(0.54-5.35)
1.01(0.98-1.04)

0.39 (0.15-1.00)*

0.61(0.34-1.10)

0.11(0.03-0.38)*

3.28(1.00-10.77)*

1.00
3.51(1.56-7.88)*
2.14(1.12-4.09)*

1.00
0.26(0.13-0.53)*
0.16(0.08-0.31)*

IDU stratification adjusted for history in jail for >24 hours, duration of IDU, history of STDs

MSM stratification adjusted for alcohol use, methamphetamine, cocaine use in the past 30 days, crack
use in the past 48 hours, duration of IDU, trading for sex/money past 30 days, history of syphilis or

genital herpes

*p value<0.05

Table 5. Multivariable Analyses of Risk Factors for HIV Infection Stratified by Injecting
Status and MSM Status Among Drug Users, Houston, Texas.
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3.4 Prevalence and risk factors associated with Hepatitis C virus infection

The prevalence of HCV infection in this population was 36.1%. Of 668 participants infected
with HCV, 61.7% were coinfected with HBV. In Tables 1 and 2, gender, age, race, history of
drug treatment, history of transfusion, history of being in jail for >24 hours, sexuality,
methamphetamine use, heroin use, history of injecting drugs, history of sharing needles or
works, sexuality, history of STD, and history of diagnosis or treatment for syphilis all
showed significant differences between HCV positive and negative participants
univariately. After adjustment in the multivariable analysis, increasing age {OR=1.10 (95%
CI 1.08, 1.12)}, history of injection drug use {OR= 9.4 (95% Cl 7.4, 12.1)}, and having a history
of a transfusion {OR= 1.6 (95% CI 1.1, 2.3)}were all still independently associated with HCV
infection, while African American race was inversely related to HCV infection {OR= 0.4
(95% C10.3, 0.6)} (Table 3).

Because of the striking difference between injectors (70%) and non-injectors (17.9%) in HCV
positive study participants, and the overwhelming magnitude of association between
injection drug use status and HCV positivity, stratification by injection status was
performed to uncover risk characteristics of non-IDUs that may have been masked. In the
multivariable analysis, increasing age and having a history of transfusion were found to be
independently associated with HCV infection among non-IDUs. African American race was
inversely related with HCV infection (Table 4). The significant variables associated with
HCYV infection among injectors after adjustment were increasing age, having been in jail for
more than 24 hours, and injecting drugs for more than 5 years, while African American race
remained inversely associated with HCV infection (Table 4).

4. Discussion

This is the first study to evaluate both IDUs and non-IDUs for HIV, HBV and HCV
infections in not-in-treatment urban community settings. In this study, prevalence of HIV,
HBV, and HCV was 9%, 45% and 36% respectively. The predominant risk characteristics
associated with HIV infection in drug users are sexual behaviors, especially MSM, while the
predominant risk characteristic associated with HBV and HCV infections is injection drug
use. African American race among IDUs is positively associated with HIV and HBV
infections and inversely associated with HCV infection. Increasing age is significantly
associated with HBV and HCV infections, but not with HIV infection. Duration of injection
drug use is also significantly associated with HBV and HCV infections.

Sexual behaviors are the most prevalent risk factors associated with HIV in this study of
primarily African American crack cocaine users, which we have found in our previous
studies [4, 5]. Any altering substance, such as crack cocaine and methamphetamines, can
influence a person to engage in higher frequencies of risky sexual acts, which increases the
total number of exposure events, resulting in a higher likelihood of being infected with HIV
[17, 21-23]. Crack cocaine is the drug of choice in this study, as 98% of the participants used
this drug, with very few using other drugs, such as methamphetamines. Several studies
have shown that crack cocaine users engage in more unprotected sexual acts, trade sex for
money or drugs and have more sexually transmitted diseases, all factors contributing to
greater risk for HIV infection [17, 21, 23-26]. One third of the study participants had a
history of injection drug use, but no associations were identified between IDU and HIV
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infection in males or females in this study, a conflicting finding from other studies [27-31].
Therefore, crack cocaine use and resulting sexual behaviors from its use infer the most likely
way HIV is transmitted amongst drug users in this population.

Study participants that had more than 3 male partners were more likely to have HIV than
study participants with less male partners in the past 30 days, emphasizing the point of
higher frequencies of sexual acts increases exposure. This result remains significant for non-
IDU HIV infected study participants and non-MSM female study participants. Non-IDU and
IDU HIV infected MSMs show greater likelihood of infection, adding credence to this
finding. Two variables to help explain these risky sexual acts, condom use and trading sex
for money or drugs, failed to show a significant association in this study, after adjustment
for other variables. Men traded sex for money or drugs more often than women in this
study, but neither group showed a significant association. However, 40% of the men that
traded sex had at least one male sexual partner in their lifetime, clouding the association
between HIV infection and trading sex due to the collinearity of “trading sex” and “MSM”
variables. Frequency of partners may have also been collinear with trading sex, and they
really point to the same issue, whether being male or female, heterosexual or homosexual,
the more partners and unprotected acts one has, the increase in likelihood for exposure to
HIV. Of note, the measurement tool captured sexual activity in the past 30 days, not lifetime
risk, and prevalent data does not necessarily reflect the risk profile of the study participant
at the time of HIV acquisition. This is the case with condom use. Study participants were
more likely to be HIV infected and always use a condom.

The majority of study participants in this study are African American. It is important to note
that studies on African American male sexual behaviors show incongruity between reported
sexual identity and actual behavior, greater in African American MSM, but other races as
well [32]. Williams et al. [33] conducted qualitative analyses of HIV positive gay identifying
and non-gay identifying African Americans, and revealed consequences of alienation, low
self-esteem, unsupportive networks, a need to protect their HIV status, and inconsistent
condom use after acknowledgement of the importance of condom use due to race and
sexual orientation status. The higher prevalence of HIV in African American MSM and their
higher level of bisexual activity can put African American women at risk, therefore
identifying two high risk groups where sensitive interventions need to be developed and
delivered in supportive surroundings. Our study also alludes to the importance of African
American MSM and their risk for HIV infection. In the MSM stratification analysis, minority
races were significantly more at risk for HIV infection versus Caucasians. Most of our MSM
were African American, 69%, followed by Caucasian, 24%, further heightening the urgency
to reach this very high risk group. In this group of drug users, having a male partner,
whether bisexual or homosexual, is an overwhelming risk factor for HIV infection, and may
be interrelated with injection drug use. IDU does not show to be a significant risk factor in
this study for HIV infection, however, the correlation between MSM status and IDU status
may be masking the true association. It is logical to assume that an MSM-IDU has the
greatest risk for HIV infection.

While sexual practices were associated with HIV infection, injecting practices were
significant factors associated with HBV or HCV infection in this same population. This
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study supports previous work that risky injection drug use practices result in the
transmission of HBV or HCV [4, 7, 11, 13, 34-36], and the longer one injects, in regards to age
and duration, in a high risk population, the more likely the person will be infected [11-13,
37, 38]. However, sharing needles was not associated with HBV or HCV in this study,
contrasting a previous study by our principal investigator [4], and others [13]. This most
likely reflects the strong correlation between history of injection drug use and sharing
paraphernalia occurring in this study.

African American IDUs in this study were less likely to have HCV infection, but were more
likely to have HBV infection, a conclusion supported by two other studies that did not
stratify by injection drug use [4, 39]. One last finding associated with HCV infection among
IDUs is history of being in jail for at least 24 hours or more. Possible explanations that were
not explored in this study but were found in other studies are sharing needles in jail, and/or
receiving a tattoo in jail, but all consistently found a high prevalence of HCV in the
prison/jail systems, heightening the risk for HCV infection [13, 40, 41].

Non-injecting drug users with HBV infection were more likely to have reported a history of
STD and be older, but less likely to have more than 3 female sex partners. Non-injectors with
HCYV infection were associated with transfusion history, increasing age, but less likely to be
African American. The median age of the study participants in this study is 43, and
documented to be participating in risky drug and sexual behaviors, plus vulnerable to
infection, therefore, increasing age is an understandable risk. Sexual behavior in non-
injecting drug users may be influenced by stimulant drug activity, especially crack cocaine
[17, 21, 23-26], influencing the drug user to participate in risky sexual behaviors, resulting in
increased risk for HIV, hepatitis B, and STDs. From our previous studies and others, there
was no significant association found between HCV infection and sexual risk behaviors [4,
34]. Transfusion-associated HCV has been documented [42].

HIV, HBV, and HCV infections, drug use behaviors, and social network dynamics vary
widely between populations, even at the neighborhood level. This analysis applies directly
only to drug users in the urban neighborhoods in Houston, although generalizations about
urban drug users may be used to guide further research in other communities. Every
attempt to limit recall bias by limiting the reference period for recall of events and reporting
bias through using discretion in interviewing and questions deemed appropriate
throughout the pilot study was made, but some bias inevitably exists in the data. High-risk
activity may have changed with time, either independent of or dependent on, one’s HIV or
HBV/HCYV serostatus, masking true associations that were not covered by the timeframe in
question or creating the appearance of spurious associations between HIV or HBV/HCV
and current behaviors that had not been expressed at the time of infection.

Characterizing determinants of risk for HIV, HBV, or HCV infection among drug users will
improve targeting of health services and prevention education. The greatest association
between HIV and drug users in this study was sexual practices, while injecting drug use
was the greatest factor associated with HBV and HCV infections. African American drug
users are disproportionately affected by these three blood-borne diseases. The vaccine for
HBYV is being underutilized in high risk drug users, and outreach efforts to understand the
barriers to accepting HBV vaccination need to be explored to prevent further HBV
transmission. Studies targeting young drug users to prevent initiation into injecting or curb
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injecting soon after initiation combined with using social networks for counseling about
prevention of these three diseases will impact and interrupt transmission cycles.
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1. Introduction

The international mutual acceptance of safety data in certification and accreditation system
have led to high-level bio-safety laboratories becoming an irreplaceable hardware in
peacetime for the study of pathogen in emerging and re-emerging infectious disease, and in
important international activities for detection and identification high-risk pathogen in
antiterrorism security.

In an effort to minimize the risks for scientists exposure to the infectious environment and
avoiding infectious incident, high-level bio-safety laboratories are designed and constructed
to improve experimental safety by preventing laboratory infectious waste causing harm to
people or the environment. The possibility of high-risk pathogens spread to the public
environment with flow of people and materials and water and air is strictly controlled by
improvement physical protection to reduce human infection rates and incidence of
environment contamination to zero. The air flow safety, including interior mechanical
ventilations and the suction and exhaust process in large working process equipments, is
ensured by installing air conditioning system, air filter system, one working and one on
standby extraction blowers, constant or variable air volume damper in pipes, automation
and monitoring system, and power supply system (including dual power supply system
and online emergency power supply) to maintain suitable directional negative filtering air
flow with constant temperature and humidity working conditions for the operators. The
materials flow safety, including experimental materials, laboratory animals and laboratory
infectious waste, is mastered by installing transfer system (including delivery window and
double port transfer exchange system) and sterilization system (double-doored autoclave).
The liquid flow safety, including launching and softened water, is controlled by reverse
osmosis disinfection system and independent sewage discharge system (including high
temperature and high pressure sterilizer and chemical disinfection tank). The people flow
safety, including walking around in the laboratory, carrying out experimental procedures,
changing protective clothing, and physiological activity such as respiration, is protected by
primary barriers (including biological safety cabinet and negative-pressure isolator),
secondary barriers (building envelope and facility construction), third barriers (personal
protective equipment, PPE), communication systems between the lab and outside, visual
monitoring devices and alarm system.
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In high-level bio-safety laboratories, animals infected with Risk Group 3 pathogens (as defined
by the World Health Organization) must be housed in isolation chambers (World Health
Organization, 2004). Animal isolation system is used broadly in laboratory research,
pharmaceuticals and medical areas, gene modified animals, and gnotobiotic animals. Isolators
were developed for studying the disease of scrub typhus in 1940 during the Second World
War (Bantin, 2004). Today, the isolators are much more advanced, especially the commercial
rodent isolator systems (Wathes & Johnson, 1991). But for infectious medium-sized animal
(sheep, pigs, goats, nonhuman primates, dogs, cats, rabbits and chickens) research, the market
normally supplied semi-open negative pressure cabinet. This kind of cabinet can not provide
completely physical barrier for safeguarding animal and occupational health and the odors
and allergens environment, because the directly face-to-face manipulation exist between
animal and operator in the research procedure. The Class III biological safety cabinet (glove
box) was mainly used for experiment operation (Kruse et al., 1991), its internal work area was
maintained negative pressure during running state, it was able to provide security, even in the
physical prevent contamination system failure. The requirements for wind speed and pressure
were relatively higher to maintain the glove box internal laminar flow, but were not conducive
to animal care, the occupants had to suffer high stress and uncomfortable environment under
the high velocity air flow. If the glove box was simply expanded to an isolator, large area
filtration equipment was easy to plug, animal welfare was difficult to achieve in insufficient
space (limited height) (Huang, 2005). Recently we developed a set of automatic multi-
functional isolation system for feeding (Pan et al., 2010) and dissection and micrurgy
laboratory animals carrying infectious diseases. The isolation system, including the transfer
chain, disinfection chain, negative air pressure isolation system, animal welfare system and the
automated system, are designed to meet all biological safety standards.

Isolator was mainly designed to separate the internal controlled environment from external
environment, and the operator from the experimental process and products. The primary
aim was to prevent the leakage of the contaminated products within the internal
environment to the external environment, or the penetration of substances of the external
environment into the internal environment, or both simultaneously (Tattershall, 2006).
Isolators were used to improve operators and process safety, avoid operator wearing too
many protective suits, improve operator comfort and flexibility and personnel availability,
improve safety level against operator errors, completely control the contaminated material
and minimize the contaminated area (Sawyer et al., 2007).

There are many types of isolators, mainly included positive pressure isolators and negative
pressure isolators. Specified-pathogen-free (SPF) laboratory animals housed in positive
pressure isolators for the protection of any animals inside the isolator from outside
contaminants (Clough et al., 1995). Infectious animal housed in negative pressure isolators
to prevent migration of hazardous contaminants to the outside (Wathes & Johnson, 1991).

In general, the commonly used physical separation mainly included rigid and soft barriers
(ISO 14644-7:2004). Rigid barriers can be made of many different materials, and the more
rigid the material, the more reliable the physical barrier. Construction of these rigid barriers
usually makes of plastic enclosures, metal profile enclosures or hot-worked metal
enclosures (ISO 10648-1:1997). The isolation chamber is designed to house a living animal,
and therefore continuous airflow inside the enclosure is needed to drive out heat and
moisture generated by the animal’s metabolism and to decrease the concentration of odor,
dust, and infectious substances (Hillman et al., 1992). The resulting exhaust gas is subject to
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a filtering system designed to prevent pathogen contamination of the external environment
(Institute of Laboratory Animal Resources Commission on Life Sciences, National Research
Council, 1996). The aerodynamic is joined in the physical separation cabinet to allow for
one-way flow or turbulence of the airflow inside the isolation chamber, negative pressure
relative to the environment. Supply and exhaust air can be passed through high-efficiency
particulate air filters (HEPA) to prevent the formation of aerosols that could potentially
escape into the environment (Runkle et al., 1969).

Double port transfer exchange (DPTE) system is used in the isolator to allow the transfer of
experiment materials from one container to another without exposing the experiment material
to the outside environment (Allen et al., 2009). The technology was developed in the early
1960s by a French company for the French nuclear industry to greatly reduce Alpha and Beta
exposures and Gamma dose. The acronym DPTE was originally derived from the French
phrase ‘double porte de transfert etanche’, meaning double door sealed transfer or double
door transfer port. A newly validated rapid transfer port boasts bi-directional transfer as one
of its features, a system also known as an Alpha-Beta transfer port or rapid transfer port (RTP)
(Michael et al., 2004). The biological sciences involving dangerously toxic or infectious
materials (such as poisons, bacteria or viruses) also need to use DPTE system as the transfer
tool to enclose the dangerous materials without escaping into the surroundings.

Laboratory animal models are often susceptible to a number of diseases and parasites found
in humans or economic animals (Tauraso et al, 1969). The similarities of genetic,
physiological, and behavioral characteristics between research objects and laboratory animal
models, and the occurrence of similar pathological changes upon infection, have led to
laboratory animal models becoming an irreplaceable experimental materials for the study of
pathogen infection, the screening of anti-pathogen drugs, and vaccine evaluation (Pan &
Sun, 2004; Conly & Johnston, 2008). Because of the critical role that laboratory animal
models play in the study of these pathogens, it is critical to find safe and reliable methods
for their physical containment.

2. Isolator system composition and structure

The structure of stainless-steel medium-sized animal breeding isolator and acrylic mice
breeding isolator and acrylic anatomy isolator and acrylic micrurgy isolator include top
ventilation unit, isolator working zone, lower part of control system and isolator support
frame (Fig. 1).

The isolation chamber is supported by type 304 stainless-steel isolation chamber support
stand. The ventilation unit is on the top of the isolation chamber. Stainless-steel slideways
are mounted on the top of the isolation chamber box. The pipes, air blower, valve, and
adjustable illumination lamp are fastened to the reserved mounting holes or mounting
plates of the slideways by a fixing screw.

Two extraction blowers share one exhaust port in which an anemometer is installed. Each of
the extraction blowers is connected with its own coupling clamp to the outlet ventilation
pipe, exhaust ventilation pipe and exhaust electronic control ball valve to form an exhaust
channel. The two exhaust channels have a parallel connection. Two sets of sterilizing agent
bypass tubes have a series connection with an ipsilateral sterilizing agent bypass electronic
control ball valve, and a parallel connection with the same side of the exhaust ventilation
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pipe on two ends of the exhaust electronic control ball valve. All of the valves are
automatically controlled by the programmable logic controller (PLC).

Fig. 1. Structure diagram of stainless-steel medium-sized animal breeding isolator. 1. top
ventilation unit; 2. isolation chamber working zone; 3. lower part of the control system; 4.
isolation chamber support stand; 5. transfer bin container HEPA filter; 6. DPTE 270 transfer
bin container; 7. water inlet pipe; 8. DPTE 270 a door; 9. control touch panel; 10. cable duct;
11. alarm indicator light tower; 12. exhaust ventilation pipe; 13. Two in series HEPA exhaust
filters; 14. sterilization bypass pipe; 15. sterilization bypass electric control ball valve; 16.
exhaust electronic control ball valve; 17. extraction blower; 18. exhaust export; 19.
anemometer; 20. inlet air blower; 21. inlet ventilation pipe; 22. inlet air electronic control ball
valve; 23. inlet HEPA filter; 24. coupling clamp for inlet ventilation pipe; 25. sterilization
reagent import; 26. top installation slideway; 27. adjustable illumination lamp; 28. stainless-
steel box; 29. television-installed box; 30. front door; 31. damping-brace for the front door;
32. glove and sleeve system; 33. control cabinet; 34. temperature humidity sensor; 35. micro-
differential pressure sensor; 36. flat television; 37. rotatable camera; 38. installed camera
base; 39. animal cage; 40. disinfection pool; 41. drain valve.
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The airflow direction through the isolation chamber via the air inlet and outlet is shown in
Figure 1. Room air is drawn into the interior of the isolation chamber through the inlet
pre-filter, inlet air blower, inlet ventilation pipe, inlet air electronic control ball valve, and
inlet HEPA filter in the animal breeding mode. The air from the isolation chamber is
drawn out of the exhaust export through two exhaust HEPA filters arranged in series,
exhaust ventilation pipe and exhaust electronic control ball valve via an extraction
blower. The HEPA filters are arranged in series to ensure that if one fails, the other can
still ensure exhaust security and prevent pathogens from being discharged into the
atmosphere.

The isolation chamber interior pressure is controlled by automated instrumentation that is
connected to the supply and exhaust ventilation system. The automatic pressure regulation
system is capable of maintaining the relative pressure inside the isolation chamber via the
exhaust ventilation system, which can account for transient volume changes such as glove
entry or withdrawal.

The isolation chamber working zone is composed of chamber, doors, glove-sleeve system
and DPTE system. The welded box of medium-sized animal breeding isolator is
manufactured using dumb-gloss stainless-steel 316L with a thickness of 3 mm. The adhesion
acrylic isolator is manufactured with 10mm polymethylmethacrylate (PMMA).

The stainless-steel isolation chamber front door includes damping braces on each front side
with dual-pistons mechanism for holding the front door securely open to let the animal
cages in, operation panels with stainless-steel 316L framework and the door hinges
connected to the stainless steel box. The operation panel is made of transparent PMMA. The
transparent front door allows for visualization of the contents of the isolation chamber.
Silicone seals around the PMMA panel ensure that the system is air tight. The front door is
manually fastened onto the box framework with a hammer bolt. One gas-tight water service
valve with a serrated hose is mounted on one side interior. A spray gun is connected to the
serrated hose for cleaning the isolator. Animal cages can be placed on the stainless steel cage
slideways in the isolator. The slideways are attached to the isolator bottom in a manner that
allows cage movement in a direction along the axis perpendicular to the axis of the isolator
front door. The type of animal cages can be changed, but each time just only one kind of
animal species cages can be inside. In a breeding isolator all the cages share the same air
space so the same microbiologically or genetically must be assure.

One door is used as a sidewall in the acrylic isolator. It allows the internal equipments and
frames entry. The door can be fixed on the PMMA panel by compressing the gasket and
pressure ring around the edge of the door until all the screws are tightened.

There are circular polyethylene (PE)-machined glove ports on the operation panels. The
glove-sleeve port inner diameter is 300 mm and the center-to-center spacing of each port is
450 mm. The glove port assembly includes a glove port ring, glove port gasket, pressure
ring and glove port inner-securing ring. The glove port ring and glove port inner-securing
ring are jointed with a thread connection. The glove port ring edges are fixed on the PMMA
panel by compressing the glove port gasket and pressure ring on each side of the PMMA
panel by tightening a fixing screw.
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The changeable sleeve and glove combination is mounted on the glove port through a sleeve
fixing ring that secures the elastic Hypalon sleeve onto the glove port inner-securing ring. A
glove port bung connects the glove and sleeve. Neoprene glove shapes are ambidextrous.

The transfer system for the isolation chamber is composed of DPTE systems. The DPTE
system with an alpha transfer door is built into one wall of the isolation chamber using a
transfer port assembly kit. The transfer port assembly kit includes the DPTE transfer port
external flange, DPTE transfer port external flange sealing ring and DPTE transfer port
internal flange. The DPTE transfer port external flange is fixed onto the inside isolation
chamber wall by compressing the DPTE transfer port external flange sealing ring on the
outside of the isolation chamber wall with a tightening fixing screw.

The transfer container is autoclavable and contains a beta door that can be manually docked
to the port. The depth of the transfer container can be changed according to the research
projects, its volume is enough to transfer the animal or material into the isolator. The
transfer container can be autoclaved without compromising its containment and can be
opened with a specialized tool to remove the sterilized waste. It also can be opened with the
specialized tool in the negative pressure exhaust hood, the samples (such as animal blood
samples) can be moved out for further analysis (e.g. centrifugation), while the transfer
container is closed and put into a sterilizable plastic bag for autoclaving. This system works
very well for rapidly and safely transferring experimental materials and animals and waste.

A videotape system mounted on the control touch panel stainless-steel box on the side of the
medium-sized animal breeding isolator includes a rotatable camera and camera-installation
base. The camera installation base is fastened to the control touch panel stainless-steel box
by fixing screws. The position of the rotation camera can be adjusted by using the telescopic
locking nut and rotating locking nut. This system enables recording of both the scientist’s
experimental procedures and the status of animals living in the isolation chamber. The
video is displayed on the personal computer (PC) screen and saved automatically in the
central control room through the control interface connected to the videotape system.

To ensure the comfort and welfare of animals in the isolation chamber, chambers are
equipped with an automatic light control system and a television entertainment system. The
automatic light control system includes adjustable illumination lamps and a lampshade. The
adjustable illumination lamps are composed of three cold light lamps and their conditioners.
The illumination system can be used to meet the needs of the animal’s physiology, as well as
experimental requirements.

The television entertainment system consists of a flat television and the transparent
television installation box fastened to the front door by fixing screws. The animal can watch
the appropriate television program to reduce depression associated with the space
constraints faced by the animals and to ensure the ethical treatment of the animals.

The videotape system and lamps and television do not mount on the acrylic isolators. The
videotape system and lamps in the laboratory can provide related services for transparent
acrylic isolators.

The composition of the isolation control system includes an alarm indicator light tower,
liquid crystal display (LCD) touch screen and control cabinet. The liquid crystal display
touch screen is fastened on the outside of the isolation chamber by a fixing screw.
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The PLC is built into the control cabinet. The control cabinet, which has a fan and a filter
cover, is mounted onto the stainless steel shelf of isolator support stand through fasteners
and fixing screw.

3. Intelligent control of isolator system

Simatic Manager Step 7 software installed in the PLC central processing unit (CPU), and
through the LCD touch screen enables users to automatically control a variety of options.
The animal breeding mode program, leakage test program, sterilization program,
auto/manual control mode, maintenance mode, and custom procedure can all be
automatically controlled by the PLC CPU and associated touch screen (Pan et al., 2010).

The management system for isolator touch screen is developed by Simatic Wincc flexible
software. The operation and any system failures can be recorded and printed. The data
interchange between PLC and touch screen is made possible through an industrial trunk
Profibus decentralized periphery (DP).

The temperature, humidity, illumination, atmospheric pressure and air flow velocity are
measured by appropriate sensors, and the values are imported to the PLC through control
lines. Normal value ranges for each parameter can be programmed into the PLC, and if the
parameter values deviate from the set upper and lower limits, the PLC automatically adjusts
the interior environment of the isolator to match the programmed values. For example, the
levels of humidity, illumination and ventilation can all be controlled by the PLC to adjust
values back to pre-determined normal levels. If the PLC is unable to bring the parameter
back into a normal range, the digital output module in the PLC lights an alarm bulb and
sounds a buzzer, as all alarms are indicated with both a warning light and sound.

The control system controls alarms for a variety of isolation chamber problems including
major equipment error alarms (such as the air blower or HEPA), major parameter alarms
when values are out of the desirable ranges (such as temperature, humidity, illumination,
atmospheric pressure, air exchange rate and air flow velocity), an alarm when switching to
the uninterruptible power supply (UPS) / emergency power supply (EPS) and alarms for
experimental failure or error (such as negative pressure breeding mode procedures or
pressure test procedures).

To control pressure, a micro-differential pressure sensor is mounted on the side of the first
exhaust filter. The analog module in the PLC compares the values of program settings with
the values collected from the micro-differential pressure sensor, and automatically conducts
proportional-integral-differential (PID) regulation. The adjusted output values are used to
control blower velocity through the output module of the PLC, regulating the isolation
chamber internal pressure. If a plug or leak occurs, the micro-differential pressure sensor
transmits the detected signal to the PLC. If the detected values are beyond the scope of the
pre-loaded high and low pressure settings, the exhaust electronic control ball valve and inlet
air electronic control ball valve automatically shut down to maintain the isolation chamber
as a fully-contained environment and to prevent the escape of pathogens into the outside
environment. At the same time an alarm indicator light tower would start to sound an
Alarm, and the touch-screen would display information on the alarm. The alarm
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information would then be transmitted to the lab server through the industrial Ethernet
module in the PLC. The alarm message displayed is recorded onto the lab server for analysis
at a later date.

The blower rotation rate and frequency are automatically controlled by the PLC system to
ensure that the airflow velocity, air exchange rate, and atmospheric pressure match the set
values. If one exhaust blower fails, the PLC system responds by switching to another backup
exhaust blower to ensure ventilation safety and the internal negative pressure state of the
isolation chamber.

The cold light lamp regulator is controlled by the PLC digital output module to
automatically adjust the illumination time according to animal behavior. The illumination
time and intensity can be set from the touch screen by the operator and automatically
executed. The lamps also can be switched on or off manually to meet different lighting
requirements during an experimental operation.

Temperature and humidity sensors are equipped within the isolator. The isolator internal
temperature is maintained within 18~29°C, and relative humidity is kept within 40~70%.
The isolator internal temperature and humidity electrical signals are collected by the PLC
analog module, visualized as the project value (actual values of temperature and humidity),
and automatically displayed and recorded on the touch screen. The values also recorded on
the lab server.

4. Installation isolator system in high-level biosafety laboratory

The design of isolator system in high-level biosafety laboratory must consider about types
and groups of laboratory animals, shape and actual area of the experiment field in order to
the effective utilization of the independent negative-pressure ventilation system of the
robust isolator offering maximizing population density and the welfare of animals. The
isolator support frames and box bodies can be assembled after laboratory partitions and
self-leveling floors and cable ducts on the sidewall all being in the right place. Once the
large-scale isolators have been installation, the movements are quite difficult.

The vent thread hose mounted on the exhaust export of the isolator is connected to
laboratory heating, ventilation and air conditioning (HVAC) exhaust main pipe via constant
volume venturi valve and dynamoelectric airtight valve. The airflow velocity through each
open glove port can be regulated using the external venturi valve. The air from the type 304
stainless-steel main pipe is drawn out of the exhaust export through the exhaust in-place
scan testable HEPA filter combination unit via the laboratory extraction blower. This
connection can reduce the exhaust exports of the building and comply with environmental
protection requirements.

The isolator locating leaks may be detected by placing a dish of ammonia and using
compressed air to pressurize with a positive pressure of up to 1000 Pa. Suspected areas will
turn blue for the leaked ammonia reacts with bromine on the covered yellow bromide
developing cloth. Leaks are commonly in soft and hard junction. The gel has to be removed
and the sealing ring has to be cleaned or replaced and resealed with gel.
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5. Detection the technology performance parameters of isolator system

The technology performance parameters of isolator system are established according with
related China national standards and European standards and international standards
(Table 1).

TSI8386A-M-GB multi-parameter ventilation meter is used to detect airflow differential
pressure, vertical section airflow velocity and air velocity into open glove port. BCJ-1
airborne particle counter is used to measure air cleanliness. TES-1350A sound level meter is
used to monitor noise. Testo540 luxmeter illumination tester is used to measure
illumination. MARK-II micro manometer was used to test alarm function. TSI8386A-M-GB
and HM34C humidty / temperature meter are used to checkout pressure integrity. Test
procedures are carried out according to the protocol as GB50591-2010, GB19489-2008 and
1S010648-2:1994 described.

Apply power and clean compressed air to the isolator before testing. The main power
on the control cabinet is first turned on. Turn on the lock-controlled switch. The
experimental personnel exit the lab to start and run the high-level biosafety laboratory
HVAC in central control room. Personal protective clothing should be worn when
entering the running normally lab to perform testing work. Detecting equipments are
transferred into isolation chamber by DPTE container. The starting and stopping control
and the setup of operating parameters of isolator can be controlled by staff to adopt
computer technology to remote control in central control room, or to implement on-the-
spot control with control touch panel of the isolator. The current operating parameters
are displayed on the touch screen interface and can be adjusted by the operator
following the interface prompts.

The room lamps are turned off in order to measure the independent illumination system of
the stainless-steel isolator. The illumination of acrylic isolator without independent lamp is
detected by using the lab illumination system.

The accuracy temperature control of air-conditioning system with all fresh air in the lab is
0.5°C. The HVAC has to be turned off when using pressure change method to test the
isolator leak tightness. The leak rate test data are obtained by detecting in relatively stable
room temperature. The glove-sleeve systems need to be changed by blind plates. Each
overexpansion glove-sleeve in 1000Pa can create tiny deformation to change volume during
the pressure changing and the air volume changes can result in significant pressure
attenuation during the multi-glove-sleeve system detection stage. Flexible film windows of
micrurgy isolator also have to be changed by blind plates.

The glove-sleeve system must be in place during operation and a breach in glove integrity
can be serious consequence. The multi-glove-sleeve system cannot complete extension into
the isolator in -250 Pa. The guideline for ABSL-4 building enclosure integrity test on
GB19489-2008 is selected for measurement the isolator with the multi-glove-sleeve system or
flexible film windows or both in place. The natural attenuation of pressure is less than 250
Pa in 20 min when the isolator internal air pressure down to -500Pa. This test is also a good
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Testing Items Parameters Reference

Temperature, °C 18~29 Architectural and technical code for

Diurnal temperature, °C < 4 laboratory animal facility. GB50447-

Relative humidity, % 40~170 2008

Vertical section airflow velocity, 0.2

m/s <

Air changes per hour, ACH 8~50 Laboratory animal- requirements of

Airflow differential pressure, Pa 20~150 environment and housing facilities.

Air cleanliness, class 100~10000 GB14925-2001

Settling microbe, 0

cfu/(®90mm « 0. 5h)

Light / dark rhythms, h 12/12 or 10/14

Animal illumination, lux 5~200

Working illumination, lux > 150

Noise, dB < 68 Architectural and technical code for
biosafety laboratories. GB50346- 2004

Air velocity into open glove port, 0.7 Biotechnology-Performance criteria

m/s = for microbiological safety cabinets.

EN 12469:2000
-1000 Pa hourly leak rate 2.5X10° Containment enclosures - Part 2:
(rateacceptance test), h-l < Classification according to leak

tightness and associated checking
methods. 1S010648-2:1994
-500 Pa pressure attenuation in 20 250 Laboratories-General equirements for
min (glove- sleeve in place), Pa < biosafety. GB19489-2008

Table 1. The technology performance parameters of isolator.

way to perform to be sure the leak rate is in the tolerable range before starting the
experiment. This kind of periodic testing should be established and recorded for comparison
preventative maintenance requirements.

The test results of isolator system have been compiled together in table 2 and they all meet
technology criterion. The isolator internal dust concentration test indicate that the result for
particle size >0.5um is <3.5 particles/L, for particle size >5.0um is O particles/L. It is
supposed that the air cleanliness in isolator internal is Class 100. The temperature of the
isolator internal is 0.1-0.5°C below room temperature. The relative humidity of the isolator
internal is determined by the lab atmosphere.

Isolator -1000 Pa pressure decay test results show in figure 2. During the acceptance test,
inlet air blower, inlet air electronic control ball valve, sterilizing agent by-pass electronic
control ball valve, exhaust electronic control ball valve and extraction blower are all closed.
Part of the inlet ventilation pipes, an inlet HEPA filter, two exhaust HEPA filters arranged in
series, part of exhaust ventilation pipes and part of sterilizing agent bypass tubes are all in
the range of pressure integrity testing. If leakage present in the installed HEPA filters, the
negative or positive pressure tests will be failure. Anyway the isolators pass through the



71

Isolator System For Laboratory Infectious Animals

£9¢€ L9 0 0r'L 0 L¥'0 9'1g- 040 7'10L <0IX96°0 <200 10jejost Ao
6v¢ L9 0 ST0 0 ¥20 Y- 120 9TeL «0IX€0'T ¥0°0 10je[ost Kwojeue
8¢ €29 0 0 0 0 8'69- L0 v'ie «0IX6G'T 900 T0JR[0ST SUTPa91q 20T
J107e[0ST SUIpaaIq
[4)" L1 809 0 0 0 0 665~ <L0 1'9L «0DXFCT €00 [ewrue pazZIs-Wnrpawt
UOHeUTWN[T | UOReUTN[[T wrrl
Suppiom [ewiy 02 | wrlgpz| wrg gz | wrg oz ()
auoz (ed)av (s /) d
unwQg ut (ry)arer (s /w)
Sunyiom 1oyefost [syurod Surmseawr|  arnssaxd yiod an0[3
uonenuape | sea[ Aoy | Ajopa mopyare 103e[0sI Jo ad K],
ur sanfea Jo sanjea aderoAe| [enuULIAKIP uado oyur
(xnp) : : : amssaxd eJ000T- | UOBO3s [EIRIDA
[(v)gp] |uesw [eogspeis| —wnwixep moguy | Kpopamry |
(sonrea a3eroae) (1/s9on1eg) 005"
uoneurwn[[ ERGIN; UOTRI}USOUOD }SNP IOLIAU]

Table 2. Measuring results of isolators.
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leakage rates tests in both positive and negative states. During normal operation, the
directional air flow from the isolation chamber to the exhaust export and into the attached
thread chimney should pass through two exhaust HEPA filters arranged in series. Airborne
contaminants in the isolator are removed by the two HEPA filters, so the vent thread hose
and the part of the exhaust ventilation pipes installed behind the electronic control ball
valves need not do the leak rate test with the isolator. Even the leakage present among the
hoses, the laboratory is in the negative pressure atmospheric conditions, the emitted
particles can be mechanical captured by the lab filters. The exhaust in-place scan testable
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Fig. 2. Negative 1000Pa pressure decay test of isolator.

HEPA filter combination housing assembly is another important downstream exhaust filter
devices of isolators and the lab before the air flow can disperse to the environment. The
airborne contaminants can be detected by the leakage detection device of the unit if the leaks
occur in-service. The actual test results of the exhaust filter units downstream are zero
particles/L.

The maximum airflow rate of the isolator is 180 m3/h and the maximum air exchange rates
is 36 ACH. The airflow rates of the laboratory are 740 ~ 3900 m3/h and are excessively
greater than the airflow rate of the isolator. The isolators are turned on or off one by one via
remote control by the dedicated computer in the central control room, and the lab pressure
changes being observed actually have no significant effect.

Testing of the alarm system of isolator is essential to ensure proper function. The value of
negative pressure is reduced by manually exposing the glove port when the isolation
chamber running normally. Buzzer alarm of the isolator alarms as loss of pressure when the
negative pressure absolute value of the isolator internal is less than 20Pa. The resistance of
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exhaust HEPA filter is increased artificially covering the isolator filter with plastic
membrane. Buzzer alarms as filter blocking.

6. Operation method of isolator system

The isolation chamber should be monitored for 48 hours to ensure that it is running
normally in a Class 10000 high-level bio-safety laboratory. This includes supplying filtered
air to the isolator and ensuring that the exhaust air is cleaned by the double in-line HEPA
filters and passed through the exhaust air system into the open air. Fresh air exchanges
should be conducted at a rate of about 36 air changes per hour. Following 48 hours of
monitoring, the inside temperature is 22~23 °C, the relative humidity is 60%, the working
negative pressure in the isolation chamber is adjusted to -50 Pa with respect to the
laboratory. Healthy animals should be passed through the quarantine system and
transferred into the isolation chamber via the DPTE system.
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Fig. 3. DPTE systems are used to realize the transfer of experiment materials among
different types of isolators and associated instruments.
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The experiment in isolator systems can be carried out according to the protocol showing in
figure 3.

The feeds and aseptic water can be kept enough in the isolator to minimize disturbances to
breeding animals. The glove-sleeve systems allow direct complete animal feeding
operations without compromising the health status or contamination of the animals within
the isolator. Rapid pressure changes when operating under transient volume changes such
as glove entry or withdrawal are adjusted via a variable frequency drive inlet air blower and
extraction blower.

Non-human primates breeding need special approval by government, so New Zealand
white rabbits are the first residents in the medium-sized animal breeding isolators. The
animal excrement and other waste materials are cleaned out by DPTE container and sent to
sterilize by autoclave every week. The rabbits selected for immunity with inactive pathogen
are moved to the anatomy isolator with large space in an independence room by DPTE
system to perform the operation of injection. The animal is sent back to the breeding isolator
in the breeding room by transfer container after injection.

The ventilation performance of mice breeding isolator in mice breeding room allows using
ordinary transparent mice cages and water bottles, and an extended cage-changing period
up to one month (6 mice per cage,~15g/mice). The changed cages without mice are
transferred to autoclave by DPTE system.

The operation of animal anatomy can be performed in the anatomy isolator. Blood of
immunity rabbit can be transferred to negative pressure exhaust cabinet by transfer canister.
The B-door of the canister can be opened with a specialized tool, and the blood samples can
then be removed to the biological safety cabinet for further stages of analysis (e.g.,
centrifugation), while the transfer canister is closed and sent into autoclave. The Leica
CM1100 cryostat in the anatomy isolator can be used to rapid freezing and manual
sectioning of animal tissue specimens. The frozen section slides of mice infected by
attenuated strain of pathogen are packaged and transferred to micrurgy isolator for
immunostaining assays and observing under a fluorescence microscope in the micrurgy
isolator. It is determined by the fluorescence microscopy that the attenuated strain of
pathogen in mice tissues is specific binding with its strain-specific rabbit antiserum. The
image data are sent out from the lab local area network. The dead animal and experimental
waste materials in the isolator are collected respectively into plastic bags for autoclaving by
DPTE canister.

The animal experiment should be performed according to bio-safety operation standard
procedures. If the gloves are removed during the operation, a low pressure audible/visual
alarm system is activated, and a minimum velocity value of 0.7 m/s in the center of the
glove port is maintained. If a glove is damaged by a needle, the blowers are capable of
maintaining the isolation chamber pressure at -50 Pa but the alarm system would not be
activated because the micro-differential pressure sensor is not sensitive enough for a leak of
this size. Proper procedure dictates that the small hole be labeled by the operator and a new
glove exchanged. All of the feeds, experimental material, waste, feces and other materials
can be transferred into or out of the isolation chamber by the DPTE system. There are
several breeding isolation chambers in one room, and the autoclave does not connect with
any of them. Instead, DPTE beta canisters are filled with items and are then sterilized in the
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autoclave. After sterilization, the sterile items are removed after opening the beta door with
specialized tools. The sterile items are then sent to a centralized disposal center for medical
waste. Following the completion of studies with single animals, each animal is treated as
dictated by bio-safety operation standards and general animal welfare. The cadavers are
autoclaved in beta canisters and sent to animal carcass disposal sites.

7. Isolator system decontamination

The isolator systems need biodecontamination after finishing the breeding program and
experiment. The choice of sterilant depends on what kind of devices in the isolator. If only
the cages are in the isolator, or there is nothing in the isolator, the stainless-steel or acrylic
isolation chamber can be connected to the peracetic acid sterilizer to sterilize the interior of
the isolation chamber. During the sterilization process, inlet air blower, inlet air electronic
control ball valve, exhaust electronic control ball valve and extraction blower are all closed.
Raven Labs offered Bacillus atrophaeus spore strips can be used for sterility testing by
Soproper in isolator sterilization environments. Amount (A) of Soproper in the evaporation
reservoir of peracetic acid sterilizer can be calculated with the formula: A (mL) =
Tx70mL/h+150mL, where T = sterilization time (h). The sterilizing agent by-pass electronic
control ball valve is opened. The sterilizing agent in the peracetic acid sterilizer evaporation
tank is heated and its vapors are pushed by compressed air into the volume to be sterilized
by a sterile connecting hose, a sterilization reagent import, a coupling clamp for the inlet
ventilation pipe and an inlet HEPA filter. The sterilizing vapors escape from the interior of
the isolator through two in series HEPA filters, a sterilizing agent by-pass tube, a sterilizing
agent by-pass electronic control ball valve and an extraction blower to the exhaust export.
The sterilization time using Soproper vapor is 12h for the interior chamber with
400cm(L)*120cm (W)*x120cm(H) dimensions sterilization. B. atrophaeus spore strips placed in
13 critical locations of the isolator internal surface (such as DPTE a door, stainless-steel
cages, glove-sleeve systems, the end of HEPA filter) were all destroyed.

Minncare dry fog system is also a good disinfection device for breeding isolator. This system
can be transferred into the isolator with 30% hydrogen peroxide in the reservoir. The nozzle
allows for rapid vapor dispersion and ensures that the entire isolator space is exposed to dry
fog when compressed air source connected with the dry fog system. The isolator is
maintained under positive 750 Pa for 5 min, and then the isolator internal pressure allows
natural attenuation to zero. All Bacillus atrophaeus spore strips placed in the isolator were
inactive. Anyway the system always sprays out some large droplets at the beginning, then
stride forward to 7.5 pm normal droplets. So it is still not be used for decontaminating
equipments.

Hydrogen peroxide vapor technology used by BioQuell Z system has been developed to be
the effective system available for rapid and secure biodecontamination of equipment and
facilities. The anatomy isolator and micrurgy isolator and their internal equipments can be
decontaminated simultaneity with the laboratory terminal disinfection. There are
conditioning, gassing, dwell and aeration four phases as described by the Z manufacturers.
The gassing time (T) can be calculated with the experience formula: T= Vx5 (g/m3) /20
(g/min), where V = room volume (m3. Apex Laboratories offered Geobacillus
stearothermophilus spore stainless steel discs can be used for sterility testing by 30% hydrogen
peroxide in isolator and its located room sterilization environments. The anatomy isolator
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and micrurgy isolator are in the independent 63 m3 room respectively. The isolator negative
pressure sets as -20 Pa. The lab ventilation is off, four desktop fans are on. The room
temperature is 16°C, relative humidity is 40%~70%. Connected the Z well, and check area to
be bio-decontaminated no people or animal. All doors and windows are shut and secured,
and seal the door with tape. The gassing time sets as 15 min, dwell time sets as 25 min. The
injection rate of hydrogen peroxide during dwell phase is 5g/min as to maintain the
concentration necessary for decontamination. At the end of aeration, the concentration of
hydrogen peroxide within the room is reduced down to zero, and the Z can be stopped. The
total time is 8h for the isolator and its interior equipment and the room sterilization. G.
stearothermophilus spore discs placed in 13 critical locations of the isolator internal surface
(such as DPTE a door, stainless-steel frame of equipment, glove-sleeve systems, the bottom
and surface of equipment, the end of HEPA filter) were all inactive. The black paint on the
microscopy are disappear after 20 times of this kind of disinfection, but the other paints still
keep well, and the optical system of microscope is also not affected.

8. Conclusions

The isolator systems achieve multiple technical improvements: (1) By using variable
frequency drive blowers as the inlet air and extraction blowers, adjustments for rapid
pressure changes (e.g., insertion of gloves) can occur automatically without breaching the
inert atmosphere. The extraction blowers contain an integrated backup system with one
blower running at full strength and another on standby to act as a backup. Negative or
positive pressure states are kept stable and at a safe level through the automatic control
system. The pressure is adjusted depending on different requirements for different animals
and/or experimental conditions. (2) The control cabinet installation is comprised mainly of
the programmable logic controller, electric element (which includes the voltage transformer,
secure alternating current contactor, circuit breaker, electric cable, indicating lamp and
button), network port (for data output) and industrial Ethernet interface (which allows for
the remote data control of multiple isolation chambers by the WINCC 6.0 program system).
Automatic control and monitoring of the isolation chamber and sterilization system are
achieved by the exchange of data between the touch screen and control cabinet through the
industrial bus Profibus DP to meet different laboratory animal research project parameter
requirements such as pressure, humidity, temperature, illumination and disinfection. A
human operator can set the isolation chamber environment parameters according to the
requirements of the infectious animals or for cleaning animals, allowing for the acquisition
of adequate and authentic data. (3) Animal welfare is ensured by installing adjustable
illumination lamps, a rotatable camera, a flat television, a micro-differential pressure sensor
and temperature humidity sensor to maintain comfortable living conditions for the animal.
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1. Introduction

The past few years there have been witnessed the initiation of new or more effective therapies
for the treatment of HIV disease. But it is the established reality for the treatment procedure
of HIV disease; mathematical modeling is very essential and supportive, in accepting the
dynamics of HIV infection and also for the purpose of specific antiviral treatment strategies.
Mathematical models have been constructed to explore the co- relation between disease
progression, generation of HIV specific immune response in primary stage, depletion of CD4*+
T cell population, leading to severe impairment and dysregulation of host immune system
and emergence of numerous opportunistic infection. Mathematical model accompanied
with definite biological interpretation and relevance can provide a clear representation of
host-pathogen interaction dynamics. Human Immunodeficiency Virus (HIV) targets the
immune cells mainly CD4 positive T lymphocytes (CD4™T, a type of white blood cells),
which is the main component of immune system. CD4*1T cells or " helper" T cells also send
signals to the second group of immune response cells (CD8" T cell or CTL) in the body, the
precursor Cytotoxic T Lymphocytes (CTL) to induce HIV-specific CTL response through the
generation of functionally active effector CTL (CTL,). HIV infection can be finally eradicated
through co-ordinated interplay between CD4"T cells and CTLs when infected CD41T cells
are killed by CTLs. Thus, if CTL population can be maintained at a high level, the HIV-infected
individuals can remain healthy for a longer period of time due to slower disease progression.
The safest and cheapest therapeutic intervention aims to keep the CD4™T cell population
together with CTL count at a positive value, both of which will bring down the viremia to
very low levels.

From an immunological standpoint, progression of HIV can be characterized by continual
reduction of CD4"T lymphocyte subset levels in peripheral compartment and lymphoid
tissue as well, with greater reduction being observed in the former. Dysfunctional
lymphocytes with high propensity for apoptosis and loss of proper cell cycle control account

“Research is supported by the Government of India, Ministry of Science and Technology, Mathematical
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for deviation from T cell homeostasis in an HIV-infected individual. HIV antigen activates
immune system, increases cell turnover and induces apoptosis of uninfected CD4"T and
CDS8™T cells leading to complete impairment of immune system (Sereti et al., 2004).

Immune activation and subsequent sensitivity to apoptotic stimuli can be reverted back by
introduction of potent antiretroviral agents. Successful therapy with Highly Active Anti
Retroviral Therapy (HAART) efficiently suppresses viral replication but with only partial
immune reconstitution. Moreover, complete eradication of viral population from the system
is practically not feasible with HAART alone, even if continued for a long time. Viral relapse
is known to occur as soon as the therapy is discontinued (Roy & Chatterjee, 2011). Thus
arises the need of addition of new therapeutic modalities in the form of administration of
immunomodulatory agent, IL-2, to the armamentarium of antiretroviral agents promoting
complete immune reconstitution.

IL-2 is a very well characterized T-cell growth factor determining proliferation and
differentiation of whole T cell compartment. Following antigen-activation, IL-2 is produced
by both CD4" and CD8*T (in comparatively lesser quantities) cell subsets, in the peripheral
lymphoid tissues of spleen and lymph nodes, in an autocrine and paracrine fashion
respectively (Smith, 2001), (Banerjee, 2008).

Infection by HIV affects CD4™T and CD8™T cells in a differential manner with selective
depletion of the CD4™ T cells whereas expansion of CD8™T cells is maintained till late stages
of infection (Marchettia et al., 2004). Though IL-2 is produced by CD4" and CDS8™T cells, it
exerts differential effects on CD4 ™ T cells, with preferential expansion and prolonged survival
of peripheral naive and recall subsets, but not effector and memory phenotype (Sereti et al.,
2004), (Marchettia et al., 2004). IL-2 does not target progenitor cells of the bone marrow
or thymus (Smith, 2001), (De, 2001). Net outcome of IL-2 therapy is rejuvenation of T cell
pool marked by decreases in T cell turnover, proliferation and activation. IL-2 therapy
also increases T cell responsiveness to suboptimal levels of endogenous IL-2 by increasing
expression of its receptor, CD25, on CD4™" T cells (Sklar et al., 2007). CD8* cells seem to follow
different homeostatic dynamics, more or less independent of immunoregulatory activity of
IL-2. Apart from its regulatory activity on specific cellular populations, IL-2 can also augment
the production of IL-2 itself (Bortolin et al., 2001). In contrast, HAART alone results in selective
rescue of CD41 memory cells, with no change in naive compartment (Franzetti et al., 2005).
Thus, IL-2 immunotherapy broadens HAART-induced immune recovery.

The degree of CD4™T cell recuperation after IL-2 administration depends on the nadir CD4™
T cell count and the dose and duration of IL-2 therapy (Paredes et al., 2002). IL-2 can be given
either intravenously or subcutaneously at a low dose intermittently but it is recommended
that it should never be given alone. It should always be administered as an adjuvant to
HAART for maximum biological and clinical benefits. It may be stopped as soon as CD4"T
cell count is "normalized" to pre-infection levels and immune activation is reduced (De, 2001).
Improvement in immunological parameters of the host such as expansion of CD4™ T cells may
continue for several months even after IL-2 administration has been interrupted (Bortolin et
al., 2001). The potential of IL-2 to reverse the HIV-mediated T cell homeostasis imbalances by
altering the in vivo dynamics of T-lymphocytes and regulatory cytokines, with transient or
almost no change in HIV viral load, offers the appealing prospect of obtaining major immune
reconstitution in the treatment of HIV disease.
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Several mathematical models have been developed to describe the behavior of the HIV, when
it interacts with the human immune system and causes a decline in the CD4™ T cells count
(Bonhoeffer et al., 1997), (Perelson & Nelson, 1999), (Wodarz et al., 2000), (Gumel et al., 2002),
(Roy & Chatterjee, 2010). In their research they expand a innovative thinking, impact of
drag in a HIV individual integrating with their model dynamics. Perelson et al. utilized
clinical data from HIV infected patients and fitted them to their mathematical model and
subsequent numerical simulations to prove the clinical manifestations of AIDS such as long
latency period, depletion of CD4™ T cells and low level of free virus in the whole body.

Now a days most of the authors developed their work by including various aspects of HIV
specific antiviral immune response dominated by CTLs because of its significant role in
controlling virus replication and disease progression. A simple mathematical model was
developed by Wodarz et al. (Wodarz et al., 1999) to study the co-relation between HIV and
immune system during the natural course of infection and in the background of different
antiviral treatment regimes. They have suggested the need for an efficient CTL memory
response for effective containment of viral replication. CTL memory is adversely affected
during long-term infection due to depletion of CD41T cell pool in the system. From analytical
and numerical analysis in their mathematical model, (Roy & Chatterjee, 2011) has been shown
that when the immune response are high, less medication is needed to control and regulate
infection. Their mathematical model also reflect that optimal treatment is reduces the period
of time while the immune response of the uninfected T cell takes over.

Discrete and continuous time delay or time lag is assumed to exist in the various stages of
HIV progression (Herz et al., 1996), (Calshaw et al., 2000), (Roy & Chatterjee, 2011), and (Roy
& Chatterjee, 2010) which have been incorporated into the mathematical model with firm
biological explanations. It is well known that, delay differential equations cause a stable
steady state to lose its stability and cause oscillations. For avoiding the side effects due to
chemotherapy, various mathematical models have been formulated in control therapeutic
approach (Fleming et al., 1975), (Gumel et al., 2002).

In the present paper, the reconstitution dynamics of CD4*T cells and effect on CTLs in
HIV-infected individuals has been studied in presence of HAART and IL-2, where the basic
model as proposed by Wodarz and Nowak has been modified (Wodarz and Nowak). They
have suggested the need for an efficient CTL memory response for effective containment
of viral replication. CTL memory is adversely affected during long-term infection due to
depletion of CD4™ T cell pool in the system. Mathematical modeling of such dynamics will
help in delineating the interplay between T lymphocyte subsets in the course of HIV infection
and thereby establishing optimum conditions for effective immune -based therapy associated
with HAART. In this research article delay induced system in the same mathematical model
of HIV has been investigated to understand the effect of combination therapy of HAART and
IL-2. Attempts have also been made to apply the principles of optimal control theory to the
proposed mathematical model for rational administration of IL-2 adjuvanated HAART in an
effort to successfully eradicate the virus from the host system and cure the patient completely.

2. Presentation of the mathematical model

In this research article we develop a viral dynamical model of Wodarz et. al (Wodarz et al.,
1999) by introducing IL-2 therapy in presence of HAART.
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The model is given below,

xX(t) = A= (1 —mquq)x(£)y(t) — dx(t) + yx(t)

y(t) = B —mrun)x(D)y(t) —ay(t) — py(£)z(t)

w(t) = ex(t)y(H)w(t) —cqry(Hw(t) — bw(t) + yrw(t)

Z(t) = cquy(t)w(t) — hz(t), ey
with initial conditions: x(0) > 0, y(0) > 0, w(0) > 0, z(0) > 0.

Here x represents uninfected CD4" T cells, and y, w, z are infected CD4 1T cells, Cytotoxic T
lymphocyte precursors (CTL), CTL effector cells respectively. Here A represents the rate of
production of CD4™ T cells from bone marrow and these immature cells migrate to thymus
and they are matured to immunocompetent T cells. The natural death rate of uninfected
CD4™T cell is d and B is the rate at which uninfected CD4™ T cell become infected. Natural
death rate of infected cell is a. The clearance rate of infected cells by CTL effector is p. CTL,,
are assumed to proliferate in response to antigenic stimulation and then differentiate into CTL
memory. The rate of proliferation of CTL;, population is c and they decay at a rate b. Since
the differentiation rate of precursor CTL (CTL)) not at all same as the proliferation rate of
effector CTL (CTL,), thus we consider q; and g, as multiplicative capacity of differentiated
precursor CTL and proliferated effector CTL respectively. We also assume that the removal
rate of effector CTL is h.

Here we introduce IL-2 therapy in presence of HAART. We also consider that the RTI reduces
the infection rate S by (1 — i7yu1) where 571 represents the drug efficacy parameter and u is the
control input doses of the drug RTI. By introducing interleukin protein it enhances the growth
of uninfected T cell and also in a smaller quantity, increases growth of CTL,. Here v and 1
are the activation rates of uninfected T cell and CTL;, population respectively.

3. General analysis of the mathematical model

Figure 1 shows that, due to introducing of cocktail drug therapy (HAART and IL-2),
uninfected CD4™" T cell moves to its stable position. Further infected CD4™ T cell population
moves to a very lower levels, and ultimately goes towards extinction. Thus effector CTL
population attains a lower steady state, where as CTL precursor enhanced due to effect of
IL-2.
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Fig. 1. Solution trajectory of the non-delayed system. All parameter values are taken from
Table 1.
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3.1 Equilibria and their existence

The system (1) with the initial condition possesses the following positive equilibrium
E1(x1,0,0,0), Ex(x2,12,0,0) and E*(x*, y*, w*, z*).

A _ B(l—mui)A+a(y—d) * _ A
Where, x1 = 725 X2 = ﬁ(l—uﬂlul)'y2 o 051(11—’71141) and x* = d+p(1—mum)y*—v’
w _ —{d=y)eq+B(1—mm) (b=y1) —cA}+/{([d—7)eqit+B(1—rp11) (b—71) —cA P—dacqip(1 =11 ) (b—11) (d—7)
y = ) 2cq1B(1—mu) /
w* — hﬁ(lfcfg;;/)*x *hﬂ’Z* — 5(1*'71;!1)9(’*%'

During initial stages of infection when the virus enter in the system but not yet attack any
CD4™T cell, then infection free steady state E; exists, if d > <, entail that death rate of
uninfected CD4*T cells is greater than the rate of production of uninfected cells under the
influence of IL-2.

E; exists if x; > xp, i.e at early stages of infection when T cells have become infected but CTL
response is yet to develop and it indicates a very crucial situation. It exists when uninfected
cell population at initial stage of infection is greater than steady state value of uninfected T
cell population in presence of infection but without any immune response.

E* exists if the following conditions holds, (I)W <y* <y, ({i)(b—y)(d—1) <O.

From the above two conditions we can say that (i) if infected cell population (y*) at coexistence
equilibrium point lies between these two threshold values and (ii) product of two terms (b —
71)(d — ), i.e. difference between death rate and production rate of CTL, in presence of IL-2
(b — 1) and difference between death rate and production rate of uninfected CD4™ T cell in
presence of IL-2, (d — v) is negative.

3.2 Stability analysis of the system:

Here we study the nature of stability of the system (1) around different equilibrium points.
From our mathematical study we have the following three propositions.

Proposition 1 : The system (1) is locally asymptotically stable around E; if the following
condition holds,

(i)y<d
(i) <b
i) BA=mu)A+a(y—d)
Proof :
The s/eigenvalues of the above upper triangular jacobian matrix are
&1 =
62_ ﬁl 7]1,;‘1) iy
f3=m1-0
Sa=—h.

All the characteristic roots corresponding to E; will be negative if above proposed conditions
are satisfied. Hence the system is locally asymptotically stable around E;. Whenever E; is
locally asymptotically stable E, does not exists.
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B(1—n1u1)(b—1)

Proposition 2: System (1) is locally asymptotically stable around E; if y, < (=B —mn)

holds.

Proof :
By the same way we can prove this proposition.

Proposition 3: The system is locally asymptotically stable around E* under R-H criterion for
the following parameter values in Table 1.

Parameters Definition Values assigned
A Constant rate of production ofCD4 7 T Cells 10.0 cells/ day
d Death rate of Uninfected CD41 T cells 0.01 cells/ day
B Rate of infection 0.001 cells/ day
a Death rate of infected cells 0.24 cells/ day
p Clearance rate of infected cells by CTL, 0.002 / day
c Rate of proliferation of CTL, 0.6 /day
b Decay rate of CTL, 0.01 /day
h Decay rate of CTL, 0.02/day
% activation rate of uninfected CD4" T cell by IL-2 0.5/day
7 activation rate of CTL, by IL-2 0.1/day
71 multiplication capacity of differentiated precursor CTL 0.5
72 multiplication capacity of proliferated effector CTL 0.3

Table 1. Variables and parameters used in the models (1), (2), (16,17). All parameter values
are taken from (Wodarz et al., 1999), (Calshaw et al., 2000), (Roy & Chatterjee, 2010),
(Bonhoeffer et al., 1997), (Nowak and Bangham, 1996).

4. Delay induced system

In this section we proposed and analyzed the mathematical model (1), incorporating delay
in activation of uninfected CD4"T cell populations through IL-2 therapy. It should be
mentioned here that delay-differential equations demonstrate in a complex dynamics rather
than ordinary-differential equations in view of the fact that a time lag could cause a
stable equilibrium to become unstable and hence the population may be fluctuated. For
better understanding and also for realistic emulation of the delay induced system, we thus
introduced a time delay in the production of CTL in our model (1). We also initiated another
discrete time delay due to the account of the time lag in CTL, activation. Thus we have the
following delay differential equation model in the form of:

X(t) = A= B(1 —mu)x(t)y(t) —dx(t) + yx(t — )

y(t) = 5(1 mu)x(t)y(t) —ay(t) — py(t)z(t)

w(t) = ( Jy(Hw(t) — eqry(t)w(t) — bw(t) + nw(t — 12)

(t) = cqoy(t)w(t) — hz(t), 2

with initial conditions x(6) = xy > 0,y(0) = 0,w(0) = 0,z(#) = 0 for 6 € [—max{t, 1 },0].

4.1 Stability analysis of the delay induced system

We further paying our attention to investigate the local asymptomatic stability of the infected
steady state E* for the delay induced system (Equation 2). Now linearizing the system (2)
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about E* we get,

‘% — FT(t) + GT(t — 1) + HT(t — 7). 3)
Here F, G, H are 4x4 matrices given below,
—d—p(l—mu)y*  —p(1—nu)x” 0 0
o | BO—mu)y™ B —ipuy)x” —a—pz* 0 —ry
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The characteristic equation of system (2) is given by,
AE) =| I —F—e UG —e *2H |=0.
This equation can be written as,
P&, 12) = 6+ M8 + A2l® + Asl + Al + ¢ T [B1E° + Bog? + Bag + Byl
e ERC1E + G + Cof + Cul e ST+ Dyf 4+ D3] = 0. (4)
The coefficients are given below,

myp = —d — B(1 —mur)y*, mpp = —B(1—nuy)x*, my = B(1—mur)y*,
myy = B(1—nyuq)x™ —a— pz*, myy = py*, ma = cy*w*, mz = cx*w* — cqw®,

maz = cx*y* —cqiy* —b, my = cqpw*,myz = cqoy*,myy = —h,
where,
Ay = myy — msz — My — My,
Ap = M3aghigq + M11Maq + MopMigq + Mooz + M11M33 + Moghi] — Mgty — Mgy,
Az = —mq1M3zzityy — M M33iigy — M1 Mgy + MM Mg — Moy M3p1My3,

+ MipgMmaziyy + Miyy Mpgthyy + 1My Mgty — My M3 + MypMip M33,
Ay = myympmaziyg — MMy M331May + N11M4M3p a3 — M121M4 M3 M43
— My1Mp4M33My2,
By = =7,
By = y(mas + mazmaz),
B = 7y(—maztmay — mopmay — mapmmss + mogtmyy),
By = 7y (maamasimay + mosmapiyg — mogmszmyy),
G =-1
Co = 71(mag + mpmyy),
Cs = 71(—maamay — myymay — My + mosmmyp),
Cq = m1(myymopmay — mypmyymay — myymogmyp),
Dy =1,
Dy = yy1(—maamay),
D3 = y71(moamas).
The characteristic equation (4) is a transcendental equation in ¢. It is known that E* is
locally asymptotically stable if all the roots of the corresponding characteristic equation have
negative real parts and unstable if purely imaginary roots are appears. As we know that
the transcendental equation has infinitely many complex roots (Calshaw et al., 2000), so in
presence of 11, T2, analysis of the sign of roots is very complicated. Thus, we begin our analysis

by setting one delay which is equal to zero and then deduce the conditions for stability, when
both time delays are non zero.
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CaseIl:-Whent =17, =0:
In absence of both the delays the characteristics equation (4) becomes,

4+ B(A1+ By +Cp) +E(Ay+ By + Co+ Dy) + E(A3 + B3 + C3 + Ds)
+(A4+ By +Cy+D3)=0. 5)

Employing Routh Hurwitz criteria for sign of roots we have the same results as in non delayed
system analysis.
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Fig. 4. Solution trajectory of the delayed system. Here 71 = 0.2, 7 = 5, and all other
parameter values are same as Table 1.

CaseIl:-Whent; > 0,70 =0:

In this case we consider no delay in CTL precursor immune response i.e T = 0, then the
characteristic equation becomes,
(A1 +C) +E(Ar+Co) +E(A3+C3) + (Ay + Cy)
+e~€0[By¢° + &%(By + D1) + &(Bs + D2) + (By + D3)] = 0. ©)
For 7y > 0, (6) has infinitely many roots. Using Rouche’s theorem and continuity of 7j, the
transcedental equation has roots with positive real parts if and only if it has purely imaginary
roots. Let i6 be a root of equation (6) and hence we get,
94 — 92(A2 + Cz) + (A4 + C4) = cos Ty [92(B2 + Dl) — (B4 + D3)]
+sin 07, (63D — (B3 + Dy)]
0(Az + C3) — 0%(A1 + C1) = cos 071 (03D — (B3 + Dy)]
—sin 01 [6*(By + D7) — (By + D3)]. )

Squaring and adding above two equations,

6% +6°[(A1 + C1)* —2(A2 + C2) — D7

+0*[(Az + C2)* +2(Ag + C4) — 2(A3 + C3)(Ay + C1) — (B2 + Dy)?

+2D1 (B3 + Dy)] + 62[(A3 + C3)?

—2(Az 4+ C2)(Ag + Cy) +2(By + D1)(By + D3) — (B3 + D7)?
+[(Ag+ C4)* = (By+ D3)*] = 0. ®)
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Fig. 5. Solution trajectory of the delayed system. Here 71 = 0, 7 = 1, and all other parameter
values are same as Table 1.

Simplifying and substituting 62 =l in equation (8) we get the following equation,

I+ a3+ apl? + azl 4+ ay = 0. 9)
Where,
n = (A1 + C1)2 — Z(Az + Cz) — D%,
ay = (Ap + C2)? +2(As + Cs) — 2(A3 + C3) (A1 + C1) — (Ba + D1)? +2D1 (B3 + Dy),
a3 = (A3 + C3)? — 2(Az + C2)(As + Ca) +2(By + D1)(By + D3) — (Bs + D2)?,
gy = (Ag+Cs)? — (By + D3)2

It may be noted that the equation (9) will have negative real part if and only if Routh-Hurwitz
criterion is satisfied and hence equation (6) will have no purely imaginary root. From the
above analysis we have the following proposition.

Proposition 4 : In the delay induced system (2), the infected steady state E* will be locally
asymptotically stable for all 7 > 0 if the following conditions are satisfied:
a1 >0, 04 >0, p =ajap — a3 >0, Pag — aday > 0.

CaseIIl :-Whent =0, > 0:
In absence of 11, the characteristic equation (4) have the following form,
¢+ 8 (A1 + B1) +8%(A2 + Ba) + E(As + Bs) + (Ag + By)
+e (G + ¢3(Co + D1) + &(C3 + Dy) + (Cy + D3)] = 0.

(10)
Similarly as in case II we substitute { = i6 and we get,
0* — 0%(Ay + By) + (Ag + By) = cos 012 [0%(Co + D1) — (C4 + D3)]
+5in07,[03C1 — 6(C3 + Dy)]. (11)

0(A3 + B3) — 6°(A1 + By) = cos012[6°Cy — 6(C3 + D5)]
—sin 07y [0%(C, + D1) — (C4 + D3)]. (12)
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Squaring and adding, and then substituting 62 = s we have,

st 4+ 015% + 6257 + G35 + 84 = 0. (13)
Where,
8 = (A1 +B1)? —2(Ay + By) —
& = (Ap+B)? +2(As + By) — (As + B3)(A1 + By) — (Ca + Dy)? +2C1(C5 + D3)
03 = (A3 + B3)* — 2(Ag + By) (Ag + By) +2(Co + D1)(Cy + D3) — (C3 + Dy)?
64 = (Ag+ By)* — (C4 + D3)2.

From the above analysis we have the following proposition.

Proposition 5 : In the delay induced system (2), the infected steady state E* will be locally
asymptotically stable for all 7, > 0 if the following conditions are satisfied

61 >0,64 >0, ¢ =610y =383 >0, b3 — (512(54 > 0. If 44 < 0 then we have the following
proposition,

Proposition 6 : Equation (13) admits at least one positive root if §; < 0 is satisfied.

If 6y be a positive root of (13), then equation (10) will have a purely imaginary root +if)
corresponding to 2. Now we evaluate the critical value of 7, for which the deley induced
system (2) remain stable. From equation (11,12),

o acoszp(ﬂo).

2 = B (14)
Where,
¢(60) = [{6*(Co+ D1) — (Cy + D3) H{O* — 02(A2 + Bo) + (As + B4)}
+{6%C1 — 6(C3 + D) H{O(A3 + B3) — 6°(A1 + B)}]
+[{6%(C2+ D1) — (Cs+ D3) }* + {6°C1 — 0(C3 + D) }2). (15)

From the above analysis we construct the following theorem.
Theorem 1:

If 04 < 0 is satisfied, then the steady state E* is locally asymptotically stable for 7o < 7; and
becomes unstable for 7, > ;. When 1, = 75 a Hopf bifurcation occurs.

CaseIV:i-17 >0,1p >0

In this case we studied the stability of the steady state E* in presence of both delays. If all
the roots of equation (10) have negative real parts for T > 0 i.e when the system is locally
asymptotically stable then there exists a 7" depending upon 1, such that all roots of equation
(4) have negative real parts whenever 71 < 7;'. Considering all the cases we have the following
theorem .

Theorem 2 : Whenever 4 < 0 holds then for 7o < 75, there exists a 7 depending upon 7, the
steady state E* is locally asymptotically stable for 71 < 7{" and 7, < 75

Special Remarks of the Delay Induced System in view of Numerical Analysis:
Though it is eventually true from our analytical results that for a longer value of delay the
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Fig. 6. This figure shows the system behavior for the Optimal treatment schedule of the
control variable 11 (t) and uy(t) for R =0.1, P = 0.5,and #; = 0.5, 1, = 0.1, 3 = 0.01. All
other parameter values are same as Table 1.

system become unstable (Theorem 1 and Theorem 2), however it is essential to mention here
that in our delay induced system, numerical analysis reveal, when 77 = 0 and 7, = 1, its
reflect from solution trajectory, there are no such oscillations in Figure, which may conclude
that delay does affect the stability of the system.

Further we change the values of both delays 7;, and 1, and varied them from 1 to 20, we
also observe that no significant changes does arise in each case for which we can express that
delay affect the stability of the system. Thus, in a nutshell we can say that incorporation of
time delay into the existing model to account for time lag in activation of CTL, did not exhibit
any biologically significant interpretation.

5. The optimal control problem

In this section our main object is to minimize the infected CD4"T cells population as well as
minimize the systemic cost of drug treatment. Here we formulate an optimal control problem.
We also want to maximize the level of healthy CD4™ T cells. So in our basic model (1), we use
control variables u(t), uy(t) represents the drug dose satisfying 0 < wu1(f) < 1and 0 <
up(t) < 1. Here uy(t) = 1, up(t) = 1 events are represents the maximal use of chemotherapy
and u1(t) =0, up(t) = 0 represents no treatment.
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Here we consider that the RTI reduces the infection rate by (1 — 5117 ), where 11 represents
the drug efficacy and u; is the control input doses of the drug RTI. We also consider the
enrichment of uninfected T cell and CTL responses through IL-2 treatment is given by 7,15,
and 731y, where u5 as a control input of IL-2 treatment and 175, 773 are the drug efficacy of IL-2
for uninfected T cell and precursor CTL responses.

In this section our main aim is to minimize the cost as well as minimize the infected CD4"T
cell and maximize the uninfected CD4"T cell. Thus we construct the optimal control problem
where the state system is

t=A—dx—B(1—mu(t))xy + (1= yaua(t)) yx

y = B —mui(t))xy —ay — pyz

W = cxyw — cqryw — bw + (1 — nyaup(t)) rw

Z = cqpyw — hz, (16)

and the control function is defined as
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Fig. 7. This figure shows the system behavior for the Optimal treatment schedule of the
control variable 11 (t) and uy(t) for R =10, P =50, and 77 = 0.1, 77 = 0.1, 573 = 0.01. All
other parameter values are same as Table 1.

J(uq,up) = /ttf [y(t) — x(t) —w(t) + Ru% + Pu%]dt. (17)

Where the parameter R and P respectively the weight on the benefit of the cost.
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Here the control function w1 (t) and uy(t) are bounded, Lebesgue integrable function (Swan,
1984).

In this problem we are seeking the optimal control pair (1%, u2*) such that
J(ur™,u*) = min{J(uq,uz) : (ug,u2) € U}.

Here U is the control set defined by
U= {u=(uy,up): uy, upare the measurable, 0 < uy(t) <1, 0<up(t) <1, t€ [ty tr]}.

To determine the optimal control u1* and u,*, we use the “Pontryagin Minimum Principle”
(Pontryagin et al., 1986). To solve the problem we use the Hamiltonian given by
H = y(t) —x(t) — w(t) + Ruf + Puj + §1{A — dx — B(1 — muua (1)) xy + (1 — naua(t)) yx}
+8{B(1 —mua(t))xy —ay — pyz} + &3{cxyw — cqryw — bw + (1 — y3uz(t)) 1w}
+8a{cqayw — hz}. (18)

By using the “Pontryagin Minimum Principle” and the existence condition for the optimal
control theory (Fleming et al., 1975) we obtain the theorem.
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Fig. 8. This figure shows the system behavior for the Optimal treatment schedule of the
control variable 11 (t) and uy(t) for R =10, P =50, and 77 = 0.6, 77 = 0.1, 573 = 0.01. All
other parameter values are same as Table 1.

Theorem: The objective cost function J(uy, u) over U is minimum for the optimal control
u* = (u1*,up*) corresponding to the interior equilibrium (x*,y*, w*,z*). Also there exist
adjoint function ¢y, ¢, €3, G4 satisfying the equation (18) and (19).
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Proof: By using Pontryagin Minimum principle (Fleming et al., 1975) the unconstrained
optimal control variable 11* and uy* satisfy

9H _ 9H

gy (19)
Since
H = [Ruf — &(1 = muq () By + &2(1 — yuq (1)) Bxy] + [Puj + &1 (1 — maup)yx
+&3(1 — n3uz)y1w] + other terms without 17 and uy, (20)
then we obtain aaﬁ for u;* where (i = 1,2), and hence equation with zero becomes,
oH
o 2Ruy" +mpx"y* (61— G2) =0
oH
s = 2Pua" =G yxt = Gasmz = 0.
%)

* *

Thus we obtain the optimal control u1* and u;

(x*, y*, w*,z*) as,

corresponding to the interior equilibrium

. _ Pnx'yt (62— &)

" 2R
1yt = ERY + 8am) 1)
2P
According to Pontryagin minimum Principle (Pontryagin et al., 1986) we know that,
a¢ oH
- ox’ (22)
and
H(x(t),u7(2),8(8), £) = min H(x(), u(t), £(1), 1). (23)
ue

The above equations are the necessary conditions satisfying the optimal control u(t) and
again for the system (16, 17) the adjoint equations are

d6y _ _9H dé _ _9H dés _ _oH dbs _ _0H
dt = Toxs df T Ty df T Towr di T T oz-

Taking the partial derivative of H we get,

% =1+ 8 {dr + (1= mur(8))By — (1 = mauz(t))v} — &2(1 — mu (t)) By — Eacyw
% = =1+ 61 (1 —mu(t))Bx — Go{ (1 — muq (t)) px — a — pz} — S3{exw — cqrw} — Gaeqpw
ddjts =1—{exy —cquy — b+ (1 —n3u2(t)) 71} — Eacqay

Hence the optimality of the system consists of the state system along with the adjoint system.
Also it depends on the initial conditions and the transversality condition which satisfy

Gi(ty) = 0and x(0) = xo, y(0) =yo, w(0) =wy, z(0) = zo.
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Fig. 9. This figure shows the system behavior for the Optimal treatment schedule of the
control variable 11 (t) and uy(t) for R =10, P =50, and 777 = 0.8, 17, = 0.4, 173 = 0.1. All
other parameter values are same as Table 1.

6. Conclusion

In this research article we have considered a mathematical model of immune system
representing the response of a HIV infected individual in presence of HAART and IL-2. We
have studied how the immune system recovers by applying IL-2 as an immune activator
along with HAART. We have also observed the effect of delay in activation of uninfected
CD4™T populations through IL-2 therapy. We have noticed the control therapy, which is
more effective with respect to cost and also less side effect. Here analytical as well as
numerical approaches have been observed. We have also noticed that, the rational behind
concomitant administration of IL-2 with HAART is to augment host immune responses
through prevention of destruction of the immunity system without stimulation of HIV
replication. In the beginning of our research article, our mathematical model of HIV dynamics
in presence of HAART and IL-2 suggest the existence of three equilibrium conditions :
E1(x1,0,0,0), Ex(x2,12,0,0) and E*(x*,y*, w*,z*). Our analytical studies first indicates the
infection free steady state or uninfected equilibrium, where CD4™T cells are healthy and no
infected cell population exists and there is no HIV-specific CTL immune response. The second
equilibrium condition is not a very desirable one since there is no immune response even in
presence of HIV antigen. The third equilibrium state or infected steady state is said to be
exist at certain limiting values of infected cell population in presence of HAART and IL-2.
We also studied the stability of the system for different equilibrium points. Further a time
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delay has been introduced into the existing model to account for the activation of immune
response through infected CD4™ T cells. In that study, we noticed that delay induced system
has no useful delay effect which changes its stability. From optimal control studies, several
interesting results have been obtained. As weight factors ( R and P) increase from 0.1 to 10
and 0.5 to 50 respectively, there is a significant increase in the uninfected cell population with
very little effect on the count of infected cells. The increase in the weight factors does not
produce proportionate increase in the precursor CTL population and increase in effectiveness
of HAART or IL-2 as denoted by 7, is not manifested by remarkable change in precursor CTL
number. The CTL effector population is found to decrease in all the cases. Thus, optimal
control approach will help in designing an innovative cost-effective safe therapeutic regimen
of HAART and IL-2 where the uninfected cell population will be enhanced with simultaneous
decrease in the infected cell population. Moreover, successful immune reconstitution can
also be achieved with increase in precursor CTL population. Mathematical modeling of
viral dynamics thus enables maximization of therapeutic outcome even in case of multiple
therapies with specific goal of reversal of immunity impairment.

From our above discussion of the results, it is clear that, though incorporation of time delay
into the existing model (1) to account for time lag in activation of CTL, did not exhibit
any biologically significant interpretation, however, adoption of optimal control strategy in
optimization of therapeutic regime of combination therapy of HAART and IL-2 was found
to be really satisfactory in terms of enhancing the life expectancy of HIV-afflicted patients by
improving the uninfected T cell count.
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1. Introduction

Oxidative stress arises when the antioxidant capacity of cells to scavenge the excess
production of reactive oxygen species(ROS) falls short. It may also be due to changes in the
redox status of the cell. In health, pro-oxidants engage in useful signaling pathways that are
important for growth and cellular health. Overstimulation of signaling pathways leads to
sustained pro-oxidant production in the form of ROS that disrupt cellular structures and
impair function leading to disease. Normally, antioxidants counteract the activity of pro-
oxidants to retain cellular homeostasis and therefore a state of health.

In this review the cellular sources of reactive oxygen species (ROS) will be discussed in
addition to its effect on macromolecular structures, cellular function and health. The ROS
referred to in the text are:superoxide, hydrogen peroxide, hydroxyl radicals; reactive
nitrogen species (RNS) nitric oxide and peroxynitrite.

The primary source of ROS is molecular oxygen (Oz). In aerobic cells during electron
transport about 10% of reducing equivalents from NADH leaks to produce superoxide
(02 ) and hydrogen peroxide (H20). These diffuse out of mitochondria and form the
starting materials for subsequent generation of ROS through a serial one electron acceptor
process. RNS (NO) also fuel ROS generation through a similar interaction with
cytochrome c oxidase to give rise to Oy~ -/H2O; or react with O;~ to generate peroxynitrite
(ONOO-).

The oxidative stress effect on health is discussed from the point of view of
infectious/communicable diseases, non-infectious/non communicable diseases, genetic
diseases and oxidant stress factors (mutation/hemolysis).

The respective infectious/communicable and non communicable diseases that are discussed
are malaria, HIV/AIDS, and diabetes, obesity, sickle cell disease and ageing. Except for
ageing, the biology of the diseases is briefly outlined and host immunological responses to
the disease state that augments ROS generation and its effects are discussed.

The review ends with a brief on oxidative stress and ageing and a summary of how
oxidative stress is at the core of the physiological processes that maintain a healthy body
and longevity.
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2. ROS activity in normal cell function

The designation ‘reactive oxygen species’ refers to the unpaired electrons on an oxygen
atom, molecule or ion that confers reactivity to the species (1, 2). By this definition oxygen
molecule is the weakest radical as the ground state has two unpaired electrons (1)
although it is unreactive. Multicellular organisms maintain a network of signals to ensure
growth, defense and repair. These signals begin outside of the cell, with ligand receptor
interaction, followed by conformational changes in the receptor that enables it to be
activated through phosphorylation by kinases and inhibition of phosphatases (3, 4). The
signal is then carried by second messengers for transduction into the cell nucleus (5, 6).
Transcription factors constitute the terminal signal receivers to initiate gene expression
critical for normal cell function. ROS act as second messengers in signal transduction in
normal housekeeping cell functions (7, 8). ROS signaling can also be through regulation of
ion channels, in particular potassium and calcium ion channels to modulate nerve
conduction and apoptosis (9).

In normal cell function ROS is generated constitutively by non-phagocytic cells and in
response to injury, trauma or infection by phagocytic cells (10, 11). A common functional
attribute of the two sources of ROS is that moderate amounts is largely associated with
signaling activity while increasing amounts is important in cellular defense and or repair
(12). Moderate amounts of ROS are generated through electron transport, vascular smooth
muscle cell (VSMC) and endothelial cell (EC) activities (13). Other cellular sources of ROS
that may be limited by the changes in cellular metabolic activity include lipoxygenases,
cyclooxygenase, cytochrome P450 enzyme activities and lipid peroxidation (7).

2.1 ROS generation in non phagocytic conditions

Non phagocytic generation of superoxide occurs constitutively and intracellularly in
fibrobrast , smooth muscle cells (14), renal mesanglial cells (15), hematopoietic stem cells,
neurons, hepatocytes, vascular endothelium and for the cellular organelles mitochondria,
peroxisomes and the cytochrome P450 system. When generated, ROS participate in the
maintenance of baseline signal transduction needed for normal cell function in the
absence of activation (16-18). The non phagocytic oxidases (NOX) are transmembrane
proteins that transport electrons across cell membranes to reduce oxygen to superoxide.
To date six human isoforms have been isolated (Nox 1, 3, 4, 5, and Duox 1 and 2) (19, 20).
They utilize a system that is dependent on NADPH, although, NADH can also be used as
substrate (21). As a result they are referred to as NAD(P)H oxidases (12, 22). A large
component of the non-phagocytic ROS is from mitochondria during electron transport
under normal physiological conditions (23). The primary ROS is superoxide generated
from reduction of oxygen. It has a short half-life and so its availability is limited, making
it a poor signaling molecule (24). In low pH environments as in phagosomes however, the
reactivity of superoxide is enhanced by conversion to hydrogen peroxide (25). Unlike
superoxide, hydrogen peroxide which is generated from superoxide dismutation (26), is
stable and can selectively diffuse through membrane pores to stimulate distant targets,
including downstream kinases (27, 28). It also activates the antioxidant function of p53
which potentiates the activity of glutathione peroxidase to convert it to water (29). A
summary of ROS generation in the mitochondria in normal physiology and some effects
attributed to ROS is presented in Figure 1.
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Fig. 1. Mitochondrial ROS generation sites by partial reduction of oxygen through a series of
one electron acceptance and a role in oxidative stress effects.

2.2 ROS generation in the electron transport chain

At the end of the electron transport chain, molecular oxygen receives 4 electrons and is
reduced to water providing energy for ATP synthesis. When oxygen is incompletely
oxidized through the sequential acceptance of one electron, it gives rise to oxygen radicals
that are more reactive than the molecule. These are in order of one electron acceptance, O,
H>0, and OH" (30, 31). Acquisition of an electron by molecular oxygen generates O, - as the
primary ROS. The sites in the electron transport chain known to significantly contribute to
ROS are complex I and III. Complex I ROS production is mediated by NADH coenzyme Q
reductase while in complex III ROS production is through the binding of NO to ubiquinol
cytochrome c oxidase to produce O, - and H>O» (31-33). Mitochondrial nitric oxide synthase
produces NO, the primary RNS which reacts with O, - to give peroxynitrite. Therefore NO
production is central to the generation of Oy - and H>O; in the electron transport chain (34,
35). Mitochondria also functions as an oxygen sensor under hypoxia to produce hydrogen
peroxide which stabilizes hypoxia inducible factor (HIF) to modulate its effect on hypoxia
(36-38). HIF is degraded by the hydroxylation of prolyl residues and requires iron as an
obligatory cofactor, so when ROS oxidizes iron, it is unavailable for hydroxylation thereby
retaining cellular response to hypoxia (38). In normal cellular metabolism, low to moderate
ROS/RNS are generated as part of the signaling pathways, cellular response to growth and
in innate and adaptive immune response against danger signals (39).
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2.3 ROS generation in VSMC and EC

ROS generation in non-phagocytic cells other than mitochondria, is through the activity of
non-phagocytic NAD(P)H oxidase (Nox) following ligand binding to the cognate receptor
(cytokines, growth factor and G-protein coupled receptor agonists, e.g. angiotensin II) (40,
41). Of particular note is the binding of vascular endothelial growth factor (VEGF), platelet
derived growth factor and epidermal growth factor (EGF) to their cognate receptors that
lead to receptor dimerization, auto-phosphorylation and signaling to activate redox
sensitive transcription factors (eg. NF-xB) responsible for the expression of target genes (40).

2.4 Functional significance of ROS/RNS generation

ROS generated by non-phagocytic cells channel signals to induce cell migration,
proliferation and vessel wall formation (42). This activity is particularly important for
angiogenesis and in ischemia/reperfusion response (27). In order to sustain signal
transduction, ROS generated from ligand receptor interactions can oxidize cysteine residues
in phosphatases to inhibit their function and sustain signal transduction to the nucleus (43,
44). Within the endothelial cell (EC), hydrogen peroxide or angiotensin II (Ang II)
stimulation of ROS production activates eNOS to produce NO which facilitates cell
migration and proliferation (2, 45, 46).

2.5 ROS and danger sensing

The cells of the innate immune system sense danger by recognizing highly conserved
pathogen associated molecular patterns (PAMP) present on all the major pathogens;
bacteria, parasites, viruses and yeast, or danger associated molecular patterns (DAMP)
through germ line encoded pattern recognition receptors (PRR) (47-50). While PAMP
enables ROS generation in response to an infection, DAMP enables cellular response to
danger (damage, stress) in the absence of an infection (51-53). These molecules that signal
cell damage or stress include ATP, nucleotides and uric acid (54). Through ligand receptor
interactions and phagocytosis, ROS signaling molecules (hydrogen peroxide and
superoxide) are generated intracellularly to promote signaling cascades on one hand and/or
activate inflammasome (55). The inflammasome is a descriptive term for cytosolic pattern
recognition receptors belonging to members of the caspase-1 activating platform, nucleotide
oligomerization domain (NOD) like receptor family (NLR) or AIM2 DNA binding proteins
(56, 57). The proteins activate the expression of pro-inflammatory cytokines (IL-1p and IL-
18) necessary to amplify ROS generation against pathogen elimination or containment
through pyroptosis (57, 58). ROS can be generated extracellularly when a ligand binds to a
receptor. This source of phagocytic ROS is through NADPH oxidase, largely in neutrophils
engaged in phagocytosis, when activated by PAMP. Activated neutrophils undergo a burst
of ROS production to eliminate the offending organism (59).

3. ROS in oxidative stress

Oxidative stress arises when the activity of oxidant species (ROS) overwhelms the cells
capacity to counteract with antioxidants (60-65). In oxidative stress, excess ROS (O™ -, HyO»,
OH /) are involved in three main activities:
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a. Causing damage to cellular macromolecules (DNA, proteins and membrane lipids) due
to their chemical reactivity,

b. Causing changes in membrane potential, which in the inner mitochondrial membrane
directly causes mitochondrial permeability transition (MTP) and

c.  Acting as a sink for cellular antioxidants.

Whereas superoxide and hydrogen peroxide target Fe-S clusters and cysteine residues
respectively, hydroxyl radical appears to be indiscriminate on targets, including oxidation of
thiol groups in membrane proteins, making it the most damaging oxygen species (66-68).

a. ROS effect on macromolecules
DNA damage

The type of DNA damage attributed to ROS species may fall into several forms: single and
double strand breaks; (69), sister chromatid exchange, DNA-DNA and DNA protein cross
links and base modifications (71). Single strand breaks may be due to oxidation of
phosphodiester bonds by direct abstraction of hydrogen by OH- from the deoxyribose-
phosphodiester backbone giving rise to abnormal 3’ and 5" ends which are not recognized
by DNA polymerases (72). The bases may undergo hydroxylation or part of the ring may
open up particularly for pyrimidine bases (73). Hydroxyl radicals also interact with DNA
bases to form adducts. For instance reaction with guanine generates 8-oxo-7,8-dihydro-2’-
deoxyguanosine (8-oxodG) adducts (74). Peroxynitrites generated from the reaction between
NO and superoxide also react with guanine to form adducts (8-nitodG) (66, 71, 75, 76). The
formation of DNA adducts can lead to loss of the bases giving rise to apurinic or
apyrimidinic (AP) sites (77, 78). These adducts also contribute to accelerated telomere
shortening, which regulates senescence. They can also lead to G—T transversion and
microsatellite instability, a recipe for cell transformation (79). ROS attacks DNA to form
hydroperoxides and peroxides (80-82). Lipid peroxidation by ROS is mediated through the
Fenton reaction (Fez* + H,O, = Fe3* + OH ) to produce lipid hydroperoxides (LOOH) and 4-
hydroxynonenal (4-HNE) (1, 67, 83). These reactive metabolites impair membrane function
and lead to changes in Ca2+ flux (84). They also serve as signaling molecules for activating
or inhibiting apoptosis through the activity of serine/threonine kinase Akt in the PI3K/ Akt
pathway (85). Lipid peroxides are the major end products for stress induced oxidative
damage that mediate apoptosis (86).

Protein damage

Oxidative ROS damage of proteins can lead to disruption of several vital cellular activities
such as replication, transcription, and protein synthesis (78, 87, 88). The breakdown of
amino acids occurs largely through the reactivity of hydroxyl radicals. Hydroxyl radical is
generated by Fenton Chemistry through superoxide in the Haber-Weiss reaction (O~ +
HyO, -0, + OH + OH") (88). It attacks amino acids abstracting hydrogen atom from the
alpha carbon to generate the alkyl radical as the primary radical (89). This then undergoes a
series of reactions to generate alkyl peroxide and alkoxyl radicals. These radicals not only
disrupt the protein backbone but also engage in peptide bond cleavages to disrupt protein
function (90). ROS can also oxidize almost all amino acid side chains, in particular sulphur
containing amino acids, cysteine and methionine (1, 91). Other well-known targets are
glutamyl and prolyl side chains to induce peptide bond cleavage. RNS also contribute to
amino acid oxidation (nitration of tyrosine residues, nitrosation of cysteine sulfhydryl
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groups and oxidation of methionine) through the activity of peroxynitrite generated from a
reaction between NO and superoxide (87). Oxidized amino acids have a higher tendency to
cross link which affects folding and function. A major physiological impact of protein
oxidation is accelerated ageing (92-94). This is attributed to increased degradation of
oxidized proteins, limiting function (83, 87, 91, 95).

b. ROS and changes in mitochondrial membrane potential

Oxidation of mitochondrial membrane sulfhydryl groups is associated with membrane
permeability transitional states (65). Mitochondrial membrane permeability transition (MPT)
occurs when the inner membrane becomes non selectively permeable leading to
accumulation of Ca?*, loss of matrix components, impairment in mitochondrial function,
excessive fluid accumulation and outer membrane burst (64, 96, 97). This leads to loss of
cytochrome ¢ and a drive towards apoptosis (96, 97). Currently, it has been shown that
changes in mitochondrial redox status due to oxidation of NAD(P)H by ROS serves as the
starting point for MPT (64, 98). NAD(P)H is critical for maintaining mitochondrial redox
status through reduction of oxidized glutathione (GSSH) and thioredoxin (TSSH) necessary
for reducing thiol groups in the inner membrane (27, 99, 100). Oxidized thiol groups in
membrane proteins, cross link and aggregate to form the non selective permeability pores
that disrupt mitochondrial function (101).

4. ROS in infectious diseases
4.1 Oxidative stress in malaria

Malaria is caused by parasites belonging to the genus Plasmodium. In humans four major
species are responsible for the disease: P. falciparum, P. vivax, P. ovale, and P. malariae (102).
Recently, P. knowlesi has been shown to be a major cause of malaria in parts of South East Asia
(Borneo) (103, 104).The parasites are obligate and belong to the Phylum Apicomplexa (105). P.
falciparum accounts for most severe malaria globally (106). The major vector for parasite
transmission is the female anopheline mosquito (107). During a blood meal, sporozoites are
inoculated under the skin and travel through the blood stream, liver sinusoids to settle in a
hepatocyte after traversing several (108-111). This journey usually takes approximately 1 hour
(112). Each sporozoite in a parasitophorous vacuole in the liver divides to generate between
10,000 to 30,000 merozoites (110). In P. ovale, P. malariae, and P. vivax some sporozoites turn to
hypnozoites which can remain dormant for months or several years and then get reactivated
(113, 114). Merozoite maturation occurs within two weeks in a process called tissue shizogony.
The merozoites invade RBCs and develop into ring forms, trophozoites and blood schizonts
which repeat the cycle of RBC invasion leading to significant hemolysis. The cycle repeats
every 48 hours for P. falciparum, P. ovale, and P vivax called tertian malaria and every 72 hours
for P. malariae called quartan malaria. Each RBC can harbor up to 20 trophozoites. Following a
cycle of blood schizogony some merozoites develop into gametocytes which are the sexual
forms. These are taken up in a next meal to undergo sexual reproduction and eventually
generate sporozoites ready for inoculation(115) .

4.2 Generation of ROS in plasmodium infection

When Plasmodium species infects an individual, the clinical presentation may be described
as uncomplicated (asymptomatic or mild) or complicated (severe). In uncomplicated
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malaria host exposure to the parasite is significant enough to generate protective immunity
such that the parasite burden is limited (116). This is usually seen in endemic areas (116,
117). In contrast, in low endemicity and low parasite exposure, because of lack or low host
immune response, infection can lead to severe disease. It has been shown that whether an
infection is uncomplicated or severe, there is a higher generation of ROS that is host and
parasite derived (118). Host derived ROS generation arises from interaction of parasite
ligands with host receptors during sporozoite invasion leading to phagocytosis and
activation of NADPH dependent oxidases for ROS release (119). In addition
polymorphonuclear neutrophil attraction to the site of infection and activation is associated
with significant release of ROS as a defense mechanism for parasite clearance (120-122). This
mechanism also occurs during blood schizogony to inhibit merozoite invasion of RBCs.
During the period of blood schizogony, significant quantities of heme are released into
circulation that overwhelms the scavenging activity of hemopexin, so that free heme is
available to induce further neutrophil migration and catalyze its activation (123). Free heme
also binds to and oxidizes lipoproteins in membranes increasing RBC breakdown (124, 125).
Malaria parasites release a large quantity of ROS in the infected RBC in the process of
converting heme to hemozoin for heme detoxification (126). It has been shown that
hemozoin (Pf, Hz) mediates peroxidation of unsaturated fatty acids and contributes to the
production of 4-hydroxynonenal (HNE) which reacts with proteins to form adducts
disrupting their function (127). The impact of disrupted protein function is down regulation
of receptors required for gene expression and cell division. This is suggested to be a factor in
decreased erythropoiesis and malaria induced anemia. An additional source of ROS recently
identified is from infected rbc membrane microparticles which enable activation of
macrophages and increase ROS generation.

4.3 Oxidative stress in HIV infection

The classical pathway of HIV infection is through binding of the envelope glycoprotein to
CD4+ cells mediated by the coreceptors CXCR4 and CCR5 chemokine receptors (128) .HIV-1
isolates that replicate primarily in activated CD4 T-lymphocytes in vitro are said to be T-
tropic whereas isolates replicating in primary macrophages are M-tropic (129). Dual tropism
is shown by isolates with the ability to infect both cells efficiently. CXCR4 and CCRS5 act as
coreceptors for T-tropic and M-tropic isolates respectively (129-131). CCR5 target cells
appear to be important in the early phase of transmission switching to CXCR4 as the disease
progresses (129, 132). For the most part however both receptors are expressed on known
target cells (CD4+ T cells, monocyte/macrophages, dendritic cells, Langerhans cells and
rectal and vagina mucosa) (133). Recently it has been shown that HIV-1 can be transmitted
into cells directly by a tunneling mechanism independent of receptor functions (134). HIV-1
has been divided into nine subtypes called clade A-D, F-H, ] and K based on variation in the
viral envelope. Clade B is predominant in Europe, the Americas and Australia, while the
rest are found in Africa and Asia (135).

A common comorbidity in HIV infection is dementia, which is a combination of behavioral,
cognitive, and motor dysfunction following HIV infection (134, 136). It is estimated that in
adults below the age of 40, HIV accounts for the most cause of dementia (137, 138). Data
accumulated to date shows that oxidative stress is an underlying cause of HIV associated
dementia (HAD) (139). Brain polyunsaturated fatty acids readily undergo peroxidation by
free radicals to generate the 4-HNE which breaks bonds in cysteine, histidine and lysine
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residues to disrupt protein function (140). 4-HNE also disrupts mitochondrial function to
generate ROS aggravating oxidative stress in the process (141). Lipid peroxidation and
protein oxidation also contribute to the generation of carbonyl groups, which characterize
HIV dementia (142, 143). Some of the proteins that are affected due to lipid peroxidation
include ATPases and glucose transporters. HIV regulatory protein Tat and structural
protein gp120 are known to exert neurotoxicity by increasing ROS generation and lipid
peroxidation (140). HIV gp41 is documented to induce iNOS expression and NO generation
to react with superoxide forming peroxynitrite. Peroxynitrites cause nitration of tyrosine
residues to disrupt protein function while its decomposition gives rise to hydroxyl radicals,
a highly potent lipid peroxidizing agent (138). Over production of NO has been suggested to
also increase HIV-1 replication. HIV-1 infection not only causes an increase in ROS
generation but also leads to depletion of protective antioxidants in particular, glutathione
(138, 144). Thus HIV disease is characterized by chronic oxidative stress which drives
disease pathogenesis.

5. ROS in non communicable diseases
5.1 ROS in type 2 diabetes

Diabetes is a metabolic disease caused by derangement in carbohydrate and lipid
metabolism due to defects in insulin secretion, action or both (145). Two major forms are
defined, type 1 and 2. Type 1 is due to an absolute deficiency in insulin secretion attributed
to autoimmune destruction of the  cells of the Islet and genetic factors (145, 146). Type 2 is a
combination of insulin resistance and inadequate compensatory insulin secretory response.
It is now confirmed that diabetes is an inflammatory disease with elevated plasma
concentrations of IL-6, CRP, orosomucoid and sialic acid (146-148).

5.2 ROS in pancreatic f cell damage

In type 1 diabetes {3 cell damage partly initiates from cellular response to the danger signal,
dsRNA which leads to overexpression of Toll like receptors (TLR3, 4). The TLR then
activates redox sensitive transcriptions factors including NF-kB (149).The major source of
ROS in pancreatic  cells is from mitochondria and activity of non phagocytic NADPH
oxidase (98, 150, 151). When ROS generation is high, the {3 cell which is known to have lower
levels of antioxidants (catalase, glutathione peroxidase and superoxide dismutase)
compared to other cell types is damaged leading to decreased insulin secretion. It is also
reported that autoimmune activities fuel an inflammatory phenotype to damage p cells. In
insulin sensitive tissues glucose is transported intracellularly by specific membrane
transporters (GLUT). Once inside the cell glucose is phosphorylated by glucokinase and
goes through the glycolytic pathway (152, 153). Increased glycolytic activity feeds into
higher ATP production, closure of K+ channels and increased intracellular Ca2* which can
stimulate ROS generation by mitochondria (153). The increased Ca2+ flux can also promote
NADPH oxidase activity to produce more ROS (154). As previously noted, low levels of
ROS generated by glucose metabolism, is important for glucose stimulated insulin secretion
while higher levels damage P cells of the Islets and induce insulin resistance through
activation of redox sensitive intracellular signaling pathways (6). Changes in glucose and
lipid metabolism contribute to ROS generation through the formation of diacylglycerol
(DAG), advanced glycation end products (AGE), increased polyol formation and increased
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hexosamine pathway flux (155, 156). The polyol pathway involves the conversion of glucose
to sorbitol when hyperglycemia persists. Metabolism of sorbitol generates fructose in a
dehydrogenation reaction so that the NADH/NAD+ ratio increase favoring DAG synthesis.
DAG potently stimulates protein kinase C, for activating non phagocytic NADPH oxidases
(157). In addition increase in mitochondrial NADH/NAD ratio increases the proton
gradient and probability of electron donation to molecular oxygen to generate superoxide
(156). The B cell is insulin independent for glucose uptake so under elevated plasma glucose,
the cells fail to down regulate glucose entry by insulin resistance. Free available reducing
sugars (eg.glucose), can react with free amino groups to form a Schiffs base which
rearranges into an Amadori glycation product (158-160). When accumulated in proteins,
these AGEs modify protein function and or contribute to generation of ROS thereby
damaging the cell (151). Another mechanism is the hexosamine pathway flux which
functions under normal metabolism but is increased under hyperglycemia. In this process
glucose metabolism in glycolysis is channeled into glucosamine phosphate from fructose 6-
phosphate. The end product of the pathway is UDP-N-acetylglucosamine, which acts as a
substrate for glycosylation of intracellular proteins, including transcription factors (161).
Therefore, the expression of several genes including insulin is affected.

5.3 ROS and insulin resistance

In general insulin resistance leads to a sustained inflammatory state (162). Overt insulin
resistance occurs from an initial impairment in insulin mediated glucose up take (IGT) (146,
163, 164). If this state is sustained, the impaired insulin response becomes blunted to
constitute resistance (146, 164-166). In the end the blunted response leads to overt type 2
diabetes as glucose uptake is severely compromised leading to derangement in lipid
metabolism (167, 168). Target tissues (muscle and adipose tissues) may fail to respond to
insulin because of the diminished secretion or decreased sensitivity. Hyperglycemia, raised
serum free fatty acids (FFA) and increased inflammatory phenotype indicated by high
TNFa, CRP, IL-6 and IL-1p ((165, 167, 169) predominate in insulin resistance. High FFAs
repress translocation of GLUT4 transporters to the plasma membrane and resistance to
insulin mediated glucose uptake in muscle and adipose tissues, particularly (167). High FFA
gives rise to elevated fatty acid metabolites; DAG, ceramides and fatty acyl CoA which
activate protein kinase C resulting in activation of serine/threonine cascades (170). In
skeletal muscle and adipose tissue the insulin receptor is phosphorylated at tyrosine sites
upon binding by insulin (171, 172). The receptor in turn causes phosphorylation of
substrates: insulin receptor substrate 1 and 2 (IRS1 and IRS2), which activates PI3-kinase,
Akt/protein kinase B to recruit GLUT4 to the plasma membrane for glucose uptake ((167,
173). Elevated lipid metabolites scuttle this mechanism, and instead cause phosphorylation
of serine sites on insulin receptor substrates, which inhibit their activation of phosphatidyl-
inositol 3-kinase (PI3-kinase) and induce failure of transport of GLUT4 to the cell membrane
(150, 171, 174). Also these metabolites decrease downstream signaling activities whereby
insulin receptor substrates are activated for insulin secretion and response. ROS can also
mediate these responses by inhibiting insulin receptor substrates 1 and 2 (IRS-1, and IRS-2)
tyrosine auto-phosphorylation, while increasing phosphorylation of serine sites (173-175).
Inhibition of tyrosine phosphorylation limits gene expression, cell growth and
differentiation of the Islets.
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5.4 ROS in obesity

Obesity is defined as a body mass index greater than or equal to 30 kg/m2 (176). It is
established to be a state of chronic low grade inflammatory disease (meta-inflammation)
grouped together with insulin resistance, type 2 diabetes, cardiovascular disease and fatty
liver disease as the metabolic syndrome (167). Excess calories stored in adipose tissue,
causes it to expand, accompanied by infiltration of macrophages (176-179). The
macrophages drive production of pro-inflammatory cytokines (TNFa, IL-6. iNOS, TGF-8,
MCP-1) through toll like receptor 4 (TLR4) and so present the inflammatory phenotype (176,
180). In addition, increasing adiposity is associated with changes in the expression of
adipokines (leptin, adiponectin, IL-6, resistin and TNF-a) which regulate energy intake and
insulin sensitivity (176). With the exception of adiponectin, the expression of all the
adipokines is increased with increasing fat mass (166, 178, 181). Adiponectin promotes
insulin sensitivity by reducing fat and glucose storage. In Obese individuals, insulin
resistance is characterized by upregulation of TNF-a by resident macrophages, a mechanism
that is similar to that seen in type 2 diabetes (177). The location of the increased fat mass is
known to affect the degree of inflammation. While visceral adipocity exacerbates, lower
body fat mass has limited effect (177, 182). Enhanced DAG synthesis also affects
downstream signaling pathways required to synthesize protein for Islet cell differentiation.
As result islet cell differentiation is limited; this in turn affects insulin secretion and
regulation of metabolic pathways (173).

5.5 ROS in sickle cell disease

Sickle cell disease arises from a mutation in the beta globin gene with substitution of
glutamate for lysine at the 6t codon of 3-globin to give hemoglobin S (HbS) variant (183-
185). A homozygous HDbSS is referred to as sickle cell anemia, while a heterozygous globin
mutant with HbS constitutes sickle cell disease (186). The abnormal Hb has defining
characteristics: it undergoes polymerization under low oxygen tension, precipitates when
polymerized leading to generation of ROS which oxidizes the rbc membrane and makes it
fragile and brittle (187). In sickle cell disease, the vascular endothelium becomes
dysfunctional and shows increased inflammatory state, adhesiveness, and activation,
concomitant with decreased NO bioavailability (188, 189). The disease makes subjects
amenable to ischemic stroke, ischemia reperfusion injury, chronic renal disease, pulmonary
hypertension, priapism, fetal wastage and growth retardation (190).

The propensity towards sickling is greatly enhanced if the transit time of rbc in the
capillaries is increased. In the inflammatory state such delays become common place leading
to severer hemolytic episodes and ‘crisis’. Sickle cell anemia has high hemolytic episodes.
The average life span of a normal rbc of 120 reduces to 14 days in sickle cell disease (190).
The enhanced hemolysis contributes significantly to instigate a proinflammatory phenotype
as free heme and hemoglobin are strong oxidants (191). Heme can donate electrons or Fe to
membrane lipids through the fenton reaction to generate ROS that contributes to membrane
damage and sustained hemolysis(188). Under sustained hemolytic conditions, the cellular
mechanisms for scavenging hemoglobin and heme are overwhelmed (haptoglobin and
hemopexin respectively) so that free heme and Hb are present intravascularly to initiate
inflammation (192, 193). Extravascular hemolysis arising from ineffective scavenging of rbcs
worn out or damaged, and ineffective erythropoiesis also contribute to heme and Hb leak
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into circulation. So in essence, sickle cell anemia is a typical systemic proinflammatory
disease with sustained ROS production. Typical sources of ROS include activated NADPH
oxidases from activated monocytes and endothelium, increased Xanthine oxidase
expression and diminished NO availability (194, 195, 196). Activated endothelium increase
expression of adhesion molecules for binding leukocytes and rbes which contribute to
hemostasis, rbc lysis and increased inflammatory phenotype (194).

5.6 ROS and endothelial dysfunction

The endothelium is the organ situated at the interface between the wall of the blood vessel
and blood stream, functioning as a sensor for modulating vasomotor function, hemostasis
and inflammation (197). Endothelial dysfunction refers to impairment of these functions
associated with vascular remodeling and vascular growth, but more commonly to
impairment of endothelium dependent vasodilation due to depletion of NO in the vessel
wall (198). The factors released by the endothelium may lead to vasodilation or constriction.
Some of these factors are NO, prostacycling, C-type natriuretic peptide, and endothelium
derived hyper polarizing factors which act as vasodilators. ROS along with Ang II,
endothelin 1 (ET-1) and thromboxane A, act as vasoconstrictors and up regulate adhesion
molecules, intercellular adhesion molecule (ICAM-I), vascular cell adhesion molecule
(VCAM-I) and E-selectin (197). The major sources of ROS in the endothelium are
mitochondria, lipoxygenases, cyclooxygenases, cytoP450s, xanthine oxidases and NADPH
oxidases (2, 14, 198, 199).

5.7 NO depletion and endothelium

In endothelial dysfunction NO synthesis is reduced. This affects vasodilation,
inflammation and hemostasis. NO synthesis is by eNOS using L-arginine as substrate in
the endothelium. Suggested mechanism for reduced NO synthesis is substrate
unavailability, reduced eNOS synthase activity and quenching of NO when synthesized
(200-204). ROS constitutes a major quencher of NO bioavailability. Reaction of NO with
superoxide generates peroxynitrite which in turn reacts with proteins, lipids, and eNOS
cofactor tetrahydrobiopterin (BH4). By oxidizing BHy to generate BH,, eNOS synthase
activity is uncoupled, so that instead of producing NO, more ROS is generated from
increased reductase activity of eNOS (199, 205). ROS up regulates the expression of
adhesion molecules, ICAM-1, VCAM-1 and chemoattractant molecules (MCP-1) for
neutrophil and macrophage attraction and activation (206, 207). eNOS synthase may also
be competitively inhibited by asymmetric dimethylarginine (ADMA). It has been shown
that increased ADMA concentration correlates with high blood pressure (BP) as renal
plasma flow is impaired while flow resistance is increased leading to high BP (208, 209).
As protein degradation increases in the cell, ADMA concentration also rises and is
excreted in the kidneys or degraded to citrulline by the enzyme dimethylarginine
dimethylaminohydrolase (DDAH) (208, 210, 211). As DDAH concentration increases in
the cell, ADMA levels correspondingly decrease, associated with increased eNOS
activation and reduced BP (211). Recently, the degree of endothelial dysfunction has been
shown to inversely correlate with amount of endothelial progenitor cells in circulation.
Endothelial progenitor cells have the capacity to develop into endothelial cells and are
used to repair endothelial lesions (212, 213).
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5.8 ROS in ageing

The free radical theory of ageing postulates that accumulated cellular damage by ROS over
a period of time is associated with shortened life span (214). This includes effect on telomere
shortening, dementia, accumulation of glycation end products and changes in signaling
pathways that affect cellular function. A rise in the intracellular ROS generation as outlined
previously damages cells, macromolecules and affects signaling pathways (1, 39, 214). These
cumulatively drive cellular ageing.

6. Summary

Cumulative evidence shows that ROS is like a ‘double edged sword” that on one side
enables normal physiological cellular functions to be sustained and provides defense against
invading organisms. However when in excess shown as oxidative stress, it plays a
destructive role leading to cellular damage, senescence or death. These life attributes make
ROS an essential investigative target in the biochemistry and physiology of health and
pathological mechanisms of disease.
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1. Introduction

Infectious diseases cause serious public health problems and their threat has been
increasing. This is because these diseases are now spreading geographically much faster
than at any time in history as a result of the highly mobile, interdependent, and
interconnected society (World Health Organization [WHO], 2007). In addition, it is
distressing that outbreaks of emerging infectious diseases such as severe acute respiratory
syndrome, Nipah virus infection, and West Nile fever have been occurring at an
unprecedented rate of one or more per year in animal and human populations since the
1970s (Brown, 2004; WHO, 2007). As a recent example, the 2009 HIN1 pandemic caused by a
new subtype of influenza virus inflicted damage on people around the world. Because of
these reasons, infectious disease research has been promoted primarily by developed
countries to provide effective countermeasures against the diseases.

Infectious disease research has become more sophisticated and diversified. For example, the
identification of natural reservoirs of emerging disease pathogens requires an
interdisciplinary approach among microbiology, ecology, zoology, and other fields. The risk
analysis of epidemic norovirus infection requires data regarding not only the virological
properties of the virus but also wastewater management and hygienic conditions. In studies
on influenza in Japan, a variety of basic and applied research approaches such as analysis of
pathogenesis, vaccine development, clinical investigation of prepandemic vaccines, and
surveys of the route of virus transmission via migratory birds have been conducted (Figure
1) (Takahashi-Omoe & Omoe, 2009). Toward building further strategies for infectious
disease research at domestic and international levels, the real trends in such studies should
be grasped systematically.

As a measure to grasp trends in various research fields including infectious disease research,
quantitative surveys of research articles, as an application of bibliometrics, have been
conducted using scientific literature databases such as the Web of Science® (Thomson
Reuters), Scopus™ (Elsevier B.V.), and PubMed (National Library of Medicine). The results
of surveys provide the information needed for decision makers, public policymakers,
researchers, and business leaders (Statistics Canada, 1998).
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Fig. 1. An example of studies on influenza in Japan.

Regarding quantitative surveys in infectious disease research, in addition to specific
diseases such as acquired immune deficiency syndrome (AIDS; caused by the human
immunodeficiency virus [HIV]) (Patra & Chand, 2006; Uthman, 2008), tuberculosis (Ramos
et al.,, 2008), and malaria (Garg et al., 2009), infectious diseases in general (Bliziotis et al.,
2005; Ramos et al., 2004; Ramos et al., 2009) have been targeted. These studies demonstrated
that the US, EU, and other specific world regions or nations showed a gradual increase in
the publication of research articles, contributing to an increased grasp of general trends in
infectious disease research in the world. However, the studies did not adequately
demonstrate the real research trends in the non-English-speaking world because of
limitations regarding journal selection for surveys of research articles. Previous studies were
more likely to survey research articles in journals registered in the “Infectious Disease
Category” of the Science Citation Index Expanded™ in the Web of Science® (the SCI
Infectious Disease Category) (Thomson Reuters, 2011) and articles in international English-
language journals, resulting in an underestimation of articles in non-English or regional
journals that were published in the EU and Asia. Such limitations of bibliometric studies
have been discussed in previous reports about the trends in infectious disease research
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(Ramos et al., 2004), microbiology (Vergidis et al., 2005), and public health (Soteriades &
Falagas, 2006). For example, Ramos et al. reported that European countries such as
Germany, France, Italy and Spain had a long tradition of scientific publication in their own
languages and might be penalized in comparative studies relying on the SCI (Ramos et al.,
2004). Vergidis et al. also noted that journal selection based on the SCI particularly affected
the survey results for Eastern Europe and Japan because scientists in these regions tended to
publish their findings in regional journals more than scientists in others regions (Vergidis et
al., 2005).

To improve on previous bibliometric analyses, we previously developed a method using 100
journals specializing in infectious disease research (infectious disease journals) (Takahashi-
Omoe et al., 2009). These 100 journals, which were selected on the basis of keywords that
exhaustively covered various infectious disease research fields, are published in various
countries and written in various languages. Using these journals, we succeeded in surveying
actual research trends in Asia between 1998 and 2006 without underestimating the number
of articles in non-English and regional journals in comparison with surveys based on
journals registered in the SCI Infectious Disease Category. This method using 100 journals
has demonstrated the prospect for a more exhaustive survey of infectious disease research
with less bias among nations and regions, although it is not perfect in comprehensiveness,
similar to other bibliometric methods.

In this chapter, the features and usability of a new method using these 100 journals are being
introduced, and the latest worldwide trends in infectious disease research is being presented
as a practical application of the method.

2. Development of a survey method for infectious disease research

The 100 infectious disease journals used in this survey method were selected as described in
section 2.1. The journals were assessed by their usability by comparison with journals
registered in the SCI Infectious Disease Category as described in section 2.3.

2.1 Selection of 100 infectious disease journals

At the inception of selecting infectious disease journals, the Scopus™ database (as of 2011,
the SciVerse Scopus, Elsevier B.V.; registered in January 2008) was used as a source. This is
an abstract and citation database of the scientific literature that includes over 18,000 peer-
reviewed journals.

On the basis of the Scopus™ database, infectious disease journals were screened using
English keywords directly linked to disease control in detection, prevention, diagnosis, and
medical care (A-E) (Figure 2). The keywords were chosen to select journals specifically
focusing on infectious disease (A), general infectious diseases or infectious diseases
belonging to specific categories (B), the field of clinical microbiology (C), the development of
medicines (D), and overall technology development for disease control (E). In addition,
related journals in the field of public health were selected on the basis of the author’s
experience (F).

In parallel, non-English journals were screened using Japanese, Chinese, French, German,
Italian, Spanish, and Turkish keywords corresponding to the keywords in A-E. To screen
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Korean journals, English keywords were used because almost all journal titles (89 of 91
journals) were registered in English or both English and Korean (in Roman letters) in the
Scopus™ database. In the survey with English and non-English keywords, an approach
based on both partial matching (for a search of journal titles that contain the keywords) and
complete matching (for a search of titles that perfectly matches the keywords) was
introduced to capture journal titles involving inflected forms of the keywords.

Through this screening, 264 candidates were selected, of which 240 were selected by English
keywords and 24 by non-English words. The 264 journals were published in 30 countries
and written in 12 languages: English, Japanese, Chinese, Korean, French, German, Italian,
Spanish, Turkish, Polish, Russian, and Croatian. The list of journals can be found in our
previous report (Takahashi- Omoe et al., 2009).

Journals registered in the Scopus' database

-

Journal selection based on keywords (A-E) and professional judgment (F)

A

Keywords*
in infectious disease
name:

AIDST, HIVT,
tuberculosis, malaria,

B

Keywords
directly included in
infectious diseases:

infection, infectious disease(s),
(cable di

C

Keywords
in clinical microbiology:

clinical or medical, or

D

Keywords
in anti-microbial drugs:

antibacterial, antiviral,

antimicrobial,

E

Keywords
of developing
techniques for
infectious disease
control:

F

Selection
of public health
journals that
target infectious
diseases in view
of aim & scope of

stic & microbiology,
or bacteriology, or virology,
or parasitology, or mycology

microbiological, or
virological, or
bacteriological &
methods

transmissible disease(s),
emerging infectious disease(s)
sexually transmitted
zoonoses/zoonotic di
vector-borne disease(s)

leprosy, mycoses, journals

viral hepatitis

microbial drug
resistance, vaccine,
antibiotic, biological

Infectious disease journals (initial selection )

1

Journals in which original or review articles are included in PubMed database from 2006
(articles published in 2007 can be seen in the database)

1

Infectious disease journals (final selection )

264 journals

100 journals

Fig. 2. Framework for selecting 100 infectious disease journals. *All keywords in A
(excluding HIV); infection, infectious disease, communicable disease, sexually transmitted
disease, and zoonosis in B; and antibacterial, antiviral, antimicrobial, vaccine, and antibiotic
in D were translated into French, German, Italian, Spanish, Turkish, Chinese (in Roman
letters), and Japanese (in Roman letters) to select journals written in non-English languages.
tJournals regarding research on AIDS and HIV were selected according to the “Infectious
Disease Category” of the Science Citation Index Expanded™ because several journals
specializing in social-scientific and policy studies on patients could not be excluded by only
the keywords “AIDS” and “HIV.”

Subsequently, 100 of the 264 journals were selected on the basis of the usability of the
PubMed database for indexing them. This was done to emphasize the further usability of
the present survey method; the PubMed database is freely accessible and widely used, and
the selected journals have continued in print through 2006 and beyond. The 100 journals
listed in Table 1 were published in 18 countries and written in English and 7 non-English
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Control

The American Journal of Tropical
Medicine and Hygiene

Annals of Tropical Medicine and
Parasitology

Antimicrobial Agents and
Chemotherapy

Annals of Clinical Microbiology
and Antimicrobials

Antiviral Chemistry &
Chemotherapy

Antiviral Research
Antiviral Therapy
Biologicals

BMC Infectious Diseases

Canada communicable disease
report

Clinical and Vaccine Immunology
Clinical Infectious Diseases

Clinical Microbiology and
Infection

Clinical Microbiology Reviews

Communicable Diseases
Intelligence

Comparative Inmunology,
Microbiology and Infectious
Diseases

Current HIV Research

Current Infectious Disease reports

Current Opinion in Infectious
Diseases

Diagnostic Microbiology and
Infectious Disease

Emerging Infectious Diseases

dadesInf.

Journal of Acquired Immune Deficiency
Syndromes (1999)

The Japanese Journal of Antibiotics

Journal of Infectious Diseases

Enfer iosasy

MicrobiologiaClinica
Epidemiologyand Infection

European Journal of Clinical
Diseases

Nihon Hansenby? Gakkai zasshi (Japanese
Journal of Leprosy)

Nihon Ishinkin Gakkaizasshi

Microbiology & I
Expert Review of Vaccines

FEMS Immunology and Medical
Microbiology

Genetic Vaccines and Therapy
HIV Clinical Trials

HIV Medicine

Human Vaccines

Indian Journal of Leprosy

Indian Journal of Medical
Microbiology

Infection
Infection and Immunity

Infection Control and Hospital
Epidemiology

Infectious Disease Clinics of North
America

Infectious Diseases in Obstetrics and
Gynecology

Infectious Disorders Drug Targets

International Journal of
Antimicrobial Agents

International Journal of Hygiene
and Environmental Health

International Journal of Infectious
Diseases

International Journal of Medical
Microbiology

International Journal of STD &
AIDS

The International Journal of
Tuberculosis and Lung Disease

(Jap Journal of Medical Mycology)
The Journal of Antibiotics

The Journal of Antimicrobial
Chemotherapy

Journal of Clinical Microbiology
Journal of Clinical Virology
Journal of Communicable Diseases
The Journal of Hospital Infection

Journal of Immune Based Therapies and
Vaccines

The Journal of Infection

Journal of Infection and Chemotherapy
The Journal of Infectious Diseases
Journal of Medical Microbiology
Journal of Medical Virology

Journal of Microbiological Methods
Wei mian Yugan ran za zhi

(Journal of Microbiology, Immunology,
and Infection)

Journal of Vectorborne Diseases
Journal of Viral Hepatitis

Journal of VirologicalMethods

Kansenshogakuzasshi (The Journal of the
Japanese Association for I

Malaria Journal

Médecine et Maladies Infectieuses
Medical Microbiology and Immunology
Medical Mycology

Microbes and Infection

Microbial Drug Resistance

Mycoses

The Pediatric Infectious Disease Journal

Problemy Tuberkuleza Boleznei
Legkikh

Reviews in Medical Virology

Scandinavian Journal of Infectious
Diseases

Sexually Transmitted Diseases
Sexually Transmitted Infections
Surgical Infections

The Brazilian Journal of Infectious
Diseases

Transplant Infectious Disease
Travel Medicine and Infectious Disease

Tropical Medicine & International
Health

Tuberculosis

Tuberkulozve Toraks

Vaccine

Vector-borne and Zoonotic Diseases
Zhonghuajie he he hu xi za zhi
(Chinese Journal of Tuberculosis and
Respiratory Diseases)

Zt huashi yan he lin chuangbing

Diseases)
Kekkaku (Tuberculosis)
The Lancet Infectious Diseases

Leprosy Review

Table 1. List of the 100 infectious disease journals.

du xue za zhi (Chinese Journal of
Experimental and Clinical Virology)
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languages: Japanese, Chinese, French, German, Spanish, Turkish, and Russian. Forty-eight
of the journals matched the journals in the SCI Infectious Disease Category. The remaining
52 journals were newly selected and included 15 Asian journals, comprising 3 journals
written in Japanese, 2 in Chinese, 7 in English, and 3 in both English and Japanese or
Chinese. The breakdown of the 100 journals corresponding to categories A to F is given in
Figure 1: 21 were in A, 351in B, 16 in C, 17 in D, 2 in E, and 3 in F (94 journals). Six of the
journals belonged to 2 categories: 2in A and B,2inBand C,1in Band D, and 1 in C and D.

2.2 Survey method using the 100 infectious disease journals

Using the 100 journals described in section 2.1 and the PubMed database, a method was
developed to survey the actual number of research articles per infectious disease journal,
publication year, and country where the first author of the article originated.

In this method, original articles and reviews were surveyed as research articles (hereafter,
the term “research articles” includes both original articles and reviews); the former group
was considered as an indicator of research activity, and the latter group was considered an
appreciation of research results. As it was considered that highly valued scientists were
given more opportunities to write reviews, meaning that their research results had attracted
a good opinion and had relatively good qualities, reviews were also targeted in addition to
original research articles. On the basis of the concept that the number of reviews might be
indicative of research quality, the number of reviews was surveyed separately from the
number of original articles.

The “Limits” function of the PubMed database was integrated into this survey method. The
function contains tags for limiting the journal name ([Jour]), affiliation of author ([ad]),
publication date ([PPDAT] for print date and [EPDAT] for electronic publication date), and
publication type ([pt]). Concerning the publication date, the print date for journals that had
both print and electronic versions was prioritized. Detailed information whether each
infectious disease journal was surveyed on the basis of the print publication date or
electronic publication date can be found in our previous report (Takahashi-Omoe et al.,
2009).

For example, the following text to search for research articles published on “AIDS” during
2006 and first author of which lived in Japan was applied: AIDS [Jour] AND journal article
[pt] AND Japan [ad] AND 2006 [PPDAT].

2.3 Usability of the survey method
2.3.1 Method of usability analysis

To ascertain whether the 100 newly selected journals could survey a wide range of
infectious disease research articles, the 100 journals and the journals of the SCI Infectious
Disease Category were compared from the viewpoint of the difference in the proportion of
Asian research articles relative to the world total. A usability analysis of the 100 journals
intended for Asian articles was appropriate because research articles in non-English or
regional journals published in the EU and Asia tend to be underestimated as described in
the “Introduction.”

The actual number of research articles in the 100 journals in 1998-2006 was surveyed using
the PubMed database. The target Asian countries were Japan, China, India, Taiwan, Korea,
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Singapore, Malaysia, Indonesia, Vietnam, Thailand, and the Philippines. The world total
number of articles was also surveyed. Articles registered in the SCI category were surveyed
in a manner similar to those in the 100 journals.

2.3.2 Results of the usability analysis

Concerning the proportion of Asian articles relative to the world total, it was revealed that a
survey of the 100 journals revealed a consistently higher percentage than the SCI Infectious
Disease Category in 1998-2006. The total number of Asian research articles accounted for
12% of the world total in the survey of the 100 journals (actual numbers of Asian and
worldwide research articles were 14,156 and 118,158, respectively, as described in this
paragraph) (Table 2) and 6.9% in the survey of SCI Infectious Disease Category (4,621 and
66,518, respectively) (Table 3). Each year during the study period, the proportion of original
articles of Asian origin relative to the world total was approximately 8.6%-14.2% in the 100
journals and 4.7%-9.3% in the SCI category, and that of reviews of Asian origin was
approximately 4.2%-6.9% in the 100 journals and 1.0%-3.9% in the SCI category (Table 2
and 3).

From these findings, it was demonstrated that a survey method using the 100 journals could
identify more research articles and avoid underestimation of the numbers of articles in
regional and non-English journals. Therefore, this method was considered beneficial to
grasp the overall trends in infectious disease research in comparison with previous
bibliometric studies based on journals registered in the SCI Infectious Disease Category.

Year/original articles 1998/ 1998/ 1999/ 1999/ 2000/ 2000/ 2001/ 2001/ 2002/ 2002/
or reviews OR RV OR RV OR RV OR RV OR RV
Total number of 830 48 1079 54 1330 60 1389 74 1516 66

articles in Asian
countries

Total number of 9,661 1,013 10,430 1,237 10,764 1,442 10,919 1,484 11,032 1,405
articles in the world

Proportion of Asian 8.6 47 103 44 124 42 12.7 5.0 13.7 47
articles relative to the
world total (%)

Year/original articles 2003/ 2003/ 2004/ 2004/ 2005/ 2005/ 2006/ 2006/  1998- 1998- 1998-

or reviews OR RV OR RV OR RV OR RV 2006/ 2006/ 2006/
OR RV OR+RV

Total number of 1605 107 1825 % 1847 99 2010 105 13452 705 14156

articles in Asian
countries

Total number of 12,239 1,584 12,896 1,580 13,246 1,580 14,121 1,525 105,308 12,850 118,158
articles in the world

Proportion of Asian 13.1 6.8 14.2 6.1 13.9 6.3 14.2 6.9 12.8 515) 12.0
articles relative to the
world total (%)

Table 2. Total number of articles in Asian countries and the world, and the proportion of
Asian articles relative to the world total in 100 infectious disease journals in 1998-2006. OR
is original articles, and RV is reviews.
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Year/original articles 1998/ 1998/ 1999/ 1999/ 2000/ 2000/ 2001/ 2001/ 2002/ 2002/
or reviews OR RV OR RV OR RV OR RV OR RV

Total number of 259 7 365 14 438 20 450 25 472 28
articles in Asian
countries

Total number of 5,489 697 5,847 805 6,256 919 6,262 976 6,243 864
articles in the world

Proportion of Asian 4.7 1.0 6.2 1.7 7.0 22 7.2 2.6 7.6 82
articles relative to the
world total (%)

Year/original articles 2003/ 2003/ 2004/ 2004/ 2005/ 2005/ 2006/ 2006/ 1998- 1998- 1998-

or reviews OR RV OR RV OR RV OR RV 2006/ 2006/ 2006/
OR RV OR+RV

Total number of 480 26 617 38 629 33 698 21 4,412 209 4,621

articles in Asian
countries

Total number of 6,615 932 7,039 981 7,163 1,043 7,510 877 58424 8,094 66,518
articles in the world

Proportion of Asian 7.3 28 838 3.9 8.8 3.2 9.3 24 7.6 26 6.9
articles relative to the
world total (%)

Table 3. Total number of articles in Asian countries and the world, and the proportion of

Asian articles relative to the world total in the SCI Infectious Disease Category during 1998-
2006. OR is original articles, and RV is reviews.

3. Worldwide trends in infectious disease research

As the method using 100 infectious disease journals was demonstrated to be beneficial as
described in section 2.3.2, worldwide trends in infectious disease research were
subsequently surveyed using the method.

3.1 Survey method

The number of research articles in the 100 infectious disease journals in 2001-2010 was
surveyed on country-by-country and year-by-year bases and analyzed for relative
comparisons among countries, yearly change, and the relationship between socioeconomic
as well as science and technology factors.

Specifically, in a similar manner as described in section 2.2, the actual number of research
articles was surveyed using the “Limits” function of the PubMed database. The targeted
countries were the US, EU countries (the UK, France, Germany, Italy, Spain, and the
Netherlands), and Asian countries (Japan, China, and India). These 6 EU and 3 Asian
countries were selected on the basis of the higher production of infectious disease research
articles in the areas, which has been previously reported (the EU and Asian top countries)
(Ramos et al., 2009; Takahashi-Omoe et al., 2009). In addition, the US was reported to
produce the most articles in the SCI Infectious Disease Category in 1995-2002 (Bliziotis et al.,
2005). Therefore, a survey for these 10 countries was considered appropriate to grasp the
worldwide trends in infectious disease research.

In the case of the UK, articles from England, Wales, Scotland, and Northern Ireland were
grouped together, and the following limitation was set in the affiliation field of the PubMed
database: UK[ad] OR United Kingdom[ad] OR Great Britain[ad] OR (England[ad] NOT
New England[ad]) OR (Wales[ad] NOT New South Wales[ad]) OR Scotland [ad] OR (N
Ireland[ad] OR Northern Ireland[ad]). For example, the following text was applied to search
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for research articles published on “AIDS” in 2010 and the first author of which lived in the
UK: AIDS [Jour] AND journal article [pt] AND (UK[ad] OR United Kingdom[ad] OR Great
Britain[ad] OR (England[ad] NOT New England[ad]) OR (Wales[ad] NOT New South Wales[ad])
OR Scotland [ad] OR (N Ireland[ad] OR Northern Ireland[ad])) AND 2010 [PPDAT].

As a further analysis of worldwide trends, the number of research articles registered in the
100 journals in 2001-2010 was weighted according to socioeconomic factors (the population
and gross domestic product [GDP]) and science and technology factors (the number of
researchers in research and development [R&D] and health expenditure per capita) of each
country. Annual data for the population, GDP, number of researchers in R&D, and health
expenditure of 10 countries were obtained from the World Bank. Detailed information about
these socioeconomic and science and technology factors can be found in the World Bank
database (The World Bank, 2011). Specifically, researchers in R&D are defined as
professionals engaged in the conception or creation of new knowledge, products, processes,
methods, or systems and in the management of the projects concerned, including
postgraduate PhD students engaged in R&D. Health expenditure is derived from a sum of
public and private health expenditures as a ratio of total population and covered the
provision of health services (preventive and curative), family planning activities, nutrition
activities, and emergency aid designated for health but did not include provision of water
and sanitation.

Using the non-parametric correlation statistical test (Spearman’s Rank Correlation test), the
numbers of research articles were analyzed in relation to the socioeconomic and science and
technology factors. Statistical analyses were performed using SPSS Statistics (version 17.0;
SPSS Japan Inc., Tokyo, Japan).

3.2 Survey result
3.2.1 Leading countries in the number of research articles

The total number of infectious disease research articles throughout the world in the 100
infectious disease journals was 148,435 in 2001-2010 (Table 4). Among 10 countries, the US
published the most infectious disease research articles (41,055 articles, 27.7% of the world
total). This total far outpaced that of the second leading country, the UK (10,893 articles,
7.3%). France and Japan were the third and fourth most productive countries (7,711 [5.2%]
and 7,582 articles [5.1%], respectively).

When original articles and reviews were viewed separately, the US remained the top
country in terms of research article production, being responsible for 26.8% and 34.9% of
original articles and reviews in the world, respectively (Table 5). The UK was a distant
second, publishing 6.9% of original articles and 11.1% of reviews. Japan had a relatively
higher percentage of original articles (5.4%) and was third in productivity, followed by
France (5.2% of original articles). Interestingly, Spain and China produced an equal
percentage of original articles (3.5%). Regarding reviews, it was remarkable that Asian
countries had relatively lower percentages than the EU countries. In particular, the number
of reviews originating from China totaled 118, which was 0.7% of the world total and the
lowest proportion among the 10 countries.

At the domestic level, the proportion of reviews among the total number of articles was
highest in the UK (16.4%), followed by the US (13.7%) and Germany (12.2%). Five EU
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countries had proportions exceeding 10%, whereas all 3 Asian countries had proportions
less than 10%, including Japan (6.6%).

Countries Original Reviews Original

articles &
reviews

articles

World 132,282 16,153 148,435
us 35,425 5,630 41,055
UK 9,106 1,787 10,893
France 6,884 827 7,711
Germany 5,457 756 6,213
Ttaly 4,129 484 4,613
Spain 4,587 464 5,051
The Netherland 3,172 353 3,525
Japan 7,081 501 7,582
China 4,618 118 4,736
India 3,337 187 3,524

Table 4. Total number of research articles originating from the US, EU, and Asian countries
in 100 infectious disease journals in 2001-2010. The numeric data show the number of
original articles and reviews.

Relative to the domestic total Relative to the total number of OR, RV, or OR+RV
number of the world

OR RV OR/OR RV/RV OR+RV

/OR+RV /OR+RV /OR+RV
us 86.3 13.7 26.8 349 27.7
UK 83.6 16.4 6.9 111 7.3
France 89.3 10.7 5.2 Bl 5.2
Germany 87.8 12.2 4.1 4.7 42
Italy 89.5 10.5 31 3.0 31
Spain 90.8 9.2 35 29 34
The Netherlands 90.0 10.0 2.4 22 2.4
Japan 93.4 6.6 5.4 31 5.1
China 97.5 2.5 3.5 0.7 32
India 94.7 5.3 25 1.2 24

Table 5. Relative comparison of the number of articles originating from the US, EU, and
Asian countries in 100 infectious disease journals in 2001-2010. The numeric data indicate
percentages. OR: original articles, RV: reviews.
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3.2.2 Yearly change in the number of research articles

As shown in Figure 3, the number of original articles across the world increased from 2001
to 2010. By contrast, the numbers from the US and the UK did not remarkably change,
regardless of their high numbers. The increase in the total number of original articles across
the world resulted from the increase in articles from China as shown in Fig. 4, or perhaps
other countries that were not surveyed in this study.
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Fig. 3. Number of original articles in 100 infectious disease journals originating from the
world, US, and UK in 2001-2010.

As noted previously, the number of original articles originating from China remarkably
increased during this same period (Figure 4). The number in 2010 was more than 3-fold
higher than that in 2001, including remarkable growth in the number of articles over the last
5-6 years. The concrete number of original articles from China exceeded that from Germany
in 2008 (616 vs. 539 articles), Japan in 2009 (733 vs. 711 articles), and France in 2010 (809 vs.
764 articles).

Concerning the number of reviews, no noticeable increase was revealed in the world or the
US and UK totals during the study period (Figure 5). The number from France showed a 2-
fold increase in 2002-2006, but a slight decline since 2007. By contrast, the numbers from
China and India remarkably increased from 2001 to 2010 (approximately 8.3-fold and 5.7-
fold), but their numbers were lower than other countries (Figure 6). In addition, the number
from Italy relatively increased among 10 countries (approximately 2.3-fold).
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Fig. 4. Number of original articles in 100 infectious disease journals originating from the EU
and Asian countries in 2001-2010.

2000
1800 World
1600 -
» 1400
E) 1200
%
o 1000
kS 800 Uus
Z
,g 600 -m
=) 400
Z UK
200 +— —
O T T T T T T T T T -
& & S > S © NN S
Year

Fig. 5. Number of reviews in 100 infectious disease journals originating from the world, US,
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2010.
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Fig. 6. Number of reviews in 100 infectious disease journals originating from the EU and
Asian countries in 2001-2010.

3.2.3 Research productivity from the socioeconomic viewpoint

As a further analysis of publications of infectious disease research, the number of research
articles was compared among 10 countries in terms of socioeconomic factors, the
population, and GDP of each country.

Regarding the population, the ratio of the number of original articles to the population of
individual countries exhibited a median value of 9 publications/1 million population/year
(range, 0.3-19.3) in 2001-2009. Using population-adjusted ratios, the Netherlands (median
value of 19.3) and the UK (14.9) were the most productive countries (Figure 7). The ratio of
the number of reviews exhibited a median value of 0.9 publications/1 million
population/year (range, 0-2.8). Using population-adjusted ratios, the UK ranked first (2.8),
followed by the Netherlands (2.0) and the US (1.9). No statistically significant correlation
were found between the average population and the number of original articles (Spearman’s
correlation coefficient = 0.213, p = 0.554) or reviews (Spearman’s correlation coefficient =
-0.097, p = 0.789) in the 10 countries in 2001-2009.

Regarding the ratio of the number of original articles to the GDP, the median value was 3.2
publications/10 billion GDP/year (range, 1.5-4.8) in 2001-2009. According to GDP-adjusted
ratios for original articles, the Netherlands (4.8), India (4.2), and the UK (4.1) were highly
productive (Figure 8). The ratio of the number of reviews exhibited a median value of 0.4
publications/10 billion GDP/year (range, 0-0.8) in 2001-2009. According to GDP-adjusted
ratios for reviews, the UK (0.8) and the Netherlands (0.5) were most productive. A statistical
correlation was found between the average GDP and the number of original articles
(Spearman’s correlation coefficient = 0.778, p = 0.008), but no statistically significant
correlation between the average GDP and the number of reviews was observed (Spearman’s
correlation coefficient = 0.576, p = 0.082) in the 10 countries.
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Fig. 7. Publication of original articles in 100 infectious disease journals by population in
2001-2009. Upper horizontal lines, dots, and lower horizontal lines in the boxes represent
the first, second (median), and third quartiles, respectively. Whiskers represent the
extension of values up and down.

In summary, we demonstrated that the Netherlands and the UK were most productive
among the 10 countries when adjusting the production of original articles and reviews
according to socioeconomic factors such as the population and GDP of each country.
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Fig. 8. Publication of original articles in 100 infectious disease journals by GDP in 2001-2009.
Upper horizontal lines, dots, and lower horizontal lines in the boxes represent the first,
second (median), and third quartiles, respectively. Whiskers represent extension of values
up and down.

3.2.4 Research productivity from the science and technology viewpoint

In addition to socioeconomic factors, science and technology factors, represented by the
number of researchers in R&D and health expenditure per capita, were applied to analyze
the research productivity of each country.

The ratio of the number of original articles to the number of researchers in R&D exhibited a
median value of 0.3 publications/number of researchers per 100 thousand people/year
(range, 25.1-1.2) in 2001-2007. Using the number of researchers-adjusted ratios, India
(median value of 25.1) was the most productive country (Figure 9). The ratio of the number
of reviews exhibited a median value of 0.3 publications/number of researchers per 100
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thousand people/year (range, 0.1-1.4) in 2001-2007. When adjusting the production of
reviews according to the number of researchers, India ranked first (1.4), followed by the US
(1.3). There were statistically significant correlations between the average number of
researchers and original articles (Spearman’s correlation coefficient = 0.802, p = 0.005) and
reviews (Spearman’s correlation coefficient = 0.806, p = 0.005) in the 10 countries in 2001-
2007.
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Number of original articles/number of researchers
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Fig. 9. Publication of original articles in 100 infectious disease journals according to the
number of researchers in R&D in 2001-2007. Upper horizontal lines, dots, and lower
horizontal lines in the boxes represent the first, second (median), and third quartiles,
respectively. Whiskers represent the extension of values up and down. The survey period
was 2001-2007 because data for the 10 countries were not fully gained from the World Bank
data source in 2008-2009.

Concerning the ratio of the number of original articles to the health expenditure per capita,
the median value was 2.3 publications/10 dollars health expenditure per capita/year (range,
0.8-113.2). For health expenditure-adjusted ratios, India (113.2) and China (45.5) were highly
productive (Figure 10).
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Fig. 10. Publication of original articles in 100 infectious disease journals according to health
expenditure per capita in 2001-2009. Upper horizontal lines, dots, and lower horizontal lines
in the boxes represent the first, second (median), and third quartiles, respectively. Whiskers
represent the extension of values up and down.



136 Insight and Control of Infectious Disease in Global Scenario

The ratio of the number of reviews exhibited a median value of 0.2 publications/10 dollars
health expenditure per capita/year (range, 0.1-6.3). When adjusting the production of
reviews according to the health expenditure per capita, India (6.3) and China (1.2) were the
most productive countries. There was no statistical correlation between the average of the
health expenditure per capita and the number of original articles (Spearman’s correlation
coefficient = 0.407, p = 0.243), but a statistical correlation between the average of the health
expenditure per capita and the number of reviews was observed (Spearman’s correlation
coefficient = 0.697, p = 0.025) for the 10 countries.

Generally, India was the most productive according to science and technology factors such
as the number of researchers and health expenditure of each country. The US and China
were ranked in the top three for both researcher- and health expenditure-adjusted ratios.

3.3 General overview of worldwide trends in infectious disease research

Through a bibliometric analysis using the 100 infectious disease journals described
previously, 5 features were highlighted as the worldwide research trends in 2001-2010.

3.3.1 Vigorous infectious disease research around the world

We demonstrated that increasing numbers of infectious disease research articles were
published around the world. This result was similar to previous bibliometric data reported by
Bliziotis et al., although their study targeted journals registered in the SCI Infectious Disease
Category and published in 1995-2002 (Bliziotis et al., 2005). It can be said that infectious
disease research has been evidently vigorous without the influence of survey methods.

3.3.2 US as the leading country in infectious disease research

Our survey demonstrated that the US was the leading country in infectious disease research,
as the US produced the highest percentage of total research articles (27.7% of the world
total). The UK ranked second (7.3% of the world), but its output was dwarfed by that of the
US. Ramos et al. also reported these 2 countries as the leading countries (Ramos et al., 2009)
based on their study on journals registered in the SCI Infectious Disease Category covering
the period of 2002-2007 (Bliziotis et al., 2005). These results from surveys based on 100
infectious journals and journals in the SCI Infectious Disease Category demonstrated that
the US and the UK had an undisputed lead in infectious disease research productivity.

3.3.3 The Netherlands, India, and China as productive countries in the field of
infectious disease research according to socioeconomic and science and technology
factors

The US and the UK dominated the field of infectious disease research according to the
global share of research articles, but the Netherlands, India, and China were considered
productive countries when adjusting the production of original articles for socioeconomic
factors and science and technology factors.

3.3.4 Developing infectious disease research in China

According to our findings, the productivity of infectious disease research in terms of a
noticeable increase in the number of produced original articles was observed for China.



Worldwide Trends in Infectious Disease Research Revealed by a New Bibliometric Method 137

Significantly, China overtook France and Japan regarding the number of original articles in
2010 and 2009, respectively. However, China had the lowest proportion of reviews among
the 10 countries. This trend might indicate that infectious disease research in China was
developing and that it has not come to be well recognized.

3.3.5 More appreciated outputs of infectious disease research from the US and the
top EU countries

Through this method, it became clear that the US and the top EU countries produced
relatively higher proportions of reviews than the top Asian countries. Even Japan, which
produced the most research articles in Asia, produced fewer reviews than the UK, France,
and Germany. It could be speculated that the research output from the US and the top EU
countries was more appreciated than those from top Asian countries.

4. Conclusion

This chapter presented the recent worldwide trends in infectious disease research as a
practical application of a method using 100 infectious disease journals. The trends in 2001~
2010 included vigorous research, with the US and the UK being the most active countries.
Given the research productivity based on socioeconomic and science and technology factors,
the Netherlands, India, and China had relatively high productivity. The developing research
in China and more appreciated research outputs from the top EU countries were also
significant. Based on these survey results, further content analysis of infectious disease
research articles may be necessary to build future research strategies for effective disease
control.
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1. Introduction

The hepatitis C virus (HCV) is a global health challenge with strong regional implications
(Shepard et al, 2005). Currently, about 170 million people throughout the world are
chronically HCV infected and it is the most important cause of liver disease worldwide.
During the last 30 years the mode of transmission in industrial countries has changed from
infection by medical use of contaminated blood products to infection by shared utensils by
drug abusers. The incidence of HCV infection in Europe increased during the 1990's
(Rantala & van de Laar, 2008). It is unknown if this trend of increased incidence in Europe
and worldwide has persisted after 2000.

Following acute HCV infection approximately 80 % of adults and between 50 to 60% of
children develop chronic disease (Vogt et al, 1999). The reasons for the ineffective clearance
of HCV virus is unknown, but most likely there are viral escape factors and host factors
such as inappropriate immune based viral clearance. Progression of chronic HCV infection
occurs in a proportion of infected subjects in a sequence via liver fibrosis to liver cirrhosis
and finally death due either to liver failure or to hepatocellular carcinoma (HCC). The rate
of progression is affected by various factors such as age at infection, gender, alcohol
consumption, and co-infection particularly with human immunodeficiency virus (HIV), but
also with hepatitis B virus (HBV) (Poynard et al, 2001). When compensated cirrhosis is
established, the probability of decompensation is estimated to be 15-17 % within 2-3 years.
The burden of expenses to health services due to HCV related disease has been predicted to
be considerable in the future. In 2004, 23 % of all liver transplantations in Europe were
related to HCV infection. Most likely the incidence of decompensated cirrhosis and HCC
will increase substantially in the next few decades, due to the steady increase of HCV
positive persons-at-risk (Lehman & Wilson, 2009).

Chronic HCV infection is treated with a combination of pegylated interferon (peg-IFN)-a,
and the synthetic nucleoside analogue ribavirin. By this combination sustained virological
response (SVR) is achieved in between 40 % and 50 % for genotype 1 and as high as
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approximately 85 % for genotypes 2 and 3. Due to the limited success rate of this
combined therapy approach, triple therapy options have been suggested. Thus, both
protease inhibitors and polymerase inhibitors has been tested as addition to PEG-
interferon and ribavirin. These drugs are not approved by the authorities as standard
treatment since they are still under investigation. Depending of the efficacy of triple
therapy, the future need for liver transplantation may be reduced, with a considerable
impact on health expenditures.

Both viral and host factors are determinants for the spontaneous elimination or persistence
of HCV. The high risk for chronic infection is most likely caused by a lack of a strong and
specific immune response to viral antigens. On the other hand, an overly powerful immune
response may lead to acute liver failure as seen in rare cases of hepatitis A and hepatitis B.
The frequent mutations of HCV are challenging to the host immune response and results in
a high risk for viral escape. In the recent years HCV research has been focused on the innate
and adaptive response to the virus. Special attention has been put into the role of
chemokines and their receptors which are responsible for recruitment of leukocytes from
blood stream to the affected tissue. It has been proposed that this is one of the most critical
immunological steps for an effective clearance of the virus. We have recently reported that
in the antiviral treatment, SVR is dependent on a rapid (24 hours) chemokine response
(Florholmen et al, 2011). This has initiated the present review of the immunological
mechanisms against the HCV with a special emphasis on the chemokine response.

2. Aims

The first part of the chapter we will review the chemokine concept and its role in the HCV
pathogenesis, their role in the innate and adaptive response to HCV leading to liver
inflammation and liver fibrosis. The second part will concentrate on the chemokine response
during antiviral treatment using interferon, ribavirin and the new nucleoside analogues.

3. Hepatitis C virus

HCV is a positive single stranded RNA virus with regions coding for structural peptides (an
envelope, 9000 bases) and regions coding for non-structural (NS) peptides (1 - 5) (Myrmel et
al, 2009). Eleven genotypes have so far been described and 6 are commonly diagnosed. The
Genotypes 1, 4 and 6 respond to antiviral therapy (interferon (IFN) + ribavirin) with an SVR
of 50 % and 85 %, respectively. The virus has a high production of estimated 1012 virions
per day, with an average half-life of 2.7 h and a turn-over rate close to 99 %. The calculated
annual mutation rate is in the order of 1.5-2.0 x103 nucleotide substitutions per site.
Furthermore, the virus has no proofreading mechanisms. The naturally occurring mutations
may thereby enhance resistance both to endogenous immune responses and to anti-HCV
therapy. Mutations conferring resistance of hepatitis C virus to the new treatment agents,
the NS3 protease inhibitors, have been described (Halfon & Locarnini, 2011). The various
genotypes have not been associated to specific pathobiology. As described above, however,
the pattern of genotype related resistance to therapy has been extensively documented. The
molecular mechanisms of this resistance have been described to some extent. Of great
interest is the interferon sensitivity-determining region (ISDR) in the non-structural NSR5
part of the virus genome. Amino acid substitutions in ISDR have been related to increased
SVR of anti-HCV treatment (for review, see (Chayama & Hayes, 2011)).
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4. Antiviral immune response

The immunological response to viral infection is a complex interplay between host tissue cells,
the innate and adaptive immune responses. A series of mediators, systemic and paracrine, as
well as cell-cell interaction will in most cases result in clearance of infection. Some viruses have
developed strategies of immune evasion and can therefore establish chronic infections. In case
of HCV infection, the resulting chronic inflammatory response is actually harmful to the host
by driving development of fibrosis, cirrhosis, and liver failure or HCC.

Viral pathogens can enter the host in several ways, the mucosal membranes being the most
frequently used. A few viruses mainly spread via direct inoculation in the bloodstream, HCV
being a classic example. Each type of virus has its preferred host cell type based on specific
homing mechanisms. The HCV tropism for hepatocytes and internalization process is partly
characterised and involve cluster of differentiation (CD) 81 and Claudin-1 (Thorley et al, 2010).

Viral pathogens do not have metabolism and rely on modifying the host cell production
apparatus to its own benefit. A range of defensive mechanisms has been developed in
response to this strategy. The end result from these mechanisms is mostly death by lysis or
apoptosis of the infected cell, while at the same time restricting spread of the infectious
agent to neighbouring cells in the infected site. A short overview of the general immune
response to viral infection with special emphasis on mechanisms related to the anti-HCV
response will be given in the following.

Leukocyte trafficking is a very important feature of the immune system allowing for the
immune cells to patrol the entire host organism and thereby detect any intruding
microorganism, bacteria or virus. The ability to generate a rapid local response when an
intruder has been detected is based on homing mechanisms which mainly are triggered by
early response cytokines and chemokines. As it turns out in the case of HCV infection,
chemokines may also be central in generating an effective immune response following
pharmacological intervention, as a swift chemokine response early in the course of
treatment can predict a sustained virological response.

4.1 Innate receptor systems

The innate immune defence consists of several specialized cell types like dendritic cells
(DC's) granulocytes, natural killer (NK) cells and macrophages. A common trait for these
cell types is the pattern recognition receptors (PRR’s) consisting of both intracellular and
transmembrane subtypes. The nucleotide oligomerization domain (NOD) receptors are
intracellular and the toll like receptors (TLR’s) are transmembrane receptors primarily
directed towards the extracellular compartment. These innate receptors detect common
motifs from pathogenic microorganisms including both bacteria and viruses. Upon
triggering the receptor an intracellular pathway common to most of the TLR’s involve
myeloid differentiation primary response gene 88 (MyD88) and interleukin-1 receptor-
associated kinase (IRAK) kinases leading to activation of NF-«-B and transcription of pro-
inflammatory cytokines.

The professional antigen presenting cell i.e. dendritic cell carry an array of pattern recognition
receptors and these cells are crucial for the initiation of an adaptive response. All cell lines of
the adaptive system must be stimulated by DC’s in order to raise a response. The DC
determines the profile of the adaptive system depending on its cytokine secretion pattern.
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Most viruses have specific binding strategies for entry into host cells. This leads to a tropism
of the virus rendering specific target cells its point of attack depending on the homing
mechanism. Subsequently the virus particle is disassembled. At this point intracellular
receptors may detect the pathogen and trigger production of early viral response cytokines -
mainly type I interferons like IFN-a and -B. A possible trigger of IFN production can be
double stranded RNA which has been found to stimulate type I interferons in vitro.
Intracellular TLR3 is likely triggered by viral dsRNA.

4.1.1 Interferons

The family of interferons consists of three subgroups of mediators with high sequence
homology. The first interferons were described by their physiological effects i.e. their ability
to interfere with viral replication in cell cultures. The type I interferons is a group of five
members: IFN -a, -B, -®, -k, and limitin. IFN-a and IFN-f can be secreted by practically all
infected cells types following viral infection and the production of these cytokines is
therefore not restricted to immune competent cells.

Type I IEN has a common receptor IFN-ap-R which signals via the JAK-STAT pathway (JAK
is short for Janus Kinase, and STAT is short for Signal Transducer and Activator of
Transcription) towards the Interferon stimulated response element ISRE in the cell nucleus and
induce transcription of several interferon inducible genes which in turn increase
degradation of viral RNA and inhibit translation processes. The secreted interferon acts on
both the secreting cell (autocrine stimulation) and neighbouring cells (paracrine stimulation)
thus inhibiting local spread of the viral infection. Furthermore, interferons up-regulate
major histocompatibility complex I (MHC-I) and thereby enhance the display of viral
antigens to the adaptive effector cells (see below). Interferons also activate NK cells and
thereby facilitate killing of infected cells. Thus, the entry of a virus in a cell induce
production of interferons which in turn help protect neighbouring cells from infection but
also facilitate killing of the infected cell by NK cells and/or antigen specific cytotoxic T cells.

4.1.2 Natural killer cells

NK cells are part of the innate immune response, and have an important role in combating
viral infections in the early phase until the specific adaptive cytotoxic response is raised. The
NK cell is believed to distinguish infected from normal cells via an intricate process
involving both stimulatory and inhibitory signalling. A set of immunoglobulin-like
receptors (Killer cell Immunoglobulin-like Receptors: KIR's) and C-type lectins are involved
in activation of the NK cell. A strong inhibitory signal is presentation of MHC-I on the cell
surface which may be recognized by KIR’s or CD94:NKG2. As part of the microbial survival
strategy many viral infections inhibit MHC-I display in order to restrain presentation of
antigens to the adaptive response. This strategy removes the inhibitory signal to NK cells
and the infected cells display only activation signals to the NK cells and will be eliminated.
Some viruses induce conformational change of MHC-I with the same result. Thus, the NK
cell may be able to detect the infected cell even if it evades the adaptive response by
cytotoxic CD8+ T cells (see below).

If stimulated by IFN-a or IFN-f the NK cell increase cytotoxic activity by a factor 20-100.
The activated NK cell also secretes mediators important to direct the early response patterns
in the tissue. The effector action of NK cells is completed by close binding to the infected cell
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and may use different pathways including lysis of the cell membrane by perforins or
triggering of apoptosis by interaction between Fas (CD95) and FasL (CD95L). The role of NK
cells in HCV infection has been reviewed recently (Cheent & Khakoo, 2011).

4.1.3 Adaptive immune response

The adaptive immune response is antigen specific and can identify foreign antigens with
great sensitivity and specificity. It consists of both humoral and cellular parts, of which
especially the former can enhance the function of the innate response. Opsonising antibodies
can boost the performance of innate phagocytes like neutrophil granulocytes and
macrophages, and also enhance the function of an NK cell mediated cytotoxic response. The
specific adaptive responses are modulated in phases: in the early response phase, activated
cells undergo clonal expansion. This is followed by an effector phase where the strike
against the microorganism is delivered. Finally the response is attenuated after elimination
of the infectious agent - this phase is controlled by regulatory T cells (see below). In the
process of down regulating the adaptive response, a small population of memory cells will
remain dormant. These memory cells will be able to launch a swift and efficient adaptive
response if the host should encounter the same agent at a later time.

A common feature of the adaptive immune system is that the cells are unable to generate a
response without help of the innate system or other parts of the adaptive response. The T
cell receptor only recognizes its epitope in the context of an MHC molecule in combination
with co-stimulatory factors. Each of the adaptive cell populations are restricted by specific
mechanisms. T helper (Th) cells must be stimulated by their antigen presented on MHC-II
by antigen presenting cells (APC’s). Cytotoxic T cells must be triggered by their epitope
presented on MHC-I by the target cell. B cells bind their antigen on the B-cell receptor and
internalize it for degradation and presentation on the surface by MHC-II. This allows for co-
stimulation by contact with, and cytokine secretion from, Th cells with the same specificity.
In this way, the B cell can also present antigens for stimulation of Th cells. The local cytokine
milieu at the time of stimulation determines which effector profile the stimulated Th cell
will have: IFN-y and interleukin (IL)-12A: Th1; IL-4: Th2; transforming growth factor-p: Th3;
IL-6 and TGF-f: Th17; IL-10: T regulatory-1 (Tr1).

In a viral infection, the adaptive immune response is triggered by presented antigens
towards a classic Th1 profile enhancing a cytotoxic effector response. The cytotoxic CD8+ T
cell is antigen specific in contrast to the NK cell, and stimulation of this cell line is primarily
by Thl cytokines like IFN-gamma and IL12A. The specificity rely on the T cell receptor
recognition of the antigen as presented in the groove of a MHC-I molecule on the surface of
the cell in question. Also, the cytotoxic T cell and the innate NK cell tend to mirror the Th
profile in the immune response at hand, so these effector cells secrete cytokines and tend to
enhance the milieu given by Th cells.

The humoral part of the adaptive response also enhances the phagocyte and cytotoxic
responses by a mechanism called opsonisation. Innate immune cells like neutrophil
granulocytes, macrophages and NK cells carry receptors for the stem of the antibody (the FC
part). Antibodies bind their target in the binding sites, and can crosslink the target to FC
receptors on the innate cell. This way a viral particle on the surface of cells can be
“visualized” to innate cells. Antibodies in blood, mucosal membranes, and the extracellular
space also neutralise viral particles by binding.
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4.1.4 Regulatory T cells

The regulatory T cells include distinct subpopulations of which some are non-specific
(CD25high natural Treg) and others are antigen specific (Trl and Th3). A common trait for
regulatory T cells is the expression of forkhead family transcription factor FOXP3. The
natural Treg's are generated in the thymus and characterised by a high expression of CD25
(IL-2 receptor). Natural Tig's seem to act primarily by direct cell contact similar to the
actions of NK cells. In contrast, the antigen specific regulatory T cells act by secretion of
cytokines like IL-10 and TGF-beta. The regulatory cytokines and direct cell contact actions
keep an important brake on the immune system in general, as an uncontrolled pro-
inflammatory response can lead to serious pathology and even organ destruction. Thus,
the function of regulatory T cells is to balance the response of pro-inflammatory immune
cells in order to keep homeostasis and avoid excessive tissue damage as well as resolving
inflammation when the infection has been eliminated. The balance between pro- and anti-
inflammatory stimuli is delicate. The perfect immune response is swift, efficient, and
causes a minimum of damage to host cells. Of course this is a compromise and the balance
may tip in either direction. In HCV infection, an overly powerful response would lead to
acute liver failure and death; it has been suggested that the development of cirrhosis in
longstanding HCV infection is a result of an overly aggressive chronic inflammation
(Larrubia et al, 2008).

4.2 Homing and chemotaxis

All of the cell types described above must be recruited to the site of infection in order to
perform their part of the anti-microbial response. Though the adaptive humoral response
and antibody production in most cases takes place in the regional lymph nodes, the B cells
and Th cells must still be recruited and activated. The recruitment of leukocytes to the site of
infection is an intricate process controlled by homing mechanisms. Some central
mechanisms of leukocyte homing will be presented in the following.

Chemotaxis is a basic behaviour seen in bacteria, primitive organisms, and several cell types
in the immune system. The definition of chemotaxis is that the cell in question moves
towards a higher concentration of a given chemotactic compound. As the name implies,
chemokines are chemotactic compounds and a cell releasing chemokines will attract the
attention of nearby immune cells.

4.2.1 Chemokines

The chemokines are a family of highly homologous small proteins with a common Greek key
structure. These mediators have a key role in the earliest phases of infection. They can be
released by many cell types in response to infectious agents and to physical damage.
Chemokines can recruit cells of both innate and adaptive lines to the site of infection.

The chemokines can be divided into two main subgroups: the CC group (at least 27 members
named CCL1-28) with 2 adjacent cystein residues close to the amino-terminal, and the CXC
group (at least 17 members named CXCL1-17) in which the two cystein residues are spaced by
a single amino-acid. This structural difference is important because each subgroup has its own
set of receptors. Some receptor cross-reaction within subgroup occurs, and each chemokine
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may react with more than one of the receptors of the group. In addition to these main groups a
few chemokines of C and CX3C group with their own receptor types have been described.

4.2.2 Chemokine receptors

The chemokine receptors have a common structure with a 7-transmembrane helix coupled
to G-protein intracellular signalling. The subfamilies each have a set of chemokine receptors
expressed on target cells. So far, ten CC receptors (CCR1-10) and seven CXC receptors
(CXCR1-7) have been described. The system of chemokines and their receptors is quite
complex and so far only partly described. However, at least theoretically, different
chemokine secretion profiles combined with the receptor profiles of the target cells allow for
close regulation of the homing process according to the infectious agent.

4.2.3 Chemokine effects

The chemokines trigger conformational change in the adhesion molecules (leukocyte
integrins) on cell surface of leucocytes, thereby enabling a stable binding of the leukocyte to
intercellular adhesion molecules (ICAM's) on the vessel wall. When the leukocyte is bound
to the vessel wall it is able to squeeze between endothelial cells and enter the tissue. The
cells first recruited are neutrophils, then later comes monocytes and immature dendritic
cells. The chemokine activation also includes arming of the cells as effectors.

4.2.4 Homing

Upon chemokine activation endothelial cells present selectins and ICAM’s on the luminal
surface. Leukocytes tend to roll along the endothelial surface due to weak binding between
endothelial selectin and leukocyte sialyl-Lewis* (s-Lex) blood group antigen. If the leukocyte
integrin profile matches the ICAM a strong binding is established. This binding is enhanced
further by conformational changes in the leukocyte integrin triggered by chemokine
stimulation. When the cell is tightly bound, extravasation by diapedesis can be initiated. After
extravasation, further movement along a chemotactic gradient to the site of infection follows.

The endothelial cells will be further activated by early response cytokines like tumor
necrosis factor (TNF)-a. The chemokine activation of the neutrophil granulocyte will also
stimulate the oxidative burst, which is a characteristic of the effector profile in this cell type.

4.2.5 Chemokines in the adaptive immune response

Certain chemokine receptors are expressed in certain immune profile cells. Thus a Thl
chemokine receptor set can be defined: CCR5 and CXCR3; while CCR3, CCR4 and CCRS are
linked to Th2 responses (Larrubia et al, 2008). Therefore, in a viral infection a certain subset
of chemokines are especially interesting, as the Th1 response is considered the adequate and
efficient response type. Ligands for the CXCR3 (Interferon gamma induced protein 10 (IP-
10), Monokine induced by gamma interferon (Mig), Interferon-inducible T-cell alpha
chemoattractant (I-TAC)) and CCR5 (Regulated on Activation, Normal T Expressed and
Secreted (RANTES), macrophage inflammatory protein (MIP)-1-alpha, and MIP-1-beta) are
theoretically crucial for the initiation of response and resolution of infection. Indeed, a frame
shift mutation on the CCR5 receptor increases susceptibility to HCV infection (Woitas et al,
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2002). In effect, both theoretical and experimental data support the crucial role of the
chemokine response for mounting an efficient resolution of the viral infection.

4.3 Special immunobiological features of the liver

The liver is an immunotolerant organ with constitutive high expression of IL-10 and TGF-
(Crispe et al, 2006; Manigold & Racanelli, 2007). The sinusoids are inhabited by a special
type of “pit cells’; large granular lymphocytes of the NK cell trait. Data from mouse studies
indicate that the NK cells of the liver tend to secrete more regulatory cytokines and less pro-
inflammatory cytokines than their peripheral counterparts (Cheent & Khakoo, 2011; Lassen
et al, 2010). When the HCV virus enters this environment, a proper immune response must
be launched, and to this end a massive recruitment of different types of immune cells is
needed. Cells of the innate immune system such as dendritic cells and NK cells are
important for the initial response and stimulation of a proper adaptive Thl response
including antigen specific T helper cells, cytotoxic T cells and B cells as well as inducible
regulatory T cells. All of these cell types must be recruited from the circulation and to this
end an array of chemotactic signals are activated.

Chemokines have local effects on endothelium activating processes for trans-endothelial
migration, and the leucocytes also have chemokine receptors activating leukocytes rolling
and binding of selectins to integrin receptors. Thus chemokines have an important role in
infection response allowing extravasation of leucocytes to the site of infection. As the liver
has some inherent immunetolerance as mentioned above, this recruitment of external cells is
especially important. Furthermore, considering the treatment of HCV with peg-IFN-a and
Ribavirin the therapy may be efficient by altering the profile and composition of
inflammatory cells in the liver. In this respect, the leukocyte recruitment seems have a key
role in resolution of the infection.

4.3.1 Immune response to HCV infection

HCV has parenchymal liver cells as primary target utilizing CD81, claudin-1, and possibly
the LDL receptor. After binding of to a target cell, the viral particle is internalized and
disassembled in the cytoplasm. HCV virus has developed strategies to evade some of the
basic antiviral mechanisms described above. The early IFN- response can be blunted by
cleaving adaptor proteins necessary for activating IFN transcription, and can also inhibit the
JAK-STAT pathway thus inhibiting the intracellular effector events after stimulation by
IFN-a.

Relatively recently a new series of A-interferons have been described. These include the
highly homologous IL-28A (IFN-A-2), IL-28B (IFN-A-3) and IL-29 (IFN-A-1). Especially IL-28B
has turned out to be interesting in regard to HCV infection. It seems that a firm IL-28B
response is necessary for viral clearing, and that CC genotype in the rs12979860 single
nucleotide polymorphism (SNP) (The Duke) in the promoter of the IL-28B gene is associated
with a higher rate of spontaneous resolution of infection and also can predict response to
treatment with peg-IFN-a (Langhans et al, 2011).

4.3.2 Chemokines in the context of HCV infection

Considering the immunotolerant milieu of the liver, an efficient immune response against a
pathogen like HCV must be based on a considerable influx of fresh immune cells. In this
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respect, the chemokine response is crucial and may be one of the main factors that
determine if the infection becomes chronic or is spontaneously resolved. One of the effects
of peg-IFN-a therapy is to increase the pro-inflammatory response including the chemokine
response allowing for fresh Thl cells, B cells, NK cells, and dendritic cells to engage the
virus. As such, the chemokine response can be seen as a common marker for a step-up in the
immune response in initiation of treatment. Whether observed chemokine responses are
directly triggered by the peg-IFN-a or result from a general increase in immunologic activity
in the liver remains to be determined. However, as a biological marker of sustained
virological response, the early rise in chemokine activity is interesting.

5. Treatment of hepatitis C

As described in the Introduction, peg-IFN-a in combination with the nucleoside analogue
ribavirin is the standard treatment of HCV infection. Upcoming new drugs are albumin-
INF-a, and nucleoside analogues or protease inhibitors, and nucleoside analogue/non-
nucleoside analogue polymerase inhibitors. In general, these agents act via inhibitory
mechanisms on the HCV gene to reduce the viral replication. These new anti HCV drugs
exert their effects directly on the virus replication: protein kinase inhibitors on NS3A /B and
polymerase inhibitors on NS5A /B (for review, see (Vezali et al, 2011)).

5.1 IFN-a

The mechanisms of action of peg-IFN-a are through indirect activating of the immune
system and a direct antiviral mechanism at the interferon-sensitive sites of the HCV
inhibiting the transcription. These mechanisms of action are rather complex and beyond the
scope of this presentation. Briefly, peg-INF-a triggers a cascade of intracellular events
including activations of IFN-inducible genes and increased synthesis of IFN-induced
proteins (Katze et al, 2002). These proteins such as RNA-dependent protein kinase inhibit
intracellular virus replication by a RNA-degrading mechanism. Peg-IFN-a also inhibits the
viral replication indirectly via an immune response and most likely via activation of
immune cells. These are complex mechanisms such as increased MHC-I expression and
activation of immune cells with cytokine secretion. Finally, peg-IFN-a also induces an
immuno-modulation in the favour of a Thl response and an inhibition of a Th2 response
(see fig 1, for review, see (Vezali et al, 2011)).

5.2 Ribavirin

The exact mode of action of ribavirin is unknown. As ribavirin alone does not inhibit the
virus replication, a synergistic action together with IFN-a has been proposed. The proposed
mechanisms of actions of ribavirin are: 1. an indirect host change of Th profile from a Th2 to
a Thl profile. 2. A direct inhibitory effect on the NS5B encoded RNA dependent RNA
polymerase (for review, see (Lau et al, 2002)) (figure 1)

6. Chemokines in antiviral therapy

As described above, the chemokines play a pivotal role in the chemotactic immune response
to HCV by acting via their specific receptors on immune active cells. The role of chemokines
in the antiviral treatment is so far only incompletely understood. Of special interest for the
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Fig. 1. Targets for antiviral therapy.

hepatic immunity is the CC chemokines macrophage inflammatory protein (MIP) -a (CCL3),
MIP-1B (CCL4) and Regulated on Activation, Normal T Expressed and Secreted (RANTES)
(CCL5). These chemokines are expressed by the portal vessel endothelium and recruit
macrophages and lymphocytes into the liver (Ahlenstiel et al, 2004; Kusano et al, 2000). In
the following we present the role of chemokines at baseline and as an early predictor of
antiviral responses and clearance of the virus.

6.1 Chemokines at baseline

In one small sample sized study baseline levels before anti-HCV treatment serum levels of
MIP-1B could predict a significant effect on SVR, but not eotaxin, MIP-1a, RANTES
(CCL5) and IL-8 (Yoneda et al, 2011). Serum levels of MIP-3a (Yamauchi et al, 2002) have
also been associated with a positive prognostic response. Moreover, increase of CXCR3
expressing CD8+ cells during treatment has been associated with achievement of viral
control (Larrubia et al, 2007). Of interest was that a substitution in the ISDR was
associated with response to treatment. In contrast, another study showed that baseline
IL-8 level was inversely related to the response to therapy i.e. the higher IL-8 levels, the
lower chance of SVR (Akbar et al, 2011). In a broad screening study of baseline CCL and
CXCL chemokines, only CXCL10 was significantly associated to lack of SVR (Moura et al,
2011). In another study high CXCL10 gene expression during treatment (Sixtos-Alonso et
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al, 2011) and plasma level (Moura et al, 2011) were negative predictors of SVR. Finally, in
two other studies baseline levels of IP10 were associated with a negative prognostic
response to treatment with peg-IFN-a and ribavirin (Butera et al, 2005; Lagging et al,
2006). Interestingly, as the CCL 3-5 are produced in the portal vascular endothelium while
IP-10 is produced mainly in sinusoidal endothelium and hepatocytes surrounding lobular
inflammation (Zeremski et al, 2007).
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Fig. 2 Early serum chemokine responses to the treatment of chronic HCV infection.
(Florholmen et al, 2011)

It is hard to interpret these apparent contradictional results of how chemokine levels can
predict the response to treatment. It is of interest to note that the chemokines predicting an
effective viral clearance are the CC-chemokines expressed by the portal vessel endothelium.
The other chemokines predicting a lack of effect of antiviral treatment are recruited from
other sources. These chemokines reflect an apparent state of viral resistance, but further
studies are needed to reveal the mechanisms of action.
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6.2 Early chemokine response

It is expected that an initial strong immune response is critical for a successful viral
clearance in the anti HCV treatment. As far we know only one study have investigated early
(24 hrs) chemokine responses during anti-HCV treatment. An early response of MIP-1a,
MIP-1B, and RANTES may predict a sustained virological treatment response. MCP-1 was
significantly increased but could not discriminate between SVRs and non-SVRs (Fig. 2)
(Florholmen et al, 2011). However, the receiver-operator characteristic (ROC) analyses for
MIP-1a, MIP-1B shows that alone, these chemokines are not suitable for clinical decisions
like termination of therapy due to probable non-response (Fig. 3). Therefore, this study
indicates that an early response of chemokines can be critical for an effective virus clearance
during the anti-HCV treatment.

The chemokine studies mentioned above have to be interpreted with some caution both due
to small sample sizes and that none of them were designed for prognostics and stratified for
confounding factors.
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Fig. 3. ROC analysis of early chemokine response as predictor of sustained virological
response (Florholmen et al, 2011).

7. New antiviral agents

The new antiviral agents based on inhibition of proteases and polymerases exert their effects
on the various NS regions of the HCV genome described above. Ribavirin also has effects on
an indirect mechanism of host T-cell mediation with a change from a Th2 to a Th1 profile. So
far there is no evidence that the new antiviral drugs have direct suppressive effects on the
HCV. Experiences from treatment of HIV show that there is a need of combination of two or
more therapeutical molecules to prevent development of resistant HCV strains. So far there
is an increase of SVR from 40-50 % to 75 % going from duo-therapy to triple-therapy of
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patients with HCV genotype 1. It would be of great interest to know if the new triple-
therapy is dependent on an additional chemokine-based viral clearance for an effective
treatment response. Therefore, we are waiting for further studies.

8. Concluding remarks

Chemokines seem to play a pivotal role in the immune response to HCV both to induce a
spontaneous clearance during an active infection but also during the immunotherapy with
peg-IFN-a and ribavirin. The mechanisms of action of chemokines are complex and still far
from being fully understood. The understanding of both the successful treatment and the
apparent resistance mechanisms with a virus escape from the chemokines and other
immune factors is still incomplete. Most of the CC chemokines seem to play an important
role in the anti virus attack. However, for other chemokines including some CXC-
chemokines, increased secretions represent an apparent state of antiviral resistance to
therapy. This paradox is so far poorly understood, but different compartments of chemokine
production for the CC and the CXC chemokines may be a clue. It seems that the CC
chemokines located in the portal vein may play a pivotal role for en effective clearance of
the HCV, and the early chemokine response during antiviral treatment may be used as
prognostic biomarkers. However, most of all there is a need of future studies relating viral
kinetics to the chemokine responses in vivo, experimental in vitro models may contribute to
a more comprehensible understanding of the role of chemokines in HCV infection.
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1. Introduction

Modern intensive therapy is armed with very sophisticated methods, however sepsis is still
one of the most challenging issues of medicine. Death rate in patients caused by sepsis
remains high and reaches about 30-80% (Yegenaga I. et al., 2004). This problem is especially
important in oncology, as every sixth septic patient has a diagnosis of cancer; and the death
risk of such patients is 30% higher (Angus D.C. et al., 2001).

The established bacteriologic paradigm of sepsis implies an infectious component for its
development. The priority in the pathogenesis of this disease has been assigned to
microorganisms, and therefore sepsis is regarded primarily as an infective disease.
However, over the last decades there have appeared tendencies for an essential revision in
the understanding of mechanisms of sepsis development; inflammatory reactions of the
organism are now regarded as important as infection. In particular, according to a current
definition, approved by American College of Chest Physicians/Society of Critical Care
Medicine (ACCP/SCCM) Consensus Conference, “sepsis is a systemic inflammatory
response syndrome developing in response to an invasion of different pathogenic
microorganisms, which is diagnosed if an infective agent and two or more signs of the
systemic inflammatory response are present” (USA, Chicago, 1991).

Systemic inflammatory response syndrome (SIRS) includes the whole set of the clinical
manifestations of systemic inflammatory response (SIR), which is a generalized form of
inflammatory reaction and is formed as a result of an excessive immune cell activation that
produce different types of mediators (cytokines, leukotrienes, thromboxanes, etc.). SIRS is a
necessary component of sepsis, however, it is not the same, as SIRS may be induced by
different non-infective causes such as trauma, pancreatitis, etc. Thus, signs of systemic
infection are necessary to prove diagnosed sepsis. Besides, it should be taken into account
that bacteremia is not pathognomonic to sepsis. The rate of diagnosed bacteremia even in
the most serious cases does not exceed 45% if accurate techniques of blood sampling and
modern microbiologic methods are applied. Detection of microorganisms in the patient’s
peripheral blood with no clinical and laboratory test conclusion of SIRS may be considered
as transitory bacteremia that is not necessarily caused by septic process. Some authors
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recommend differentiating localized focus of infection from true sepsis even if it is
associated with the symptoms of systemic inflammatory reaction. In about half of cases (30-
60%) when clinical symptoms of sepsis were evident, it was impossible to isolate live
microorganisms from the blood or find the focus of infection.
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Fig. 1. Triggering factors and mediators of sepsis.

The disease status that demonstrates the whole set of septic symptoms but lack of infection
is regarded like pseudosepsis or sepsis-like syndrome. Trigger factors initiating systemic
inflammatory response might be derivatives of microorganisms (exo- or endotoxins) rather
than microorganisms themselves, or even factors of non-infective origin including
endogeneous factors (such as tissue factors, elastin, thrombin, etc.), which appear primarily
during organ or tissue damage (Fig. 1) as a result of traumas, burns, etc.

Clinical symptoms of sepsis as well as organ or multi-organ dysfunction syndrome (MODS)
may develop in response to endo- and exotoxins of microorganisms in the absence of
bacteremia (septicemia) or localized focus of infection. The macroorganism reaction to
bacterial products displays totally the whole symptom complex that is characteristic for
bacterial sepsis. LPS poisoning does not only induce clinical presentations of sepsis and
septic (endotoxic shock), but leads to pathomorphologic changes characteristic for septic
conditions (Angus D.C. et al., 2001).

Present understanding of sepsis states that it is a systemic inflammatory response of the
macroorganism, which develops as a result of interaction of the immune system with
bacteria or their toxins and is mediated by the over-expression of a complex of humoral
factors: cytokines and other substances (platelet activation factor, metabolites of arachidonic
acid, endotelin-1, and complement components). Local tissue damage during SIRS arises
from the release of active oxygen forms, proteases and escalation of cytokine synthesis.
Such vision of sepsis pathogenesis suggests that new diagnostic and prognostic markers of
this condition should be identified in patient’s immunologic parameters. Following this
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concept, new therapeutic strategies of inactivation or elimination of SIR triggers and
mediators are being developed.

2. Bacterial toxins: triggers of inflammation

Infective agents have various factors of virulence which can affect protective reactions of the
body. In septic and inflammatory conditions cascade of events initiated by microbes and
their products may develop out of control. Immune effectors recognize pathogens, firstly,
by innate immunity receptors detecting different pathogen-associated molecular patterns
that include various components of microbial cell wall (such as, LPS -lipopolysaccharide,
peptidoglycan, lipoteichoic acid, mannan, flagellin, bacterial DNA, viral double-helical
RNA, glucan and intracellular components, etc.)

Bacterial toxins, primarily LPS of gram-negative bacteria, have significant impact on
activating mechanisms of inflaimmation and may induce or potentiate systemic
inflammatory response in the absence of microbial cells. In particular, it was shown that in
humans LPS in the minimal dose (4 ng/kg) initiates release of inflammatory mediators,
alterations of hemostasis and fall of the blood pressure resulting from the decrease of the
cardiac output and vascular resistance. Sepsis-like conditions were described in volunteers
after injections of high endotoxin doses as well as in patients receiving therapies based on
LPS-immunomodulators (Laurenzi L. et al., 2004, Zucker T. et al., 2004). Sepsis-like
syndrome is observed in patients after cardiac surgery, closed injury, and in patients
resuscitated after cardiac arrest.

One of the major mechanisms of infection is penetration of normal microflora and
substances including endotoxins into blood circulation from the natural organism
biocoenoses, mainly from the bowels (Annane D. et al., 2005). Translocation of bacteria and
their toxins into the bloodstream might be caused by changes in the mucous intestine tunic
(Moore F.A., 1999). Nevertheless, impairment of the intestine permeability most often has a
secondary origin and results from the SIR to trauma, surgical stress, burn, high-dose
antibiotic therapy and other damaging factors (Deitch E.A.&Bridges R.M. , 1987, Balzan S.et
al., 2007). In cancer patients, risk of bacterial toxin translocation increases due to disorders of
the intestine mucous barrier function caused by the major disease and especially, by anti-
tumor aggressive therapy. An additional unfavorable factor is older age of patients because
of the age-related changes in the intestines permeability. These patients, despite of the
widely accepted view about immunity involution and down-regulation of immune reactions
in the elderly, demonstrate an enhanced response to bacterial toxins. For example, patients
over 65 have a more significant drop of the blood pressure after injections of minimal LPS
doses (2 ng/kg) compared with younger individuals. The phenomenon is apparently linked
to the systemic chronic inflammatory reaction of the elderly, associated with a higher initial
level of pro-inflammatory factors.

When LPS enters blood circulation, it partly links to the LPS-binding protein (LBP) and the
newly formed complex interacts with CD14-positive cells, such as macrophages. LPB
potentiates LPS transport to receptors of macrophages (CD14) and stimulates functional
activity of these innate immunity effectors (Takeshita S. et al., 2002). The endotoxin-shipping
function in the blood also refers to the soluble circulating macrophage CD14-receptors. A
number of studies showed an increase in these markers in patients with sepsis, including
cancer patients (Myc A. et al., 1997, Nijhuis C. S. et al., 2003).
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Our data show that LPS serum concentration increases in patients with sepsis aggravated by
organ failure or MODS. Particularly, in contrast to healthy volunteers, whose blood almost
lacks LPS, patients with kidney or hepatic failure with no symptoms of SIRS showed
moderate increase of LPS serum concentrations (0,1-0,2 IU/ml), while patients with sepsis
and septic shock had markedly increased blood serum concentrations of this bacterial toxin
- median parameter in the group was 0,55 IU/ml, sometimes reaching 6,25 IU/ml (Fig. 2).
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Fig. 2. Comparative analysis of LPS serum level in groups of survival and died patients with
sepsis and in healthy volunteers.

A high LPS concentration in peripheral blood is generally associated with a drop of LPB
level. In patients with sepsis the ratio of blood serum concentrations LPS/LPB is on average
ten-fold higher than in healthy individuals. Therefore, dynamic growth of LPS concentration
and decrease of LPB level in sepsis may be considered as negative prognostic factors.

3. Cytokines

Over the last years, a lot of data have been accumulated that discuss the role of endogenic
bioregulators of different origin (cytokines, kinins, phospholipids, arachidonic acid
metabolites, etc.) in development of structural and functional alterations leading to systemic
inflammatory reactions and sepsis. Immune mediators - cytokines have an absolutely
important role in inflammation pathogenesis. Their high biologic activity and a small
difference between effective and toxic concentrations make them key factors both in natural
physiologic processes and pathologic conditions. As it was mentioned earlier, a triggering
mechanism of SIRS, besides bacteria and/or their toxins, might be a trauma, including
surgical intervention. With no microbial components it may also initiate an inflammatory
cascade, leading to cellular damage and organ dysfunctions. Different endogenous factors,



Immunological Pathogenesis of Septic Reactions
and Elimination of Triggers and Mediators of Inflammation 161

so-called alarmins, which are activated by tissue damage (for example, necrotic cells, RNA,
urine acid crystals, etc.), may bind leucocyte receptors and induce systemic inflammatory
response or “sepsis with no infective agent”. A term “alarmin” was suggested by J.
Oppenheim for endogenous stress molecules that provide signals about tissue and cell
damage (Oppenheim ].J.& Yang D., 2005).

Thus, excessive concentrations of these endogenous modulators provoke development of
pathophysiologic abnormalities leading to organ failure or MODS. However, despite
numerous studies looking at prognostic or diagnostic significance of cytokine concentrations
in the serum of patients with purulent and septic complications, there is still disagreement
on the topic. Serum cytokine low levels are registered in the peripheral blood of many
patients regardless clinical symptoms of sepsis or septic shock. At the same time, some
authors report data of increased concentrations of several cytokines such as interleukin(IL)-
8, tumor necrosis factor (TNF)a, IL-6 in the peripheral blood of patients with sepsis
(Calandra T.et al., 1990, Anderson R.&Schmidt R., 2010, Gaini S. et al., 2006).

Risk of SIRS development is extremely high in cancer patients, as the necessary extensive
surgery stimulates release of pro-inflammatory cytokines that may promote development of
systemic inflammatory response (Hildebrand F. et al., 2005, Lenz A. et al., 2007). Some
authors suggested diagnostic and prognostic significance of TNFa serum level (Calandra T.,
1990). The results showed both increased as well as similar to the control group
concentrations of TNFa in serum of patients with severe sepsis. An unfavorable course of
the septic process was observed in the cases of low basic TNFa level or its negative
dynamics (TNFa level dropped from 30,4 + 2,7 pg/ml to 15,8 + 6,3 pg/ml). Originally high
TNFa in the blood of septic patients (1020,7 + 30,1 pg/ml) was considered as a “cytokine
cascade out of control”. They also presented data demonstrating that intensive therapy in
the group of patients with originally high TNFa concentration leaded to its significant
decrease (from 6804 * 32,7 pg/ml to 450 * 16,7 pg/ml), which was associated with
favorable prognosis. TNFa level varied in a wide range from 50 to 3500 pg/ml in patients
with septic shock. Median TNFa level was 180 pg/ml in the group of survived patients; and
330 pg/ml in the group of the deceased. On the basis of these data, contradictory
conclusions were made about prognostic significance of pro-inflammatory cytokine serum
levels in general and TNFa, in particular. However, many researchers agree that both high
and low TNFoa serum levels in critical conditions may be regarded as a poor prognostic
parameter (Martin C.et al., 1994, Quinn ].V.&Slotman G.J., 1999).

According to our data, only the concentration of IL-6 was significantly increased in the
peripheral blood of cancer patients with sepsis (Table 1). The highest mediator levels were
observed in patients with septic shock. A probable cause of the pro-inflammatory cytokine
increase in the patients’ blood could be its overproduction by the resident macrophages, in
particular, by the hepatic Kupffer cells. Besides TNFa, IL-6 is one of the probable markers of
severity of an infective or non-infective stress. It induces production of a wide range of
proteins of the acute phase that regulate inflammation process. In septic shock, the cytokine
may directly affect organs and tissues; in particular, it may suppress myocardium. Various
studies investigated the role of this cytokine in pathogenesis of septic shock, MODS and
other systemic processes and its prognostic significance; however, their conclusions are
somewhat contradictory (Anderson R.&Schmidt R., 2010, Pinsky M.R., 2004).
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Groups IL-6 IL-8 IL-10 | INFy | TNFa | TNF | IL-18 | IL-4 | IL-17

Cancer 203* | 17 48 0 4 4 1 6 31
patl:;;::lth 61+494 | 6+130 | 31+163 | 0+16 | 0+30 | 4+26 | 0+28 | 3+13 | 0+73
healthy 0 3 80 2 0 0 0 10 9

volunteers 0+1 0+11 0+108 | 0+16 0+0 0+9 0+0 2+12 | 6+19

* — significant difference compared to the control group of healthy volunteers (P<0.01)

Table 1. Cytokine profile of cancer patients with sepsis compared to healthy volunteers
(median, 25th +75th quartiles), pg/ml.

On the whole, the above data suggest that determination of free cytokine serum
concentrations in the peripheral blood of patients with septic complications presents little
information, except for IL-6, which is statistically significantly increased in patients with
sepsis, and, especially, with septic shock. Therefore IL-6 is the only serum cytokine, which
concentration might be recommended as a marker for sepsis. A possible reason of low
importance of the cytokine profile determination in sepsis may be due to the fact that
commercially available kits are designed to evaluate concentrations of free (soluble)
cytokines only. It is a serious obstacle for the estimation of the total cytokine concentrations
secreted into the blood circulation. Even if free cytokines are not detected in the blood, their
receptor-bound complexes may be circulating. As a result, “hidden cytokinemia” - high
cytokine concentrations non-detectable by conventional methods - may take place.

Therefore, low levels of serum cytokines do not necessarily reflect the true mediator
concentrations in blood serum and may result not only from insufficient activity of immune
effectors of cancer patients, but also from specific binding with increased concentrations of
cytokine soluble receptors. A number of studies reported on the statistically significant
increase of concentrations of soluble cytokine receptors: TNF receptors (sTNF-R I and sTNF-
R II) (Zhang B.et al., 1998), IL-1 — sIL-1 RII (Miiller B., 2002) and decrease of soluble IL-6
receptor (sIL-6 R) (Frieling J.T.M.et al., 1995, Zeni F. et al., 1995) in patients with sepsis.
However, other researchers presented different results (Barber M.D.et al, 1999).

The data of our studies showed that only sTNF-RI (p55) serum level was significantly more
enhanced in cancer patients with sepsis compared with control group of healthy volunteers.
However, the comparative analysis of cytokine and their soluble receptor concentrations in
the blood of survived and deceased patients with sepsis showed that simultaneous increase
of IL-6, IL-8, IL-10, sTNF-RI, sIL-1RII and sIL-6R was associated with poor prognosis.
Probably, the mentioned facts result from the so-called “cytokine storm” and reflect the
extreme imbalance of the immune system in sepsis leading to the fatal outcome. This
suggestion is supported by the increased level of both pro-inflammatory cytokines (IL-6, IL-
8) and anti-inflammatory IL-10 in the patients died from sepsis

Comparative studies of immunocompetent cell potential for cytokine secreting presented
more precise data. The level of spontaneous production of these endogenous bioregulators
characterizes the original physiologic activity of the blood cells. The intensity of the
stimulated cytokine production helps to determine the potential reactivity in response to a
possible infection.
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The obtained data from our studies showed that blood cells of septic cancer patients with
spontaneous overproduction of certain cytokines (IL-6, IL-8) are mostly non-responsive to
any stimulation. The observation suggests that immune effectors in this group of patients
are over-stimulated.

The inflammatory reaction in response to trauma or infection is induced mainly by innate
immunity and develops rapidly at the early stage. Endogenous inflammation mediators
synthesized by immune cells in response to microbial components or tissue factors are
released within few minutes and may peak within 1-3 hours in peripheral blood. These
factors play a major role in the formation of the protective response to infection (they
enhance bactericidal activity of phagocytes, promote recruitment of leukocytes to the
infection site, stimulate hemopoiesis, and cause fever). However, inflammatory over-
reaction leads to an excessive release of inflammatory mediators both of peptide (cytokines)
and lipid nature (metabolites of membrane lipids -leukotrienes, thromboxanes, platelet
activation factor). These substances, besides protective functions, are highly toxic and may
cause hemodynamic imbalance, metabolic and pathologic alterations that are characteristic
for sepsis and septic shock. Activation of anti-inflammatory factors, as well as of inhibitors
of inflammatory mediators (prostaglandin E2, IL-1Ra, IL-10 and TGF-p), takes place during
SIRS and is considered as compensatory anti-inflammatory syndrome, a protective response
limiting tissue damage by endogenous pro-inflammatory factors. On the other hand,
prevalence of anti-inflammatory mediators may lead to immune suppression and anergy of
immune cells (Keel M.&Trentz O., 2005). Evidently, both hyper- and hypo-inflammatory
phases may follow each other or develop independently from each other, according to the
original reactivity of the organism. Both conditions of hyper- and hyporeactivity are equally
dangerous and may cause fatal outcome.

4. Functional activity of leukocytes

So far a lot of data have been collected to characterize immune status of cancer patients with
suppurative septic complications (Martin C., 1994, Quinn J.V.&Slotman G.J., 1999, Anderson
R.&Schmidt R., 2010, Pinsky M.R. et al., 2004, Zhang B. et al, 1998, Frieling ].T.M.et al., 1995).
Although most of the studies look at parameters of humoral immunity, particularly, at
assessment of cytokine profile, a higher interest has been seen in studying functions of
immune competent cells over the last years. Special attention is aimed at effectors of innate
immunity (natural killers, granulocytes and monocytes), which play a key role in
pathogenesis of sepsis (Zeerleder S., 2005). A number of authors show an increasing
suppression of cellular immunity with septic background that reveals as decreased function
of immune competent cells due to high rate of immunosuppressive agents (IL-10) and
decrease of regulatory peptides (IL-12). On the other hand, there are data that prove
enhanced production of pro-inflammatory cytokines (IL-8, TNFa, IL-6, IL-1B) in cancer
patients, which level is many times higher than that in healthy individuals (Rigato O.et
al., 1996, Kumar A.T. et al., 2009). The logic consequence of this phenomenon may be higher
cellular functioning, mostly - innate immunity effector cells function. In the environment of
bacteriemia and bacterial toxicity these cells are responsible for natural resistance to
infectious agents. However their super activation triggers cascade hyperproduction of
inflammatory mediators which initiate SIRS (Angus D.C. et al.,, 2001, Hildebrand F. et al.,
2005).



164 Insight and Control of Infectious Disease in Global Scenario

The results of our studies showed that cancer patients with sepsis have a significant increase
of natural killer (NK) cells activity as compared with cancer patients having no sepsis or
healthy volunteers. These data comply with results of other authors who demonstrated an
enhanced function of NK in patients with sepsis (Giamarellos-Bourboulis E.J.et al., 2006,
Yoneda O. et al., 2000). The observed phenomenon seemed to be associated with the
enhanced rate of IL-12 in blood serum of patients with severe sepsis or septic shock due to
the fact that IL-12 stimulates NK and T-killer cells cytotoxicity as a result of secreting
molecules involved in cytolytic reactions (gransymes A and B) (Zeerleder S, et al. 2005).

Neutrophils are the first line of protection against acute infections and play an important
role in pathogenesis of sepsis (Segal A.W., 2005). On the one hand they are major players in
eliminating infectious microorganisms, on the other hand - an excessive release of oxidants
and proteases by neutrophils leads to damaging organs and tissues. Neutrophils are
involved both in inflammatory processes and natural immunity effects migrating to the site
of infection or inflammation to eliminate infectious agents. Besides that they produce signals
about invasion of a foreign agent to alert effectors of innate immunity. These signals induce
activation of other cells, such as, monocytes/ macrophages as well as epithelial and mast
cells and trombocytes. On activation neutrophils generate various chemotaxic factors
attracting macrophages. Because of their common origin neutrophils and macrophages have
common functions (phagocytosis, similar behavioral kinetics in infectious and inflammatory
process, anti-microbial and immunomodulating functions). Activated neutrophils releasing
chemokines stimulate and recruit to the inflammation site monocytes and macrophages and
may effect on macrophage differentiation into pro- or anti-inflammatory subtype (type I or
type Il macrophages). In addition to release of pro-inflammatory cytokines neutrophils also
secrete reactive oxygen radicals that induce acute tissue destruction, such as lung
destruction in acute reactive distress syndrome (ARDS) or pneumonia (Kumar V. et al.,
2010). Besides phagocytosis and secretion of anti-bacterial molecules neutrophils form so-
called extra-cellular traps. Extra-cellular traps are formed from the decondensated
chromatin and the contents of some granule, as well as from the cytoplasmic proteins and
can interact both with gram-negative and gram-positive bacteria leading to destruction of
virulent factors and killing bacteria. However the excessive reaction of innate immunity
following bacterial infection may lead to immune suppression in the end. Part of this
condition is impairment of neutrophil phagocytic activity, which is the major component
determining the status of anti-infectious defense (Kumar V. et al, 2010, Giamarellos-
Bourboulis E.J. et al., 2010, Volk H.D. et al., 1999).

Patients with sepsis and the background of neutrophil sequestration can often develop
complications in tissues, such as ARDS, and excessive activation of neutrophils is associated
with lung destruction (Kumar V. et al., 2010, Giamarellos-Bourboulis E.J. et al., 2010).

There is a number of data that demonstrate long-term cellular over-production of pro-
inflammatory cytokines (IL-8, TNFa, IL-6, IL-1P) in cancer patients with sepsis, which can
effect neutrophil functions (Martin C. et al., 1994, Zhang B. et al., 1998, Frieling ].T.M. et al.,
1995, Barber M.D. et al., 1999, Rigato O. et al., 1996, Segal A.W., 2005). The results revealed
that in most cases the phagocytotic activity of neutrophils of cancer patients with sepsis
(phagocytic index and phagocytic number) were higher than those of healthy volunteers (in
2,6 and 6,3 times, respectively) (Fig. 3a,b, Fig.4 a,b). This phenomenon may be the results of
increased production of pro-inflammatory cytokines, in particular IL-8: key cytokine
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involved in recruitment of neutrophiles into the inflammation site and stimulating their
function (Hammond M.E. et al., 1995).
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Healthy donors  No septic symptoms Sepsis Healthy donors  No septic symptoms Sepsis

a Phagocytic index b Phagocytic number
*—values that have reliable difference from those of healthy volunteers (p<0,05).

Fig. 3. Parameters of phagocytosis rate of blood granulocytes in cancer patients with sepsis
and patients with no septic symptoms in comparison with healthy volunteers (median,
25%+75%).
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Fig. 4. Microphotos of neutrophils in peripheral blood of healthy volunteers (a) and cancer
patient with sepsis (b ) after incubation with latex particles (t=40 min).

Patients with sepsis have a significant increase in activation of oxygen dependent
mechanisms of phagocytes as compared to those of patients with no complications or
healthy volunteers (5-fold and 15-fold, respectively) that points to a high rate of activation of
intracellular bactericidal systems when there is septic process (Fig. 5).

Hydrogen peroxide combined with myeloperoxidase (enzyme of primary neutrophil
granules) and halogen ions forms an effective bactericidal system that kills bacteria by
halogenation of the cellular wall (Zychlinsky A. et al., 2003). But phagocytes release these
endogenous active substances into the inter-cellular medium so that they also destroy self-
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tissues and thus they become involved in developing organ dysfunction or MODS (Thomas
S. et al., 2004).

Previous studies suggest that the basis for MODS in critical conditions is the impairment of
vessel endothelium, which was the result of active function of immune competent cells
induced by microbial products. Therefore super-activation of effectors of innate immunity
(neutrophils, natural killers) may be considered as an important link in pathogenesis of
organ or multi-organ dysfunction syndrome.

Excessive reaction of innate immune system after contact with bacterial infection can lead to
immune suppression. A part of this condition is the disorder in phagocytic function of
neutrophils, which to a high extent determines anti-infectious defense (Volk H.D. et al.,
1999, Alves-Filho J.C. et al., 2010, Giamarellos-Bourboulis EJ et al., 2010).

One of the results of the developing immune suppression in patients with sepsis can be
decreased number of lymphocytes that is associated with their sequestration in the
inflammation site or their apoptotic death as a result of the excessive production of pro-
apoptotic factors. Clinical studies showed marked T-cell lymphopenia with its maximum
within a few days. Absolute and relative number of CD4+ and CD8+ T-lymphocytes
reduces. At the same time percentage of B-lymphocytes in the peripheral blood goes up
(Murphy R.&DeCoursey T. E., 2006, Holub M. et al.,, 2000). Essential alterations were
observed in NK examination (Emoto M. et al., 2002, Kerr A.R,, et al., 2005).

¥ Spontaneous

™ Induced

Healthy donors  No septic symptoms Sepsis

*—values that have reliable difference from control (p<0,05);
**— results of the induced NB-test reliably different from the results of spontaneous NB-test (p<0,05).

Fig. 5. Rate of metabolic activity of neutrophils in peripheral blood of cancer patients in
comparison with those of healthy volunteers in spontaneous and induced NB-test (nitrone
blue test) (median, 25%+75%).
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Peripheral blood NK number enhances at the early stage of sepsis in patients with sepsis
(Giamarellos-Bourboulis E.J. et al., 2006), while in patients with septic shock their relative
number decreases (Holub M. et al., 2000).

5. Apoptosis of the immune cells after trauma

Apoptosis of various immune cells is an important part of immune suppression
development in response to an emergency situation (trauma, burns, infection). Suppression
of active immunity due to the death of monocytes, macrophages and lymphocytes can
enhance risk of opportunistic infections. Moreover, a higher rate of apoptosis in lymphoid
tissues and parenchyma organs may lead to disorders in cellular homeostasis and the
following inadequate response of the organism as a whole including development of
MODS.

Clinical and experimental studies of trauma and burns showed that enhanced production of
endogenous mediators of inflammation (heat shock proteins, free oxygen radicals, NO, TNF,
IL-1 and IL-6) could activate signaling pathways of apoptosis in different immune cells.
Increased expression of apoptotic markers on T-cells (Fas n FasL) was observed in patients
who underwent surgery that makes reason for lymphopenia leading to a higher risk of
post-surgical infections. However, some authors reported about decrease of apoptotic
marker on leukocytes in sepsis and SIRS (Harter L. et al., 2003, Sayeed M.M., 2004,
Papathanassoglou E.D.E. et al., 2005, Jimenez M.F., et al. 1997, Lee WL & Downey GP. ,
2001). The expression level of this marker on neutrophils correlates with the severity of the
inflammation (Fialkow L. et al., 2006). Apparently, alterations in apoptosis regulation as the
process responsible for the elimination of fading cells play an essential role in pathogenesis
of sepsis and multi-organ dysfunction syndrome (Pierozan P. et al.,2006, Mahidhara R. et al,
2000).

6. Platelets in sepsis

Platelets may be considered as a linking chain between innate immunity and homeostasis.
Activated platelets can form clusters in blood circulation system that leads to thromboses
and their sequestration in microcirculation often leads to dessiminated inter-vessel blood
coagulation.

Systemic capillary thrombosis in situation of inter-vessel blood coagulation is one of the
reasons for multi-organ dysfunction. Moreover, extended and long-term activation of the
coagulation system results in exhausted factors of coagulation and platelet function, which
causes increased bleeding.

7. Immunoglobulins

Imbalance of humoral immunity that develops in sepsis presents quantitative and
qualitative changes in serum immunoglobulins. A lot of authors report about reduction of
immunoglobulins A, G, M and their subtype levels in SIRS (Kyles B.D.M.& Baltimore J.,
2005, Tabata N. et al., 1995). The results of a prospective study (Dietz S. et al., 2010) of 543
patients with sepsis demonstrated that half of them had physiological normal IgG level in
peripheral blood (6,1-11,9 g/dL). However intra-venous infusion of immunoglobulins in
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patients with systemic inflammatory processes is widely used (Berlot G. et al, 2007, Jenson
H.B., 1998, Pildal J.& Gotzsche P.C., 2008). On the other hand, some authors state that there
was no reliable increase of survival in patients with sepsis after treatment with exogenous
immunoglobulins (Alejandria M.M. et al., 2002, Werdan K., 1999).

8. Immunological imbalance in patients with sepsis

At present there is a standpoint of the massive inflammatory reaction as a result of systemic
release of cytokines that is the basic cause for MODS (Goris J.A. et al., 1985). A MODS is the
result of endothelial cell damage, impairment of vessel penetrative capacity, micro circular
disorders with developing cellular hypoxia and finally, cell apoptosis with the release of
immune or necrotic proteins. Kidneys and gastro-intestinal tract are highly sensitive to
micro-circular disorders, which lead to necrosis of renal tubules that enhances
concentration of serum creatinine, develops oliguria or anuria and necrosis of intestine
fringes. Excessive inflammatory reaction may change to areactivity that leads to immune
suppression (and even to immunological paralysis) and joining secondary infection.
Pathological morphological analysis often cannot detect correspondence between
histological results and the grade of organ dysfunction registered in patients who died from
sepsis. The number of dead tissue cells of heart, kidneys, liver and lungs can be insignificant
to reflect the marked organ dysfunctions. Apparently, most symptoms of organ
dysfunctions in patients with sepsis can be due to "cell hibernation" or "cell stunning” in the
way it happens in myocardial ischemia (Sawyer DB & Loscalzo J., 1985). Reactions that are
observed in septic conditions can be also seen in other pathological processes that are not
directly linked to effects of microbes or their products, such as trauma, shock, advanced
surgical interventions. Therefore the correct definition of sepsis is crucial because different
approach to understanding sepsis leads to different treatment strategy (primarily, anti-
bacterial) and directly effects the outcome. Biological response to microbial components at
the beginning of SIRS and sepsis is considered to be immunological reaction of the body in
order to reduce the number of pathogens. However unrestricted and excessive production
of pro- and anti-inflammatory mediators plays the major role in pathogenesis of sepsis and
MODS. Therefore treatment of sepsis should involve control of mediators of inflammatory
cascade. Microbial components (such as endotoxin, etc.) and other mediators of
inflammation (cytokines, chemokines, leukotriens, thromboxanes, platelet activating factor)
that induce systemic inflammatory syndrome should be eliminated at the early stage of
sepsis. Some authors proposed restriction of excessive activation of immune system of
patients with sepsis by inhibiting various elements of inflammatory cascade. Monoclonal
antibodies against LPS and TNF and other biological regulatory factors were offered to
achieve the desired effect. However randomized clinical studies did not show clinical
effectiveness of such agents (Vincent J.-L.&Abraham E., 2006). Another promising
approach is the use of selective haemosorption with LPS-absorbers that allow elimination of
a large part of bacterial toxins and inflammatory mediators from patient’s peripheral blood.

9. Haemosorption with LPS-adsorber for elimination of triggers and
mediators of inflammation in patients with sepsis and SIRS

Endotoxin (lipopolysaccharide, LPS) is well known as the main biological substance causing
Gram-negative septic shock. The lack of clinical success in anti-endotoxin therapies with
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antibodies determined the development of extracorporeal methods aimed at reducing the
circulating endotoxin level by adsorption. Theoretically such procedures could prevent
progression of the systemic inflammatory reaction due to the elimination of inflammation
trigger factors and mediators (cytokines, bacterial exo- and endotoxins) from the patient’s
body. The necessity of eliminating a wide spectrum of substances characterized by different
physical and chemical features from blood stipulates the application of non-selective and
non-specific methods such as haemosorption. In current clinical practice some devices for
haemosorption are used as specific (LPS) adsorbers. Launched in 2006 the Alteco® LPS
Adsorber (Alteco Medical AB, Sweden; class Ila medical device) is based on a tailor-made
synthetic peptide which is non-toxic and adsorbs endotoxin selectively in a recommended
single 2-h treatment with a blood flow of 100-200 ml/min and activated clotting time of
>180 s (information provided by the manufacturer).

Data available confirmed an effective reduction in the LPS level in the patients” blood after
this procedure (Yaroustovsky M, 2009, Andersen T.H., 2009). In particular, Kulabukhov VV
et al. demonstrated almost total elimination of LPS from the patient’s blood (from 1.44
EU/ml before treatment to 0.03 EU/ml post treatment) (Kulabukhov VV., 2008). This effect
was accompanied by a reduction in procalcitonin and inflammatory cytokines levels. Also,
an obvious improvement was observed in the patient’s haemodynamics.

The same results were shown in the work of T. Ala-Kokko et al.( T. Ala-Kokko, 2009). The
mean total duration of vasopressor infusion was 46 h shorter in the treatment group
compared with the control group (95% CI, 104-12 h, p = 0.165), with an average vasopressor
requirement period of 17.4+6.8h (95% CI, 5.8-23.8 h) following the start of adsorption
treatment. The level of LPS decreased in all cases except in one study patient and all were
without vasopressors at 24 h. The decrease in the Sequential Organ Failure Assessment
(SOFA) score was 3.4 1.7 from baseline to 24 h after the treatment. The average period of
hospital stay was 3.4 days shorter in the treatment group (95% CI, 21.7-14.8 days, p = 0.881).
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Fig. 6. Inverse correlation of MAP dynamics and vasopressor requirement before and after
haemosorption by Alteco.

We studied LPS adsorbers for treating 7 patients with sepsis or septic shock. During the
course of extracorporeal detoxification a number of clinical parameters were estimated.
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These were temperature, mean arterial pressure (MAP), central venous pressure (CVP), the
percentage of available haemoglobin saturated with oxygen (SaO»), the fraction of inspired
oxygen (FiO,), the partial pressure of oxygen in arterial blood (PaO,), PaO,/FIO; ratio (an
index to characterize the acute respiratory distress syndrome), severe hypoxaemia
(insufficient oxygen content in blood), the biochemical parameters of blood (lactate,
procalcitonin (PCT)), and concentrations of LPS and cytokines in blood. The requirement for
vasopressors (Dopamine, Norepinephrine) was also evaluated.

Data shown in Table 2 and Figure 6 unambiguously demonstrated a pronounced tendency
towards the oxygen saturation of haemoglobin (SaO,) and normalization of the oxygen
index (decreasing FiO2 on 22%). This was associated with a rise in MAP and a decrease in
CVP. Normalization of cardio-vascular system function led to a reduction in the
requirement for vasopressors.

Parameters Before hemosorption | After hemosorption | p
CVP, mm Hg 165.0 12+4.1 >0.05
5a02, % 8746.1 9445.9 >0.05
FiOy, % 77+32.3 55+15.4 <0.05*
PaO,/FiO, 160+70.9 200+54.1 <0.05*
PCT ng/ml 22+14.3 1246.0 >0.05
Lactate, mmol/1 4.3+1.3 4.5+3.2 >(.05

* Significant difference

Table 2. Clinical parameters before/after haemosorption by Alteco.

Temperature, C°

Before hemosorption After hemosorption|

Fig. 7. The body temperature values for patients before and after haemosorption by
Alteco.

The significant increase in the respiratory index (PaO2/FiO2) after haemosorption
evidenced the improvement of oxygen diffusion through the alveoli-capillary membrane.

As a result, normalization of integral indices, such as body temperature and blood PCT
level, was observed (Fig.7).
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The level of LPS, the key trigger signal for system inflammatory reaction, decreased by a
factor of 2 to 3 versus control after haemosorption (Fig.8).
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Fig. 8. LPS level in the blood of patients with sepsis before and after haemosorption by
Alteco.

As hypercytokinaemia determines the development of SIRS, it seems to be possible that
reducing cytokine levels (IL-8, IL-1p, IL-6, IL-10 etc) in blood may block the generalization
of this pathological process or interrupt the cascade of cytokine storm. We studied the
influence of haemosorption on the cytokine content in blood (Fig. 9).

Equal portions of sorbent were suspended in equal volumes of physiological solution (0.9%
NaCl) and put onto the shaker during temperature control. High levels of some cytokines
(IL-6, IL-8, IL-12, INFy and TNF) were indicated in the supernatant (Fig.9).

We also investigated washouts from a sorbent after the termination of the haemosorption
procedure. There were no well-developed specific conditions for the extraction and
quantitative estimation of the characteristics of the sorbent.

This approach was especially informative in cases in which the level of analyte was higher
in the blood after haemosorption than before the treatment (see examples in Fig. 9).
Moreover, an increase in the concentration of some soluble cytokine receptors (sIL-1 II R,
sIL-6 R) was observed in patient blood after haemosorption (Fig. 10).

We assumed that this phenomenon was determined by the release of cytokines from their
complexes with receptors or proteins during the course of haemosorption.
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i
Fig. 9. The levels of cytokines in the blood of patients with sepsis before and after

haemosorption by Alteco.
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Fig. 10. Serum levels of soluble receptors in the blood of patients with sepsis before and after
haemosorption by Alteco.
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Our results indicated that low levels of serum cytokines revealed by ELISA did not reflect
the real content of these mediators of inflammation in the blood of patients with septic
complications. Perhaps a high secretion of cytokines was accompanied by an increase in the
expression of congruent receptors, which bound a significant quantity of free cytokines in
ligand-receptor complexes capable of dissociation. We showed that extracorporeal
detoxification using the Alteco device allowed the elimination not only of free cytokines, but
also the majority of bound endogenous bioregulators from cytokine/receptor complexes.
Removal of the trigger factor (LPS) along with a wide range of pro- and anti-inflammatory
cytokines, and possibly with other inflammation mediators (leukotrienes, thromboxanes, C-
reactive protein) led to the interruption of the systemic inflammatory reaction, which was
regarded as positive clinical effect of haemosorption for extracorporeal detoxification.
Correlation analysis demonstrated a close connection between the concentrations in blood of
LPS and TNFa (p= 0.050), LPS and IL-8 (p= 0.050). During the study, a 28-day survival of 9
critical patients was 96%, only 1 patient died after the procedure.

Taking into account a high correlation of normalized clinical parameters and the dynamics
of LPS level and the serum profile of cytokines, the testing parameters (serum levels of IL-
6,TNFaq, IL-8) could be considered additional indicators of patient’s status during the course
of treatment, including methods of extracorporeal detoxification.

We assumed that changes in serum concentrations of cytokines after haemosorption might
influence the functional activity of immune cells. Neutrophils and natural killers (NK) play
a crucial role in pathogenesis of organ and multi-organ failures in case of sepsis. Our results
demonstrated a pronounced tendency towards normalization of the functional activity of
these innate immunity effectors after haemosorption by Alteco. Thus, phagocytic number
(PN) and phagocytic index (PI) decreased after haemosorption in 1.3 - 2.1 times and 2.1 - 2.6
times, respectively. A reduction in spontaneous neutrophil activity was also observed. This
parameter indicates the intensity of oxygen-dependent phagocytosis associated with the
release of free radicals destroying the adjacent cells including endothelium. Moreover, the
decrease was observed in the super-aggressive non-specific reaction of NK: index of
cytotoxic activity (ICA) reduced after haemosorption from 75-90% to 54-58% (normal for
healthy volunteers). This effect of normalizing functional activity of neutrophils and NK is
likely connected with the elimination of LPS molecules and cytokines from peripheral
blood.

Stimulation of immune cells for a long period could lead to exhaustion of their killing
activity, resulting in the circulation of leukocytes that are unable to provide defence
functions, such as termination of phagocytosis and killing transformed cells. These “ballast”
cells do not express apoptosis receptor CD95 on their surface membrane, and consequently
they cannot be eliminated from system circulation.

It was shown previously that prolongation of life of leukocytes could produce tissue and
organ damage in case of SIRS and sepsis. A change in apoptosis regulation may influence
pathogenesis of sepsis and multi-organ failure. We demonstrated the increase in
CD45+CD95+ cell number (from 21-24% to 38-40%) after haemosorption. After the
treatment, the number of CD45+CD66b+CD95+ neutrophils was higher by 32-42%, which
correlated with an increase in the number of phagocytes able to terminate oxygen-
dependent phagocytosis. Correlation analysis revealed a strong connection between these
parameters (p=0.0086).
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Therefore, reduction of the functional activity of leukocytes (PN, PI, ICA) to the level of that
of healthy individuals and simultaneous increase in CD95+ leukocyte level could be
considered a favourable prognostic factor.

The obtained results demonstrated that the LPS adsorber could effectively eliminate a wide
range of the factors from peripheral blood (such as LPS, cytokines, etc.), which mediate all
the stages of systemic inflammatory reaction in the body. Significant improvement of the
performance status of patients with sepsis was observed after extracorporeal detoxification
with LPS adsorber. This was the normalization of cardio-respiratory functions and
reduction in hyperthermia and vasopressor requirement, normalization of MAP and
concentration of gases in peripheral blood.

10. Conclusion

The discussed data and information show that cancer patients with sepsis have an enhanced
serum level of LPS as compared to healthy volunteers. There is a close link between a
decreased serum level of LPB along with the 10-fold reduction of LPB/LPS ratio and poor
prognosis in cancer patients with sepsis. A characteristic cytokine profile of septic condition
demonstrated that IL-6, IL-18 and soluble receptor sTNF RI concentrations significantly
exceeded those of healthy volunteers and therefore high serum concentrations of IL-6, IL-8,
IL-10, sTNF RI, sIL-1 RII, and sIL-6 R could be suggested as markers of sepsis for cancer
patients.

In conclusion, triggers and mediators of inflammation secreted by immune cells play a
crucial role in pathogenesis of SIRS and sepsis. Management of the inflammatory cascade
should be considered an essential part of the complex approach to the treatment of systemic
suppurative septic complications.
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1. Introduction

Mumps is an acute viral infection caused by a member of the Rubulavirus genus in the
Paramyxoviridae family. Although it is mostly a childhood disease, with peak incidence
occurring among those aged 5-9 years, mumps virus (MuV) may also affect teenagers. MuV
is known to affect the salivary glands causing parotid swelling; however, it can also produce
an acute systemic infection involving glandular, lymphoid and nervous tissues, leading to
some important complications such as pancreatitis, oophoritis orchitis, mastitis, nephritis
and thyroiditis. The main central nervous system (CNS) complication of mumps virus
infection is aseptic meningitis (in up to 15% of cases); it is also associated rarely with
encephalitis, hydrocephalus and sensorineural deafness (affecting approximately 5/100 000
mumps patients) (Carbone & Rubin, 2007; Hviid et al., 2008; Plotkin & Rubin, 2007; World
Health Organization [WHO], 2007).

Massive vaccination programs have decreased the incidence of MuV infection worldwide,
before the introduction of live attenuated mumps virus vaccines, mumps was the main
cause of virus-induced disease in the CNS of children; indeed, the annual incidence of
mumps in the absence of immunization was in the range of 100-1000 cases/100 000 people.
Although vaccination programs have decreased the incidence of mumps virus infection,
outbreaks have not been completely eliminated (WHO, 2007). The main problems associated
with MuV vaccination are lack of protection due to vaccine failure and presentation of
secondary adverse complications due to the use of relatively virulent vaccine strains;
indeed, L-Zagreb, Leningrad-3 and Urabe AM9 strains have been associated with post-
vaccinal aseptic meningitis (Brown et al., 1991; Dourado et al., 2000; Galazka et al., 1999;
Goh, 1999). The unacceptably high rate of vaccine associated meningitis and parotitis cases
has resulted in vaccine withdrawal and public resistance to mumps vaccination (Schmitt et
al., 1993). In consequence, mumps epidemics have re-emerged, and the incidence is rising in
several countries (Choi, 2010; Dayan et al., 2008).
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2. Wild-type mumps virus natural infection and CNS involvement

2.1 Mumps virus

Mumps virus (MuV) is a member of the Rubulavirus genus of the Paramyxoviridae family.
Mumps virions are pleomorphic particles ranging from 100 to 600 nm in size, consisting of a
helical ribonucleocapsid surrounded by a host cell-derived lipid envelope. Full-length
genome is a non-segmented, single-stranded RNA of negative polarity that consists of
15,384 nucleotides containing 7 genes that code for the nucleoprotein (NP), phosphoprotein
(P), matrix (M), fusion (F), small hydrophobic (SH), hemagglutinin-neuraminidase (HN),
and large (L) proteins. The genomic organization of the virus from 3" to 5' ends is NP-P-M-
F-SH-HN-L (Lamb & Parks, 2007; Pringle, 1997).
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Fig. 1. Schematic diagram of mumps virus (not drawn to scale). On the surface of the viral
membrane 3 glycoproteins are anchored: HN, F and SH. The M protein is located inside of
the viral envelope. In the center of the virion is the ribonucleoprotein complex formed by
the nucleocapside (NP:RNA) and viral RNA polymerase (P:L). Information based on the
references: Carbone & Rubin, 2007; Santos-Lépez et al., 2004.
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A schematic diagram of the virion and functions of viral proteins are shown in figure 1. On
the surface of viral particles and infected cells are projected two glycoproteins, F and HN,
which are transmembrane glycoproteins of types I and II, respectively. HN glycoprotein is
responsible for mumps virus attachment; it binds to sialic acid-containing cell receptors. Its
neuraminidase (sialidase) activity releases the sialic acid residues from viral progeny to
prevent self-aggregation during budding; HN glycoprotein also activates the F glycoprotein,
which promotes the fusion between viral and cell membranes (Carbone & Rubin, 2007;
Lamb & Parks, 2007).

SH is an integral membrane protein without well-known properties; despite this, SH protein
has been reported to block the TNFa mediated apoptotic signaling pathway; therefore it has
been involved in evasion of the host anti-viral response (Wilson et al., 2006), so it has been
proposed as a virulence factor, however, this issue is still controversial (T. Malik et al., 2011;
Woznik et al., 2010). Likewise, the sequence of the mumps virus SH gene varies greatly from
strain to strain and has therefore been used in molecular epidemiological studies to group
mumps virus strains (Orvell et al., 1997).

Inside the envelope lies a helical nucleocapsid core containing the RNA genome and the NP,
P, and L proteins, which are involved in virus replication. NP protein is an RNA-binding
protein that coats and protects full-length viral (-) sense genomic and (+) sense antigenomic
RNAs to form the helical nucleocapsid template (Carbone & Rubin, 2007; Lamb & Parks,
2007). Each NP protein interact with 6 nucleotides of the viral genome, therefore a full-
length genome polyhexameric may be required for efficient viral replication (process known
as, Rule of Six) (Kolakofsky et al., 1998, 2005; Vulliemoz & Roux, 2001). P and L proteins
form an enzymatic complex with RNA-dependent RNA polymerase activity; where L
protein has the catalytic domain for RNA polymerization, whereas P protein functions as a
cofactor for L protein and is able to bind the ribonucleoprotein complex (RNA-NP)
(Kingston et al., 2004; Lamb & Parks, 2007).

M protein resides between the envelope and the nucleocapside core; this is the most
abundant protein in the virion, and it serves to physically link the ribonucleocapsid with the
host cell membrane to promote the viral assembly process (Carbone & Rubin, 2007; Lamb &
Parks, 2007).

Two nonstructural proteins, V and I, are encoded by the P gene and are synthesized as a
result of co-transcriptional editing of messenger RNA (mRNA) (Carbone & Rubin, 2007;
Paterson & Lamb, 1990). In this process the viral polymerase moves repeatedly (process
known as, stuttering) in a region known as “editing site” of the P gene, which is rich in
citidine nucleotides (3’"CCCCCC 5') inserting some non-template guanidine (G) nucleotides
in the nascent transcript (Hausmann et al., 1999; Paterson & Lamb, 1990; Vidal et al., 1990).
This editing mechanism involves the production of mRNAs whose ORFs are altered by
insertion of G residues (Figure 2); so, the translation of full-transcript (unedited) encodes a V
protein, which plays a role in circumventing the interferon (IFN) mediated antiviral
responses by blocking IFN signaling and limiting IFN production (Didcock et al., 1999a,
1999b; Fujii et al., 1999; Rodriguez et al., 2003; N. H. Rosas-Murrieta et al., 2010); while,
mRNAs generated by inserting 2 and 4 G residues encode a P and I proteins respectively.
The generated proteins have the same N-terminus, but differ in their C-terminus (Lamb &
Parks, 2007).
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Fig. 2. Schematic representation of mumps virus P gene and mRNA editing mechanism (not
drawn to scale). By a stuttering mechanism in the editing site of P gene, the viral polymerase
introduces non-template G residues in the nascent transcript, which generates mRNAs with
different ORFs, so, the translation of full-transcript (unedited) encodes a V protein, while
mRNAs generated by inserting 2 and 4 G residues encode P and I proteins respectively.
AUG and UGA sequence indicate the start and stop codons, respectively. Information based
on the references: Hausmann et al., 1999; Lamb & Parks, 2007; Paterson & Lamb, 1990; Vidal
et al., 1990.

2.2 Viral pathogenesis and invasion central nervous system

Natural infection with mumps virus is restricted to humans and is transmitted via the
respiratory mucosa by direct contact, droplet spread or contaminated fomites. The
incubation period is about 15 to 24 days (average 19 days). Infected patients become most
contagious 1 to 2 days before onset of clinical symptoms and continue for several days
afterwards (Hviid et al., 2008). Mumps virus initially infects the upper-respiratory-tract
mucosa where it undergo a first replication cycle and then the progeny viruses spread to
local lymph nodes where they undergo a second replication followed by a systemic spread
with involvement of glandular, nervous and other target organs (figure 3) (Carbone &
Rubin, 2007; Enders, 1996; Plotkin & Rubin, 2007).

The main clinical manifestation of mumps is parotid swelling. However, parotitis is not a
primary or necessary step of mumps virus infection. Mumps virus can also infect urinary
tract, genital organs, pancreas, kidney and central nervous system (CNS). It is not yet well-
known how mumps virus spreads to the CNS, however, studies in newborn hamster model
suggest that virus spreads by passage of infected mononuclear cells across the epithelium to
epithelial cells of the choroid plexus (Fleischer & Kreth, 1982; Wolinsky et al., 1976).
Alternatively, direct spread of virus is possible. At this site virus is replicated and released
persistently from ependymal and choroidal cells, followed by deeper spread into the brain
parenchyma causing encephalitis and several neurological complications. There are few
data on the histopathology of the brain in mumps encephalitis (since death is rare). The data
show the characteristic picture of a parainfectious process, characterized by perivenous
demyelinisation and perivascular infiltration with mononuclear cells (Hviid et al., 2008).
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Fig. 3. Pathogenesis of mumps virus infection. Mumps virus is acquired trough the upper-
respiratory-tract mucosa (1); where it undergo a first replication, after that new viruses
spread (2) to local lymph nodes followed by a systemic spread with involvement of
glandular and nervous tissues causing various diseases (3); finally virus is transmitted to
another person through droplets or fomites (4). Based on the reference, Enders, 1996.

3-Diseases:

2.3 Aseptic meningitis and other neurological complications of mumps

Infection of the CNS is the most common extra-salivary gland manifestation of mumps virus
infection, being aseptic meningitis the most frequent complication. Although the disease is
usually mild should not be underestimated, mumps meningitis affects to 10%-15% of
individuals infected by MuV, which is characterized by the sudden onset of fever with signs
and symptoms of meningeal involvement as evidenced by changes in cerebrospinal fluid
properties, including pleocytosis in absence of bacteria (Bonnet et al., 2006; Plotkin & Rubin,
2007).

Another less frequent but more serious complication of mumps virus infection is
encephalitis (0.02-0.3% cases), which can lead to permanent neurologic damage including
paralysis, seizures, hydrocephalus and even cause death. Likewise mumps virus infection is
a major cause of sensorineural deafness in childhood and affects five per 100,000 patients
(Bonnet et al., 2006; Hviid et al., 2008; Plotkin & Rubin, 2007; WHO, 2007).
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3. Mumps vaccination

Safe and efficacious vaccines against mumps - based on live, attenuated viral strains - have
been available since the 1960s. In most regions of the world the annual incidence of mumps
in absence of vaccination ranges from 100 to 1000 per 100 000 of the general population
(WHO, 2007). In 2010, the World Health Organization indicated that 61% of countries
(figure 4) have incorporated mumps vaccination into their national immunization programs,
in most cases using combined measles-mumps-rubella (MMR) vaccine (WHO, 2010).

Countries Using Mumps Vaccine in National
Immunization Schedule, 2009

0%
(LI

D No (T6counties or 39%)
|:| Yes (117 countries or 61%)

Fig. 4. Countries that have incorporated mumps vaccination in their national immunization
programs. Yellow and gray indicate the countries immunized (61%) and unimmunized
(39%) respectively. Source: WHO/IVB database, 193 WHO Member States, Data as of July
2010. Date of slide: 19 August 2010.

3.1 Effects of vaccination on epidemic mumps

Use of mumps vaccine (usually administered in measles-mumps-rubella or measles-
mumps-rubella-varicella vaccines) is the best way to prevent mumps. Mumps immunization
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has been effective at controlling epidemic mumps infection and complications associated
with it has been drastically reduced,. This is the reason why the WHO defined viral mumps
as a disease preventable by vaccination (vaccine-preventable) (WHO, 2007). In countries
where there is no vaccination against mumps, its incidence remains high, with epidemic
peaks every 2-5 years and those aged 5-9 years consistently being the most affected. In the
pre-vaccine era, mumps was a common infectious disease with a high annual incidence,
usually >100 per 100 000 population (Dayan et al., 2008; Galazka et al., 1999). It was a very
common disease in U.S. children, with as many as 300,000 cases reported every year. After
the introduction of mumps virus vaccine in United States in 1967, cases dropped by 98%,
from 152,209 cases in 1968 to 2982 cases in 1985. Since 1989, the incidence of mumps has
declined, with 266 reported cases in 2001. This decrease is probably due to the fact that
children have received a second dose of mumps vaccine (part of the two-dose schedule for
measles, mumps, rubella or MMR). Studies have shown that the effectiveness of mumps
vaccine ranges from 73% to 91% after 1 dose vaccines and from 79% to 95% after 2 doses.
However, we can not let our guard down against viral mumps (Centers for Disease Control
and Prevention [CDC], 2010a).

Despite mumps epidemics have decreased from the incorporation of mumps vaccine, in the
late 1980s, mumps outbreaks have occurred in both unvaccinated and vaccinated
adolescents and young adults. From October 1988 to April 1989 a mumps epidemic was
reported in Douglas County, Kansas; of the 269 cases, 208 (77.3%) occurred among primary
and secondary school students, of whom 203 (97.6%) had documentation of mumps
vaccination. These data suggested that both mumps vaccine failure and the lack of
vaccination have contributed to the relative resurgence of mumps. Therefore a change in
immunization policy was recommended to two-dose schedule of measles-mumps-rubella
vaccine, which should help reduce the occurrence of mumps outbreaks in highly vaccinated
populations (Hersh et al., 1991). The widespread use of a second dose of mumps vaccine
among U.S. schoolchildren beginning in 1990 was followed by low reports of mumps cases;
which was established at 2010 elimination goal, however, various mumps outbreaks have
been reported in several countries at different years (Brockhoff et al., 2010; CDC, 2010b;
Cheek et al., 1995; Dayan et al., 2008; Dayan & Rubin, 2008; Park et al., 2007; Vandermeulen
et al., 2009; Vandermeulen et al., 2004). These reports have suggested that secondary vaccine
failure played an important role in mumps outbreaks, thus a more effective mumps vaccine
or changes in vaccine policies may be considered to prevent future outbreaks.

3.2 Vaccine strains: preparation, attenuation, induced immune

Mumps vaccines are available in the form of live attenuated virus and may be given alone or
in combination with measles and rubella vaccines, according to recommendations from the
World Health Organization (WHO, 2007). Mumps viruses are attenuated by adaption in
embryonated chicken eggs, chicken or quail embryo fibroblasts or human diploid cells.
Through these processes virus mutants are selected because of their increased ability to
replicate under new culture conditions but with a reduced capacity to produce disease but
stimulating immunity in the natural host (Brown & Wright, 1998; Plotkin & Rubin, 2007).

There are more than 10 strains of mumps virus used as vaccines (Table 1), which induce
different levels of seroconversion (80-99%) and protective efficacy (70-95%). Nowadays, the
most often used vaccine strains are Jeryl Lynn, RIT 4385, Urabe-AMY, L-Zagreb and
Leningrad-3 (Bonnet et al., 2006). The first live attenuated mumps virus vaccine, Jeryl Lynn
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B (introduced in the US.A in 1967), represents an ideal vaccine because it induces
neutralizing antibodies in 95%-98% of vaccinees and few side effects have been associated
with its application (Carbone & Rubin, 2007). The Jeryl Lynn strain was attenuated by
passage in embryonated hen’s eggs and chicken embryo cell culture (Plotkin & Rubin, 2007).
The RIT 4385 mumps vaccine was derived from a Jeryl Lynn clone (JL-1) by passage through
chicken embryo fibroblast cultures. Comparative studies of the RIT 4385 and Jeryl-Lynn
vaccines showed similar seroconversion rates (96-98% for RIT 4385 and 97% for Jeryl Lynn)
although the geometric mean titre was significantly higher among recipients of the Jeryl-
Lynn vaccine (Crovari et al., 2000; Kanra et al., 2000; Lim et al., 2007). The Urabe Am9 strain
was developed by the Biken Institute in Japan from an isolate obtained from the saliva of a
mumps patient. Urabe Am9 strain preparations are produced either in the amnion of
embryonated hen’s eggs or in chicken embryo cell cultures. Seroconversion rates in children
aged 12-20 months range from 92-100%. The Rubini mumps vaccine virus was derived
from a mumps isolate obtained from the urine of a child in Switzerland in 1974.
Comparative efficacy of Rubini, Jeryl-Lynn and Urabe strain mumps vaccine were 80.7, 54.4
and -55.3%, respectively. Thus, Rubini vaccine was discontinued due to poor efficacy (Goh,
1999; Ong et al., 2005). The Leningrad-3 strain was developed in the 1950s in guinea pig
kidney cell cultures, with further passages in Japanese quail embryo cultures. The
Leningrad-3 vaccine strain has achieved seroconversion rates of 89-98% in children aged 1-
7 years and protective efficacy ranged from 92% to 99%. The Leningrad-3 mumps virus was
further attenuated in Croatia by adaptation and passages on chicken embryo fibroblast cell
cultures. The new mumps strain, designated L-Zagreb, is used in Croatia and India (Bonnet
et al., 2006; Plotkin & Rubin, 2007; WHO, 2007).

Vaccine Cell Sero- Protective Manufacturer Main area of
strain substrate | conversion efficacy distribution
Jeryl-Lynn CWE 80-100% 72.8-91% Merck Worldwide
RIT 4385 CWE 96-98.1% GlaxoSmithKline Worldwide
Leningrad- 3 QEF 89-90% 92-99% Bacterial Medicine Russia
Institute, Moscow
Leningrad- CEF 89-98% 92-99% Institute of Immunology of Yugoslavia
Zagreb Zagreb
Urabe AM9 EHE 92-100% 54.4%-93% Sanofi Pasteur Worldwide
CEF Biken Japan
Rubini HDCS NI 0-33% Swiss Serum Institute Discontinued
Hoshino CEF NI NI Kitasato Institute Japan
Torii CEF NI NI Takeda Chemicals Japan
Miyahara CEF NI NI Chem-Sero Therapeutic Japan
Research Institute
NL M-46 CEF NI NI Chiba Japan
S-12 HDCS NI NI Razi State Serum and Iran
Vaccine Institute

NI, No Information; CEF, chicken embryo fibroblasts; HEF, human embryo fibroblasts; QEF, quail
embryo fibroblasts; EHE, embryonated hen’s eggs; HDCS, human diploid cells.

Information based on the following references: Bonnet et al., 2006; Dayan & Rubin, 2008; Dourado et al.,
2000; Galazka et al., 1999; Lim et al., 2007; Peltola et al., 2007; Plotkin & Rubin, 2007; WHO, 2007.

Table 1. Live attenuated mumps vaccine stains.
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4. Adverse reactions

In general, adverse reactions to mumps vaccination are rare and mild. Apart from slight
soreness and swelling at the injection site, local reactions, low-grade fewer, parotitis, and
rashes are the most common adverse events. Occasionally, orchitis and sensorineural
deafness have been observed after mumps virus vaccination (WHO, 2007).

In a comparative study of the Jeryl Lynn, Urabe, and Leningrad-Zagreb strains in MMR
combination vaccines, the frequency of parotitis in vaccinated children was 0-5%, 1-3%, and
3-1%, respectively, compared with 0-2% in unvaccinated controls (Hviid et al., 2008).

A recent study reported adverse reactions following immunization with MMR vaccine
that contain the live attenuated mumps virus Hoshino strain; Parotitis was the most
frequent event occurring in 1.8% of recipients, followed by fever and convulsions
(0.03%), convulsions (0,16%), encephalopathy (0,004%), and anaphylactic reactions
(0,004%) in children vaccinated at 12 months and at 4 to 6 years of age (Esteghamati et
al., 2011).

4.1 Post vaccine meningitis

One of the most frequent side effects associated with mumps virus vaccine is aseptic
meningitis which is also the most frequent complication of naturally acquired mumps
infection (Table 2). In November 2006, the Global Advisory Committee on Vaccine Safety
(GACVS) reviewed adverse events following mumps vaccination with special reference to
the risk of vaccine associated aseptic meningitis (WHO, 2007). Cases of aseptic meningitis
and estimates of incidence rates have been reported following the use of the Urabe Am9,
Leningrad-Zagreb, Hoshino, Torii and Miyahara strains from various surveillance systems
and epidemiological studies. The reported rate of aseptic meningitis that occurs after
vaccination ranges widely, from approximately 1 in 1.8 million doses for the Jeryl Lynn
strain to as high as 1 in 1000 for the Leningrad-3 strain (Bonnet et al., 2006). However, due
to the variability of the methods used in the different studies, no clear conclusion can be
drawn on the differences in risk for this complication among these strains.

Urabe AMO strain was introduced in Canada and UK in 1986 as part of the MMR vaccine. In
September 1992, the Urabe AMY-strain was withdrawn from the market worldwide
following data indicating a higher rate of vaccination-related cases of meningitis (Schmitt et
al., 1993). Despite this, Urabe AM9 strain continued in use several years later in some
developing countries including but not limited to Mexico and Brasil (Dourado et al., 2000;
Santos-Lopez et al., 2006).

The first reports suggesting a relationship between MMR vaccine (which contained mumps
virus strain Urabe AM9, measles virus strain Schwarz and rubella virus strain RA 27/3) and
aseptic meningitis showed an estimated incidence of 1/62,000 administered doses (Furesz &
Contreras, 1990). Reports of meningitis in patients immunized with Urabe AMO9 strain range
from 1/233,000 to 16.6/10,000 administered doses (Kimura et al., 1996; Schmitt et al., 1993).
An outbreak of aseptic meningitis following the mass immunization campaign with an
Urabe-containing vaccine was reported, with an estimated risk of aseptic meningitis 1 per
14,000 doses. This study confirms a link between measles-mumps-rubella vaccination and
aseptic meningitis (Dourado et al., 2000). Likewise, no serious adverse effects have been
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Vaccine Genetic Cases of aseptic | Estimated cases of

. . meningitis/dose | meningitis/100,000 Reference
strain heterogeneity administered dose
Composed of two
distinct viral
Jeryl-Lynn strains: JL1 and 0.1/100,000 to 0,1to0,4 Bonnet et al., 2006; Makela
ery-Ly L2 2/500,000 et al., 2002
(Amexis et al.,
2002)
Dourado et al., 2000; Furesz
Composed of & Contreras, 1990; Kimura
. . et al., 1996; Miller et al.,
quasispecies mix, 1/233,000 to 0,4 to 166 . ! )
Urabe AM9 (Sauder et al,, 16.6/10,000 2007; Rebiere & Qaly
2006) Eyraud, 1995; Schmitt et al.,
1993; Sugiura & Yamada,
1991
Composed more
Leningrad- than orrilen\;lral 2/10,000 to 1/1000 20 to 100 Cizman et al., 1989; Plotkin
3 vana Aute & Rubin, 2007; WHO, 2007
(Boriskin et al
1992)
(Iifar'rcl)}r)(\)lsaercila(r)lft:v: 1/19,247 to Arruda & Kondageski,
Leningrad- J nd B ’ 1/ é 390 5,1t029,5 2001; da Cunha et al., 2002;
Zagreb (Kosuiic— Glili'a ot ’ da Silveira et al., 2002;
o 2008)] Phadke et al., 2004
One strain, clone
JL1 Bonnet et al., 2006;
RIT 4385 Tillieux et al., 1/525,312 019 Schlipkoter et al., 2002
P
2009)

Table 2. Genetic heterogeneity and Incidence of postvaccine aseptic meningitis.

related to vaccination with RIT 4385 mumps virus strain (Lim et al., 2007). Little
epidemiological information is available for other vaccines. Leningrad-Zagreb strain-
containing vaccines have been associated with a high rate of aseptic meningitis (da Cunha et
al., 2002; da Silveira et al., 2002); however, other reports indicate no evidence to link
Leningrad-Zagreb strain with aseptic meningitis (Kulkarni et al., 2005; Sharma et al., 2010).
Although high rates of aseptic meningitis ((1/1000 vaccine recipients) have been reported
for vaccines containing Leningrad-3 mumps virus strain the evidence confirming causal
association is limited (Cizman et al., 1989).

5. Virulence and attenuation of mumps virus strains

Problems with attenuated virus vaccines generally reflect under- or over-attenuation or lack
of efficacy respectively. Different studies have attempted to establish molecular markers
allow discrimination between an attenuated strain and a virulent strain, nevertheless, the
genetic basis for attenuation are still not completed known for any of the mumps vaccines.
Likewise the lack the laboratory studies that assure the absence of residual neurotoxicity in
mumps vaccine has been a serious problem, as demonstrated by the occurrence of aseptic
meningitis in recipients of certain vaccine strains. Thus, some vaccines found to be
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neuroattenuated in monkeys were later found to be neurovirulent in humans when
administered in large numbers (Rubin & Afzal, 2011).

5.1 Genetic characterization of post vaccination virus isolates (Helvetica, 9pt, bold)

The first reports suggesting a relationship between Urabe AMO9 strain with the occurrence of
aseptic meningitis, suffer however of a lack of molecular markers to discriminate between
vaccine- (attenuated) and wild-type strains of the virus, making it difficult to differentiate
whether the patient had an infection caused by vaccine or wild type virus. Several
laboratories were able to differentiate Urabe AM9 strain from wild-type isolates of mumps
virus by RT-PCR and partial sequence analysis of the P, SH, F and HN genes, confirming
that mumps virus isolates from post-vaccination meningitis correspond to Urabe AM9
strain, establishing a causal association of virus strain with post-vaccination meningitis
(Brown et al., 1991; Forsey et al., 1990; Yamada et al., 1990).

Analysis of cDNA sequences of several isolates from vaccine-associated meningitis and
parotitis cases demonstrated that Urabe AM9 strain consisted of a mixture of virus variants
that could be distinguished based on the sequence of the hemagglutinin-neuraminidase
gene (HN) at nt 1,081 (nt 7,616 of the genome). Viruses containing an A residue at nt 1081
and encoding a lysine at amino acid position 335 were isolated from cases of post-
vaccination parotitis or meningitis whereas viruses containing a G residue at nt 1081 that
codes for a glutamic acid (aa 335) were not associated with post-vaccination disease,
suggesting Ajos1 (K3%%) was a marker of neurovirulence and Gios1 (E3°) was a marker of
attenuation (Brown et al., 1996). The identification of an A residue at position 1081 in the
HN gene sequenced from samples of either patients with post-vaccination meningitis (Afzal
et al., 1998; Wright et al., 2000) and patients infected with the wild-type strain (Cusi et al.,
1998), supported the previous hypothesis.

However, this hypothesis was questioned by other researchers, reporting that some
UrabeAM9 vaccine lots encoding K35 did not lead to adverse events in vaccinees (Amexis et
al., 2001; Mori et al., 1997). Moreover, K33 was also found in the HN glycoprotein of the
Jeryl Lynn vaccine strain, a widely used vaccine not associated with aseptic meningitis
(Mori et al., 1997). Nonetheless, Jeryl Lynn strain differs from Urabe AM9 at more than 900
nucleotides, so its safety is likely determined by a number of other genetic changes.

By comparison of the HN gene sequences of several Urabe AM9 vaccine derived isolates,
Afzal et al.,, showed that those sequences differed at several other sites (M89V; N464K;
N498D), complicating the interpretation of the initial findings (Afzal et al., 1998). Moreover,
heterogeneity at position 464 in the HN glycoprotein (Asn464/Lys) was also reported from
sequence analysis of Urabe AM9 vaccine virus and post-vaccination meningitis isolates
(Afzal et al., 1998; Amexis et al., 2001; Wright et al., 2000). Further, it was shown that Urabe-
AMDO strain is constituted by several virus quasispecies that differ in distinct sites all along
their genome, with several amino acids changes in the NP, P, L (involved in
replication/transcription), F and HN proteins (involved in the recognition, fusion and
release of virus in infected cells), as well as in the intergenic region NP-P (Shah et al., 2009).
Sauder et al., showed that genetic heterogeneity at the specific genome sites have a
profound effect on the neurovirulent phenotype of Urabe-AM9 strain (Sauder et al., 2006),
suggesting there is not a unique genetic marker responsible for virus attenuation, rather the
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combination of mutations may be necessary for an adequate viral attenuation (Amexis et al.,
2001; Sauder et al., 2006; Shah et al., 2009).

Different vaccine strains exhibit high degree of nucleotide heterogeneity (table 2) across
their entire genome making it impossible to determine which genetic change is associated
with neurovirulence or neuroattenuation. At respect, the Jeryl Lynn strain contains a
mixture of two substrains (JL1 and JL2) that presented 414 nucleotide differences (2.69%),
leading to 87 amino acid substitutions (1.67%). Subsequent passage of Jeryl Lynn strain in
Vero or CEF cell cultures resulted in rapid selection of the major component JL1, while
growth in embryonated chicken eggs (ECE) favored accumulation of the minor component
JL2 (Afzal et al., 1993; Amexis et al., 2002; Chambers et al., 2009). Meanwhile, Leningrad-3
strain was characterized as heterogenic on the basis of plaque morphology and with several
ambiguities in PP and F genes (Boriskin et al., 1992). L-Zagreb vaccine strain was developed
by further subcultivation of Leningrad-3 mumps vaccine strain in primary culture of
chicken embryo fibroblast (CEF) and its heterogeneity was identified throughout the entire
genome (Kosutic-Gulija et al., 2008).

5.2 Structural, functional and antigenic analysis of mumps virus proteins

Mumps vaccine strains, including L-Zagreb, Leningrad-3 and Urabe AMY, have been
associated with a high incidence of post-vaccination aseptic meningitis. Although several
researchers have focused to study the genetic basis of mumps virus strains
virulence/attenuation, there is not genetic marker that help to discriminate between a
virulent strain and an attenuated strain. Previous analyses confirmed that Jeryl Lynn,
Urabe-AM9Y, Leningrad-3 and L-Zagreb mumps virus strains are genetically heterogeneous,
where each nucleotide changes may contribute to neurovirulence-neuroattenuation of the
vaccine. Therefore, caution should be exercised when evaluating genetic markers because
more than one nucleotide can influence the attenuation or virulence of a vaccine (Sauder et
al., 2006). By other side, functional analysis of point mutations gives relevant information
about the properties of a virus variant. A point mutation from guanine (G) to adenine (A) at
nucleotide position 1081 in the hemagglutinin-neuraminidase (HN) gene has been
associated with neurovirulence of Urabe AM9 mumps virus vaccine. This mutation
corresponds to a glutamic acid (E) to lysine (K) change at position 335 in the HN
glycoprotein. We have experimentally demonstrated that two variants of Urabe AM9 strain
(HN-A10s1 and HN-Gigs1) differ in their replication efficiency in cell culture, where HN-A1os1
variant was efficiently replicated in both human neuroblastoma cells (SHSY5Y) and
newborn rat brain (105 and 10* PFU respectively), whereas HN-Gios1 variant was replicated
at low titers (102 PFU in both cases) (Santos-Lopez et al., 2006). These findings can be
explained in part by differences in cell receptor binding affinity of each variant, where HN-
Aios1 variant showed highest affinity towards a2-6 linked sialic acids that are highly
expressed in human nerve cells, whereas HN-Gyog; viral variant showed higher affinity
towards a2-3 linked sialic acids that are less expressed in nerve cells, however this latter
variant also recognized a2-6 linked sialic acid but with lesser affinity than HNA1ps; virus
(Reyes-Leyva et al., 2007). Controversially, two mumps virus that differ at position 335
(K/E) of HN protein exhibited similar growth kinetics in neuronal (SHSY5Y) and non
neuronal cell lines (Vero cells) and similar neurotoxicity when tested in rats models. This
suggests that amino acid 335 is not a crucial determinant of Urabe neurovirulence,
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nevertheless this point mutation can not be excluded as contributing to vaccine virulence
(Sauder et al., 2009).

Likewise, we have performed a structure-function analysis of that amino acid substitution,
suggesting that the E/K interchange does not affect the structure of the sialic acid binding
motif; however, the electrostatic surface differs drastically due to an exposed short alpha
helix. Consequently, this mutation may affect the accessibility of HN to substrates and
membrane receptors of the host cells (Santos-Lopez et al., 2009). These results suggest that
the change KB335E affects the biological activity of HN glycoprotein, conferring
neurotropism for HN-Ajgg; viral variant as previously proposed (Brown et al., 1996; Wright
et al., 2000). Amino acid 335 is located at an important domain of HN glycoprotein that
involves the recognition of an antigenic site, thus all virus variants that possess a Glu at
position 335 were completely neutralized, while those containing Lys escaped neutralization
(Afzal et al., 1998).

Using a rat based model of mumps neurovirulence, Shah et al. demonstrated that viral
variants with a Glu at position 335 of HN glycoprotein is significantly attenuated
(hydrocephalus 1.37% + 0.50) compared to a virus isolated from a patient with post-
vaccination meningitis (hydrocephalus 4.70%%0.77) and compared with wild type
(hydrocephalus 11.47%#1.16) which have Lys at this position (Shah et al., 2009).

The importance of amino acid 464 in the HN glycoprotein was demonstrated by mumps
virus reverse genetic, which showed that N464S substitution is involved in virus replication
in nerve cells (SH-SY5Y) (Ninomiya et al., 2009). Crystal structure studies of the HN
glycoprotein of a closely related paramyxovirus Newcatle disease virus, indicates that
amino acid position 466 may be at or near the active site of the HN protein (Crennell et al.,
2000), thus the substitution around this site (464) might affect enzymatic activity of HN
protein and might change the cell specificity of mumps virus. Amino acids 464-466 form a
potential N-liked glycosylation site given that substitutions at this site were predicted to
result in loss of N-linked glycosylation, and affect virus tropism and virulence (Rubin et al.,
2003). Similarly, Malik et al., demonstrated that Ser-466Asp substitution in the HN protein
resulted in decreased receptor binding and neuraminidase activity, Ala91Thr change in the
fusion protein resulted in decreased fusion activity, and that Ile736Val substitution in the
polymerase resulted in increased replication and transcriptional activity (Malik et al., 2007;
Malik et al., 2009).

A study based on the extent of hydrocephalus induced in the rat brain after intracerebral
vaccine inoculation showed that expression of the F gene of the neurovirulent Kilman strain
alone was sufficient to induce significant levels of hydrocephalus, this experiment confirms
the importance of surface glycoproteins in neuropathogenesis (Lemon et al., 2007).
Moreover, recent studies done in the rat model demonstrated the ability of
nucleoprotein/matrix protein of the Jeryl Lynn vaccine strain to significantly neuroattenuate
wild-type 88-1961 strain, which is highly neurovirulent (Sauder et al., 2011)

6. Innate immune response against mumps virus infection

Innate immune response acts as a first line of defense during viral infections, through
immunoregulatory mechanisms that increase own innate immune response and stimulate
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an adaptive immune response. After viral infection, intracellular signaling events are
activated and innate cytokine expression are induced as interleukins (IL), tumor necrosis
factor (TNF) and interferon (IFN) (Biron & Sen, 2007; Pestka, 2007).

Type-I IFNs (IFN-a/P) are a superfamily of cytokines that were discovered as a result of
their induction by and action against virus infections. The interaction between Toll-like
receptors (TLR) and pathogen-associated molecular patterns (as genomic RNA and viral
proteins), triggers the activation cell signaling pathways that promote activation of some
transcription factors such as IRF3 and NF«xB, which are necessary to induce expression of
IFN-B. Analogously, RNA helicase molecules (RIG-I and mda-5) trigger TLR-independent
pathways that respond to viral nucleic acids (such as dsSRNA) generated in the cytoplasm by
viral replication, causing activation of IRF3 and NFxB, wich also promote the synthesis of
IFN-B (Conzelmann, 2005, Honda et al., 2005; Randall & Goodbourn, 2008; Xagorari &
Chlichlia, 2008).

The biological activities of IFNs are initiated by the recognition of IFN-a/f receptor
(composed of the products of the IFINAR1 and IFNAR2 genes) on the cell surface, which
results in the activation of a signaling pathway known as Jak/STAT pathways. This starts
by activation of tysosine kinases Tyk2 and Jakl located in the cytoplasmic tail of IFNAR1
and IFNAR2 subunits respectively (de Weerd et al., 2007; Randall & Goodbourn, 2008).
Activation of the signal transduction occurs when Tyk2 phosphorylates Tyr4¢ residue on
IFNARI1, creating a docking site for STAT2, which is then phosphorylates on Tyr6%.
Phosphorylated STAT2 protein associates with STAT1, inducing its phosphorylation on
Tyr70t by JAK1. Phosporylated Stat2 and Statl proteins form a stable heterodimer that
creates a nuclear localization signal (NLS) that permits the transport of these dimers into the
nucleus until their dephosphorylation (Randall & Goodbourn, 2008; Schindler et al., 2007).
In addition, IFNAR2 subunit is acetylated at Lys399 and promotes the acetylation of IRF9,
which is essential to DNA binding (Tang et al., 2007). Association of STAT1-STAT2
heterodimer with IRF9 constitutes ISGF3 (IFN-stimulated gene factor 3) a heterotrimeric
transcription factor that binds to the IFN-stimulated response element (ISRE), present in the
promoters of several IFN-stimulated genes (ISG). The final step of this signaling pathway is
the induction of gene transcription whose expression establishes the antiviral state (Biron &
Sen, 2007; Randall & Goodbourn, 2008; Schindler et al., 2007; Sen, 2001).

Numerous ISG products have been described such as Caspases, which are involved in cell
death; Protein kinase R (PKR) that inhibits both cellular and viral translation, through
phosphorylation of NF-kB and elF2a factor; 2°5"-oligoadenylate synthetase (OAS) that binds
to and activates the RNase L, which promotes the degradation cellular and viral RNAs; Mx
protein that binds nucleocapsid-like structures, thereby restricting virus replication and
assembly (Honda et al., 2005; Randall & Goodbourn, 2008).

6.1 Mumps virus and evasion of innate immune response

Several viruses have evolved strategies to circumvent the antiviral state stimulated by IFN
through the expression of proteins that antagonize components of the Jak-Stat signaling
pathway, such as the V protein of paramyxoviruses (Gotoh et al., 2002; Randall &
Goodbourn, 2008). As mentioned, mumps virus P gene codes for three polypeptides: V, I
and P. Their mRNAs are translated by use of overlapping reading frames (ORFs) via
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cotranscriptional insertion of nontemplated guanidine nucleotides (mRNA edition) (Lamb &
Parks, 2007; Paterson & Lamb, 1990). Mumps virus V protein is a nonstructural protein that
counteracts the IFN-induced antiviral response by different mechanisms. In some
paramyxoviruses V protein interacts with and inhibits the activity of mda-5 (Andrejeva et
al., 2004), but not RIG-I (Komatsu et al., 2007); in other viruses V inhibits interferon-
mediated antiviral response through degradation of STAT proteins and thus promotes viral
replication (Gotoh et al., 2002; Horvath, 2004; Randall & Goodbourn, 2008).

We have shown that two variants of Urabe AM9 vaccine strain (HN-A1os1 and HN-Gigs1)
that were initially characterized by their difference in the HN gene nt 1081, also differ in
their replication efficiency in nerve cells, where HN-A1gs1 variant preferentially infects nerve
cells, whereas HN-Gyos1 variant has limited replication in this cells (Santos-Lopez et al.,
2006); These results were associated with differences in the virus binding affinity towards
cell receptors and enzymatic activity (Reyes-Leyva et al., 2007). Further experiments showed
that differences in sensitivity to IFN determined the replication rate of Urabe AM9 mumps
virus variants in nerve cells, where HN-Gygs; variant was more sensitive to interferon (from
102.5 to 101.3 TCID50) than HN-Ajgg; variant (from 103.5 to 102.6 TCID50). Moreover HN-
Aios1 virus reduced the transcription of cellular IFN responsive genes such as STAT1, STA2,
p48 and MxA in both unprimed and IFN-primed cells, whereas HN-Gigs1 virus just reduced
MXxA transcription. Sensitivity to IFN was associated with insertion of a non-coded glycine
at position 156 in the V protein (Vgiy) of HN-Gygs1 virus variant, whereas resistance to IFN
was associated with preservation of wild-type phenotype in the V protein (Vwr) of HN-A1os1
virus variant (Rosas-Murrieta et al., 2007). Functional analysis of Gly 156 insertion suggested
that Vwr protein may be more efficient than Vg, protein to inactivate both the IFN signaling
pathway and antiviral response due to differences in their finest molecular interaction with
STAT proteins (Rosas-Murrieta et al., 2010).

On the other hand the activation of the JAK-STAT pathway by IFN simultaneously activates
other processes regulated by IFN such as apoptosis. We studied the relationship between V
protein variants of Urabe AM9 vaccine strain and IFN-a induced apoptosis. Our results
indicated that V proteins decrease the levels of caspases and DNA fragmentation,
suggesting that Vwr protein is a better modulator of apoptosis than Vgly in the vaccine
strain (Rosas-Murrieta et al., 2011).

7. Conclusions

Several strains of mumps virus used as attenuated vaccines have been associated with post-
vaccination meningitis. Experimental data indicates that neurovirulence is a complex issue
that involves multiple components either viral or cellular. Further studies are in progress to
recognize the role of these in viral attenuation and virulence.

8. References

Afzal, M.A,; Pickford, A.R.; Forsey, T.; Heath, A.B. & Minor, P.D. (1993). The Jeryl Lynn
vaccine strain of mumps virus is a mixture of two distinct isolates. | Gen Virol,
Vol.74 ( Pt 5), pp.917-920, ISSN 0022-1317

Afzal, M.A,; Yates, P.J. & Minor, P.D. (1998). Nucleotide sequence at position 1081 of the
hemagglutinin-neuraminidase gene in the mumps Urabe vaccine strain. | Infect Dis,
Vol.177, No.1, pp.265-266, ISSN 0022-1899



194 Insight and Control of Infectious Disease in Global Scenario

Amexis, G.; Fineschi, N. & Chumakov, K. (2001). Correlation of genetic variability with
safety of mumps vaccine Urabe AM9 strain. Virology, Vol.287, No.1, pp.234-241,
ISSN 0042-6822

Amexis, G.; Rubin, S.; Chizhikov, V.; Pelloquin, F.; Carbone, K. & Chumakov, K. (2002).
Sequence diversity of Jeryl Lynn strain of mumps virus: quantitative mutant
analysis for vaccine quality control. Virology, Vol.300, No.2, pp.171-179, ISSN 0042-
6822

Andrejeva, J.; Childs, K.S,; Young, D.F.; Carlos, T.S.; Stock, N.; Goodbourn, S. & Randall,
R.E. (2004). The V proteins of paramyxoviruses bind the IFN-inducible RNA
helicase, mda-5, and inhibit its activation of the IFN-beta promoter. Proc Natl Acad
Sci U S A, Vol.101, No.49, pp.17264-17269, ISSN 0027-8424

Arruda, W.O. & Kondageski, C. (2001). Aseptic meningitis in a large MMR vaccine
campaign (590,609 people) in Curitiba, Parana, Brazil, 1998. Rev Inst Med Trop Sao
Paulo, Vol.43, No.5, pp.301-302, ISSN 0036-4665

Biron, C.A. & Sen, G. (2007). Innate responses to viral infections, In: Fields Virology, D.M.
Knipe & P.M. Howley (Eds.), pp. 250-277, Lippincott Williams & Wilkins, ISBN
0781760607

Bonnet, M.C.; Dutta, A.; Weinberger, C. & Plotkin, S.A. (2006). Mumps vaccine virus strains
and aseptic meningitis. Vaccine, Vol.24, No.49-50, pp.7037-7045, ISSN 0264-410X

Boriskin, Y.S.; Yamada, A.; Kaptsova, T.I.; Skvortsova, O.L; Sinitsyna, O.A.; Takeuchi, K,;
Tanabayashi, K. & Sugiura, A. (1992). Genetic evidence for variant selection in the
course of dilute passaging of mumps vaccine virus. Res Virol, Vol.143, No.4, pp.279-
283, ISSN 0923-2516

Brockhoff, H.].; Mollema, L.; Sonder, G.J.; Postema, C.A.; van Binnendijk, R.S.; Kohl, R H.; de
Melker, H.E. & Hahne, S.J. (2010). Mumps outbreak in a highly vaccinated student
population, The Netherlands, 2004. Vaccine, Vol.28, No.17, pp.2932-2936, ISSM
1873-2518

Brown, E.G.; Dimock, K. & Wright, K.E. (1996). The Urabe AM9 mumps vaccine is a mixture
of viruses differing at amino acid 335 of the hemagglutinin-neuraminidase gene
with one form associated with disease. | Infect Dis, Vol.174, No.3, pp.619-622, ISSN
0022-1899

Brown, E.G,; Furesz, ].; Dimock, K.; Yarosh, W. & Contreras, G. (1991). Nucleotide sequence
analysis of Urabe mumps vaccine strain that caused meningitis in vaccine
recipients. Vaccine, Vol.9, No.11, pp.840-842, ISSN 0264-410X

Brown, E.G. & Wright, K.E. (1998). Genetic studies on a mumps vaccine strain associated
with meningitis. Rev Med Virol, Vol.8, No.3, pp.129-142, ISSN 1099-1654

Carbone, K.M. & Rubin, S. (2007). Mumps virus, In: Fields Virology, D.M. Knipe & P.M.
Howley (Eds.), pp. 1528-1551, Lippincott Williams & Wilkins, ISBN 0781760607.

CDC. Basics and Common Questions: What Would Happen If We Stopped Vaccinations?,
Available from: http:/ /www.cdc.gov/vaccines/vac-gen/whatifstop. htm#mumps

CDC  (October  2010). Mumps outbreaks, In: Mumps, Available from:
http:/ /www.cdc.gov/mumps/outbreaks.html

Cizman, M.; Mozetic, M.; Radescek-Rakar, R.; Pleterski-Rigler, D. & Susec-Michieli, M.
(1989). Aseptic meningitis after vaccination against measles and mumps. Pediatr
Infect Dis ], Vol.8, No.5, pp.302-308, ISSN 0891-3668

Conzelmann, KXK. (2005). Transcriptional activation of alpha/beta interferon genes:
interference by nonsegmented negative-strand RNA viruses. | Virol, Vol.79, No.9,
pp-5241-5248, ISSN 0022-538X



Studies on the Association of Meningitis and Mumps Virus Vaccination 195

Crennell, S.; Takimoto, T.; Portner, A. & Taylor, G. (2000). Crystal structure of the
multifunctional paramyxovirus hemagglutinin-neuraminidase. Nat Struct Biol,
Vol.7, No.11, pp.1068-1074, ISSN 1072-8368

Crovari, P.; Gabutti, G.; Giammanco, G.; Dentico, P.; Moiraghi, A.R.; Ponzio, F. & Soncini, R.
(2000). Reactogenicity and immunogenicity of a new combined measles-mumps-
rubella vaccine: results of a multicentre trial. The Cooperative Group for the Study
of MMR vaccines. Vaccine, Vol.18, No.25, pp.2796-2803, ISSN 0264-410X

Cusi, M.G,; Santini, L.; Bianchi, S.; Valassina, M. & Valensin, P.E. (1998). Nucleotide
sequence at position 1081 of the hemagglutinin-neuraminidasegene in wild-type
strains of mumps virus is the most relevant marker of virulence. | Clin Microbiol,
Vol.36, No.12, pp.3743-3744, ISSN 0095-1137

Chambers, P.; Rima, B.K. & Duprex, W.P. (2009). Molecular differences between two Jeryl
Lynn mumps virus vaccine component strains, JL5 and JL2. | Gen Virol, Vol.90,
No.Pt 12, pp.2973-2981, ISSN 1465-2099

Cheek, J.E.; Baron, R.; Atlas, H.; Wilson, D.L. & Crider, R.D., Jr. (1995). Mumps outbreak in a
highly vaccinated school population. Evidence for large-scale vaccination failure.
Arch Pediatr Adolesc Med, Vol.149, No.7, pp.774-778, ISSN 1072-4710

Choi, K.M. (2010). Reemergence of mumps. Korean | Pediatr, Vol.53, No.5, pp.623-628, ISSN
2092-7258.

da Cunha, S.S.; Rodrigues, L.C.; Barreto, M.L. & Dourado, I. (2002). Outbreak of aseptic
meningitis and mumps after mass vaccination with MMR vaccine using the
Leningrad-Zagreb mumps strain. Vaccine, Vol.20, No.7-8, pp.1106-1112, ISSN 0264-
410X.

da Silveira, C.M.; Kmetzsch, C.I,; Mohrdieck, R.; Sperb, A.F. & Prevots, D.R. (2002). The risk
of aseptic meningitis associated with the Leningrad-Zagreb mumps vaccine strain
following mass vaccination with measles-mumps-rubella vaccine, Rio Grande do
Sul, Brazil, 1997. Int | Epidemiol, Vol.31, No.5, pp.978-982, ISSN 0300-5771.

Dayan, G.H.; Quinlisk, M.P.; Parker, A.A.; Barskey, A.E.; Harris, M.L.; Schwartz, ].M.; Hunt,
K. Finley, C.G.; Leschinsky, D.P.; O'Keefe, A.L.; Clayton, J.; Kightlinger, L.K,;
Dietle, E.G.; Berg, ]J.; Kenyon, C.L.; Goldstein, S.T.; Stokley, S.K,; Redd, S.B.; Rota,
P.A; Rota, J; Bi, D.; Roush, SW.; Bridges, C.B.; Santibanez, T.A.; Parashar, U,
Bellini, W.J. & Seward, J.F. (2008). Recent resurgence of mumps in the United
States. N Engl ] Med, Vol.358, No.15, pp.1580-1589, ISSN 1533-4406.

Dayan, G.H. & Rubin, S. (2008). Mumps outbreaks in vaccinated populations: are available
mumps vaccines effective enough to prevent outbreaks? Clin Infect Dis, Vol.47,
No.11, pp.1458-1467, ISSN 1537-6591

de Weerd, N.A,; Samarajiwa, S.A. & Hertzog, P.J. (2007). Type I interferon receptors:
biochemistry and biological functions. | Biol Chemn, Vol.282, No.28, pp.20053-20057,
ISSN 0021-9258

Didcock, L.; Young, D.F.; Goodbourn, S. & Randall, R.E. (1999a). Sendai virus and simian
virus 5 block activation of interferon-responsive genes: importance for virus
pathogenesis. | Virol, Vol.73, No.4, pp.3125-3133, ISSN 0022-538X

Didcock, L.; Young, D.F.; Goodbourn, S. & Randall, RE. (1999b). The V protein of simian
virus 5 inhibits interferon signalling by targeting STAT1 for proteasome-mediated
degradation. | Virol, Vol.73, No.12, pp.9928-9933, ISSN 0022-538X.

Dourado, I.; Cunha, S.; Teixeira, M.G.; Farrington, C.P.; Melo, A.; Lucena, R. & Barreto, M.L.
(2000). Outbreak of aseptic meningitis associated with mass vaccination with a
urabe-containing measles-mumps-rubella vaccine: implications for immunization
programs. Am ] Epidemiol, Vol.151, No.5, pp.524-530, ISSN 0002-9262



196 Insight and Control of Infectious Disease in Global Scenario

Enders, G. (1996). Paramyxoviruses, In: Medical Microbiolog, S. Baron (Ed), The University of
Texas Medical Branch at Galveston, ISBN-10: 0-9631172-1-1, Galveston, Texas.

Esteghamati, A.; Keshtkar, A.; Heshmat, R.; Gouya, M.M.; Salar Amoli, M.; Armin, S. &
Mabhoney, F. (2011). Adverse reactions following immunization with MMR vaccine
in children at selected provinces of Iran. Arch Iran Med, Vol.14, No.2, pp.91-95, ISSN
1029-2977.

Fleischer, B. & Kreth, H.W. (1982). Mumps virus replication in human lymphoid cell lines
and in peripheral blood lymphocytes: preference for T cells. Infect Immun, Vol.35,
No.1, pp.25-31, ISSN 0019-9567

Forsey, T.; Mawn, J.A.; Yates, P.J.; Bentley, M.L. & Minor, P.D. (1990). Differentiation of
vaccine and wild mumps viruses using the polymerase chain reaction and
dideoxynucleotide sequencing. | Gen Virol, Vol.71 ( Pt 4), pp.987-990, ISSN 0022-
1317.

Fujii, N.; Yokosawa, N. & Shirakawa, S. (1999). Suppression of interferon response gene
expression in cells persistently infected with mumps virus, and restoration from its
suppression by treatment with ribavirin. Virus Res, Vol.65, No.2, pp.175-185, ISSN
0168-1702

Furesz, J. & Contreras, G. (1990). Vaccine-related mumps meningitis--Canada. Can Dis Wkly
Rep, Vol.16, No.50, pp.253-254, ISSN 0382-232X

Galazka, A.M.; Robertson, S.E. & Kraigher, A. (1999). Mumps and mumps vaccine: a global
review. Bull World Health Organ, Vol.77, No.1, pp.3-14, ISSN 0042-9686.

Goh, K.T. (1999). Resurgence of mumps in Singapore caused by the Rubini mumps virus
vaccine strain. Lancet, Vol.354, No0.9187, pp.1355-1356, ISSN 0140-6736

Gotoh, B.; Komatsu, T.; Takeuchi, K. & Yokoo, J. (2002). Paramyxovirus strategies for
evading the interferon response. Rev Med Virol, Vol.12, No.6, pp.337-357, ISSN
1052-9276

Hausmann, S; Garcin, D.; Delenda, C. & Kolakofsky, D. (1999). The versatility of
paramyxovirus RNA polymerase stuttering. | Virol, Vol.73, No.7, pp.5568-5576,
ISSN 0022-538X

Hersh, B.S.; Fine, P.E.; Kent, W.K,; Cochi, S.L.; Kahn, L.H.; Zell, E.R.; Hays, P.L. & Wood,
C.L. (1991). Mumps outbreak in a highly vaccinated population. | Pediatr, Vol.119,
No.2, pp.187-193, ISSN 0022-3476

Honda, K.; Yanai, H.; Takaoka, A. & Taniguchi, T. (2005). Regulation of the type I IFN
induction: a current view. Int Immunol, Vol.17, No.11, pp.1367-1378, ISSN 0953-8178

Horvath, C.M. (2004). Weapons of STAT destruction. Interferon evasion by paramyxovirus
V protein. Eur | Biochem, Vol.271, No.23-24, pp.4621-4628, ISSN 0014-2956

Hyviid, A.; Rubin, S. & Muhlemann, K. (2008). Mumps. Lancet, Vol.371, N0.9616, pp.932-944,
ISSN 1474-547X

Kanra, G.; Ceyhan, M. & Ozmert, E. (2000). Reactogenicity and immunogenicity of a new
measles-mumps-rubella vaccine containing RIT 4385 mumps virus strain in healthy
Turkish children. Turk ] Pediatr, Vol.42, No.4, pp.275-277, ISSN 0041-4301.

Kimura, M.; Kuno-Sakai, H.; Yamazaki, S.; Yamada, A.; Hishiyama, M.; Kamiya, H.; Ueda,
K.; Murase, T.; Hirayama, M.; Oya, A.; Nozaki, S. & Murata, R. (1996). Adverse
events associated with MMR vaccines in Japan. Acta Paediatr Jpn, Vol.38, No.3,
pp.205-211, ISSN 0374-5600.

Kingston, R.L.; Hamel, D.J.; Gay, L.S.; Dahlquist, F.W. & Matthews, B.W. (2004). Structural
basis for the attachment of a paramyxoviral polymerase to its template. Proc Natl
Acad Sci U S A, Vol.101, No.22, pp.8301-8306, ISSN 0027-8424.



Studies on the Association of Meningitis and Mumps Virus Vaccination 197

Kolakofsky, D.; Pelet, T.; Garcin, D.; Hausmann, S.; Curran, J. & Roux, L. (1998).
Paramyxovirus RNA synthesis and the requirement for hexamer genome length:
the rule of six revisited. | Virol, Vol.72, No.2, pp.891-899, ISSN 0022-538X

Kolakofsky, D.; Roux, L.; Garcin, D. & Ruigrok, R.W. (2005). Paramyxovirus mRNA editing,
the "rule of six" and error catastrophe: a hypothesis. ] Gen Virol, Vol.86, No.Pt 7,
pp-1869-1877, ISSN 0022-1317

Komatsu, T.; Takeuchi, K. & Gotoh, B. (2007). Bovine parainfluenza virus type 3 accessory
proteins that suppress beta interferon production. Microbes Infect, Vol.9, No.§,
pp.954-962, ISSN 1286-4579

Kosutic-Guljja, T.; Forcic, D.; Santak, M.; Ramljak, A.; Mateljak-Lukacevic, S. & Mazuran, R.
(2008). Genetic heterogeneity of L-Zagreb mumps virus vaccine strain. Virol ],
Vol.5, pp.79, ISSN 1743-422X

Kulkarni, P.S.; Phadke, M.A.; Jadhav, S.S. & Kapre, S.V. (2005). No definitive evidence for L-
Zagreb mumps strain associated aseptic meningitis: a review with special reference
to the da Cunha study. Vaccine, Vol.23, No.46-47, pp.5286-5288, ISSN 0264-410X

Lamb, R.A. & Parks, G.D. (2007). Paramyxoviridae: The viruses and their replication, In:
Fields Virology, D.M. Knipe & P.M. Howley (Eds.), pp. 1450- 1497, Lippincott
Williams & Wilkins, ISBN 0781760607.

Lemon, K.; Rima, B.K;; McQuaid, S.; Allen, I.V. & Duprex, W.P. (2007). The F gene of rodent
brain-adapted mumps virus is a major determinant of neurovirulence. | Virol,
Vol.81, No.15, pp.8293-8302, ISSN 0022-538X

Lim, F.S.; Han, H.H. & Bock, H.L. (2007). Safety, reactogenicity and immunogenicity of the
live attenuated combined measles, mumps and rubella vaccine containing the RIT
4385 mumps strain in healthy Singaporean children. Ann Acad Med Singapore,
Vol.36, No.12, pp.969-973, ISSN 0304-4602

Makela, A.; Nuorti, J.P. & Peltola, H. (2002). Neurologic disorders after measles-mumps-
rubella vaccination. Pediatrics, Vol.110, No.5, pp.957-963, ISSN 1098-4275

Malik, T.; Shegogue, C.W.; Werner, K.; Ngo, L.; Sauder, C.; Zhang, C.; Duprex, W.P. &
Rubin, S. (2011). Discrimination of mumps virus small hydrophobic gene deletion
effects from gene translation effects on virus virulence. | Virol, Vol.85, No.12,
pp.6082-6085, ISSN 1098-5514.

Malik, T.; Wolbert, C; Mauldin, J.; Sauder, C.; Carbone, KM. & Rubin, S.A. (2007).
Functional consequences of attenuating mutations in the haemagglutinin
neuraminidase, fusion and polymerase proteins of a wild-type mumps virus strain.
J Gen Virol, Vol.88, No.Pt 9, pp.2533-2541, ISSN 0022-1317

Malik, T.H.; Wolbert, C.; Nerret, L.; Sauder, C. & Rubin, S. (2009). Single amino acid changes
in the mumps virus haemagglutinin-neuraminidase and polymerase proteins are
associated with neuroattenuation. | Gen Virol, Vol.90, No.Pt 7, pp.1741-1747, ISSN
0022-1317

Miller, E.; Andrews, N.; Stowe, J.; Grant, A.; Waight, P. & Taylor, B. (2007). Risks of
convulsion and aseptic meningitis following measles-mumps-rubella vaccination in
the United Kingdom. Am | Epidemiol, Vol.165, No.6, pp.704-709, ISSN 0002-9262.

Mori, C.; Tooriyama, T.; Imagawa, T. & Yamanishi, K. (1997). Nucleotide sequence at
position 1081 of the hemagglutinin-neuraminidase gene in the mumps virus Urabe
vaccine strain. | Infect Dis, Vol.175, No.6, pp.1548-1549, ISSN 0022-1899.

Ninomiya, K.; Kanayama, T.; Fujieda, N.; Nakayama, T.; Komase, K.; Nagata, K. & Takeuchi,
K. (2009). Amino acid substitution at position 464 in the haemagglutinin-
neuraminidase protein of a mumps virus Urabe strain enhanced the virus growth



198 Insight and Control of Infectious Disease in Global Scenario

in neuroblastoma SH-SY5Y cells. Vaccine, Vol.27, No.44, pp.6160-6165, ISSN 1873-
2518

Ong, G.; Goh, K.T.; Ma, S. & Chew, S.K. (2005). Comparative efficacy of Rubini, Jeryl-Lynn
and Urabe mumps vaccine in an Asian population. | Infect, Vol.51, No.4, pp.294-
298, ISSN 1532-2742

Orvell, C; Kalantari, M. & Johansson, B. (1997). Characterization of five conserved
genotypes of the mumps virus small hydrophobic (SH) protein gene. | Gen Virol,
Vol.78 (Pt 1), pp.91-95, ISSN 0022-1317

Park, D.W.; Nam, M.H.; Kim, J.Y.; Kim, H.J.; Sohn, JW.; Cho, Y.; Song, K.J. & Kim, M.].
(2007). Mumps outbreak in a highly vaccinated school population: assessment of
secondary vaccine failure using IgG avidity measurements. Vaccine, Vol.25, No.24,
pp-4665-4670, ISSN 0264-410X

Paterson, R.G. & Lamb, R.A. (1990). RNA editing by G-nucleotide insertion in mumps virus
P-gene mRNA transcripts. | Virol, Vol.64, No.9, pp.4137-4145, ISSN 0022-538X

Peltola, H.; Kulkarni, P.S.; Kapre, S.V.; Paunio, M.; Jadhav, S.S. & Dhere, R.M. (2007).
Mumps outbreaks in Canada and the United States: time for new thinking on
mumps vaccines. Clin Infect Dis, Vol.45, No.4, pp.459-466, ISSN 1537-6591

Pestka, S. (2007). The interferons: 50 years after their discovery, there is much more to learn.
J Biol Chem, Vol.282, No.28, pp.20047-20051, ISSN 0021-9258

Phadke, M.A,; Patki, P.S; Kulkarni, P.S; Jadhav, S.S. & Kapre, S.V. (2004).
Pharmacovigilance on MMR vaccine containing L-Zagreb mumps strain. Vaccine,
Vol.22, No.31-32, pp.4135-4136, ISSN 0264-410X.

Plotkin, S.A. & Rubin, S.A. (December 2007). Mumps vaccine In: Vaccines, Available from
<http:/ /www .thelancetglobalhealthnetwork.com/wp-
content/uploads/2008/03/ plotkins_ch020-x3611.PDF>

Pringle, C.R. (1997). The order Mononegavirales--current status. Arch Virol, Vol.142, No.11,
pp-2321-2326, ISSN 0304-8608

Randall, R.E. & Goodbourn, S. (2008). Interferons and viruses: an interplay between
induction, signalling, antiviral responses and virus countermeasures. | Gen Virol,
Vol.89, No.Pt1, pp.1-47, ISSN 0022-1317

Rebiere, 1. & Galy-Eyraud, C. (1995). Estimation of the risk of aseptic meningitis associated
with mumps vaccination, France, 1991-1993. Int | Epidemiol, Vol.24, No.6, pp.1223-
1227, ISSN 0300-5771.

Reyes-Leyva, J.; Banos, R.; Borraz-Arguello, M.; Santos-Lopez, G.; Rosas, N.; Alvarado, G.;
Herrera, 1.; Vallejo, V. & Tapia-Ramirez, J. (2007). Amino acid change 335 E to K
affects the sialic-acid-binding and neuraminidase activities of Urabe AM9 mumps
virus hemagglutinin-neuraminidase glycoprotein. Microbes Infect, Vol.9, No.2,
pp-234-240, ISSN 1286-4579

Rodriguez, J.J; Wang, L.F. & Horvath, CM. (2003). Hendra virus V protein inhibits
interferon signaling by preventing STAT1 and STAT2 nuclear accumulation. | Virol,
Vol.77, No.21, pp.11842-11845, ISSN 0022-538X

Rosas-Murrieta, N.; Herrera-Camacho, I.; Vallejo-Ruiz, V.; Millan-Perez-Pena, L.; Cruz, C,;
Tapia-Ramirez, ].; Santos-Lopez, G. & Reyes-Leyva, ]J. (2007). Differential sensitivity
to interferon influences the replication and transcription of Urabe AM9 mumps
virus variants in nerve cells. Microbes Infect, Vol.9, No.7, pp.864-872, ISSN 1286-
4579.

Rosas-Murrieta, N.H.; Herrera-Camacho, I.; Palma-Ocampo, H.; Santos-Lopez, G. & Reyes-
Leyva, J. (2010). Interaction of mumps virus V protein variants with STAT1-STAT2



Studies on the Association of Meningitis and Mumps Virus Vaccination 199

heterodimer: experimental and theoretical studies. Virol ], Vol.7, pp.263, ISSN 1743-
422X.

Rosas-Murrieta, N.H.; Santos-Lopez, G.; Reyes-Leyva, J.; Jurado, F.S. & Herrera-Camacho, I.
(2011). Modulation of apoptosis by V protein mumps virus. Virol |, Vol.8, pp.224,
ISSN 1743-422X

Rubin, S.A. & Afzal, M.A. (2011). Neurovirulence safety testing of mumps vaccines--
historical perspective and current status. Vaccine, Vol.29, No.16, pp.2850-2855, ISSN
1873-2518

Rubin, S.A.; Amexis, G.; Pletnikov, M.; Li, Z.; Vanderzanden, J.; Mauldin, J.; Sauder, C,;
Malik, T.; Chumakov, K. & Carbone, K.M. (2003). Changes in mumps virus gene
sequence associated with variability in neurovirulent phenotype. | Virol, Vol.77,
No.21, pp.11616-11624, ISSN 0022-538X

Santos-Lopez, G.; Cruz, C.; Pazos, N.; Vallejo, V.; Reyes-Leyva, ]. & Tapia-Ramirez, J. (2006).
Two clones obtained from Urabe AM9 mumps virus vaccine differ in their
replicative efficiency in neuroblastoma cells. Microbes Infect, Vol.8, No.2, pp.332-
339, ISSN 1286-4579

Santos-Lépez, G.; Hernandez, J.; Borraz-Argiiello, M.T.; Ramirez -Mendoza, H.; Vallejo, V. &
Reyes-Leyva, J. (2004). Estructura, funcion e implicaciones patoldgicas de las
proteinas del Rubulavirus porcino. Arch. med. vet. [online], Vol.36, No.2, pp.119-136,
ISSN 0301-732X.

Santos-Lopez, G.; Scior, T.; Borraz-Arguello Mdel, T.; Vallejo-Ruiz, V.; Herrera-Camacho, L;
Tapia-Ramirez, ]. & Reyes-Leyva, J. (2009). Structure-function analysis of two
variants of mumps virus hemagglutinin-neuraminidase protein. Braz | Infect Dis,
Vol.13, No.1, pp.24-34, ISSN 1678-4391

Sauder, C.J.; Vandenburgh, K.M.; Iskow, R.C.; Malik, T.; Carbone, K.M. & Rubin, S.A. (2006).
Changes in mumps virus neurovirulence phenotype associated with quasispecies
heterogeneity. Virology, Vol.350, No.1, pp.48-57, ISSN 0042-6822

Sauder, C.J.; Zhang, C.X.; Link, M.A_; Duprex, W.P.; Carbone, K.M. & Rubin, S.A. (2009).
Presence of lysine at aa 335 of the hemagglutinin-neuraminidase protein of mumps
virus vaccine strain Urabe AM9 is not a requirement for neurovirulence. Vaccine,
Vol.27, No.42, pp.5822-5829, ISSN 1873-2518.

Sauder, C.J.; Zhang, C.X.; Ngo, L.; Werner, K.; Lemon, K.; Duprex, W.P.; Malik, T.; Carbone,
K. & Rubin, S.A. (2011). Gene-specific contributions to mumps virus
neurovirulence and neuroattenuation. | Virol, Vol.85, No.14, pp.7059-7069, ISSN
1098-5514.

Schindler, C.; Levy, D.E. & Decker, T. (2007). JAK-STAT signaling: from interferons to
cytokines. ] Biol Chern, Vol.282, No.28, pp.20059-20063, ISSN 0021-9258

Schlipkoter, U.; Muhlberger, N.; von Kries, R. & Weil, J. (2002). Surveillance of measles-
mumps-rubella vaccine-associated aseptic meningitis in Germany. Infection, Vol.30,
No.6, pp.351-355, ISSN 0300-8126.

Schmitt, H.J.; Just, M. & Neiss, A. (1993). Withdrawal of a mumps vaccine: reasons and
impacts. Eur | Pediatr, Vol.152, No.5, pp.387-388, ISSN 0340-6199

Sen, G.C. (2001). Viruses and interferons. Annu Rev Microbiol, Vol.55, pp.255-281, ISSN 0066-
4227

Shah, D.; Vidal, S.; Link, M.A,; Rubin, S.A. & Wright, K.E. (2009). Identification of genetic
mutations associated with attenuation and changes in tropism of Urabe mumps
virus. | Med Virol, Vol.81, No.1, pp.130-138, ISSN 1096-9071.

Sharma, H.J.; Oun, S.A,; Bakr, S.S.; Kapre, S.V.; Jadhav, S.S.; Dhere, RM. & Bhardwaj, S.
(2010). No demonstrable association between the Leningrad-Zagreb mumps



200 Insight and Control of Infectious Disease in Global Scenario

vaccine strain and aseptic meningitis in a large clinical trial in Egypt. Clin Microbiol
Infect, Vol.16, No.4, pp.347-352, ISSN 1469-0691.

Sugiura, A. & Yamada, A. (1991). Aseptic meningitis as a complication of mumps
vaccination. Pediatr Infect Dis |, Vol.10, No.3, pp.209-213, ISSN 0891-3668

Tang, X.; Gao, ].S.; Guan, Y.J.; McLane, K.E,; Yuan, Z.L.; Ramratnam, B. & Chin, Y.E. (2007).
Acetylation-dependent signal transduction for type I interferon receptor. Cell,
Vol.131, No.1, pp.93-105, ISSN 0092-8674

Tillieux, S.L.; Halsey, W.S.; Sathe, G.M. & Vassilev, V. (2009). Comparative analysis of the
complete nucleotide sequences of measles, mumps, and rubella strain genomes
contained in Priorix-Tetra and ProQuad live attenuated combined vaccines.
Vaccine, Vol.27, No.16, pp.2265-2273, ISSN 0264-410X

Vandermeulen, C.; Leroux-Roels, G. & Hoppenbrouwers, K. (2009). Mumps outbreaks in
highly vaccinated populations: What makes good even better? Hum Vaccin, Vol.5,
No.7, pp.494-496, ISSN 1554-8619

Vandermeulen, C.; Roelants, M.; Vermoere, M., Roseeuw, K., Goubau, P. &
Hoppenbrouwers, K. (2004). Outbreak of mumps in a vaccinated child population:
a question of vaccine failure? Vaccine, Vol.22, No.21-22, pp.2713-2716, ISSN 0264-
410X

Vidal, S.; Curran, ]. & Kolakofsky, D. (1990). A stuttering model for paramyxovirus P mRNA
editing. EMBO ], Vol.9, No.6, pp.2017-2022, ISSN 0261-4189

Vulliemoz, D. & Roux, L. (2001). "Rule of six": how does the Sendai virus RNA polymerase
keep count? | Virol, Vol.75, No.10, pp.4506-4518, ISSN 0022-538X

WHO (February 2007). Mumps virus vaccines, In: Weekly Epidemiological Record (WER)
Available from: http:/ /www.who.int/ wer/2007/wer8207/en/index.html

WHO (December 2010). Mumps, In: Immunization surveillance, assessment and monitoring,
Available from:
http:/ /www.who.int/immunization_monitoring/ diseases/ mumps/en/index.html

Wilson, R.L.; Fuentes, SM.; Wang, P.; Taddeo, E.C; Klatt, A.; Henderson, A.J. & He, B.
(2006). Function of small hydrophobic proteins of paramyxovirus. | Virol, Vol.80,
No.4, pp.1700-1709, ISSN 0022-538X.

Wolinsky, J.S.; Klassen, T. & Baringer, J.R. (1976). Persistence of neuroadapted mumps virus
in brains of newborn hamsters after intraperitoneal inoculation. | Infect Dis, Vol.133,
No.3, pp.260-267, ISSN 0022-1899.

Woznik, M.; Rodner, C.; Lemon, K;; Rima, B.; Mankertz, A. & Finsterbusch, T. (2010).
Mumps virus small hydrophobic protein targets ataxin-1 ubiquitin-like interacting
protein (ubiquilin 4). | Gen Virol, Vol.91, No.Pt 11, pp.2773-2781, ISSN 1465-2099.

Wright, K.E.; Dimock, K. & Brown, E.G. (2000). Biological characteristics of genetic variants
of Urabe AM9 mumps vaccine virus. Virus Res, Vol.67, No.1, pp.49-57, ISSN 0168-
1702

Xagorari, A. & Chlichlia, K. (2008). Toll-like receptors and viruses: induction of innate
antiviral immune responses. Open Microbiol |, Vol.2, pp.49-59, ISSN 1874-2858.

Yamada, A.; Takeuchi, K.; Tanabayashi, K.; Hishiyama, M.; Takahashi, Y. & Sugiura, A.
(1990). Differentiation of the mumps vaccine strains from the wild viruses by the
nucleotide sequences of the P gene. Vaccine, Vol.8, No.6, pp.553-557, ISSN 0264-
410X.



11

Synthetic Peptide Vaccines

Alexandr A. Moisa and Ekaterina F. Kolesanova

Institute of Biomedical Chemistry, Russian Academy of Medical Sciences
Moscow,

Russia

1. Introduction

Vaccination was discovered more than 200 years ago and quickly distributed around the
whole Europe despite of the fact that mechanisms of protective effects of vaccines remained
unclear for a long time. New vaccines appeared only at the end of XIX century and mainly
during the last century after detailed studies of infectious processes, microorganisms
inducing these infections, and mechanisms of immune defense. During this period many
effective vaccines were developed; they controlled and even totally eliminated some
dangerous infectious diseases (Makela, 2000). Now about 40 human diseases are controlled
by vaccination (Uchaikin & Shamsheva, 2001). However, for some infections vaccine
prophylaxis and vaccine therapy have not been developed yet. These include AIDS and
hepatitis C (Barrett & Stanberry, 2009). Situation with these infections is complicated by lack
of effective therapeutics, causing full elimination of the human immunodeficiency virus
causing AIDS and therapeutics, which would be effective in all patients infected with
hepatitis C virus (HCV) (Barrett & Stanberry, 2009). It results in the high chronization
degree of these infections (almost 100% in the case of HIV infection and 70—80% in the case
of HCV), which basically become lethal ones (Barrett & Stanberry, 2009). Numerous efforts
to develop vaccines against these diseases still remain unsuccessful; however, problems
associated with the development of such vaccines stimulated large-scale studies of the
interaction of infectious agents with the immune system, mechanisms of the immune
response, structural basis of immunogenicity and antigenicity, methodology and technology
for the development of new generation vaccines.

Traditional vaccines are subdivided into alive (attenuated microorganisms or viral cultures),
dead, or corpuscular (inactivated infectious agents) and subunit, or chemical vaccines
(individual immunogenic components of infective agents) (Uchaikin & Shamsheva, 2001).
The latter vaccines are free from side effects that appear after inoculation of the whole
pathogenic agents. Traditional technology has been employed for the development of
effective vaccines against many infections (Uchaikin & Shamsheva, 2001); however, now this
technology tends to be avoided in many cases because the preparation and use of such
vaccines is associated with some problems (Liljeqvist & Stahl, 1999), including;:

- expensive cultivation of pathogenic bacteria, viruses or protozoa for industrial
production of vaccines or immunogenic components;
- risk of infectious agent leaks;
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- side effects during administration; first of all, increased reactogenicity, which cannot be
excluded even in the case of subunit vaccines;

- expensive purification and detoxification of vaccine products;

- high genetic variability of an infectious agent; this complicates the detection of chemical
components, which can induce an immune response against all its strains;

- significant structural changes of an infectious agent during its life cycle in the host
organism that lead to the changes of its antigenic properties.

Solution of these problems requires elaboration of novel approaches to vaccine development
based on knowledge of an antigenic structure of a pathogen, immune response of the host
organism to the pathogen or its components, and mechanisms responsible for the
modification of strength and direction of this response. Such combined approach that
includes the arsenal of methods of bioinformatics, molecular biology, organic chemistry,
experimental and clinical immunology is known as “reverse vaccinology”. It is aimed at the
identification, study of antigenic and immunogenic properties, construction and production
of highly purified preparations of novel recombinant and synthetic immunogens and their
use for the development of new generation vaccines (Rappuoli, 2001). Synthetic peptide
vaccines considered in this review belong to vaccines developed by this approach. Here we
do not discuss problems of the development of anticancer vaccines, because of special
approaches required for that. One can address available papers, including reviews (Palena
et al, 2006, Machiels et al, 2002, Garg et al., 2010) that describe this question.

2. What are peptide vaccines and what are their advantages?

Synthetic peptide vaccines represent fragments of protein antigen sequences, which are
synthesized from amino acids and assembled into a single molecule or a supramolecular
complex or just mechanically mixed; they are recognized by the immune system and induce
the immune response (Sesardic, 1993). This immune response may involve either cytotoxic
T-cells or B-cells (i.e. directed to elaboration of specific antibodies) or combine both possible
pathways (Bijker et al., 2007). Fragments of protein molecules exhibiting B- and/or T-
epitope activity are the main components of peptide vaccines, which determine the direction
and specificity of the immune response. Such vaccines may also contain some individual
compounds or supramolecular complexes (e.g. micelles, liposomes, polymer particles, etc.),
which can nonspecifically or specifically activate certain stages of the immune response to
peptides and therefore potentiate this response (Vogel & Alving, 2002). Increase in chemical
stability of peptides is achieved by their attachment to carriers, which simultaneously act as
activators of the immune response (Aguilar & Rodriguez, 2007).

Peptide vaccines are characterized by the following advantages over traditional vaccines
based on dead pathogens, and also subunit and recombinant vaccines (Ben-Yedidia &
Arnon, 1997; van der Burg et al., 2006):

- Relatively inexpensive and safe production technologies.

- Ability to induce the immune response to those structural elements of a protein antigen,
which exhibit weak immunogenicity within the whole antigen molecule.

- High standardization.

- Lack of components possessing high reactogenicity (lipopolysaccharides, toxins).
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- Possibility of removal of antigen fragments exhibiting allergenicity and cross-reactivity
to own molecules of the vaccinated organism.

- Possibility of conjugation of various peptides from different antigens to the same
carrier.

3. Steps for the synthetic peptide vaccine development

The development of a candidate synthetic peptide vaccine includes the following steps
(Rappuoli, 2001, Sobolev et al., 2005):

1. Selection of immunoactive peptide fragments of protein antigen(s) of an infectious
agent and construction of a peptide antigen (or several antigens).

2. Chemical synthesis of peptide antigens and their conjugation (if necessary) to a carrier.

3. Immunogenicity testing of resultant constructs on laboratory animals, determination of
specificity of antibodies (elaborated to these constructs) and their protective properties.

4.  Preclinical trials of selected antigens.

5. The development of the candidate vaccine and laboratory technology for its production
and elaboration of samples for testing.

6. Preclinical and clinical trials of the candidate vaccine samples.

Steps 4—6 are usually determined by sanitary rules and methodical instructions approved
by the corresponding governmental control services (in Russian Federation: State Sanitary
and Epidemiologic Inspection (Sanitary Rules, 1995, 1998; Methodical Recommendations,
1998); in the USA: Food and Drug Administration (FDA)). Steps 1—3 are discussed in this
review.

3.1 Selection of antigenic determinants for immunogenic constructs

First of all, one should take into account the type of the immune response directed to the
pathogen neutralization and providing vaccine therapy and/or vaccine prophylaxis:
cytotoxic response realized by specific cytotoxic T-lymphocytes, or specific humoral
response, which involves the conversion of B-lymphocytes activated by a particular antigen
into plasma cells that generate specific neutralizing antibodies (Sobolev et al., 2005). General
features of mechanisms responsible for the formation of the specific immune response to
various foreign antigens are comprehensively considered in textbooks (Male et al., 2006,
Abbas & Lichtman, 2011). Taking into account these common mechanisms, vaccines
directed to the generation of cytotoxic immune response should contain cytotoxic T-epitopes
as obligatory components, which are often supplemented by class 1 T-helper epitopes (van
der Burg et al.,, 2006). Vaccines that induce antibody formation should contain B-epitopes
and T-helper epitopes as obligatory components (van der Burg et al., 2006). It is essential
that the B-epitope components of such vaccines should originate from antigens from
virulent strains and the generated antibodies should suppress virulence (Sesardic, 1993).

If antigens and virulence factors of an infectious agent remain unknown, it is possible to
predict them by means of the “reverse vaccinology”, which employs computer analysis of
biopolymer structures (first of all their nucleotide and amino acid sequences of genome and
proteome, respectively). The technology of this process has been highlighted in the reviews
(Rappuoli, 2001, Sobolev et al., 2005, Barocchi et al., 2007). In order to prove the antigenicity
and virulence of predicted protein molecules they are expressed and tested for the
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interaction with antibodies obtained from patients with corresponding infections and for
their ability to cause pathological reactions in animals (Rappuoli, 2001). Now, high-
throughput screening methods for antigen detection in microorganism proteomes have
appeared. These include SERPA technology (SERological Proteome Analysis) and
antigenome analysis (Klade, 2002; Ling et al., 2004; Tedeschi et al., 2009,Vytvytska et al.,
2002, Mélen et al., 2008; Glowalla et al., 2009; Meinke et al., 2005; Felgner et al., 2009; Fritzer
et al., 2010). The first method consists in the separation of protein components of the
cultivated infectious agent by two-dimensional electrophoresis followed by subsequent
visualization of antigenically active proteins by immunoblotting with antibodies from sera
of patients with corresponding diseases (Malen et al., 2008; Glowalla et al., 2009; Meinke et
al., 2005; Felgner et al., 2009; Fritzer et al., 2010). The second approach includes preparation
(by means of heterologous expression) of a library of proteins and their fragments encoded
by the library of genome fragments of the infectious agent followed by subsequent testing of
expressed proteins for antigenicity (evaluated by interaction with antibodies from sera of
infected patients) and then for immunogenicity in experiments by immunizing laboratory
animals (Felgner et al., 2009; Fritzer et al., 2010; Meinke et al., 2005). Antigenomic analysis
excludes the cultivation of a pathogenic organism of interest; it is applicable in the case of
microorganisms with small and completely sequenced genomes. To the contrary, SERPA
technology is suitable for the determination and characterization of primary structures of
the most diagnostically and therapeutically important antigens of infectious agents with
incompletely sequenced genomes.

The next task consists in the identification of peptides corresponding to B- and T-epitopes. If
tertiary structure of the peptide antigen and/or its sites involved in the binding with
antibodies neutralizing its virulent properties are known, the task implies the selection and
design of a peptide (or peptides) that is the best model of the already known B-epitope
(Rodriguez et al., 2007, Haro et al., 2003). However, tertiary structures of antigens may be
unknown; and also, this approach detects only B-epitopes, but not T-epitopes, recognized as
linear peptides. Frequently, most probable B- and T-epitope selection is performed via the
antigen amino acid sequence analysis with the help of bioinformatics approaches. The
principal technology of this process has been well described in many reviews (Sobolev et al.,
2005, Sobolev et al., 2003, He et al., 2010). It should be noted that computer-based epitope
prediction capabilities are constantly extended: appearance of new information on mapped
B- and T-epitopes results in the more exact specification of corresponding patterns and,
consequently, in increased effectiveness of corresponding program products. New, more
convenient interfaces are developed for servers containing epitope databases and prediction
tools; the development of integrated servers allows to search for possible B- and T-epitopes
and combine them into putative immunogenic constructions at one place (Sieker et al., 2009;
Wiwanitkit, 2009; MacNamara et al., 2009; Lin et al., 2008; Perry et al., 2008; Roggen, 2006;
Tian et al., 2009; Schuler et al., 2007).

However, accuracy of prediction of B- and T-helper epitopes from antigen amino acid
sequences remains rather low, and many researchers prefer experimental identification of
these epitopes (especially taking into account existing methods of high-throughput
screening). Peptide scanning by means of partially overlapping fragments of protein antigen
amino acid sequences obtained by multiple parallel synthesis allows to map both linear B-
epitopes and also helper and cytotoxic T-epitopes (Castric & Cassels, 1997; Tribbick, 2002).
B-epitopes are detected by testing peptides for their interaction with antisera obtained
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against the whole protein antigen and also sera of infected patients (there are many
examples of such studies, for example, antigenic mapping of HCV envelope proteins
(Kuzmina et al., 2009; Olenina et al., 2002)). Besides chemical synthesis, fragments of antigen
amino acid sequences for B-epitope mapping are also obtained by genetic engineering
approach: by means of construction of expression libraries of fragments as chimeras with
easily expressed and purified proteins (Bongartz et al., 2009). Peptides of various lengths
(from 6 to 20 and even more residues) are used for antigen scanning for B-epitopes;
however, it should be noted that peptides longer than 10 residues may contain more than
one linear B-epitope (Olenina et al., 2002). Besides the determination of linear B-epitopes
attempts are undertaken to map and model conformational epitopes by synthetic and also
phage display combinatorial peptide libraries that cover a large number of amino acid
sequences from 6 to 15 residues (Pereboeva et al., 2000). In addition, B-epitopes may be
determined by means of mass-spectrometry analysis of antigen-antibody complexes via the
determination of an antigen site protected against proteolysis or modification by an
antibody paratope (Castric & Cassels, 1997; Lu et al., 2009). Fragments of antigen molecules
exhibiting T-epitope activity are detected by their ability to induce proliferation of T-
lymphocytes in culture (Ahmed & Maeurer, 2009). Cytotoxic T-epitopes have a limited
length (8—11 residues) and must have free N-terminal amino and C-terminal carboxyl
groups; it is determined by the structure of the MHC I binding pocket. In the case of helper
T-epitope determination, longer peptides, often with amidated C-terminal carboxyl groups,
are used (Tribbick, 2002). The type of helper epitope activity (Thl or Th2) is determined by
ELISPOT technology. This technology allows large-scale screening of peptides, putative T-
helper epitopes, via the determination of the cytokine profile (gamma-interferon,
interleukins 2, 4, 10, etc) secreted by T-lymphocytes stimulated by corresponding peptides
(Kalyuzhny, 2005; Wulf et al., 2009). Peptide vaccines usually contain such T-helper epitope,
which exhibits affinity towards several most widespread (in a given population) Human
Leukocyte Antigen (HLA) alleles (so-called universal, or promiscuous T-epitope), or an
antigen fragment containing several overlapping T-epitopes of different specificity towards
HLA (Sobolev et al.,, 2005, Panina-Bordignon et al., 1989; Jackson et al., 2002). Several
cytotoxic T-epitopes with different specificity towards HLA are included into candidate
peptide vaccines for induction of cytotoxic response (Bermudes et al., 2007; Lauer et al.,
2004).

3.2 Construction of peptide immunogen

Formation of a single immunogenic construction from predicted or experimentally
determined B- and T-epitopes provides optimal recognition of all the components of this
construction by the immune system. For example, the integration of a linear B-epitope and a
helper T-epitope in a single molecule results in their penetration into the same B-
lymphocyte, which will be converted into a plasma cell producing antibodies of a desired
specificity (Moss et al., 2007). B- and T-epitopes may be located far away from each other in
a parent protein antigen molecule; moreover, they may originate even from different
proteins of the infectious agent and even from different microorganisms. For example, the
universal human T-helper epitope of tetanus toxin, QYIKANSKFIGITE, is frequently used in
immunogenic constructions in combinations with various peptide B-epitopes for high
population coverage of a candidate vaccine (Panina-Bordignon et al., 1989). Combination of
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a fragment, which is supposed to induce a specific antibody, but is characterized by weak (if
any) immunogenicity within the whole protein antigen, with the universal T-helper epitope
allows the induction of such specific humoral response in the vaccinated organism that
could not be achieved by the immunization with the whole antigen. It is one of advantages
of peptide vaccines. Insertion of a short flexible linker between B- and T-epitopes provides a
free rotation of the B- and T-helper parts versus each other and therefore promotes
independent recognition by corresponding receptors of immunocompetent cells (Moss et al.,
2007). In some cases overlapping B- and T-helper epitopes are used as they are located in the
protein antigen molecule (e.g. synthetic peptide immunogens from protein VP1 of foot-and-
mouth disease virus (Kupriianova et al., 2000)).

Synthetic immunogenic constructs can be represented by both linear oligopeptides and
more complex structures such as branched dendrimers (so-called lysine “trees”) (Tam, 1988;
Van Regenmortel & Muller, 1999), cyclic or linear unbranched oligomers conjugated (via
their side chain functional groups) with either individual B- and T-epitopes or such
constructs as T-epitope—linker — B-epitope/B-epitope —linker-T-epitope (Jackson et al.,
2002). Complex structures are less sensitive to proteolysis and therefore they have higher
stability during administration to the body and form higher local concentrations of the
immunogen (Sobolev et al., 2005). However, such structures are more difficult to obtain; in
addition, their complex surface structure can interfere with the recognition of individual
linear B-epitopes included into these constructs (Van Regenmortel & Muller, 1999). Optimal
co-location of B- and T-epitopes is selected experimentally by comparing the immugenicity
of constructs with different structures (Van Regenmortel & Muller, 1999). A general
principle of the effective immune response to B-epitope consists in its close proximity to T-
helper epitope(s). Binding of the B-epitope to a B-lymphocyte receptor seems to protect the
neighboring T-helper epitope against endosomal cleavage (Moss et al., 2007).

Synthetic peptide vaccines based on cytotoxic and Thl-epitopes represent mechanical
mixtures of peptides corresponding to various T-epitopes from one or several antigens of an
infectious agent (Jackson et al., 2002). The design of monomolecular constructs is not
required because in contrast to the B-T-epitope construction these T-epitopes can
independently bind to various cells of the immune system.

The monomolecular immunogenic constructions can also include components with adjuvant
functions (see below).

3.3 Immunogen synthesis

Peptide components for synthetic vaccines are obtained by means of solid phase peptide
synthesis and peptide synthesis in solution (Sobolev et al., 2005, Sieker et al., 2009; Jackson
et al., 2002, Tam, 1988; Van Regenmortel & Muller, 1999). In the case of constructs that
include B- and T-helper epitopes representing rather long peptides (exceeding 20 residues)
an automated solid phase synthesis or a combination of solid phase synthesis of separate
immunogen fragments followed by their condensation into a single peptide in solution are
preferable (Lloyd-Williams et al., 1997; Bruckdorfer et al., 2004; Mitsuaki et al., 1987;
Rinnova et al., 1999). Solid phase peptide synthesis developed by Merrifield in the
beginning of 1960th, now represents rather routine procedure due to numerous studies and
automation of this process (Lloyd-Williams et al., 1997). The major advantage of solid phase
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synthesis over synthesis in solution consists in that there is no need in the purification of a
resultant product after each round of peptide chain elongation. The product remains
covalently bound to a polymer support up to the end of synthetic procedure, and unreacted
components, activators and improper products are washed away by a solvent flow. It
significantly accelerates the solid phase protein synthesis compared to the synthesis in
solution (Bruckdorfer et al., 2004). Use of microwave irradiation significantly accelerates the
solid phase synthesis process and increases its efficiency: synthesis of peptides of 40
residues long takes less than one day and results in good yields. It is especially useful for
the synthesis of peptides, which tend to aggregate on the support (Sabatino & Papini, 2008).
Of course, synthesis of each peptide requires experimental selection of the most effective
protocol and initial amino acid derivatives, which allow to obtain the final product with a
maximal yield (Lloyd-Williams et al., 1997). Now the most popular peptide synthesis
employs amino acid derivatives protected at alpha-amino group with 9-
fluorenyl(methoxycarbonyl) (FMOC). In contrast to synthesis wusing tert-
butyl(oxycarbonyl)(BOC)-amino acid derivatives it does not require the use of such strong
acid as HF to cleave the synthesized peptide from the support at the end of the process.
FMOC-amino acids are preferably used in large-scale peptide synthesis that may yield tens
and even hundred kilograms of peptides (Bruckdorfer et al., 2004). Since it is difficult to
obtain long peptides (exceeding 30 residues) with good yield and separate them from
contaminants differing by 1—2 residues, such peptides are synthesized as 2—3 fragments
with protected side chain functional groups and then these fragments are linked together (in
solution) into a single molecule (Mitsuaki et al., 1987; Rinnova et al., 1999). The same
approach is used for conjugation of B-T-epitope constructions or individual epitopes with
lysine dendrimers, cyclic or linear oligomer matrix structures. Methods of chemoselective
cross-links used for conjugation of peptides with oligomer carriers are discussed elsewhere
(Jackson et al., 2002). Non-disturbance of epitope structures during cross-linking is achieved
via the introduction of additional modifiable groups or amino acid residues into synthesized
peptides. Most frequently, conjugation is performed by thioalkylation (in this case cysteine
residue is included into one component of the construct, whereas monochloroacetyl or
maleimide group is included into another component), hydrazone or oxime formation
(serine residue is included into one component, in which the CH,OH group is oxidized to
CHO by periodic acid, while monohydrazide of succinic or benzoic acid or aminooxyacetic
acid residue is included into another component), and formation of thiazolidine or
oxazolidine cycle (in this case the CH>OH group of serine residue included into one
component is oxidized to CHO and additional serine or cysteine residue is included into
another component). In addition, some companies (e.g. Novabiochem and Bachem, both
from Switzerland) produce supports for solid phase peptide synthesis with preformed
lysine dendrimers, on which peptide synthesis can be performed.

3.4 Adjuvants for peptide vaccines

Formation of strong and long-term specific immune response to antigens is an important
task for creation of any vaccine. It is achieved by an additional nonspecific stimulation of the
immune system cells, specific targeted antigen delivery to the immunocompetent cells and
their constant activation by the antigen due to its depositing and protection against protease
cleavage. These functions are attributed to adjuvants (from Latin adjuvans, adjuvantis: aiding,
helping), which are included into vaccine preparations (Aguilar & Rodriguez, 2007). In
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vaccines prepared from attenuated and killed infectious agents structural elements of the
microorganisms such as cell walls, membranes and their components (polysaccharides,
lipopolysaccharides, phospholipids, etc.) play the adjuvant role (Uchaikin & Shamsheva,
2001, Aguilar & Rodriguez, 2007). Subunit vaccines contain added adjuvants, which
promote the depositing of antigens (via their adsorption) and nonspecific stimulation of the
immune response (lymphocyte and macrophage attraction to the injection site due to the
inflammatory reaction development); usually aluminium salts or hydroxide are used for this
purpose (Aguilar & Rodriguez, 2007; Uchaikin & Shamsheva, 2001). Adjuvant selection
becomes especially important during development of synthetic peptide vaccines, because
peptides are usually well soluble in aqueous media, readily subjected to proteolysis and are
not deposited at the administration site. Peptide constructs are targeted to the activation of
immune response of a narrow specificity, and they do not provide attraction and activation
of cells participating in the nonspecific immune response, which potentiate and direct the
specific response. Aluminum hydroxide and salts poorly adsorb peptides, weakly activate
immunocompetent cells and do not potentiate the immune response to peptide antigens
(Jackson et al., 2002). Search for new adjuvants for peptide vaccines against human
infectious diseases includes adjuvants approved to animal use and also immunomodulators
(Aguilar & Rodriguez, 2007, Jackson et al., 2002).

Oil-based adjuvants, for example, Freund’s complete adjuvant (which contains a suspension
of killed Mycobacterium tuberculosis cells or their lipopolysaccharides in a mineral oil with
lanolin) are used in laboratory studies of immunogenicity on animals for a long time.
However, Freund’s adjuvant is rather toxic, exhibits high reactogenicity and can induce
formation of necrotic ulcers at the injection site (Allison & Byars, 1991). Now less toxic and
reactogenic oil-based adjuvants (Montanide series) have been developed; they are used in
some peptide vaccines that are under clinical trials (Ahmed & Maeurer, 2009; Roestenberg et
al., 2008).

Saponins (e.g., QuilA, an extract from Quillaja saponaria, in which 23 different saponins have
been identified), plant glycosides with surfactant properties, which form micelles in
solution, are also used as adjuvants. QuilA is too toxic for use in humans, but its fraction QS-
21, which is less toxic and induces an effective T-cell response against antigens, is
considered as a prospective adjuvant for peptide vaccines (Allison & Byars, 1991; Kensil,
1996; Takahashi et al., 1990). Saponins are used as adjuvants in the immunostimulating
complexes (abbreviated as ISCOMs), which represent mixed micelles of saponin and
cholesterol of 40 nm in diameter where hydrophobic and amphipathic antigens are inserted.
ISCOMs represent a convenient system for antigen delivery to antigen presenting cells;
these particles can penetrate into such antigen-presenting cells as dendritic cells and
macrophages, and hence increase the efficiency of antigen presentation (Allison & Byars,
1991; Singh et al., 2006).

Improvement in peptide antigen transport to antigen presenting cells also occurs using the
polycations poly-L-lysine, poly-L-arginine and chitosan as adjuvants (Schlaphoff et al., 2007;
Svirshchevskaya et al., 2009). Effectiveness of the polymeric polycation polyoxidonium (which
has been shown to nonspecifically activate cell immune response (Khaitov & Pinegin, 2005)) as
the adjuvant for synthetic peptide vaccines is still questionable (Olenina et al., 2003).

Currently adjuvants synthesized on the basis of pathogen-associated unique highly
conserved molecular structures are widely used; they do not have analogues in
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macroorganisms and trigger nonspecific immune response via pattern-recognizing receptors
(e.g. Toll like receptors) [Diiesberg et al., 2002; Chua et al., 2007; Jackson et al., 2004].
Dipalmitoyl glyceryl-S-cysteine (PamyCys) (Diiesberg et al., 2002; Chua et al., 2007; Jackson
et al., 2004; Deliyannis et al., 2006), a synthetic analogue of the lipid fragment of macrophage
activating lipopeptide-2 isolated from Mycoplasma fermentans membranes (Zeng et al., 2002)
is one of such structures. PamyCys has been used in some candidate synthetic peptide
vaccines against hepatitis C virus; these vaccines consist of cytotoxic HLA-A2-specific T-
epitope of the HCV NS5B protein or of highly immunogenic hypervariable region 1 of HCV
E2 envelope protein and a foreign CD4+ T-helper epitope (Engler et al., 2004; Torresi et al.,
2007; Chua et al., 2008). Synthetic peptide constructs also contain the other lipid group,
Pam3Cys, which represents an N-terminal fragment of E. coli lipoprotein (Zeng et al., 2000;
Miiller et al., 2002). The immunogenic constructs based on the peptide covalently linked to
PamsCys induce an effective immune response after both parenteral and intranasal
administration; the raised protective antibodies belong to immunoglobulin A type (Miiller
et al., 2002), which are important components of the mucosal immune response.

Frequently, peptide constructs containing fatty acid residues and also hydrophobic peptides
are included into liposomes. Liposome-associated antigens are protected against proteolysis,
they arrive directly to the antigen-presenting cells and this potentiates the immune response
(Engler et al., 2004; Kaplun et al., 1999; Scheerlinck & Greenwood, 2006, 2008). Besides
antigens, liposomes also contain proteins promoting liposome fusion with cell membranes,
such as influenza virus hemagglutinin; such particles are known as virosomes (Kaplun et al.,
1999; Scheerlinck & Greenwood, 2008). Virosomes use routes that are natural for viral
particles and the antigen fragment is exposed on the surface of the antigen-presenting cells
in the complex with MHC II (ie. in the form recognized by T-helpers). Antigen
incorporation into nanoparticles of 20—40 nm in size (virosomes, liposomes, ISCOMs)
improves its presentation because such particles are readily absorbed by antigen-presenting
dendritic cells (Jackson et al., 2004; Scheerlinck & Greenwood, 2006, 2008).

Besides liposomes and ISCOMs antigens may be also incorporated into biodegradable
polymeric microspheres for storage and protection against proteolysis. Such microcapsules
(size less than 10 (mu)m) that consist of polylactide, polyglycolide or their copolymer may
be used for peroral antigen administration because they are insoluble in gastric juice and
may provide gradual antigen release (Eldridge et al., 1991; Cox et al., 2006; Scheerlinck &
Greenwood, 2006).

3.5 Evaluation of efficiency and protectivity of the immune response to synthetic
peptide immunogens

Studies of peptide constructs begin with the determination of their immunogenicity (i.e.
their ability to induce the immune response programmed during the design of these
constructs) (Sobolev et al., 2005, Sobolev et al., 2003, Jackson et al., 2002). If a peptide
immunogen includes B- and T-helper epitopes, it should induce production of antibodies
against its B-epitope and also against the protein, which “borrowed” the fragment
corresponding to this B-epitope; usually such experiments are performed on laboratory
animals. The higher the proportion of animals developed such immune response (among
total number of immunized animals) the more universal T-helper epitope included into the
construct is. Immunogenicity of a mixture of peptides corresponding to cytotoxic T-epitopes
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is initially elucidated by appearance of cytotoxic T-lymphopcytes of a certain specificity in
immunized animals (Kalyuzhny, 2005; Wulf et al., 2009). Subsequently, effectiveness of the
cytotoxic immune response is evaluated in a mixed cell culture by the degree of infected cell
killing by cytotoxic T-lymphocytes obtained from immunized animals or cell cultures
stimulated by the investigated peptide immunogens (Lauer et al., 2004; Schlaphoff et al.,
2007; Takahashi et al., 1990). Protectivity of the specific humoral response induced by
peptide immunogen administration is determined by the neutralizing effect of antibodies on
the penetration of an infectious agent to the target cell or by inactivation of a toxin produced
by the infectious agent (Sobolev et al., 2005, Sobolev et al., 2003; Law et al., 2008). If animals
are also susceptible to this disease an investigation of the protective effect of the
immunization by the peptide antigen is performed on animals. Strains of small rodents are
the most convenient animal models from the viewpoint of maintenance. However, there are
situations when no laboratory animal is susceptible to a certain disease. In such cases severe
combined immunodeficiency (SCID) mice with xenotransplanted human cells or tissues are
used: in the case of malaria these are SCID mice with transplanted human erythrocytes
(Badell et al., 2000), in the case of hepatitis C these are SCID mice with transplanted human
hepatic tissue (Guévin et al., 2009; Zhu et al., 2006). Alternatively, researchers limit their
experiments by testing protectivity of the immune response in cell cultures. For example,
testing of virus neutralizing activity of antibodies produced in response to hepatitis C virus
(HCV) antigens is performed in experiments by blockade of the entry of the virus or virus-
like particles carrying HCV envelope proteins on their surfaces into primary hepatocytes or
into hepatoma cell culture (Law et al., 2008).

It should be noted that not only the strength of the protective immune response but also its
duration after the last immunogen administration is crucial. If an infectious agent exhibits
high genetic variability, it is important to elucidate whether the immune response to a
particular peptide immunogen is strain or isolate-specific. Only after this step of studies the
synthetic peptide immunogenic construction may be submitted to preclinical and clinical
trials (Rappuoli, 2001, Sobolev et al., 2005, Sobolev et al., 2003).

4. Examples of synthetic vaccines reaching stages of clinical trials
4.1 Peptide vaccines against malaria

Development of peptide vaccines against malaria started in 1970th and in spite of first
unsuccessful attempts it is still considered as a perspective direction (Epstein et al., 2007).
Malaria is caused by Plasmodium parasites, which undergo several developmental stages in
the human body and each stage of its development is characterized by different protein and
therefore antigenic structures. Forty perspective protective Plasmodium antigens have been
identified and they are used for the development of various types of anti-malaria vaccines
targeted to various stages of the parasite life cycle. Interest in the development of peptide
vaccines is determined by genetic and therefore antigenic differences in local populations of
Plasmodium; this does not allow to form the isolate-nonspecific protective immune response
during administration of the whole infectious agent or its protein antigens than belong to
one of many strains (Takala & Plowe, 2009). In addition, it is easier to develop a
multiantigenic vaccine based on synthetic peptides, which would induce formation of the
immune response against various stages of the parasite development (with minimal
reactogenicity).
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In 1980, clinical trials of the first synthetic anti-malaria vaccine Spf66 against PI. falciparum in
the asexual stage of development started (Urdaneta et al., 1998). This vaccine consisted of
three fragments of three various surface antigens of the merozoite with the repeated PNAN
fragment of sporozoite CS protein between them. However, efficiency of Spf66 in clinical
trials significantly varied in dependence of geographical regions and subsequent trials were
interrupted (Graves & Gelband, 2007).

Now three candidate vaccines against malaria are under various phases of clinical trials.
Two of them contain long (> 70 amino acid residues) synthetic peptide immunogens
inducing antibody production to two surface Plasmodium proteins at the shizont stage:
merozoite surface protein 3 (MSP3) and glutamate rich protein (GLURP). These
immunogens are MSP-3-LSP (Long synthetic protein) that represents the MSP-3 fragment
including the residues 186-276 [ Bouharoun-Tayoun, 1995] and GLURP-LPS that represents
the GLURP fragment including the residues 85-213 (Dodoo et al., 2000; Theisen et al., 2000,
2001). These peptide immunogens were highly conservative for all plasmodium isolates;
they induced formation of cytophilic antibodies of IgG1 and IgG3 subclasses; via opsonizing
shizonts they attracted monocytes that caused shizont lysis (Theisen et al., 2001; Soe et al.,
2004). Phase I clinical trials (Druilhe et al., 2005; Sirima et al., 2009) demonstrated formation
of long (at least 1 year) immune response to these vaccines. At the moment Phase IIb clinical
trial of the MSP3-LSP vaccine continues (http://www.amanet-trust.org/ext/reports
/newsletters/issue23June08.pdf).

Preparations of the virosomal peptide vaccines PEV302 and PEV301 jointly developed by
Swiss Tropical Institute and Pevion Biotech Ltd on the basis of fragments of the sporozoite
CS protein and apical membrane antigen 1 (AMA-1) are under Phase I clinical trials
(AMANET). PEV302 is a 39-mer cyclic peptide containing five highly conservative NPNA
repeats of the CS protein; the peptide is conjugated with phosphatidylethanolamine and
included into a phosphorlipid particle together with influenza virus hemagglutinin (Okitsu
et al., 2007). PEV301 is a similar virosomal preparation that contains another (49-mer)
peptide including rather conservative loop I of AMA-1 domain III, also conjugated with
phosphatidylethanolamine. It was demonstrated that both peptide containing virosomal
preparations induced production of antibodies inhibiting sporozoite invasion of liver cells
and erythrocytes (Okitsu et al., 2007; Thompson et al., 2008).

4.2 Synthetic peptide vaccines against HCV

Hepatitis C virus (HCV) exhibits extremely high genetic variability and therefore
employment of the traditional approach for vaccine development based on attenuated or
inactivated virus strain is ineffective in the case of HCV (Barrett & Stanberry, 2009). This
determines the need of nontraditional approaches for the development of anti-HCV
vaccines, particularly, synthetic vaccines. HCV envelope proteins are characterized by
high variability of their amino acid sequences and the presence of a large number of
glycosyl residues similar to those present in host glycoproteins; this complicates the
development of effective isolate-nonspecific neutralizing antibody production. At the
same time the importance of the cytotoxic immune response in HCV eliminations in
patients with spontaneous reconvalescence has been demonstrated (Freeman et al., 2003;
Tester et al., 2005). It determined the interest in the development of therapeutic peptide
vaccines stimulating the cytotoxic response to the virus. These candidate peptide anti-
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HCV vaccines represent either a mixture of several peptides or a single multiepitope
polypeptide.

4.2.1 Synthetic peptide vaccines based on CTL epitopes

IC41 is a therapeutic candidate vaccine developed by Intercell AG (Austria); it contains 5
synthetic peptides (2 fragments of the core protein, residues 23—44 and 132—-140; 2
fragments of the nonstructural protein NS3, residues 1073 —1081 and 1248-1261; one
fragment of the NS4 protein, residues 1764—1786; all fragments are taken from HCV
genotype I and numeration of amino acid residues is shown by the sequence of HCV
polyprotein) and poly-L-arginine as the adjuvant stimulating penetration of the peptide
antigens into cells. these peptides contain 3 T-helper epitopes (core protein, residues 23 —
44; NS3, residues 1248 —1261; NS4, residues 1767—1786) and five HLA-A2-specific
cytotoxic T-epitopes (core protein, residues 35-44 and 132—140; NS3 1073 —1081; NS4,
residues 1764—1772) (Schlaphoff et al., 2007). The fragments 23 —44, 132—140, 1248 —
1261, 1764—1772 are conservative in various HCV genotypes (the identify of their
sequences in the subtypes 1a, 1b, and 2 is not less than 87%) (Lauer et al., 2004). The NS3
fragment 1073 —1081 differs in various HCV genotypes (the identity did not exceed 15%);
however, vaccine developers used this peptide as one of effective T-epitopes typical for
the HCV genotype 1a frequently detected in Europe (Firbas et al., 2006). Phase I clinical
trials have shown that the IC41 vaccine induces formation of HCV-specific CD8+ T-
lymphocytes in healthy patients and is well-tolerated in patients (Klade et al., 2008). In
Phase II clinical trials HLA-A2 positive patients with chronic hepatitis C received 6 doses
of the vaccine with a 4-week interval between doses; although the content of circulating
HCV RNA was not decreased, the increase in HCV specific CD8+ specific lymphocytes
was observed in 25% of patients (Lauer et al., 2004). In the other study 66% of patients
with chronic hepatitis C (genotype 1) resistant to the standard therapy demonstrated a
small but statistically significant decrease in HCV RNA observed 6 months after
vaccination with IC41 (Klade et al., 2008).

Another CTL T-epitope-based vaccine was developed in Japan. It included a HLA-A2-
restricted HCV core protein-derived 35-44 fragment as CTL T-epitope injected in an
emulsion with incomplete Freund’s adjuvant during Phase I clinical trial. About 25%
patients (non-responders for the previous interferon plus ribavirin treatment) positively
responded to vaccinations: alanine aminotransferase activity was lowered, and some
patients showed the decline of viral load. However, all patients received more than 10
vaccinations, and some received even more than 50 injections of the peptide formulation
(Yutani et al., 2009).

4.2.2 Virosome-based peptide vaccine

This vaccine developed by Pevion Biotech Ltd is under Phase I clinical trials. The virosome
envelope consists of phospholipids with included influenza virus hemagglutinin and
neuraminidase. The virosome contains a synthetic fragment of HCV core protein of 132
residues in length, which induced formation of virus specific cytotoxic T-cells producing
[gamma]-interferon in HLA-A2.1 transgenic mice (Amacker et al., 2005).
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4.3 Synthetic peptide vaccine against human papillloma virus, strain 16

This vaccine has been developed in the Center for Genetic Engineering and Biotechnology,
Havana, Cuba, and undergoes Phase II clinical trial now. It consists of HLA-A2-restricted
human papilloma virus strain 16 (HPV16) E7 T-epitope incorporated into very small size
proteoliposomes. Four vaccinations with this vaccine resulted in the clearance from HPV16
in 3 out of 7 immunized patients and in complete or at least partial regression of cervical
lesions caused by HPV infection (Solares et al., 2011).

4.4 Synthetic vaccine against foot-and-mouth disease

Although inactivated vaccine against foot-and-mouth disease (FMD) may effectively protect
animals it has some serious drawbacks such as: a) slow formation of the immune response
and existing risk of viral infection of vaccinated animals before the development of the
adaptive immune response; b) appearance of virus carriers even after successful vaccination;
c) difficulties with discrimination of vaccinated animals from convalescence and infected
animals (Barrett & Stanberry, 2009).

During many years researchers try to develop alternative vaccines against FMD virus.
Synthetic peptide vaccines based on the VP1 peptide fragments 135—160 and 200-213
containing virus neutralizing B-epitopes (Strohmaier et al., 1982) and the fragments of the
same protein 20—41 and 170—189 containing T-helper epitopes (Collen et al., 1991; Volpina
et al., 1993) are considered as possible variants. A synthetic vaccine based on the VP1
protein fragment 135—159 (FMD virus, strain 22) has been developed in M. M. Shemyakin
and Yu. A. Ovchinnikov Institute of Biooeganic Chemistry (Russian Academy of Sciences);
this vaccine provided antiviral protection within one year after a single immunization
(Volpina et al., 1993, 1999). It is the only synthetic peptide vaccine approved in Russia for
the use in veterinary (Volpina et al., 1999).

4.5 Dendrimeric peptide vaccine against swine fever virus

Three dendrimeric peptide constructs were prepared from three different fragments of the
classical swine fever virus (CSFV) envelope protein E2 (as B-epitopes) and T helper epitope
from the NS3 protein of the same virus (Tarradas et al., 2011). Each dendrimer contained
four copies of one of the putative B-epitopes linked to the T-epitope. Intramuscular
injections with these dendrimers significally reduced the pig lethality after the challenge
with the lethal dose of CSFV though no netralizing antibodies were detected in animal
blood.

5. Examples of peptide immunogens under current successful development
5.1 Peptide immunogens for universal anti-flu vaccines

Current influenza vaccines protect mostly against homologous virus strains. However,
while facing the danger of new pandemics expected from the transmittance of mutated bird
and swine flu viruses to humans, the development of a broadly protective anti-flu vaccine is
of great importance. Several groups succeeded in preparing conserved synthetic peptide
immunogens derived from hemagglutinin and matrix M2 protein of the influenza virus.
These fragments were shown to be conserved in various virus strains. Corresponding
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synthetic peptides conjugated with carrier protein keyhole limpet hemocyanin were able to
elicit broadly specific immune response in mice and protect them from the influenza
infection caused by different virus strains (Stanekova et al., 2011; Wang et al., 2010).

5.2 Peptide immunogens for anti-HCV vaccines under development

Antibodies protective against HCV infection should attack HCV envelope proteins, since
these proteins are responsible for targeting the virus into the host cells, where its replication
occurs (Gal-Tanamy et al., 2009; Voisset & Dubuisson, 2004). However, HCV envelope
proteins demonstrate the highest sequence variability, with regard to HCV genetic variants,
among all viral proteins (Sobolev et al., 2000). Though the immunization with the full-size
HCV envelope proteins can elicit virus-neutralizing antibodies, these antibodies are specific
to certain HCV genetic variants, relative to the one, from which the envelope proteins used
for immunization, are taken (Elmowalid et al., 2007; Alvarez-Lajonchere et al., 2009). Several
highly conserved sites were determined in HCV envelope proteins E1 and E2 (Sobolev et al,
2000); however, most these sites did not elicit specific antibodies because of insufficient T-
lymphocyte help resulting from the absence of T-helper epitopes in the vicinity. Conjugation
of putative B-epitopes, derived from HCV envelope proteins, to promiscuous T-helper
epitopes from other sources (Torresi et al., 2007) or to the carrier protein, keyhole limpet
hemocyanin (El Awady et al., 2010; El Abd et al.,, 2011), resulted in the formation of
immunogens capable of producing antibodies specific for the whole HCV envelope proteins
and viral particles. However, the use of foreign T-epitopes and carrier proteins leads to the
formation of T helper memory cells that are non-specific for HCV and hence, will not be
activated upon HCV infection.

We performed a search for putative T-helper epitope motifs in HCV envelope proteins with
the help of SYFPEITHI Database and detected several conserved fragments that contain a
number of such motifs of different specificity with regard to HLA allele products. Hence
these fragments can be considered as broadly specific T helper epitopes. Several artificial
peptide constructs were made on the basis of one such E2 protein fragment (CR2; fragment
designation here and in the table 1 in accordance with Sobolev et al., 2000) and three
fragments from the same protein, shown to be responsible for the interaction of HCV with
heparan-sulphates (Olenina et al., 2005). These artificial constructs were synthesized and
tested for their immunogenicity on rats (table 1). The constructs were shown to be highly
immunogenic in the absence of any carrier besides Freund’s adjuvant and able to elicit
antibodies that interacted with full-size envelope proteins. The mixture of all six constructs
showed the comparable immunogenicity and enhanced ability in eliciting anti-E2
antibodies. Five out of six constructs as well as the mixture of constructs elicited antibodies
capable of binding HCV from patient plasma(fig. 1) (Kolesanova et al., 2011).

5.3 Other important examples of peptide immunogens

An interesting example of the peptide immunogen has been developed for the candidate
anti-anthrax vaccine. The current vaccines for anthrax though being efficient, require
extensive immunization protocols, and one of the reasons for it is the absence of antibodies
against the linear determinant in domain 2 of Bacillus anthracis protective antigen. Two
multiple antigenic peptides composed of the fragment 304-319 (loop-neutralizing
determinant) of B. anthracis protective antigen and a promiscuous T-helper epiope from PI.
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Antibody titer*
Peptide . . Against E2 Against E1E2
Against peptide protein heterodimer
CRZ(':lIl{r;ker' 1:32000 1:50-1:100 (3) 1:50-1:100 (3)
CR%II‘{I;ker' 1:8100 1:50-1:100 (3) 1:50-1:100 (3)
PRR1-linker-
R 1:900 1:50 (1) 1:50 (1)
CR2-linker-
SRR 1:9200 1:50(2) 1:50(2)
CHR-linker-
CRY 1:5600 1:50 (2) 1:50 (2)
CR2-linker
CHR 1:2700 1:50 (1) 1:50 (1)
Mixture of 6 | 12000-1:24000 dependingon | 455 5 1:100 (3)
peptide

* Numbers in brackets show the number of animal antisera samples containing corresponding
antibodies. Number of rats in experimental groups - 5; the group immunized with mixture of the
constructs consisted of 4 species.

Table 1. Artificial peptide constructs made from E2 HCV protein fragments and their
immunogenicity testing results.

IEC

HCV ) D G T T -

K+ c 2 3 4

Fig. 1. HCV binding to antibodies elicited by artificial peptide constructs made from
envelope protein E2 conserved fragments - PCR detection. Numbers in the line below
designate the number of the construct used for the immunization (see table 1), C - mixture
of all 6 constructs. K+ and K- - positive and negative control probes; IK+ and IK- - positive
and negative internal controls; IEC - internal experiment control PCR product; HCV - HCV-
derived PCR product.

falciparum were prepared with the B-T or T-B order of epitope determinants. Rabbits
immunized with both constructs were efficiently protected from the lethal infection caused
by aerosolized spores of B. anthracis. (Oscherwitz et al., 2010).

Peptide immunogens are also of interest as immunogens for anti-allergic vaccines. Since the
aim of these vaccine preparation is to elicit antibodies that bind and clear off allergens from
blood for preventing an allergic reaction, full-size allergen molecules can hardly be applied
as immunogens. Allergen-derived epitope structures devoid of determinants responsible
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for causing allergic reactions are used instead. The development of the peptide
immunotherapy peptide-based vaccine for cat allergy can be considered as one of such
examples (Worm et al., 2011). Several peptides derived form the cat allergen Fel d1 that
were identified as T-helper lymphocyte-stimulating molecules and synthesized, were safe
and well tolerated in human volunteers. This vaccine was efficient in very small doses
(3 nmols) and did not cause any allergic reactions that are caused by the full-size allergen
molecule. Hence these peptide immunogens and the methodological basis for their
development can be further used for the preparation of anti-allergic vaccines of other kinds.

6. Conclusions

Now there is a good background for the selection of immunogens targeted to those immune
processes, which should be triggered by future vaccines. However, at the moment all known
synthetic peptide vaccines against agents causing infectious diseases in man are at various
stages of clinical trials (http://clinicaltrials.gov/ct2/results?term=vaccine). This situation is
associated with the following circumstances: difficulties in reproduction of native
conformation of protein antigenic sites, some B-cell epitopes recognized by neutralizing
antibodies are discontinuous rather than linear ones; peptides are easily subjected to
proteolysis. Peptides themselves are weakly immunogenic and such vaccine requires careful
selection of an adjuvant. In the case of peptide vaccines salts and aluminum hydroxide, the
adjuvants approved in all countries, are ineffective, whereas more effective adjuvants (for
peptides) are not approved for clinical application in humans in most countries (e.g. they are
forbidden for human use in the USA (Common Ingredients in U.S. Licensed Vaccines)).
Nevertheless, deeper knowledge on structures of antigens of infectious agents, mechanisms
of immune response formation, development of technologies for large-scale synthesis of
long peptides, preparation of stabilized nanoparticles and the development of effective and
safe adjuvants give hope that the effective peptide vaccines will be developed in the future.
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1. Introduction

Moulds constitute the largest group of bacteria, prevailing both in the indoor and outdoor
air. Approximately 200 000 species of moulds have been identified so far, where only a small
group of around 200 may present a threat to human health. Fungi from Aspergillus species
are among the moulds considered to be most pathogenic. They also constitute the group of
most pathogenic moulds most frequently isolated from the environment. Over 250 types of
this species are known; about 50 of them were precisely described before the year 2000
(Klich, 2009). Pathogenicity, due to their toxicity, was also documented in other species:
Aspergillus fumigatus, Aspergillus flavus, Aspergillus ochraceus, Aspergillus niger, Aspergillus
versicolor, Aspergillus parasiticus. Aspergillus nidulans, Aspergillus ustus, Aspergillus glaucus,
Aspergillus clavatus, Aspergillus sydowii and Aspergillus terreus. Their taxonomic identification
is still an open topic because of their morphological variability and ability to produce
metabolites; new species which exhibit adverse health effects to humans are constantly
being detected. Aspergillus lentulus is one of the recently detected species of considerable
clinical importance; it reveals similarity to Aspergillus fumigatus, one of the most pathogenic
fungus for humans (Balajee et al., 2005).Table 1 presents the classification of species of fungi
pathogenic to humans from the Aspergillus species. The list has been created by the authors
of “Atlas Grzybéw Chorobotwoérczych Cztowieka" ("Atlas of Fungi Pathogenic to Humans")
(Krzysciak et al., 2011).

2. Fungal metabolites of Aspergillus species present a threat for human
health

In their metabolic process, moulds produce mycotoxins. Those natural products, poisonous
to humans and animals, are created as the result of a secondary metabolic process of fungi,
when grown on organic substrates. Chemical structure of these metabolites varies, however,
they are largely of small molecular mass, which conditions their varied toxic characteristics.
So far over 400 metabolites produced by moulds have been identified from different genus
of fungi: Aspergillus sp., Penicillium sp., Fusarium sp., Alternaria sp. Trichothecium sp. or
Stachybotrys sp. Secondary metabolites of fungi from Aspergillus species are: ochratoxin A,
aflatoxin B1, aflatoxins G1 and M1, trichothecenes, sterigmatosystin, patulins, gliotoxins or
cyclopiazonic acid. Table 2 presents metabolites produced by the selected, most pathogenic
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Subtype Section Teleomorph Species linked to infections in humans

Aspergillus Aspergillus Eurotium chevalieri (Eurotium chavalieri)

glaucus (Eurotium herbariorum)

hollandicus (Eurotium amstelodami)

reptans (Eurotium repens)

rubrobrunneus (Erotium rubrum)

sejunctus

caesiellus

conicus

pencilliodes

restrictus

fischerianus (Neosartorya fischeri)

fumigatus

fumisynnematus

lentulus

spinosus (Neosartorya spinosa)

thermomutans (Neosartorya

pseudofischeri)

. viridinutans

Neosartorya coreana — no confirmation of
pathogenicity in humans

Neosartorya fennelliae - no confirmation
of pathogenicity in humans

Neosartorya hiratsukae

Neosartorya udagawae

>

Restricti

Fumigati Fumigati Neosartorya

NN N

Cervini
Ornati Ornati Neocarpentels
Clavati Clavati n.n. A. clavatoanicus

A. clavtus

Nidulantes Usti A. calidoustus

A. deflectus

ustus

granulosus

janus

sydowii

versicolor

alabamensis

terreus

carneus

flavipes

niveus (Fennellia nivea)

nidulans (Emericella nidulans)
quadrilineata A. tetrazonus
(Emericella quadrilineata)
unguius (Emericella unguis)
alutaceus (isolated from sputum,
pathogenicity not confirmed in
humans)

A. ochraceus

A.  sclerotiorum

Flavi Petromyces A. alliaceus

A. avenaceus

A. beijingensis

Versicolores

Terrei Fennellia

Flavipedes Fennellia

Nidulantes Emericella

e e i al Pl P e P

Circumdati Circumdati Neopetrmyces
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A. flavus var. oryzae (A. oryzae
teleomorph: Eurotium oryzae)
A. flavus
A. tamarii
Nigri Petromyces, Saitoa A.  (niger var.) awamori
A.  aculeatus
A.  atroviolaceus
A.  japonicus
A.  niger
Candidi A. candidus
Wentii Chaetosartorya
Cremei
Sparsi A. wangduanlii
Stilbothamnium
Ochraceoroseus
n.n. n.n. A. qizutongii
A. ochraceopetaliformis

Table 1. Classification of pathogenic to humans Aspergillus species.

to humans Aspergillus species . (Krzysciak et al., 2011; Brése et al., 2009; Skaug et al., 2001;

Pitt et al., 2000; Smith et al., 1995)

No | Species Metabolites
1 Aspergillus fumigatus gliotoxin, verruculogen, fumitremorgin A and B,
fumitoxin, tryptoguivaline, fumigallin, helvolic acid
, sphingofungins, brevianamide A, coumarin
2 Aspergillus flavus kojic acid, 3-nitropropionic acid, cyclopiazonic acid,
aflatoxin B1, B2, G1, G2, aspergillic acid,
violaxanthin, aspertoxin
3 Aspergillus niger naphto-g-pyrones, malformin, ochratoxin A, toxic
oxalates, violaxanthin
4 Aspergillus ochraceus penicillic acid, ochratoxin A and B, xanthomeganin,
viomellein, violaxanthin, circumdatin A, B, C
5 Aspergillus versicolor sterigmatocystin, nidulotoxin, antrachinons,
anthraquinoid
6 Aspergillus candidus kojic acid, terphenyllin, candidulin, xanthoascin,
beta nitropropionic acid
7 Aspergillus terreus terreic acid, patulin, citrinin, citreoviridin,
lovastatin, gliotoxin, terrain, patulin
8 Aspergillus nidulans sterigmatocystin, penicillin, cotanin, nidulotoxin
9 Aspergillus clavatus patulin, cytochalasin E, tryptoguivaline, kojic acid,
clavatol, kotanin
10 | Aspergillus lentulus gliotoxin, cyclopiazonic terreic acid, neosartorin,
auranthine and pyripyropenes A, E
11 Aspergillus parasiticus Aflatoxins A1, B1, G1, G2

Table 2. Metabolites of selected species of Aspergillus fungi.
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Natural metabolites produced by fungi are for the most part cytotoxic to different cellular
structures and depress their key processes such as RNA and DNA synthesis (Burr, 2001).
Mycotoxins differ with respect to their nature, action towards target cells, cellular structures
and their internal processes. Best described mycotoxins produced by fungi of the Aspergillus
species are aflatoxins and ochratoxins. Aflatoxins are highly saturated heterocyclic
compounds which contain elements of furan. Ochratoxins constitute a group of poliketides
derived from isocoumarin, related to L-phenylalanine. Degradation of ochratoxin A within
the human body produces (4-R)-4 hydroxyochratoxin A and ochratoxin a, which create an
albumin bond in the plasma. Creation of such bond facilitates the substances™ persistence in
the human body for an extended period of time (Budak, 1998).

Influence on the health in exposed individuals exerted by secondary metabolites includes
carcinogenic, teratogenic, mutagenic, hepatotoxic and nephrotoxic action (it particularly
concerns aflatoxin A; and ochratoxin A) (Fischer & Dott 2003;Burr, 2001). Sterigmatocystin is
one of the aflatoxin precursors on its biosynthesis pathway and its carcinogenic action is
only slighly lower than that of aflatoxin itself. Gliotoxin is considered to be responsive to
immunosuppression and cellular apoptosis; it is also a likely virulence factor in mycoses
caused by A. fumigatus. Gliotoxin is a very frequently detected toxin in the serum of patients
suffering from aspergillosis. (Bok et al., 2005). This toxin is present in the serum of animals
with a natural A. fumigatus infection and in cancer patients with invasive aspergillosis
(Lewis et al., 2005).

This was confirmed in the findings obtained by Kupfahl, in which analysis of gliotoxin was
performed in 158 Aspergillus strains (100 A. fumigatus) originating from patients with
invasive aspergillosis and from the environment. During analysis of the strains and their
ability to produce gliotoxin he discovered that gliotoxin was detected in the majority of A.
fumigatus strains isolated both from clinical materials and from the environment (98% and
96% respectively) (Kupfahl et al., 2008).

The variety of metabolites produced by fungi of the Aspergillus species ( A. fumigatus
produces as well fumigallin, helvolic acid, tryptoguivaline, A. candidus kojic acid,
terphenyllin, A. ochraceus penicillic acid or viomellein, while A. niger produces malformin)
equips the fungi with multiple options of invading the host's body, at the same time
limiting the therapeutic options resulting from targeted prophylaxis. As it turns out,
applying targeted chemoprophylaxis does not always prove to be effective, as the medicine
does not affect all of the metabolites produced just by one strain of fungi (Brise et al., 2009;
Domsch et al, 2007; Ribeiro et al., 2005; Raper & Fennell, 1965).

3. Epidemiology of infection and clinical health outcome, as caused by fungi
of the Aspergillus species

Fungi of the Aspergillus species are typical isogenic opportunistic bacteria, which for the
most part fail to trigger an infection with a healthy person; however, they constitute a threat
predominantly to persons with immunity disorders. Factors which facilitate the conditions
necessary for a fungal invasion are: disturbances in the functions of T lymphocytes,
phagocytes as well as the reticuloendothelial system, chemo- and radiotherapy, skin
incisions related surgery, therapy or care. Risk factors for developing an invasive
aspergillosis are chronic neutropenia (exceeding 3 weeks), corticosteroid treatment,
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hematological neoplasms, cytotoxic treatment, AIDS- Acquired Immune Deficiency
Syndrome and bone marrow transplant. Certain influence has also been attributed to
cytomegalovirus (CMV) contraction. Treatment with infliximab, a monoclonal antibody
against tumour necrosis (TNFa), has been described in literature as being a determining
factor for aspergillosis. Mechanisms, through which the predisposition factors intensify
invasiveness of fungi of the Aspergillus species, act through or directly at the host, or the
fungus, or both. Factors which determine pathogenicity of the Aspergillus fungi are multiple
polar or neutral lipids, phenolic compounds and heterocyclic toxins (mycotoxins). An
additional factor intensifying the pathogenicity of the Aspergillus fungi is their capacity to
produce various proteolytic enzymes e.g. protease, which assist fungal colonisation in the
infected host tissues (Ttirel, 2011; Kurnatowski &Miskiewicz, 2009; Macura, 1998).

A source of infection with Aspergillus fungi may be another infected person, in whose body
the fungal process develops, but primarily it is the hospital environment: air, water pipe
system, ventilation system, hospital food as well as the medical equipment. For isogenic
fungi of the Aspergillus type the obvious portal of entry is the respiratory system of a sick
person, as well as skin with lesions, e.g. a burn or damaged cornea. Infection within the
respiratory system develops as a result of inhalation of the fungal spores present in the air.
Very often, prior to development of aspergillosis, a patient’s oronasal cavity is subject to
fungal spore colonization. A developing fungus located in the lungs (incubation period
spans between 2 days to 3 months) results in haemorrhagic infarctions, which cause a
further transmission of the infection through the bloodstream to the brain, liver, spleen,
kidneys, pericardium or skin (Mortensen, 2011; Garczewska, 2008)

For patients with lymphopenia - where the number of CD4 cells is lower than 0.2 x 10e9/1 -
most of the cases where the respiratory tract is colonized with Aspergillus, aspergillosis may
develop as a result. With immunosuppressed patients, e.g. those suffering from
hematological neoplasms, the most predominant form of fungal infection is invasive
aspergillosis in 70% of cases caused by A. fumigatus. A variant of aspergillosis a little less
common is general aspergillosis which affects central nervous system, sinuses, kidneys, skin
or bones. Observational studies (a five year period of observation carried out on 3228
patients who underwent HSCT (haematopoietic stem cell transplant) at 11 transplant wards
in Italy, where fungal infection prophylaxis was implemented by means of use of
fluconazole, fungal infections were observed in 121 patients (3.7%), where 75% of cases
were invasive aspergillosis, mostly of Aspergillus aetiology (Asano-Mori, 2010; Pagano,
2007). Unfortunately, Aspergillus fungal infections display a high mortality rate. In untreated
aspergillosis, mortality rate can soar as high as 100%, and in the cases where treatment is
introduced it drops only slightly down to 60%. One of the patient groups highly susceptible
to invasive fungal infections caused by Aspergillus is the hematooncologic patients, where
mortality rate with chemotherapy patients is as high as 49.3%, and with patients who
underwent a haematopoietic stem cell transplant it reaches 86.7%. It was also shown that
invasive aspergillosis is prevalent more often with the allogeneic bone marrow transplant
patients (2.9-16.0%), rather than with those who underwent the autologous bone marrow
transplant (0.3-1.1%) (Butrym et al., 2011; Fraquet et al., 2004). Uncharacteristic symptoms
and diagnostic difficulties represent a key reason for delayed diagnosis of the infections
caused by the fungi of Aspergillus species and deferred commencement of adequate
treatment. Chamilos et al. in their research showed that as many as 75% of fungal infection
cases confirmed in post mortem analysis were not diagnosed when the patients were still
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alive (Chamilos et al., 2008). Very often symptoms of fungal infections caused by moulds,
are misdiagnosed as bacterial infections. A success case of a 47-year old woman suffering
from sarcoidosis, who had been treated with steroids, and for two years had a confirmed
lung cavity, indicates that a successful treatment of aspergillosis is possible. In that case,
major symptoms of the disease were high fever, chronic cough with sputum, weight loss
and hemoptysis. After an ineffective course of antibiotic therapy, the patient was diagnosed
with candidiasis and semi-invasive aspergillosis. A computer tomography (CT) scan
revealed a mycetoma in the lung cavity, culture of the sputum revealed an Aspergillus
infection, and a significant improvement after antifungal treatment confirmed the diagnosis
of aspergillosis caused by fungi from A. niger (Kosacka et al., 2010).

At present, the most sensitive test able to confirm aspergillosis is a high resolution CT scan
in conjunction with the galactomannan test, which detects the antigen peculiar to
Aspergillus. Other molecular recognition techniques based on PCR reaction are also used in
detecting nosocomial aspergillosis. Genetic material of a fungus in clinical materials can be
isolated by certain starters, e.g. from the sequence of alkaline proteinase or on the basis of
26SrRNA (Kriengkauykiat et al., 2011; Garczewska, 2008, Kedzierska et al., 2007)

Most common forms of nosocomial infections with moulds from the Aspergillus species are
as follows:

e aspergilloma located in the lungs, usually after tuberculosis

e invasive aspergilloma (usually the pulmonary variation - in immunocompromised
patients, leukaemia and post-transplant patients, in children suffering from chronic
granulomatous disease)

e  paranasal sinus aspergillosis (in immunocompromised patients)

e central nervous system aspergillosis (accompa