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Preface

In response to the new initiative of OUP to launch the Oxford Handbook series we invited leading scholars in the field
of international business to write original state of the art literature reviews for this book. These chapters are designed
to survey and synthesize the relevant literature. Each author has been encouraged to bring analytical insight and critical
thinking to this task.

Each of the potential authors identified is an authority on the topic, as recognized by an extensive set of publications in
leading refereed journals and by citations to this body of work. All have been active as leaders in the Academy of
International Business, the professional body for scholars in the field of international business with a worldwide
membership of approximately 3,000 academics. All have attended the annual conferences of the AIB or published in
the Journal of International Business Studies. One of the two editors of this book is Professor Thomas Brewer, the current
editor of JIBS and thereby positioned at the centre of the most extensive network of authors and referees in the area of
international business. The second editor, Professor Alan Rugman, has been identified as one of the five most
influential scholars in the field of international business, based on citation counts. He is the author or editor of thirty
books in the field.

In order to determine appropriate contributors to the Oxford Handbook of International Business, and therein its content,
the editors have consulted two ‘domain’ statements. First is that of the Academy of International Business, as reflected
in the statement of the editorial board of JIBS.

The Journal of International Business Studies (JIBS) welcomes manuscripts on multinational and other firms' business
activities, strategies and managerial processes that cross national boundaries. The journal also welcomes
manuscripts on the interactions of such firms with their economic, political and cultural environments. We are
interested in papers that are exceptional in terms of theory, evidence, or methodology and that significantly advance
social scientific research on international business. As a methodologically pluralistic journal, JIBS welcomes
conceptual and theory-development papers, empirical hypothesis-testing papers, mathematical modelling papers,
case studies, and review articles. The journal has a special interest in research on important issues that transcend the
boundaries of single academic disciplines and managerial functions. We therefore welcome inter-disciplinary
scholarship and commentaries that challenge the paradigms and assumptions of individual disciplines or



functions; such papers, however, should be grounded in conceptual and/or empirical literature. The journal does
not accept manuscripts about teaching materials or methods.

The second statement is that of the International Management Division of the Academy of Management.

International Management. Specific domain: content pertaining to theory, research and practice with an international or
cross-cultural dimension. Major topics include investigations of the adjustments organizations make in order to
succeed in various countries; investigations of the cross-border management of operations, including multi-country,
multi-unit strategy formulations and implementations; investigations of evolving organizational forms and
management practices that are the consequence of the interaction of two or more socially-embedded, multi-level,
evolving business processes (from individual to supranational) and their outputs; investigations of the cross-border
differential impact of cultural, social, economic, technological, and political forces on organizational forms and
management practices; comparative management studies; and other research with an international dimension.

Based on these two domain statements, Professors Brewer and Rugman met and interacted on numerous occasions to
develop and refine the list of twenty-eight chapters. These chapters cover all of the major themes identified in these
domain statements. The book is arranged in six parts dealing in turn with:

I. History and Theory of the Multinational Enterprise: six chapters;
II. The Political and Policy Environment: five chapters;
III. Strategy for MNEs: four chapters;
IV. Managing the MNE: six chapters;
V. Regional Studies: five chapters;
VI. Conclusions: two interdisciplinary and thematic chapters.

This structure, and the potential contributions, have been discussed with several other senior scholars in the field of
international business. The design of the book reflects the current content of the field and also covers the major
intellectual issues of current and likely future interest. For example, a key long-term intellectual debate stems from the
contrasting disciplinary perspectives of economics and political science as they analyze the role of multinational
enterprises and public policy. In Part II our chapters are linked to address this core issue; and authors in Parts I, III, IV,
and V were requested to consider this issue in their particular chapters. Another debate relates to the influence of
culture on firm strategy and structure. Besides Chapters 18 and 22 which specifically address the issue, this was also
considered by the authors of Chapters 13–15 and 24–8.

A.R. and T.B.
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Chapter 1 The History of Multinational Enterprise

Mira Wilkins

1.1 Preface
Over the last four decades, using the evolving theories of multinational enterprise as a measure and means of asking
questions and, at the same time, developing their own theoretical perspective, economic and business historians have
been engaged in writing works on the history of multinational enterprise. The method of the historian is first and
foremost to look at what happened; business historians have gone into archives to study the growth of individual
firms; but as they penetrate archives, they have had to ask what is important and make selections. They ask questions
of their data. Single firms are but trees in a forest. Some business historians have gone much farther—and asked is
there a pattern? What does the forest look like? The most valuable contribution of business historians to the field of
multinational enterprise is to provide a sense of process, change, accumulated experience, paths taken and not taken,
the limits of choice, and the basis for the development of the tissue of multinational enterprise behavior. Students of
multinational



enterprise have recognized the need for ‘longitudinal’ (or ‘sequential’) data, which is, of course, the forte of the
business historian.

A second contribution of economic and business historians is to instill a recognition of complexity, of the multi-faceted
aspects of business enterprises as they emerge and mature, as managers and managerial directions change, and as the
environment in which managers operate takes on different characteristics. The boundaries of the firm are often porous
and alter through time. The historian faces questions of defining the firm and the recognition that extension of
management matters in that definition. Business historians are not only interested in entries and start-ups. They are
concerned with the entire firm as it evolves and changes through time. They monitor retreats as well as growth. They
recognize that the individual firm often engages in both horizontal and vertical integration, as well as related and
unrelated diversification over borders.

A third major benefit of the research of economic and business historians is the reminder on context. When four
decades ago, students of the history of multinational enterprise began to do intensive research specifically on the
history of international businesses, there was a belief afloat that foreign direct investments began in the post-World
War II era. The long history of American multinational enterprise was then chronicled—and the misconception well
documented. There still remains—in otherwise thoughtful works—the erroneous view that the international spread of
foreign direct investment from home countries other than the United States was a post-World War II phenomenon.
Research by economic and business historians has shown that to be patently false. The evolution of the modern
multinational enterprise dates back roughly to the last half, or better still the last third, of the nineteenth century. Yet,
there were also earlier multinational enterprises that shared certain features with the modern multinational enterprise.

The fourth key contribution of this literature is the strong warning against linearity. The stories told by the economic
and business historians are never linear. They demonstrate continuities, but also major discontinuities—both in the
specific story of individual firms and in the general one of group behavior. Historians seek to interpret change and
delve into the nature of the firm. They teach that ex ante there have always been surprises. These can, to be sure, be
explained—but only ex poste. There are patterns, which alter through time. The literature of economic and business
history shows the dynamic, evolving nature of the firm as it experiences internal problem-solving and as it responds to
new configurations within the world economy. Both continuities and discontinuities require study.

A fifth contribution by business and economic historians has been their search for an understanding of the varying
linkages over time between individual firms and the ‘outside’ world. How and to what extent do

MIRA WILKINS 4



intra-firm and also inter-firm relationships provide efficiencies in the allocation of resources over borders and add to
overall economic growth? Sometimes multinational enterprises (individually or in network associations) have not only
responded to conditions within the world economy, but have had profound impact on the course of those
circumstances. Firms react to public policies, and also at times take part in the shaping of these policies. The
interaction between what is endogenous and what is exogenous is never stable. Moreover, the extent to which
multinational enterprises penetrate in a ‘shallow’ or ‘deep’ manner within a particular host economy alters over time;
impacts must be seen as multi-dimensional.

1.2 General Works on the History of Multinational Enterprise
The definition of a multinational enterprise becomes important in a discussion of the literature on the history of
multinational enterprise. This has been a source of confusion. In the phrase ‘international business’, the term business
can be defined as a firm or as an activity.1 If the former, it is synonymous with multinational enterprise; if the latter it is
not. Most (not all) students of the history of international business have used the terms international, multinational,
transnational, global, as an adjective; and business, company, corporation, enterprise, firm, as the noun that it modifies.
Except where otherwise noted, this is the way I will use the words in the present essay, the adjective connoting business
over borders and the noun defining the producer of goods and services.

Another confusion in definition has been associated with the phrases ‘multinational enterprise’, and ‘foreign direct
investments’. Often writers have used the terms interchangeably.2 Historians have long recognized that

THE HISTORY OF MULTINATIONAL ENTERPRISE 5

1 See the approaches in Toyne and Nigh (1997). Toyne and Nigh hosted a conference in South Carolina in 1992 on international business. As a business historian, I defined
business as a firm (Toyne and Nigh 1997, 31–50), but soon recognized that this was not to be taken for granted and that others wanted to define it as an activity.

2 Particularly in the theoretical literature on multinational enterprise the phrases ‘theory of foreign direct investment’ and ‘theory of multinational enterprise’ were (and are)
frequently used interchangeably.



they are not the same. The appropriate formulation is that the multinational enterprise in extending itself over borders
makes foreign direct investments (no matter how small).3 Foreign direct investment is one of a multinational
enterprise's many activities, albeit an essential one for without the investment (however small) there is no extension of
the firm and no internalization that is fundamental to an analysis of the international business. A multinational
enterprise provides intra-firm connections, a tissue that unifies on a regular basis; it is not merely a channel for one-
time transactions but a basis for different sorts of internal and external organizational relationships. The study of the
history of multinational enterprise (with the firm as the unit for analysis) is, moreover, distinct from the rich and
extensive literature on the history of the world economy.4

A number of general works on the history of multinational enterprise exist. In 1970 and 1974, Mira Wilkins published
her The Emergence of Multinational Enterprise: American Business Abroad from the Colonial Era to 1914 and The Maturing of
Multinational Enterprise: American Business Abroad from 1914 to 1970 (Wilkins 1970, 1974a). These studies were prepared
during the 1960s at the time when US-headquartered multinational corporations were expanding globally and
capturing headlines. The books—based on archival research—demonstrated that the international expansion of US
business was not a post-World War II phenomenon, but rather had a long history, that the modern multinational
enterprise was associated with the general growth pattern of US business, and that in the late nineteenth century,
leading US industrial enterprises as they became national, had become international businesses. Wilkins in the Epilogue
to The Maturing of Multinational Enterprise developed a model on the evolution of multinational enterprise (Wilkins
1974a, 414–39, 565–6). Wilkins's work was influenced by the business

6 MIRA WILKINS

3 As historians describe experiences of multinational enterprises over time, they have always included more than foreign direct investment, but they, like others in the
international business field, have often erred in using the terms as though they were interchangeable. I like to define a multinational enterprise (MNE) as a firm that is
headquartered in one country and extends itself over borders—as a firm. In some (exceptional) cases there may be more than one headquarters (as with Unilever, or Royal
Dutch Shell). The phrase ‘no matter how small’ is necessary, for an historian recognizes that a firm has to start the process and so will begin with a single investment abroad
in a host country; typically, however, MNEs move into more than one host country—sometimes immediately, sometimes very rapidly, sometimes very slowly. Indeed, today
a single MNE may operate in more than 100 different host countries. What seems important in discussing MNE is that it has a presence abroad, no matter how small; it
does not merely export to other unaffiliated firms or consumers. It is internalizing its operations over borders.

4 Some scholars unfamiliar with the extensive literature on the history of multinational enterprise have erroneously equated the scholarship on the history of the multinational
enterprise with that on the history of the world economy. Some histories of the world economy do cover multinational enterprise; most do not do so effectively; they do
provide fine background for the stories of evolving firms.



historian, Alfred D. Chandler, who in his Strategy and Structure had chronicled the rise of American multi-functional,
multi-regional, multi-divisional, corporations (Chandler 1962). Chandler stressed that as a firm grew in size and altered
its strategies, efficiency only came about with appropriate changes in managerial structures. Wilkins and Chandler were
interested in the business firm and how it emerged and matured through time. Raymond Vernon also in the 1960s
developed a data-set on large American (and then subsequently non-US headquartered) multinational enterprises and,
in the course of doing so, assembled a formidable amount of information on the historical background of the
corporations that he studied.5

In the early 1970s, there came to be extensive research on the history of European multinational enterprises. The entire
issue of the Autumn, 1974, Business History Review (the journal of US business historians, published at Harvard Business
School) was on the history of multinational enterprise; it contained essays by two of Vernon's students, John Stopford
on the history of British manufacturing multinational enterprises and Lawrence Franko on European manufacturing
multinationals (Stopford 1974; Franko 1974).6 Franko later followed up on this article with a 1976 book on European
multinationals that contained a sizable historical segment (Franko 1976). Meanwhile, in 1972, at a conference on the
evolution of international management structures, and in 1974 at the first of the Fuji Business History conferences in
Japan, the prominent historian of modern Europe, Charles Wilson, presented papers on ‘Multinationals, Management,
and World Markets: A Historical View’, and ‘The Multinational in Historical Perspective’ (Wilson 1975, 1976?).

It became very apparent that the history of European (including British) multinationals needed additional exploration.
In 1977, Mira Wilkins published an essay in The Journal of European Economic History, urging trained historians to pay
more heed to the development of European multinationals, suggesting that the history of the expansion of enterprise
across borders was an important subject (Wilkins 1977). What followed in the 1980s and early 1990s was an explosion
of inquiries into the history of multinational enterprise. Alice Teichova, Maurice Lévy-Leboyer, and Helga Nussbaum
edited a volume entitled Multinational Enterprise in Historical Perspective (Teichova, Lévy-Leboyer, and Nussbaum 1986).7
Geoffrey Jones (joined in one instance with Peter Hertner and in another with Harm Schröter) edited and contributed
to a group of books that added substantially to our knowledge of the

THE HISTORY OF MULTINATIONAL ENTERPRISE 7

5 This was in connection with a huge project on multinational enterprise at Harvard Business School.
6 This same issue also contained other articles on American business abroad, including Kindleberger (1974).
7 Three years later the same group of editors published a sequel (Teichova, Lévy-Leboyer, and Nussbaum 1989).



history of multinational enterprise: Peter Hertner and Geoffrey Jones (eds.), Multinationals: Theory and History; Geoffrey
Jones (ed.), British Multinationals: Origins, Management and Performance; and Geoffrey Jones and Harm G. Schröter (eds.),
The Rise of Multinationals in Continental Europe (Hertner and Jones 1986; Jones 1986b; Jones and Schröter 1993).8
Meanwhile, Stephen Nicholas, in an innovative essay in the Journal of Economic History, discussed ‘Agency Contracts,
Institutional Modes, and the Transition to Foreign Direct Investment by British Manufacturing Multinationals before
1939’ (Nicholas 1983). Wilkins added to the general discussion with her ‘European and North American
Multinationals, 1870–1914: Comparisons and Contrasts’, published in Business History (Wilkins 1988a). All of these
works were influenced by Alfred Chandler's Visible Hand, and then a new set would be nourished in the 1990s by his
Scale and Scope (Chandler 1977, 1990).9 Chandler dealt with the growth of the large modern industrial corporation and,
thus, with the history of US, British, and German multinational enterprise. With the coming of age of Japanese
multinationals, business historians also examined their backgrounds. In one of what would eventually be three articles
on the history of Japanese multinationals, all published in Business History Review, in 1986 Wilkins wrote on ‘Japanese
Multinational Enterprise before 1914’ (Wilkins 1986c, 1982, 1990).

These (and numerous other) studies had their vantage point from the home, the headquarters country, perceiving the
firm as it stretched outwards over borders. At the same time, this literature was supplemented by an expanding
number of contributions on the history of multinational enterprises that observed them from the perspective of host
countries or regions. As early as 1958, John Dunning's study (recently updated and republished), American Investment in
British Manufacturing Industry, had an introductory chapter on the growth of US companies' direct investments in British
manufacturing (Dunning 1958). Subsequently, Geoffrey Jones prepared an extensive data base on multinational
enterprise activity in Britain, including far more than US investments.10 Antje Hagen published in German a detailed
study of

8 MIRA WILKINS

8 Smith (1998) and Kogut (1998) dealt with French multinationals (and foreign firms in France), which had been short-changed in the initial research on multinationals from
continental European countries.

9 In addition, Chandler wrote several articles specifically on the history of multinational enterprise, including Chandler (1980) ; Chandler, Amatori, and Hikino (1997) edited
a volume on the history of big business that contained substantial data on the history of multinational enterprise. Meanwhile, Christopher J. Schmitz (1993) had done a
short study of the growth of big business in the United States and western Europe, 1850–1939, that contained materials on the history of multinational enterprise.

10 He used this data collection in Jones (1988) ; Bostock and Jones (1994) ; and Jones and Bostock (1996). For other studies of the history of foreign multinational enterprise
in Britain, see Godley (1999). Scott Fletcher and Andrew Godley have done extensive work on foreign investment in British retailing (Fletcher and Godley 2000)



German direct investments in Great Britain, 1871–1918, which she supplemented with articles on the same subject in
Business History and Business History Review (Hagen 1997a, 1997b, 1999). Mira Wilkins's history of foreign investment in
the United States (which covers both direct and portfolio investments) has a large segment on the history of non-US
multinationals in that country. The first volume of her history was published in 1989; sequels are forthcoming (Wilkins
1989, in process); a very useful article on foreign multinationals in the United States in the post-World War II years has
been done by Robert Lipsey (1993).11 The activities of certain multinationals in central Europe, 1918–39, are
documented in Alice Teichova and P. L. Cottrell (eds.), International Business and Central Europe, 1918–1939 (Teichova
and Cottrell 1983).

Indeed, the historical literature on multinationals in host countries is vast and covers less developed as well as
developed countries—and countries on all continents. It includes, for example, Mira Wilkins, ‘The Impact of American
Multinational Enterprise on American–Chinese Economic Relations, 1786–1949’; Takeshi Yuzawa and Masaru
Udagawa (eds.), Foreign Business in Japan before World War II; and Mark Mason, American Multinationals and Japan: The
Political Economy of Japanese Capital Controls, 1899–1980 (Wilkins 1986b; Yuzawa and Udagawa 1989; Mason 1992). R. P.
T. Davenport-Hines and Geoffrey Jones (eds.), British Business in Asia since 1860 has chapters on the history of British
business in Iran, India, Thailand, Malaysia and Singapore, China, and Japan (Davenport-Hines and Jones 1989).
Thomas O'Brien, The Century of US Capitalism in Latin America provides a brief overview of American business in Latin
America, while Carlos Marichal (ed.), Foreign Investment in Latin America: Impact on Economic Development, 1850–1930
contains articles on such diverse topics as the origins of British multinationals in Latin America (Charles Jones), French
enterprise and Latin America (Frédéric Mauro), German banks and German direct investment in Latin America
(George F. W. Young), Canadian firms in public sector activities in Mexico and Brazil (H. V. Nelles and C. Armstrong),
and foreign banks in the early industrialization of Sao Paulo (Tamás Szmrecsányi and Flavio A. M. de Saes) (O'Brien
1999; Marichal 1994). Rory Miller has done and is doing important work on British multinationals in Latin America
(Miller 1993, 1995, 1999). So, too, D. C. M. Platt's edited volume, Business Imperialism 1840–1930: An Inquiry based on
British Experience in Latin America (Platt 1977) includes valuable contributions on British multinational commercial
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11 A few years after John Dunning published his work on American investment in British manufacturing industry, he collected a wonderful body of historical data on the direct
investments of British companies in the United States, which material Wilkins found invaluable.Wilkins has published articles on the history of Japanese direct investment in
the United States (Wilkins 1982, 1990, 1994b), French direct investment in the United States (Wilkins 1993), and Swiss direct and portfolio investments in the United
States (Wilkins 1999a).



banks, mortgage, and insurance companies (Charles Jones), public utilities (Charles and Linda Jones and Robert
Greenhill), and those British firms operating in Peru (Rory Miller).

These studies (and there are hundreds of others) supplemented a broad range of many much earlier ones, for example,
Frank A. Southard, American Industry in Europe, C. F. Remer, Foreign Investment in China, Herbert Marshall, Frank A.
Southard, and KennethW. Taylor, Canadian–American Industry, and Dudley Maynard Phelps,Migration of Industry to South
America (Southard 1931; Remer 1933; Marshall, Southard, and Taylor 1936; Phelps 1936).12 None of these volumes
published during the 1930s had used the phrase ‘multinational enterprise’ (Platt's contributors in the mid-1970s were
also not yet using the term), but each—and a large number of added ones—dealt with business over borders through a
lens of a particular recipient country or region. While some of the many such books and articles were simply
descriptive of the enterprises in the foreign country, others dealt with the firms' impact on development (all gave
background and history).

Part of the difficulties of host country or regional views of the multinational enterprise is that by definition such an
approach ‘truncates’ the firm, dividing its host country impact from the overall context of its activity as a multinational
enterprise. This became evident in an attempt that Mira Wilkins made to compare hosts to multinationals: see her
‘Comparative Hosts’ (Wilkins 1994a).

As foreign direct investment rose in the post-World War II period and as scholars began to try to measure that path,
business historians joined others in the collection of statistics. Business historians have, however, had trouble in
presenting statistical series on the extent of multinational enterprise involvements over long periods of time. The US
Department of Commerce has since the 1920s collected direct investment statistics on US business abroad and on
foreign business in the United States. Cleona Lewis in her seminalAmerica's Stake in International Investments (Lewis 1938)
supplemented the US Department of Commerce studies and added more historical data. There are approximations
(albeit not necessarily consistent information) on US outward and inward direct investments that go back to 1914. As
for figures on direct investments that do not involve the United States, John Dunning and T. A. B. Corley have made
valiant efforts to try to reconstruct such historical statistics. John Dunning has long been interested in the history of
international production—and has added to the literature on the history of international business in important
manners—see, for example, his ‘Changes
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12 Marshall, Southard, Taylor (1936) dealt with US business in Canada and Canadian business in the United States.



in the Level and Structure of International Production: the Last One Hundred Years’ (Dunning 1983; Corley 1989,
1994a, 1998).13 Other attempts to assemble historical data on direct investments include P. Svedberg, ‘The Portfolio-
Direct Composition of Private Foreign Investment in 1914 Revisited’, and more recently Michael J. Twomey, in
‘Patterns of Foreign Investment in Latin America in the Twentieth Century’ (Svedberg 1978; Twomey 1998).

Significant findings have surfaced from the numerous historical studies as well as from the attempts to construct
statistical series to document them. (1) Clearly, the modern multinational enterprise is not a post-World War II
phenomenon. (2) There were substantial differences from one home (headquarters) country to the next in the patterns
of the evolution of multinational enterprise. (3) As was perhaps more obvious (since there were many more of them),
host countries differed in the composition of and the digestion of multinational enterprises's contributions. (4) While
changing political borders and the end to Empires (in the aftermath of World War I, in the interwar years, as well as in
the post-World War II years) were part of the narrative of historians who attempt to understand the nature of
multinational enterprise, they posed formidable problems of consistency in measuring foreign direct investments
through time. (5) The early research had placed too much emphasis on the history of manufacturing multinationals;
there was an important history of service-sector multinationals that needed to be explored (and was often inadequately
reflected in the statistical data on foreign direct investments). In addition, there had not been adequate discussion of
multinational enterprises with direct investments in primary-sector activities. (6) Historians grappled with a range of
problems associated with the definition of multinational enterprise; changing definitions of the multinational enterprise
(as well as changing geographical boundaries) frustrated efforts to obtain consistent time series data over long periods.
(7) As it became ever more evident that foreign direct investment and multinational enterprise were not the same, once
again the statistical data on foreign direct investment would often fail to capture the fundamentals of the story of
multinational enterprise. (8) Although much of the contemporary theoretical discussions of multinationals cast light on
the history of multinationals, certain historical experiences defied conventional (or contemporary) patterns. A ‘Whig’
approach to history (that is, looking back from the present rather than beginning with the historical circumstances
themselves) sometimes had introduced blinders that obscured important past occurrences. Indeed, it was some of the
distinctive features of times past that posed major problems in defining
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multinational enterprises (and raised fundamental questions as to whether it was even possible to establish satisfactory
statistical time series on direct investment and worse still on the course of multinational enterprise); yet, reservations
notwithstanding, all those writing on multinational enterprise have welcomed and applauded the efforts to try to
provide appropriate, meaningful longitudinal statistical information. As the present essay progresses, I will indicate
how these eight findings together have served to enlarge the scope of research and will discuss some of the newly
emerging theoretical constructs.

But first, more on the most recent work. On the general history, Geoffrey Jones, The Evolution of International Business
(Jones 1996), has incorporated the latest insights into the first overall history of multinational enterprise. Mira Wilkins,
in an ambitious 1997 A. C. Davidson Lecture in Canberra, Australia, attempted to cover ‘Multinational Enterprises
and Economic Change’, from the late nineteenth century to the late 1990s (Wilkins 1998a). There now
exist—accompanied by editors' introductions—two anthologies on the history of multinationals: Mira Wilkins (ed.),
The Growth of Multinationals and Geoffrey Jones (ed.), Transnational Corporations: A Historical Perspective (Wilkins 1991;
Jones 1993b). Mark Casson, adding his own interpretative introductions, has, in addition, assembled three book reprint
series (Casson 1999, 2000, forthcoming).14 For a brief state-of-the-art survey on the history of multinationals, written at
the dawn of the 21st century, see Mira Wilkins, ‘The Historical Development of Multinational Enterprise to 1930:
Discontinuities and Continuities’, and Geoffrey Jones, ‘The Historical Development of Multinationals from the 1930s
to the 1980s’ (Wilkins forthcoming 2001?; Jones forthcoming 2001?). In this summary of the literature, I have not
traced the actual historical evolution of the multinational enterprise, for to do so would not only mean doubling the
length of this article but would involve repeating what is in the materials provided above. I refer my reader to the
above publications.
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14 Casson's reprint series have original introductions. Lacking such original introductions, there were other book reprint series covering volumes relevant to the history of
multinational enterprise by Arno Press: notably, ones on American Business Abroad (50 books, 1976), with an editorial board of Stuart Bruchey, Eleanor Bruchey, Raymond
Vernon, and Mira Wilkins, and on European Business: Four Centuries of Foreign Expansion (59 books, 1977) with an editorial board of Mira Wilkins, Rondo Cameron, and
Charles Wilson. So, too, Arno Press's International Finance Series (53 books, 1978), with an editorial board of Mira Wilkins, Peter B. Kenen, and Charles Kindleberger, had
some selections on banks as multinationals. A Garland Press reprint series (44 books, 1983) on The World Economy (editorial board: Mira Wilkins, Charles P. Kindleberger,
and Raymond Vernon) also contained a number of reprinted books that dealt with the history of multinational enterprise.



1.3 Case Studies
To understand the history of multinational enterprise, it is vital to know the experiences of individual firms through
time. General histories of multinational enterprise are only valid if they can capture the story-lines of evolving specific
businesses. Some business historians have wrangled over how many case studies constitute an appropriate ‘sample’.
Others have been impatient with such questions. They want to read as many company histories as possible—and then
ask, when is it legitimate to generalize and when is it illegitimate. The best case studies involve an author's spending
years in a firm's archives—considering the strategies of top management and separating the important from the
insignificant. Such case studies take time. The modern multinational enterprise is huge; decision making is complex;
managements change over the decades, as does the world in which the firm operates. Business histories of individual
enterprises are grist to the mill of the general historian of multinational enterprise. He or she should be reading literally
hundreds of such histories, if he or she is going to generalize effectively. At the same time, the general historian needs
to do original research on at least some companies.

There are a formidable number of business histories, which vary in quality and substance—from excellent archive-
based studies to capsule historical sketches. All can be useful, some far more than others. The first business history
specifically dedicated to international business history was Mira Wilkins and Frank Ernest Hill, American Business
Abroad: Ford on Six Continents (Wilkins and Hill 1964). It told of the growth of a major multinational enterprise and was
written based on data from Ford Motor Company's archives in the United States and outside that country. It was an
extraordinary story: Ford exported its sixth car and had a foreign direct investment in a factory in Canada in its second
year of existence. While Wilkins and Hill (1964) was the first history designed to focus exclusively on the evolution of a
global business, it was far from alone in covering the history of major multinational enterprises. There were, for
example, excellent archive-based histories of Standard Oil of New Jersey (the predecessor of EXXON), Unilever, and
in 1970 and 1975 a splendid two-volume history of Imperial Chemical Industries would appear (Hidy and Hidy 1954;
Gibb and Knowlton 1955; Wilson 1968; Reader 1970, 1975).15 In addition to these, D. C. Coleman's fine
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15 The third volume of the Standard Oil of New Jersey/Exxon history was not published until 1971 (Larson, Knowlton, and Popple 1971) ; the fourth came out in 1988 (Wall
1988). The first two volumes of Charles Wilson's history of Unilever were published in 1954 and then republished in a series, when in 1968, the third volume was
completed (Wilson 1968). David Fieldhouse would subsequently contribute two important additions to the history of Unilever (Fieldhouse 1978, 1994). Fieldhouse's
history of United Africa Company, a subsidiary of Unilever, gives a better appraisal of the history of foreign business in Africa than any other study that I have read
(Fieldhouse 1994). Geoffrey Jones is in the process of carrying Charles Wilson's history of Unilever up to more recent years. Reader (1970, 1975) covers the forerunners
of Imperial Chemical Industries, 1870–1926 in the first volume, while Imperial Chemical Industries' history, 1926–1952 is covered in the second volume.



history of Courtaulds covered that company's important international business in the rayon industry (Coleman 1969).
There are first-class business histories on Royal Dutch Shell (the early years only), British Petroleum, Burmah Oil, Rio
Tinto, Swedish Match, British American Tobacco, Hoffmann-La Roche, the Hongkong and Shanghai Bank, the British
Bank of the Middle East, and the Deutsche Bank. And this is but a tiny sample of the many books on the history of
individual international businesses. At present, major histories of Merck and Burroughs Wellcome are in process
(Gerretson 1953–7; Ferrier 1982; Bamberg 1994, 2000; Corley 1983; Harvey 1981; Lindgren 1979; Hassbring 1979;
Wikander 1979; Modig 1985; Cox 2000; Peyer 1996; King 1987–91; Jones 1986a, 1987; Gall et al.1995; Galambos in
process; Church in process).

Articles also abound on particular businesses abroad. Thus, Dong-Woon Kim has done a series of essays on J. & P.
Coats, the giant Scottish multinational enterprise in the thread industry, with global manufacturing operations before
World War I (Kim 1995, 1997, 1998). Geoffrey Jones wrote papers on the history of key British manufacturing
multinationals, including Dunlop Tire Company (Jones 1984).16 Tetsuo Abo's essay, ‘ITT's International Business
Activities, 1920–1940’—on International Telephone and Telegraph—was one of the first on the history of worldwide
telecommunication companies (Abo 1982–3). Jeff Merron, ‘Putting Foreign Consumers on the Map: J. Walter
Thompson's Struggle with General Motors’ International Advertising Account in the 1920s' offers a recent
examination of the international business of a leading advertising agency (Merron 1999).

Especially noteworthy volumes that considered individual multinational enterprises in particular countries (as distinct
from general histories) include Fred V. Carstensen's American Enterprise in Foreign Markets: Studies of Singer and
International Harvester in Imperial Russia and Sherman Cochran, Big Business in China: Sino-Foreign Rivalry in the Cigarette
Industry, 1890–1930 (Carstensen 1984; Cochran 1980). These titles constitute a small selection from the panoply of
books and articles (and pamphlets and short blurbs) on the history of individual companies, but the sample should
portray the richness and variety of historical materials.
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1.4 Industry Studies
Business historians supplement individual company histories with studies on industrial sectors; these often include
within them histories of companies in the industry and those firms' relationships with one another within an industry.
Here again a short essay allows the inclusion of barely a limited, albeit hopefully a somewhat representative group of
publications, from the existing vast array. Many industry histories on international oil, for example, prove invaluable
historical information; Daniel Yergin's The Prize is outstanding and has a long and full bibliography (Yergin 1991). For
background on the modern copper industry, Thomas R. Navin, Copper Mining and Management has not been surpassed,
although one would like to have something comparable that is more up-to-date, covering the last quarter of the
century (Navin 1978).17 There are excellent histories of the chemical industry, from the work of Williams Haynes to
that of L. F. Haber to the more recent historical scholarship of Fred Aftalion (Haynes 1945–54; Haber 1971; Aftalion
1991).18 For the history of the international construction industry, Marc Linder, Projecting Capitalism: A History of the
Internationalization of the Construction Industry, stands alone (Linder 1994). In banking, Geoffrey Jones, British Multinational
Banking 1830–1990 and Rondo Cameron and V. I. Bovykin (eds.), International Banking 1870–1914 are wonderfully
helpful works by historians that incorporate current thinking on multinational enterprises (Jones 1993a; Cameron and
Bovykin 1991).19 A group of studies on trading companies has contributed immensely to our comprehension of
modern mercantile enterprise, where the trade is internalized within the firm. On this subject, particularly valuable are
Geoffrey Jones,Merchants to Multinationals, and his edited collection, The Multinational Traders (Jones 2000, 1998).20 There
are studies of the international history of advertising (e.g. West 1988). Numerous other industries, in primary sectors,
secondary sectors, and a wide range of services have had their historians. Mark Casson and

THE HISTORY OF MULTINATIONAL ENTERPRISE 15

17 Part 3 of Navin (1978) contains brief company histories of the major US and foreign copper companies in existence in the mid-1970s. More narrow, but also extremely
useful is Moran (1974).

18 Vol. 6 of Haynes (1945–1954) contains brief histories of American chemical companies, including their international business. While there are excellent histories of the
global chemical industry, the sometimes associated and sometimes separate global pharmaceutical industry has been the subject of a number of studies but none is
comprehensive. For a fine short summary of recent history (1970 to the present), see Galambos and Sturchio (1998). These all are general; some studies get very specific,
for example, Wilkins (2000) on the history of German chemical companies in the United States.

19 See also Jones (1990), a set of original articles, and Jones (1992), an anthology of previously published articles many of which are on the history of banks as multinationals.
20 See also Yonekawa and Yoshihara (1987), Chalmin (1985), and Chapman (1992).



associates, in Multinationals and World Trade: Vertical Integration and the Division of Labour in World Industries (1986),
provided a set of industry studies, which had substantial historical content (Casson et al.1986).21 Historical studies of
industries offer insights on the formidable differences that relate to the industry (or industries) in which an individual
multinational enterprise participates. Research on industries has also led to discourses on the history of cartels, and
their relationships with alliances and networks.22

1.5 Diplomatic History and the History of Public Policy
In many ways diplomatic and business historians should be companions in their pursuit of international business
history. The published volumes Foreign Relations of the United States, US State Department archival records, as well as the
diplomatic records of other nations offer rich materials for the historian of international business.23 There have, in
particular, been a number of historical monographs on oil and diplomacy—for example those by Stephen Randall,
Irvine H. Anderson, Michael B. Stoff, Marian Kent, and Gregory P. Nowell (Randall 1985; Anderson 1975, 1981; Stoff
1980; Kent 1976; Nowell 1994). Each of these offers important data on business–government relationships in an
international context. Nowell's Mercantile States and the World Oil Cartel 1900–1939 provides an especially provocative
approach to what he calls ‘transnational structuring’ (Nowell 1994).

Other works in diplomatic history open up hidden stories. Thus, diplomatic historian Noel H. Pugach found in US
government archives wonderful material on the history of the Chinese American Bank of Commerce, 1919–37
(Pugach 1997). Many of the contributors to Sébastian Guex's edited volume, Switzerland and the Great Powers
1914–1945: Economic Relations with the United States, Great Britain, Germany and France, effectively combined
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21 The essays in Casson, et al. (1986) covered the motor (James Foreman-Peck), bearings (Bernard Wolf), synthetic fiber, copper, and bananas (Robert A. Read), tin (Jean-
François Hennart), and shipping (Mark Casson) industries.

22 See, for example, Schröter (1996).
23 In the 1970s, Mira Wilkins looked at US government records with an eye to understanding diplomatic involvements in the oil industry in certain South American countries

in the 1920s. She looked at the differences in perspectives of the US State and Commerce departments. See Wilkins (1974b).



diplomatic with business history, furnishing new insights on multinational enterprise (Guex 1999). These examples
seem idiosyncratic, but should reveal some of the manners in which diplomatic and business history are synergetic.

The history of public policies toward multinational enterprise, of business–government relationships, has emerged in
connection with works on diplomatic history, but also in many other contexts. Thus, legal historians have written on
the history of international telecommunications policies, including a great deal on the regulation of multinationals (see,
for example, Sidak 1997). Business historians have used the literature on anti-trust policies in their studies of
multinational enterprise (for instance, Wilkins 1974a). To my knowledge, there has been no good history on the global
taxation of multinationals. Much of the large existing business-and-government literature contains historical data that
are relevant to the study of multinational enterprise. Thus, Stephen Kobrin's careful work on mass-expropriating
political regimes and expropriation acts is immensely helpful in understanding a crucial time in the history of
multinationals (Kobrin 1980, 1984).24 Accordingly, while no general history of public policies toward multinational
enterprise exists, the topic is addressed in many specialized studies as well as in most of the more general histories of
particular firms and industries.

1.6 Early History
A broad consensus prevails among most students of the history of multinational enterprise that the modern
multinational dates from the mid- or late nineteenth century—that it is in fact a post-industrial revolution
phenomenon. Only with steamships, railroads, and cables was it possible for managers to exercise control over
business operations across borders in a meaningful manner. Transportation and communication revolutions were
prerequisites for the existence of effective coordination within an individual firm.

Over the years, however, this consensus has been challenged. Indeed, for decades it has been recognized that certain
aspects of the modern multinational enterprise have had a long history. Wilkins's 1970 history of American business
abroad began with the sentence: ‘From the period of the earliest
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known civilization in 2500 BC, Sumerian merchants found in their foreign commerce that they needed men stationed
abroad to receive, to store, and to sell their goods’ (Wilkins 1970, 3). Yet, little attention was paid to this suggestion and
the proposition was put forth (by Charles Wilson, Rondo Cameron, and others) that the first multinationals were
thirteenth-century Italian bankers (Wilson 1976?, 265–6; Cameron and Bovykin 1991, 3; see also Kindleberger 1984).
At a conference in the early 1970s, a heated dispute arose over whether the East India Company (England) and the
Dutch East India Company would qualify as multinational enterprises. These were large corporations that spread over
borders and developed a sizable international business.

Past debates have now been replaced by new elements. First, there has been the publication of Karl Moore and David
Lewis, Birth of the Multinational: 2000 Years of Ancient Business History: From Ashur to Augustus, which documents early far-
reaching trade routes and argues that the trader in the ancient world extended the firm (Moore and Lewis 1999). This
is a fascinating study that shows the importance of looking at the nature of mercantile activities over borders before
the current era. The book has been criticized, as using the words multinational or international, before there were
nation-states.25 That aside, if one defines a multinational enterprise as a firm that moves over political borders
(however loosely defined), there would seem to be a legitimacy in their argument.

As historians and the discipline itself have become less Euro-centric, the ‘jump’ from Greece and Rome to the Middle
Ages has been challenged; studies will be forthcoming on the international business forms that emerged in the interim
years.26 The points made by Charles Wilson and Rondo Cameron on the bankers' direct investments (extensions of the
firm) over borders seem valid; they now need to be placed in a broader historical context (see also Teichova, Kurgan-
van Hentenrik, and Ziegler 1997). Ann Carlos and Stephen Nicholas, in a group of articles, have argued that it is
appropriate to include as multinational enterprises not only the East India companies, but
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25 Comments by historian Herman Van der Wee, at Conference on Mapping the Multinationals, 30 Sept.–3 Oct. 1999. For a provocative essay on the more general questions
of how one defines political borders and sovereignty, see Kobrin (1998).

26 In the first draft of Wilkins (forthcoming 2001?), she used the phrase ‘to jump’ and was appropriately chastised by Gunder Frank (E-mail: Gunder Frank to Mira Wilkins,
28 Jan. 2000). There is a growing literature on non-European activities in the period before ‘the West Became Rich’. As historians continue to broaden their perspectives,
there are studies in process of the multinational enterprise that will fill the temporal space between the birth of Christ (or the fall of Rome) and the 13th-century Italian
bankers (Karl Moore tells me that he and David Lewis are preparing such a work). These will include businesses outside of Europe, and certainly cover the organization of
Arabian trade, about which we at present know very little, although we do know that the trade itself appears to have been far flung and probably was accompanied by some
sorts of foreign direct investments (in foreign outposts).



also other chartered companies including the Hudson Bay Company that lasted for centuries (see in particular, Carlos
and Nicholas 1988; and also Chaudhury and Morineau 1999). All these studies (and the newer research agendas) take
the view that in the centuries before fast transportation and communication, mechanisms emerged to provide for
effective internalization within the firm. Carlos and Nicholas (1988) have documented sizable intra-firm transactions
and coordination and control.27 Coordination and control often came from cultural conditioning, from trust, from
shared assumptions on the ‘way things were done’.

As the gap in research between the work of Moore and Lewis on the ancient world and that on the thirteenth-century
multinationals based in Europe is filled, it is already clear that the businesses examined will be traders (and shippers)
and perhaps merchant bankers. What seems apparent is that all the parent enterprises of the pre-nineteenth-century
multinationals appear to be traders (and shippers) or bankers or individual investors, including entrepreneurial
partnerships and family groups. There were direct investments abroad by these ‘parent’ enterprises in manufacturing,
mining, and plantations. However, until the nineteenth-century (with the development of the modern multinational
enterprise), Mira Wilkins has recently noted that try as hard as she could, and after consultation with many other
scholars, she was unable to identify a single manufacturing company that extended as a firm over borders to sell and/
or manufacture its products abroad. Likewise, the parents of mining companies abroad were not existing mining
enterprises. This kind of internalization is associated with the modern multinational enterprise (Wilkins forthcoming
2001?).

Some historians have argued that there was no industrial revolution, that there was incremental industrial progress over
the many centuries.28 This is a minority viewpoint and most (not all) students of the history of multinational enterprises
would, I believe, now accept the proposition that there is a basis for (a legitimacy to) the separation of the
multinationals of earlier epochs from those of post-industrial revolution enterprises that have occupied (and continue
to occupy) the main attention of historians of multinational enterprise. At the same time, most historians would also
agree that it is imperative to study and to understand the coordination of business activities over borders as it existed in
its various pre-industrial forms.

In sum, the research on pre-industrial age multinational enterprise is very exciting. It broadens our vision on what is
significant and helps in
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and controlled the activities within the firm.

28 Rondo Cameron has been the leading advocate of this point of view.



clarifying what distinguishes contemporary multinational enterprises. It adds new insights into the nature and history of
this most important institution. Yet, it does not effectively challenge the notion that the modern multinational
enterprise dates from the late nineteenth and early twentieth centuries.

1.7 Emerging Ideas
What are the other new frontiers in research on the history of multinational enterprises? One set of issues deals with
‘conduits and structures’. As the multinational enterprise evolves, it is obvious that the chain of strategies adopted by
managers is highly complex. In 1998, Mira Wilkins and Harm Schröter published The Free-Standing Company in the World
Economy, 1830–1996 (Wilkins and Schröter 1998). This collection of essays, by authors who presently live in eight
different countries, tapped sources in ten different languages and dealt with a particular type of multinational enterprise
(a managed business over borders) that was very prevalent in the fifty years before 1914; the form continued to be
used after 1914, but in relative terms it was never as important as in the pre-1914 period. The free-standing company
made foreign direct investments, but these did not involve the growth of a firm from activities and competencies
developed within the headquarters-firm in the home environment. The form was a way of mating capital riches with
opportunities abroad, while reducing uncertainties. Its origins and early years of existence required clusters of separate
companies acting in tandem. Discussions of free-standing companies have stimulated a considerable rash of research
on the history of multinational enterprise.29

The conduits/structures approach deals with different kinds of and forms of cross-border transactions within the
context of the history of the multinational enterprise. In this spirit, Mark Casson has emphasized the importance of
information flows within the multinational enterprise, considering this intermediation role over time (Casson 2000 for
the latest rendition).
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29 The first full article on (and the ‘introduction’ of the concept of) the free-standing company came in Wilkins 1988. Business History, the journal of British business historians,
in particular, has published a large number of essays on free-standing companies; see, e.g. Casson 1994; Corley 1994b; Hennart 1994; Greenhill 1995; Charles Jones
1997. The German historian Thomas Fischer has looked at gold and silver mining in Colombia, using a framework on free-standing companies (Fischer 1995). In
considering French business abroad, Smith (1998, 54–5) and Kogut (1998, 22–3) have found the concept useful. There were numerous other articles.



Others have thought about the significance of information asymmetry (moral hazard and adverse selection) and how it
contributes to the understanding of the history of multinational enterprise. There has been much research on
technology flows. In the course of this, business historians have provided crucial material on the utilization and
diffusion of technology (and specifically of patent use); John Cantwell has contributed new insights on this subject
(Cantwell 1999a, 1999b).30 Historians have also paid attention to the history of other intangible assets, for example,
brand names and trade marks (Wilkins 1992; Jones and Morgan 1994).

As business historians have enlarged their research horizons to more often include service sector as well as industrial
multinationals, the nature of and varieties of conduits and structures grow in importance. There are discussions of
networks and alliances, far beyond the cartel structures and the clusters associated with free-standing companies.
Gordon Boyce's Information, Mediation, and Institutional Development: The Rise of Large-Scale Enterprise in British Shipping,
1870–1914 explores how private information flows shape institutional development (Boyce 1995).

With the 1990s and early twenty-first century privatizations and the multinational enterprise extension into public
utilities (both in telecommunications and power and light), business historians are pointing to a prior age of such
multinational enterprise direct investments in cables, telephones, as well as electric light and power facilities. At the
Buenos Aires International Economic History meetings in 2002 there will be a session on the history of and role of
multinational enterprise in the global spread of electrification. It will trace the complex process of internationalization,
sometimes with managerial direction, engineering talent, and finance coming from different nations to be mobilized
and to converge in assisting host country projects. It will also show how the ‘domestication’ of these once international
activities occurred.31 Studies of business history offer data on the kinds of alliances that companies
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30 One of the early contributions on firms as conduits for technological transfer and diffusion was Wilkins (1974c). For historical information on technology transfer and
multinational enterprise, see also the articles collected in Jeremy (1994b). A particularly stimulating set of essays, combining business history insights with those on the
diffusion of technology, is in Chandler, Hagström, and Sölvell (1998).

31 William Hausman, Peter Hertner, and Mira Wilkins have had approved a session on global electrification at the International Economic History Congress in 2002 in Buenos
Aires; they are organizing a pre-session at Wittenberg, Germany, for 2001 (Hausman, Hertner, and Wilkins 2002). A vast historical literature exists that is binational or
biregional that covers multinational enterprise and the spread of electric public utilities. But the pattern does not fit comfortably with conventional models of multinational
enterprise, nor with the free-standing company model. Using insights from both and tracing the managerial and financial patterns, the conveners of these sessions hope to
study the differing forms that multinational enterprise can take as business firms contributed to global electrification. Historian Kenneth Lipartito has on his future agenda
assembling a group of scholars to provide comparable research on the history of telecommunications.



undertake through time, how these vary, and how they are associated with ‘conduits’ and what is internalized within
the firm. The networks, alliances, clusters, porous boundaries of firms, and differences over time that emerge from this
research are of fundamental concern to the business historian. What is becoming increasingly evident is that mapping
the multinational enterprise in terms of legal, administrative (who reports to whom), and operational structures
(general information, technology on products and processes, financial, personnel, and trade flows) result in different
configurations not only over the decades but also in any one single period. Notions of control, ‘centralization’, and
‘decentralization’, and the meanings of headquarters and sub-headquarters are fraught with nuances and the business
historian has available a broad collection of insights to cast on these matters.32 The concepts of business as an actor and
defining differing conduits for investments have illuminated the relationships between foreign portfolio and direct
investments over time (Dunning and Dilyard 1999; Wilkins 1999b).33

In the context of an absence of neat hierarchial relationships, there has been research on the role of ‘trust’ and ‘family’
in supplying the cement for enterprise and as identified with enterprise culture. I mentioned this in the context of pre-
industrial revolution investments, but the subject spans the years. Mark Casson has been particularly interested in the
associations between information costs and ‘trust’ (Casson 1995).34 There have been deliberations on size and the
limits of size.35 The business historian
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32 Some of these complexities were hinted at in Wilkins (1986a). Jean-François Hennart, in his numerous articles that apply transaction cost theory to the history of
multinational enterprise, has grappled with some of these problems. The complications become more formidable as the scale and scope of the modern multinational
enterprise increases and as cross border mergers multiply.

33 The group (Hausman, Hertner, and Wilkins 2002) studying global electrification has been grappling with how to handle the admixture of international investment that
combines foreign portfolio and foreign direct investments. One of the problems with developing statistical series on foreign direct investment is that over time foreign
portfolio investments may be transformed into foreign direct investments (and vice versa).

34 Geoffrey Jones has pointed out that in the development of multinational banking a culture emerged within the British banks based on trust (Jones 1993a). As noted the
research on trust helps explain some of the pre-industrial multinational enterprises, where communication was slow, but well-established norms signaled appropriate
behavior (strategies and tactics).

35 The work of Alfred Chandler, with his emphasis on large-scale enterprise and economies of scale and scope, has dominated the business history field; however, in the last
decade, a number of scholars have been concerned that in considering US business history in particular, Chandler did not pay adequate attention to the importance of
‘specialty production’. See Scranton (1998). Was Chandler remiss in omitting smaller businesses from his narrative? The emphasis by some business historians ‘on the small’
has had little impact on the study of the history of multinational enterprise, albeit scholars have pointed out that certain small innovative firms became multinational (a firm
did not need to be large to start the process of becoming multinational) but then by definition the firm becomes multi-unit and usually ‘large’. Wilkins's ‘Thinking Big,
Thinking Small, but Thinking Internationally’ (Wilkins 1996) served as the focal point for discussion at a plenary session at the Business History Conference in the Spring
of 1996. The notion of size and multinational enterprise activities becomes very apparent in the history of post-World War II US business (Whitman 1999). But, the scaling
back, ‘down-sizing’, has reflected the ‘limits of size’. For a brilliant discussion on this (as germane today as when it was written), see Arrow (1974).



is interested in what constitutes ‘advantage’ over time in the spread of international business: Is, as some (in particular,
Jean-François Hennart) have claimed, internalization itself enough, or does there need to be some kind of intangible
asset in process or product, in technology or trade-marked good? How is advantage renewed through time? Is the
‘culture’ of a particular business part of the ‘advantage’? For backward integration of the manufacturing firm, can
advantage be defined in terms of information on markets for the raw material? Hennart 1998 has much to say on what
constitutes advantage.

This brings business historians to the question of performance, and how it is measured. How do business historians
evaluate the ‘success’ of firms over time? Is it appropriate only to describe firm behavior, or should there be
evaluations on efficiency and equity matters involving the firm? What criteria (profitability, market penetration,
shareholder value, introduction of new technologies, size of assets, size of employment, size of sales, longevity,
economic impact and linkages, for example) should be used to analyze ‘performance’? Given that each of these
criterion brings forth different conclusions, the shaping of the questions to be answered becomes ever more
important. Business historians have tended to avoid normative judgements on particular firms. Social activists have
often, as a consequence, seen their work as an ‘apologetic’ for the giant business enterprise.

While business historians have focused on an ‘internalist analysis of corporate dynamics’, some find themselves
dissatisfied with that approach, believing that it neglects so much beyond the individual firm. Business historian
Richard John, for example, sees future business historians devoting more attention to ‘the wider political, cultural, and
social context in which American [and presumably other nations'] business evolved’ (John 1997). He believes there is a
dichotomy between the attention to the changing firm and the broad context. Other business historians perceive no
such separation and accept that managers of multinational enterprise do not formulate strategies in a vacuum (either
internal to the firm or external). Indeed, taking up the gauntlet put down by John and combining it with the existing
literature on multinationals as conduits not merely of direct investment but of the entire package of a managed
enterprise, it is worth reevaluating, for example, the direct investments in third world countries in the late nineteenth
and early twentieth century and asking more precisely exactly where multinationals fit
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(Wilkins 1998b).36 With some exceptions, business historians have often left to sociologists and political scientists, a
number of different topics that should in effect be within their sphere of interest. Thus, while the literature on ‘staples
theory’ is extensive (staples theory deals with the impact of raw material exports on the economy of the primary
product producer), business historians have not systematically considered the implications (political scientists and
sociologists have: see Topik and Wells 1998, which is very useful on this topic, as is Laxer 1989). Critiques from the
standpoint of power relationships are once again more in the sphere of sociologists and political scientists than
business historians.

In the business history literature of today, a number of additional insights contribute importantly to studies of the
history of multinational enterprise. These include applications from economics on path dependency and the general
thinking about accumulated learning and learning curves. Economic and business historians who do not write about
the history of multinational enterprise stimulate those who do. Thus, the work of Paul David and Brian Arthur dealing
with path dependency has energized the thinking of many students of the history of international business (David
1985; Arthur 1989); the influential book by Richard R. Nelson and Sidney G. Winter,An Evolutionary Theory of Economic
Change should also be mentioned, not for path dependency but for its overall impact (Nelson and Winter 1982). Its
impact is probably comparable to that of Edith Penrose on an earlier generation (Penrose 1959). Naomi R.
Lamoreaux, Daniel M. G. Raff, and Peter Temin's edited volume, Learning by Doing in Markets, Firms, and Countries
(Lamoreaux, Raff, and Temin 1999) is full of ideas applicable to the history of international business, from the
presentation on the effects of learning on the evolution of markets, licensing, and sale of patents (Lamoreaux and
Kenneth Sokoloff), to the role of different types of organizational forms in pricing decisions (David Genesove and
Wallace Mullins), to the nature of the learning curve versus economies of scale and scope in business development
(Kazuhiro Mishina), to organizational responses through time to existing plant configurations (David A. Hounshell).
In a similar vein, a volume edited by Ross Thomson, Learning and Technological Change (Thomson 1993), provides a
variety of approaches that are congenial with and enlarge the range for studies on the history of multinational
enterprise (see also Lamoreaux and Raff 1995).
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36 Wilkins (1998b) tried to apply insights from international business history to the understanding of three important exports from Latin America. The new research on
trading companies was particularly useful in this analysis.



1.8 Business History Journals
Business historians have a number of journals, including Business History Review (published at Harvard Business School),
Business History (the British journal), Entreprises et Histoire (published in Paris), and Itinerario (published at the University
of Leiden). These have regularly included valuable materials on the history of multinational enterprise. The first issue
of Enterprise and Society (the journal of the Business History Conference) appeared in March 2000; it, like its
predecessor, Business and Economic History, will provide a forum for new work on the history of multinational enterprise
(whereas Business and Economic History covered the proceedings of the Business History Conference, Enterprise and Society
is a refereed journal).

1.9 Conclusions
The literature on the history of multinational enterprise is large and growing—and there is substantial interest in the
field. The journals in business history are publishing on the history of multinational enterprise. New ideas proliferate
that keep up with the changes in the world of international business and seek out historical precedents and
explanations. Yet, the business historian cannot, as noted, use exclusively the lens of the present. To do so will distort
the past. The past must be captured from behind and the vast variety and discontinuities cannot be (and should not be)
neglected.

Many scholars in international business have recognized the importance of historical data. This article has noted the
contributions of Dunning, Vernon, Casson, Kindleberger, Hennart, Kogut, and Kobrin to this literature.37 Richard
Caves in the Journal of International Business Studies has called for more ‘longitudinal data’ and more ‘longitudinal profiles’
(Caves 1998). Alan Rugman and other leaders in international business studies have seen the firm as a dynamic unit,
changing through time (Rugman 1996a, 1996b). There is no absence of appreciation in the field of international
business of the historical dimension.
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37 None of these individuals was a member of the Business History Conference (the professional society of business historians), albeit all have participated in enriching the
literature. Only Mark Casson is listed in a recent directory of business historians (Jeremy 1994a).
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Chapter 2 The Key Literature on IB Activities:
1960–2000

John H. Dunning

2.1 Introduction
In considering the origin, form, and global spread of the value-added activities of multinational enterprises (MNEs)
over the past four decades, this chapter traces the main thrust and content of two influential strands of literature.

The two strands are closely inter-related. The first examines the development of scholarly thought on the determinants
of the ownership, sectoral pattern, and geographical scope of MNE activity; and the second, the main changes in the
external technological, economic, and political environment that, in part at least, have helped fashion these
explanations. In identifying and reviewing both literatures, and the interface between them, we shall consider three
main time periods, viz. the 1960s to the mid 1970s, the mid 1970s to the late 1980s, and the late 1980s to the turn of
the century.

We shall present only the broad statistical trends of MNE activity in the text of this chapter, but for a comprehensive
data review of the changing profile of



international business (IB) activity over the past forty years, the reader is invited to consult the annual World Investment
Reports of UNCTAD38 between 1991 and 2000; The World Investment Directory Reports (five volumes, issued between 1992
and 1997), also prepared by UNCTAD; and, prior to these publications, a series of quinquennial surveys by the
UNCTC39 in 1973, 1978, 1983, and 1988.

2.2 The Main Intellectual Strands

2.2.1 The 1960s–Mid 1970s
Most scholars trace the first attempt to systematically explain the activities of firms outside their national boundaries to
Stephen Hymer, a Ph.D. student who, under the supervision of Charles Kindleberger, completed his Ph.D. thesis at M.
I.T., in 1960.40 Hymer observed, as had others before him, that, in the 1950s, there was a substantial growth in the
foreign value-adding activities of US firms, especially in Canada and Western Europe; and that these activities tended
to be concentrated in particular industrial sectors. Why was this?

In turning to the traditional explanation of international capital flows, viz. differences in interest rates between
countries, Hymer found this of little use in explaining the territorial expansion of firms. Indeed, he quickly made it
clear that he was not so much interested in explaining foreign direct investment (fdi) per se, but rather the foreign value-
adding activities of firms, irrespective of how these were financed. Hymer's orientation of interest was strongly
influenced by the work of a leading industrial economist, Joe Bain, of the University of California at Berkeley, who,
four years earlier, had sought to explain the ownership and competitive structure of different US industrial sectors
according to whether firms found it easy or difficult to enter or exit these sectors (Bain 1956). In particular, he
developed a typology of entry barriers which gave firms in industries protected by these barriers competitive
advantages over those which were not. Such advantages included the
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ownership of proprietary rights, absolute cost and scale economies, and the privileged access to product or factor
markets.

Hymer sought to use this approach to explain the industrial composition of fdi. He was also interested in examining
why firms should wish to own or control their foreign activities; but it was not until several years later (Hymer 1968), that
he explicitly used Coasian analysis to explain the rationale behind the cross-border vertical and horizontal integration
of firms.41 Moreover, apart from his emphasis on the desire of firms to appropriate the maximum economic rent of
their assets to strengthen their market positions, Hymer paid little or no attention to strategic or managerial related
issues.42

In contrast to that of Hymer, Raymond Vernon's approach, when he penned his classic article in 1966 on the product
cycle and international investment, was more macro and trade oriented; although, like Hymer, he was mainly
concerned with explaining the foreign activities of US firms. In his work, Vernon laid more emphasis on country
specific factors influencing both the origin of the competitive advantages of firms, and the location of the value-added
activities arising from them. Vernon argued that these kind of advantages, which enabled US firms to penetrate the
markets of their foreign rivals (and, at the same time, create barriers to potential competitors), were essentially those
which US factor endowments, patterns of demand, and market structures were best suited to produce. Vernon
suggested that, initially at least, these advantages were best exploited, i.e. have value added to them, in their country of
origin, but subsequently, as the products arising from them became standardized and/or reached some degree of
maturity, and as the threat of competition from foreign firms became more pronounced, production might be shifted
abroad.

Vernon's analytical framework paid only scant attention to the organizational structure of firms. He did not concern
himself with why the firms should choose to engage in fdi rather than license the right of use of their proprietary assets
to foreign firms, nor, indeed, with the gains which might arise from the act of multinationality per se.However, in a later
contribution, Vernon (1983) did pay more attention to the organization of institutional risk as a factor influencing the
outward fdi of firms.

For the decade or so following Hymer and Vernon's pioneering work, research on the theory of international
production followed four main paths. The first was the formalization and testing of Hymer-type hypotheses.
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This empirical work drew, almost exclusively, on data on the activity of US affiliates in a number of developed host
countries.43 Some of this research, especially that of Caves (1971, 1974a,b) touched upon the systemic advantages of
firms which uniquely arose from the common governance of trans-border activities. However, for the most part,
attention was focused on those advantages which enabled the firms to penetrate foreign markets in the first place. The
second was an extension of Vernon's analysis of US MNEs to embrace those of UK, Continental European, and
Japanese origin.44 Each of these studies confirmed the importance of the location-bound characteristics of home
countries in influencing both the sectoral distribution of outward fdi, and its geographical profile. Each, too, hinted at
the possibility, later more rigorously researched by other scholars, (eg. Pavitt 1987; Cantwell 1989; and Cantwell and
Hodson 1990), that there was a link between the innovatory capabilities of countries in particular sectors, and the
propensity of their firms to engage in fdi.

Third, in the early 1970s, scholars—and particularly those of a business school tradition—started to pay more
attention to the strategic behavior of firms. Knickerbocker (1973), for example, discovered that there was tendency for
US oligopolists to bunch the timing of their fdi in particular sectors and countries, while Flowers (1976) and Graham
(1978) found that similar behavioral patterns could be observed in the activities of the foreign competitors of US
multinationals, including the penetration by the former of the US itself.

A fourth, and related, line of theoretical advance stemmed from the interests of international finance scholars.45 They
reasoned that fdi was essentially a means by which firms could spread exchange rate and other risks, and internalize
imperfect foreign exchange and capital markets. While some of these scholars (notably Aliber 1971) acknowledged the
competitiveness of source and recipient countries as a factor influencing the competence of firms to engage in fdi, the
risk diversification hypothesis, articulated especially by Rugman (1975, 1979) was principally predicated on the
response of firms to market failure, and, in particular, their desire to lessen, or insure against, trans-border costs of
environmental uncertainty and volatility.
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2.2.2 The 1970s to the Late 1980s
In the following decade, the major intellectual thrust of IB scholars shifted away from the act of foreign direct
investment as such to the institution making this investment, and, in particular, why it should want to extend its value
added activities outside its home country.46 In part, this was a reflection of changes in the world economic and political
environment (to which we shall return later) and, in part, to the somewhat different intellectual background and
interests of a new generation of IB scholars.

Two main streams of literature emerged during these years. The first was that identified with a group of the
Scandinavian researchers47 who were primarily concerned with explaining the process by which firms internationalized
their activities. They put forward a sequential or incremental approach to understanding a deepening of the foreign
commitments of firms as they learned more about the particular market and supply conditions of foreign countries.
Their model also postulated that firms would first enter the foreign markets about which they were most familiar and
then, capitalizing on the knowledge acquired from exporting to, or investing in, those markets, move on to less familiar
territories. Though the interests of this group of scholars was largely confined to the market seeking activities of firms,
theirs was one of the first dynamic models of the mode of entry into foreign markets.

The second stream of literature adopted a different approach to explaining the existence and growth of IB activity; and
essentially addressed the questions ‘What is distinctive about MNEs?’ and ‘Why, in fact, do firms head-quartered in
one country prefer to own value-adding activities in another country, rather than engage in arm's length or contractual
transactions with foreign firms?’ Quite independently, four groups of economists, respectively from Canada, the US,
Sweden, and the UK became interested in explaining the foreign production of firms as a market replacing activity.
Each essentially argued that this would occur whenever and wherever firms perceived that the net benefits of using
cross-border markets to organize the transactions of intermediate goods and services were perceived to be lower than
those of hierarchical control (i.e. their own internal administrative mechanisms).
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This idea, had, in fact, been earlier explored (but not developed) by the French economist Maurice Bye (1958) and later
(as we have seen) by Hymer in a paper which was only translated in 1990 into English.48 It was also implicit in Edith
Penrose's study of the growth of firms (Penrose 1958). However, unlike Hymer, the internalization economists
presupposed not only that the kind of firm specific advantages he (and others) identified were exogenously
determined; but also that such advantages were not a necessary prerequisite for fdi. For—so the argument went—it
was quite possible that the act of fdi itself, which involved internalizing the cross-border markets for the technology,
management skills, and other intermediate products exported by the parent company to its foreign affiliates, conferred
certain unique benefits. These benefits all stemmed from the endemic failure of arm's length transactions to either
provide such benefits, or not provide them as efficiently as the firm could itself.

The economists recognized there was nothing new in the concept of market failure; the idea had been worked over
nearly forty years earlier in a classic article by Ronald Coase (Coase 1937). And it was presently being reinterpreted in a
behavioral context by Oliver Williamson (1975), and other organizational scholars. Indeed, this was a decade in which
the study of organizations made some of its most exciting advances. The very raison d'être for the firm itself was being
questioned; and many of the issues raised were debated in the context of the MNE. ‘Why do firms, rather than
markets, internalize cross-border transactions?’ became the question of the day. Market failure—as identified, for
example, in the costs of opportunism, bounded rationality, information asymmetry, moral hazard, adverse selection,
reputation protection, agency misrepresentation, and uncertainty; or in the inability of the market for any good, asset
or service, to capture economies external to the transaction involved; or its failure to permit firms to engage in price
discrimination—became the leading explanation of the existence and growth of the MNE qua MNE.

In the late 1970s and early 1980s, then, the MNE became increasingly to be perceived as an institution which
coordinates the use of intermediate assets generated in one country, with value-added activities arising from these
assets in another country, (or countries), rather than as a firm which owns or controls production facilities in two or
more countries. As it happens, both perceptions are correct, but while the latter focuses on the role of enterprises as
producers, the former focuses on their role as transactors. Similarly, whereas earlier scholars were interested in why firms,
which became MNEs, had advantages over their uninational or indigenous competitors in the countries in which they
operated, the internalization economists, of which J. C. McManus,—the first to publish on this subject in 1972—Peter
Buckley and Mark
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Casson (1976), Jean-François Hennart (1977, 1982), Nils Lundgren (1977), and Birgitta Swedenborg (1979), were the
leading exponents, were concerned with the reasons why which cross-border transactions in intermediate products are
coordinated within MNE hierarchies, rather than through external markets.

While the internalization economists acknowledged that country specific factors might influence the form and extent
of market failure,—e.g. the market for pharmaceutical patents between the US and the UK was likely to be different
from that of between the US and Pakistan,—and accepted that location specific variables would largely determine where
the value added activities of MNEs would take place, the main focus of their attention was directed to identifying and
evaluating the kinds of market failure promoting fdi; and, particularly, to the extent to which the internalization of
cross-border markets might itself influence these advantages.

For much of the last two decades, as Jean-François Hennart enlarges upon in Chapter 5, the theory of internalization
(or, we believe, paradigm is a more appropriate word) has been the dominant explanation for the existence and growth
of the MNE. It has natural appeal to micro-economists, business historians, and organizational theorists. But it has not
been without its critics, and, since the early 1980s, these have become more vocal. We will identify just four of these.49
First there are the Marxist or neo-Marxist scholars who do not accept the neoclassical approach to resource allocation
and organization on which internalization theory is predicated.50 Second, there are the neo-classical trade economists,
notably Kiyoshi Kojima, (1973, 1978) who prefer to explain fdi by use of traditional macro-models of trade in which
the unit of analysis is the country rather than the business enterprise. At the same time, other trade economists—notably
Hirsch (1976), Elhanen Helpman (1985), James Markusen (1995), and Peter Gray (1982, 1996, 1999)—by
acknowledging that, in our contemporary global economy, firm- as well as country-specific assets influence the
comparative advantages of countries, have come closer to reconciling the analytical approaches towards determining
trade and foreign production.

Third, there are those who seek to explain the growth of MNEs in terms of their ability to create and sustain income
generating advantages, vis à vis those of their competitors. Taking a Schumpeterian rather than a Walrasian approach to
economic activity, they assert that, many of the unique assets of firms should be treated as endogenous rather than
exogenous variables. Here the resource based theory of the firm, whose heritage can be traced back to the writings of
Edith Penrose in the 1950s, took root, particularly among business scholars (Wernerfelt 1984, Barney 1991, Conner
1991). However, although the theory provided useful insights into the origin and sustainability
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of the competitive advantages of firms51—be they MNEs or not—it shed little light on the geographical sourcing or
exploitation of these advantages; nor, indeed, of the modality by which these tasks were achieved.

Fourth, the early 1980s, saw the emergence of the evolutionary theory of the firm (Nelson and Winter 1982) which
was later used to explain the pattern and trajectory of growth of some kind of MNEs—both at home and overseas
(Cantwell 1989). Though related to the resource based and internalization theories of the firm, the evolutionary
approach tends to take a more dynamic and path-dependency perspective; and in so doing, stresses such endogenous
competitive advantages as the content and path of firm specific asset accumulation, learning capabilities and the
innovation of new routines. However, IB theory, until very recently, like the resource based theory, largely neglected the
locational dimension of MNE activity. This is now being given increasing attention by some of its leading proponents.52

The second phase of scholarly research on IB activities, also saw an attempt to offer a more integrated approach on the
‘why’, ‘where’, and ‘how’ of such activities. In 1976, at a Nobel Symposium in Stockholm, the present author put
forward the eclectic theory (later to be renamed paradigm) of MNE activity (NB not of the MNE qua MNE),
(Dunning 1977). The paradigm—also known as the OLI paradigm—asserted, and continues to assert, that the
determinants of MNE activity, rested (rests) on the juxtaposition of three inter-related factors.

(1) The competitive (or O specific) advantages of existing or potential MNEs (inter alia as identified by the
resource based, evolutionary, and organizational theories of the firm).

(2) The locational (or L specific) advantages of particular countries in offering complementary assets, for these
advantages to the exploited or augmented, and

(3) The propensity of the firms possessing the O specific advantages to combine these with those of foreign
based assets, by fdi, rather than by (or in addition to) the market mechanism, or some kind of non-equity
cooperative venture.

We chose to call the paradigm ‘eclectic’ as we believed, and still believe, that a full explanation of MNE activity needed
to draw upon and integrate a variety of contextually related theories; and most noticeably, those which took
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account of the different types of MNE activity. Later described as market seeking, resource seeking, efficiency seeking, and
strategic asset seeking, the first three types were initially identified by Jack Behrman in 1974.

Although the paradigm purports to offer a framework for examining all forms and modalities of MNE activity,—or
indeed of foreign direct divestment—(Boddewyn 1979, 1983) it is important to note that it can also be translated into a
number of testable theories by contextualizing the OLI configuration of variables. Thus the configuration likely to
explain the extent and geographical scope of IB activity of the US telecommunications industry in Brazil is likely to be
different, or differently valued, than that required to explain the fdi by Japanese banks in France or Korean fdi in
consumer electronics sector in Hungary, or Chinese fdi in mineral exploration in Australia.

Over the past twenty-five years, the eclectic paradigm has been frequently modified and fine-tuned in the light of
scholarly debate and the changing world economic scenaria.53 Several tests of the significance of particular OLI
variables were made, both by the author of this chapter, and by other researchers, in the late 1970s and 1980s. A
selection of these are summarized in Dunning (1981, 1988, 1993, 1995, and 2000) and in Caves (1982 and 1996).

2.2.3 The Late 1980s to 2000
Over the last two decades, in addition to the modification and refinement of the extant theories of IB activity, several
new and for the most part complementary explanations have emerged and taken root. We use the word
complementary deliberately, as it is clear—at least to the author of this chapter—that many of the insights about the
determinants of fdi and the foreign activities of MNEs are either country (or region), industry or firm specific, or are
seeking to explain different facets of these activities. At the same time, the contributions to our theorizing about IB
activities have become increasingly multidisciplinary. Until the early 1980s, for example, most of the theories and
paradigms were put forward by economists. More recently—as a comprehensive volume by Toyne and Nigh (1997)
has shown—business strategists, organizational theorists, business history scholars, political scientists,
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and economic geographers have all helped enhance our understanding of the ‘why’, ‘where’, and ‘how’ of IB activity.

Some of these approaches are described in more detail elsewhere in this volume. In this chapter, we shall limit our
attention to identifying three major contemporary intellectual thrusts. Again, as in the previous two decades, the
content and trajectory of IB research has sometimes been pro-active, and sometimes reactive, to the kind of events
identified in the following section.

The three strands of scholarly thinking are closely interconnected. We shall deal briefly with each in turn.

(1) First, there has been a growing awareness among scholars that firms go abroad, or increase their multinationality, in
order to augment their competitive advantages and/or to create new advantages, as well as to exploit these advantages.
Such asset seeking and learning related fdi has been acknowledged as a raison d'etre for MNE activity by several groups
of researchers, and a growing literature is emerging on the rationale and determinants of such investment; and
particularly of how firms organize the spatially dispersed assets under their ownership and control. In a recent paper,
Doz, Asakawa, Santos, and Williamson (1997) have coined the term ‘metanational’ corporation to refer to the type of
MNE which harnesses resources and intellectual capabilities from throughout the world, and integrates these in a way
which best advances its long term strategic objectives. Tom Wesson (Wesson 1993, 1997) and Shige Makino (1998)
have both argued that extant explanations of MNE activity cannot easily accommodate asset seeking fdi. This view is
also shared by economists seeking to explain Third World fdi in advanced industrial economies (e.g. Moon 1999). The
logistics and strategic implications of the spatial dimensions of asset augmenting and learning related IB activity have
been actively explored by Malmberg, Sölvell, and Zander (1996) and Sölvell and Birkinshaw (2000); while business
scholars and economic geographers have pinpointed the advantages of intranational spatial clustering and network
linkages in the accessing and accumulation of knowledge and social capital (Florida 1995, Enright 1998, 2000). At a
micro level, researchers such as Kogut and Zander (1994), Dunning (1996), Kuemmerle (1999), Chen and Chen
(1998), and Dunning and Lundan (1998) have assembled a powerful body of evidence of both why firms should seek
to protect or advance their global competitive advantages by fdi, and also of the kind of foreign based resources and
capabilities they are likely to target. Most recently of all, there has been a renewal of interest by economists and
business strategists in the role of the foreign subsidiaries of MNEs in the dynamics of knowledge accumulation and
organizational efficiency—an issue first addressed in several of the fdi-impact studies of the 1950s and 60s.54
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(2) Second, IB scholars, again from various disciplinary persuasions, have observed, and attempted to explain, the
increasing diversity of forms of foreign involvement. In particular, the growth of foreign portfolio investment, mergers
and acquisitions, strategic alliances and a host of network relationships has been particularly spectacular over the last
two decades (UNCTAD 1999, 2000). Not only have academic researchers sought to incorporate these new (or
revived) modes into the received theories of fdi; (Dunning and Dilyard 1999) but—and this reflects their distinctive
characteristics and the age in which we live—to pay more attention to the determinants and implications of their
volatility. In turn, this is also causing scholars to revisit some of the traditional models of risk, uncertainty, and strategic
interaction and to explore new analytical techniques such as signaling and real option theory (Kogut and Kulatilaha
1994; Lin 1998; Casson 2000, and Chapter 4 of this volume).

(3) Third, we see increasing attention being given to embracing the growing variety of cross-border non-equity
cooperative associations within a general theory of international economic involvement. Some of the implications of
the growth of such alliances on the OLI configuration facing MNEs, or potential MNEs, were first set out by the
present author (Dunning 1995). At the same time, over the last decade or so, several monographs and papers have
explored the increasing propensity of firms to form cross-border alliances to:

(1) help them upgrade their research and development capabilities, and/or speed up the process of innovation;
(2) to identify, and utilize externally owned resources and capabilities from throughout the world; and to

coordinate these with those internally owned and controlled (Doz, Asakawa, Santos, and Williamson 1997);
and

(3) to take advantage of being part of spatial clusters of economic activity, thereby benefiting from lower spatial
transaction costs and enhanced learning opportunities (Storper and Scott 1995, Florida 1995).

At the same time, more attention is also being paid to the determinants of acquisitions and mergers (A&M) as a form
of IB activity.55 We shall give more attention to these issues in the next section of the chapter.

In each of these three areas, received paradigms and theories of the MNE and of IB activity are being critically
scrutinized, and new paradigms and theories are being suggested. At the same time, there continues to be a robust
testing of a variety of context-specific hypotheses. This has been facilitated by an improvement in the statistical data,
and an increasing number of IB researchers—including several from developing and ex-communist countries. Inter alia
this has resulted in several new and unfamiliar country-related studies (eg inbound fdi in East European Countries,
China and the Mekong
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Delta, and outbound fdi by developing Asian countries); a widening of sectoral case studies, including previously
under-studied sectors, e.g. regulated industries and services; and an increasing number of business histories of
individual MNEs. Also worthy of note is the increasing attention being paid to some of the environmental, social,
political, and cultural implications of IB activity—particularly within the context of globalization.56

As a summary to this section of the chapter, we reproduce a table (Table 2.1), which was first published in a chapter
written for a volume edited by Neil Hood and Stephen Young in 1999. It identifies some of the main changes both in
the chapter of MNE activity, and its determinants which have occurred over the past two to three decades. We present
this table without commenting further on it.

2.3 The External Conditions Inuencing MNE Activity

2.3.1 The 1960s to the Mid 1970s
For most of these years, the US was at the peak of its economic and technological hegemony. Europe and Japan were
still recovering from World War II. Many developing nations were struggling to find their way in their first flush of
political independence, and were attractive to foreign investors only as natural resource providers. Most national
governments operated some form of exchange control. The international capital market was largely dormant. By
contemporary standards, cross-border information and telecommunications technologies were at an extremely
rudimentary stage.

In such a scenario, the world was made up of a number of self-contained and fragmented markets. Even so, trade
followed the dictates of comparative advantage. International direct investment flows were dominated by the US. As
Table 2.2 shows, in the mid 1960s, the US was still accounting for over one-half of the world's stock of fdi. MNE
activity at this time was predominantly
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Table 2.1 The Changing Characteristics of Paradigms and Theories: Some Stylized Facts

1970s–1980s 1990s
Fdi mainly undertaken to exploit O specific advantages
of investing firms; one way flow of resources and
capabilities.

Multiple motives for fdi; more global sourcing of assets.

Largely greenfield fdi and sequential fdi financed by
reinvested profits.

Fdi (particularly in Triad) largely in form of A & Ms and
reinvested profits.

O advantages largely based on privileged possession of
(home) country-specific assets (Oa).

O advantages more firm specific and related to degree
of multinationality, and ability to harness and utilize
created assets throughout the world.

Clear cut choice between alternative modalities of
exploiting O advantages (licensing compared to fdi, etc.
).

Systemic approach to organization of MNE activities.
Alternative modalities often complementary to each
other. More institutional pluralism.

Comparatively little foreign-based innovatory activity;
foreign affiliates less embedded in the host countries.

Considerable foreign based innovatory activity (carried
out mainly in advanced industrial countries) and/or via
strategic alliances with foreign firms.

Significant inter-country barriers to both trade and fdi. Reduced barriers to trade and fdi.
Clear cut international division of labor based on H-O
type distribution of factor endowments.

International specialization of MNEs based more on
Schumpeterian type trade and fdi.

Locational choices made mainly in respect to asset
usage.

Locational choices also made with respect to asset
augmentation.

Relatively little attention paid to ‘spatial’ market failure
and location specific external economies.

More attention paid to gains arising from being part of
a complex, or cluster, of firms, and from spatially linked
learning economies.

Static nature of major paradigms. Better appreciation of need to consider dynamic aspects
of IB activity.

Role of MNE affiliates mainly to carry out delegated
value added activities by parent company.

Affiliates now regarded as integral part of asset
augmenting activities of MNEs of which they are part
nature of OLI variables; and to extend the theory to
embrace path dependent asset creation and learning
capabilities.

Hierarchical organizational structure of MNEs. Flattened pyramids; more heterarchical structures; more
delegation of responsibilities to line managers.

Most strategies towards market failure ‘exit’ rather than
‘voice’ strategies.

More voice strategies towards market failure; and
particularly towards capturing dynamic externalities of
common governance.

Cautious attitudes by many governments to fdi. Welcoming attitude to fdi by most governments.
Few attempts to integrate inter-disciplinary approaches
to understand MNE activity.

Recognition of need to draw upon inter-disciplinary
theories to construct a meaningful and robust systemic
paradigm of MNE activity.

Source Adapted from Table 2.1 in Dunning (1999)
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of two kinds. The first was that in manufacturing and related service industries. This was primarily designed to produce
products for host country markets, and was largely determined by the production and spatially related cost
advantages57 of supplying these markets from a local production facility. Such activity was mainly directed to other
developed and a handful of the more advanced developing countries. The second was natural resource based activity,
the purpose of which was to supply agricultural products and minerals for the home markets of the investing
companies and/or that of other industrialized countries. Such fdi was mainly attracted to locations which had a
competitive advantage in producing these goods, and in transporting them to foreign consumers.

In these years, researchers were mainly interested in answering three main questions. The first was ‘Under what
conditions will fdi replace trade?’ The second was ‘What determines the sectoral composition of such investment?’ The
third was ‘In what countries is such investment likely to take place?’ The main subject to be explained was the foreign
value-adding activities of US owned firms; although some analysts seemed all too ready to assume that the behavior of
US MNEs could be generalized to explain that of other foreign
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Table 2.2 Stock of Outward Foreign Direct Investment by Major Home Countries and Regions (Billions of US
Dollars) 1967–98

Cou-
ntrie-
s/Re-
gions

1967 1973 1980 1990 1998
Value % of

total
% of
GDP

Value % of
total

% of
GDP

Value % of
total

% of
GDP

Value % of
total

% of
GDP

Value % of
total

% of
GDP

De-
vel-
oped
mar-
ket
econ-
omie-
s

109.3 97.3 4.8 205.0 97.1 5.1 499.7 97.4 6.43 1640-
.7

95.7 9.4 3714-
.9

90.2 13.9

Uni-
ted
States

56.6 50.4 7.1 101.3 48.0 7.7 220.2 42.9 8.1 435.2 25.4 7.9 993.6 24.1 10.6

Uni-
ted
King-
dom

15.8 14.1 14.5 15.8 7.5 9.1 80.4 15.7 15.0 232.6 13.6 23.8 498.6 12.1 29.1

Japan 1.5 1.3 0.9 10.3 4.9 2.5 19.6 3.8 1.9 201.4 11.8 6.9 296.1 7.2 6.5
Ger-
man-
y(F-
DR)

3.0 2.7 1.6 11.9 5.6 3.4 43.1 8.4 5.3 151.6 8.4 9.2 390.1 9.5 14.4

Swit-
zer-
land

2.5 2.2 10.0 7.1 3.4 16.2 21.5 4.2 21.1 65.7 3.8 29.1 176.7 4.3 62.4

Neth-
er-
lands

11.0 9.8 33.1 15.8 7.5 25.8 42.1 8.2 24.4 109.1 6.4 38.5 263.0 6.4 58.1

Cana-
da

3.7 3.3 5.3 7.8 3.7 6.1 23.8 4.6 9.0 84.8 4.9 14.9 156.6 3.8 23.3

Fran-
ce

6.0 5.3 7.0 8.8 4.2 3.8 18.0 3.5 2.7 110.1 6.4 9.2 242.3 5.9 13.6

Italy 2.1 1.9 2.8 3.2 1.5 2.4 7.3 1.4 1.6 56.1 3.3 5.1 170.7 4.1 10.9
Swe-
den

1.7 1.5 5.7 3.0 1.4 6.1 3.7 0.7 3.0 46.5 2.7 21.5 93.5 2.3 34.7

Oth-
era

5.4 4.8 0.8 20.0 9.5 1.7 20.0 3.9 – 147.6 8.6 4.7 434.1 10.6 20.8
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De-
ve-
lop-
ing
cou-
ntri-
es

3.0 2.7 0.6 6.1 2.9 0.6 13.4 2.6 0.8 73.1 4.3 2.3 390.9 9.5 5.8

Cen-
tral &
East
Eu-
rope

nsa nsa nsa nsa nsa nsa nsa nsa nsa neg 0.0 nsa 11.3 0.3 1.2

Worl-
d

112.3 100.0 4.0 211.1 100.0 4.2 513.1 100.0 5.3 1714-
.1

100.0 8.4 4117-
.1

100.0 11.9

For 1997
a Australia, Austria, Belgium, Denmark, Finland, Greece, Ireland, New Zealand, Norway, Portugal, South Africa, and Spain. nsa (not

separately available)
Source UN World Investment Report (various editions), Dunning J.H. and Cantwell J. The IRM Directory of Statistics of International Investment and
Production (New York: Macmillan 1987)
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investors. Moreover, as we have already pointed out, the attention was focused on the act of fdi per se rather than on
the institution making the investment.

One exception to this approach was the work of Stephen Hymer. Indeed his thesis was entitled ‘The International
Operation of National Firms’. However, even he could not quite make up his mind which he was interested in:
explaining the activities of firms in toto, or the growth of the firm per se. In any case, until the 1970s, his approach was
much less influential than that of Ray Vernon, who, as we have already seen, largely ignored the organizational
attributes of firms in his seminal 1996 article.

Another feature of the early studies on IB activity was that they were heavily oriented towards trade type explanations,
although later the focus shifted to industrial organization models. For example, the unique O advantages of US firms
were hypothesized to reflect the factor endowments, demand conditions, and the market structure of their country of
origin. During these years, little if any weight was given to the role of home governments in influencing the ability or
motivation of their domestic enterprises to engage in fdi; although, most surely, one factor which tempted American
companies to extend their territorial horizons in the 1950s and 1960s, was US antitrust policy, which limited the
opportunities for domestic growth via acquisition and mergers (Bergsten, Horst, and Moran 1978).

The interplay between the strategies of MNEs and the competitiveness of their home countries was not generally high
on the agenda of policy makers. This was partly because the foreign activities of firms were not generally regarded as
substitutes for their home based activities; but mainly because, as far as the leading overseas investor (namely the US)
was concerned, the great majority of firms were not, at that time, involved in foreign production; and those that were
(apart from a few resource based MNEs) tended to treat their foreign operations quite separately from their domestic
counterparts.58

Yet the situation was changing fast. In 1957, the foreign assets of the 500 largest US industrial corporations were only 5
per cent of their domestic assets. By 1996, this proportion had increased to 7.6 per cent and by 1977 to 16.9 per cent
(UNCTC 1988). Over the same period, the proportion of the global sales and employment of US firms accounted for
by their foreign affiliates more than doubled.

However, in the 1960s, there was one policy issue of some importance to the two leading international investing
countries; that was the likely impact of outward fdi on their balance of payments. In both the US and UK, studies were
commissioned on this subject (Hufbauer and Adler 1968), (Reddaway, Potter, and Taylor 1968); and some not very
successful attempts were made by
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both governments to discourage capital outflows to help reduce balance of payments deficits.

By contrast, much more attention was directed to evaluating the impact of US multinational activity on the economies
of host countries. Indeed, this was the main topic of research by economists throughout much of the 1960s. For the
most part, these studies were apolitical and were conducted by scholars from developed countries. Most showed that
inbound fdi generally benefited the recipient economies, especially by transferring new technologies, management and
marketing skills, organizational competences, and new forms of entrepreneurship. They also demonstrated that the
presence of foreign affiliates provided an important impetus to indigenous competitors to upgrade their own resources
and capabilities, and raise their productivities.59

2.3.2 The 1970s to the Late 1980s
As we have seen, by the mid 1970s there was a redirection in the interests and perspectives of IB scholars. Increasingly,
the center of attention turned away from fdi as a modality for resource transference to the international firm (now
renamed the multinational enterprise) as the owner of these resources, and the controller of the way in which they were
deployed. A number of exogenous events combined to prompt this shift of interest. The first was in 1968, when
Jacques Servan Schreiber published his book The American Challenge. This treatise warned of the increasing domination
by US firms in high technology industries in Western Europe. The concern lay less with the growing proportion of
European production accounted for by US affiliates, and more with the implications of this phenomena for the long-
term competitiveness of the host economies. The basic assertion of Servan Schreiber was that, by drawing upon the
technological, entrepreneurial, and managerial assets of their parent companies, at a zero or below market price, US
affiliates could not only out-compete European firms in a wide variety of markets, but, because the former undertook
most of their higher value activities in their home countries, they would weaken the latter's innovatory capacity, and
thus endanger their future economic viability.

The second event was the setting up, in 1972, of a Group of Eminent Persons, by the Economic and Social Council
(ECOSOC) of the United Nations, to examine the impact of MNEs on economic development.60 The
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investigation was prompted by one of the most publicized events in the history of international business—viz. the
unacceptable involvement of the ITT Company in the political affairs of Chile (Dell 1990). The group, like Servan
Schreiber, explored issues related to the behavior of firms pursuing integrated strategies towards their global activities;
and sought to identify the economic and social impact of these strategies for the institutions and people of the
countries which were host to their affiliates.

The group pinpointed several reasons for the emergence of the global (as distinct from the multi-domestic)
enterprise.61 The first was the increase in the degree of multinationalization by the leading foreign investors. The foreign
production component of the world production of the largest 800 or so industrial firms rose from 15 per cent in 1962
to 26 per cent in 1972; and with it the number of foreign subsidiaries owned or controlled by them (Dunning and
Pearce 1985). The second was the growth of non-US multinational firms, first those from Europe and then those from
Japan (Cantwell and Randaccio 1990; Franko 1989). This was accompanied by a decline in US economic hegemony,
and a gradual convergence of the resources, capabilities and industrial structures of the major industrialized countries.

The third reason was the slowing down of the rate of technological innovation throughout the world in the 1970s, and
an increase in the size and product diversification of the leading MNEs. The fourth was the increasing interdependence
among the market economies of the world. The most forceful expression of such interdependence was the formation
of a number of regional customs unions and free trade areas, e.g. the European Economic Community (EEC) and the
Latin American Free Trade Area (LAFTA). However, also significant was the rapid growth of intra-firm trade and
intra-trade fdi, which, itself, was symptomatic of the convergence of cross-border demand patterns and innovatory
capabilities, and of the internationalization of oligopolistic market structures—at least within the industrially developed
nations. Increasingly too, at a macro level, at least in these same countries, national governments were beginning to
accept the need for some harmonization of their monetary and exchange rate policies.

These factors all combined to help to switch the attention of IB researchers away from trade related variables to the
characteristics of firms and markets. Two main schools of thought emerged at this time. One was in direct descent of
Hymer. It saw the international firm as an exploiter and creator of monopolistic advantages, which used its foreign
value-added activities to reduce rather than promote competition. Most noticeably this was the perception of the
‘dependencia’ school (e.g. Dos Santos 1970; Sunkel 1972, 1973; Weisskopf
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1972), and of neo-Marxist scholars (e.g. Baran 1957, Radice 1975). The other view articulated by mainstream neo-
classical economists (e.g. Caves 1971, 1982) was that, in most cases, the MNE was more appropriately viewed as a
compensating instrument for intrinsic cross-border market failures, and a more efficient allocator of scarce resources
and capabilities than would otherwise have occurred. This was also the position taken by the national governments of
most industrialized economies, and of the more prosperous Asian developing countries.

There were two main exceptions to this shift of emphasis. One was the burgeoning research on Third World MNEs,
which was prompted by the emergence of Brazil, Korea, Taiwan, Hong Kong, Singapore, and India as exporters of
capital. Here, the particular question of interest was whether there were any differences in the determinants and
structure of the foreign activities of this group of international actors compared with that of their first world
counterparts. The answer by scholars such as Louis Wells (1983) and Sanjaya Lall (1983) was that there were, but these
were no less important than the differences which existed among developing countries in their propensity to invest
overseas; and those which might be expected to reflect variations in the age, experience, kind of products supplied, and
extent of overseas commitment of the investing firms.

The second and, perhaps, more influential exception to the shift towards more firm specific explanations of IB activity
was that of the Japanese scholar Kiyoshi Kojima. Since the mid 1970s, Kojima has consistently argued that country-
specific differences between Japan and the US explain most of the differences in the level and structure of their foreign
investments (see, for example Kojima 1973, 1978, and 1982). In particular, he focuses on, first, the differences in the
home institutional and social structure in which firms operate, and second on the strategic goals and industrial policies
of the home governments.

While Kojima's macro-economic approach to explaining fdi has been strongly criticized by internalization scholars (see
especially Buckley 1986), there is little doubt that, by emphasizing the role of the home government in shaping
domestic factor endowments and demand conditions, trade patterns, innovation systems, market structures, and fdi
policies, he identified a lacuna in the thinking of scholars about the determinants of MNE activity. At the same time,
Kojima failed to properly appreciate, first the growing significance of firm specific advantages of Japanese firms, and,
second, that at least some of the country-specific advances reflected the advice or assistance given by the Japanese
government to their own hierarchies, to better cope with the demands of structural change and that of the cross-
border failure in intermediate product markets. Rather paradoxically, it was left to Western trade economists,
noticeably Gray (1982, 1996), Helpman (1985), Hirsch (1976), Horstman and Markusen (1986), Markusen (1995), and
Markusen and
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Venables (1998) to later offer an integrated model of trade and fdi.62 Some key relationships between contemporary
trade and fdi models are set out in UN (1996), Dunning (1997), and Gray (1999).

2.3.3 The Late 1980s to 2000
Kojima was not alone in feeling uncomfortable that the IB literature in the 1980s was so much dominated by micro or
business oriented approaches. Other economists, not to mention political scientists and industrial geographers, were
beginning to give more attention to the role of factors exogenous to firms, in affecting the extent, pattern and modes
of MNE activity; and, indeed, it is perfectly clear that the political, technological and economic events of the last two
decades have resulted in a very different international economic scenario than that which existed in the mid 1980s.

Most noticeably, as the data in Tables 2.2, 2.3, and 2.4 show, not only have the foreign based activities of MNEs
become the main modality for serving foreign markets but there has been a considerable reconfiguration in the
importance of the leading outward and inward foreign direct investors. On the other hand, notwithstanding the
emergence of China as the second largest recipient of new fdi flows (UN 1999), in 1998, nearly 70 per cent of the
inward stock of fdi continued to be located in three great trading blocs—North America, Western Europe, and Japan;
and in that same year more than four-fifths of the innovatory activities of MNEs was also undertaken within the Triad
countries. The rapid growth of all kinds of fdi in Europe, including intra-EU investment, and new opportunities for
more fdi in the US—and more recently in Japan—suggests that intra-industry foreign owned production and other
forms of cross-border activity, e.g. non-equity alliances within the Triad, may well rise further in the future.

At the same time, the renaissance of the market economy, new technological advances, the globalization—or, as
Rugman (2000) would have it, the regionalization—of production have brought about widespread consequences for
the locational attractiveness of all countries, which in turn, have affected the propensity of MNEs to invest in and out
of these countries. Over the last few years, all the signs are that these are becoming increasingly important. Let us
explain what we mean. One of the most significant characteristics about MNE activity is the extent to which it aids the
cross-border movement and/or geographical dispersion of assets, notably money capital and innovatory capacity, and
of intermediate products, technology, and
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management skills. Inter alia, this mobility—which is currently being dramatically enhanced by the advent of electronic
commerce and money (Cohen 2000)—is offering MNEs wider locational options in respect of both the creation and
use of these assets and products. At the same time, the imperatives of new technologies and global competitive
pressures are leading to an explosion of cross-border acquisitions and mergers (A&Ms) and strategic alliances.
According to the UN (1999) the volume of the former has risen eight times over the past decade, and, as Table 2.4
shows is growing at twice the rate of fdi flows.

In almost all the major economies in the world, the role of domestic and/or foreign based MNEs is increasing.
Referring again to Tables 2.2 and 2.3, it can be seen that the ratio of stock of inward and outward direct investment to
gross national product more than doubled between 1980 and 1998. Erstwhile Communist countries, notably those in
Central and Eastern Europe, China, and in the Mekong Delta, whose borders were effectively closed to MNE activity
until only fifteen years ago, accounted for 11.1 per cent of all new fdi inflows in 1998. Widespread privatization and the
deregulation of many service sectors have opened up huge new opportunities for fdi in the utility, telecommunications
and banking and finance sectors, while the demands of the knowledge-based economy are resulting in a no less
impressive internationalization of all kinds of professional and business services.63 Regional economic integration,
especially in Europe, by making possible more Smithian division of labor, has also increased the propensity of MNEs
to internalize trade flows. Direct investment earnings and payments for cross-border technology and management
services are currently one of the fastest growing components of world invisible trade.

Each and all of these events has helped fashion (and is likely to continue to fashion) the orientation of IB literature.
Globalization, and the critical importance of upgrading intellectual capital as a wealth-enhancing process, is demanding
that scholars should give more attention to the harnessing, creation, and organization of a range of knowledge-related
assets from different locations as a competitive advantage in its own right. The variables affecting the ‘where’ of MNE
activity, as firms seek to reconcile the mobility of many of their intangible assets with the need to deploy these with
other assets which are not only location bound, but concentrated in a limited spatial area, is also under scrutiny. So,
indeed are the appropriate policies for national and regional governments to pursue, if their own economic and social
investments are to be protected and advanced by such activities.
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Table 2.3 Stock of Inbound Foreign Direct Investment by Major Host Countries and Regions (Billions of US Dollars)
1967–98

Cou-
ntrie-
s/Re-
gions

1967 1973 1980 1990 1998
Value % of

total
% of
GDP

Value % of
total

% of
GDP

Value % of
total

% of
GDP

Value % of
total

% of
GDP

Value % of
total

% of
GDP

De-
vel-
oped
mar-
ket
eco-
no-
mies

73.2 69.4 3.2 153.7 73.9 3.8 373.6 73.7 4.8 1394-
.9

78.9 8.4 2785-
.4

68.3 10.5

West-
ern
Eu-
rope

31.4 29.8 4.2 73.8 35.5 5.6 200.4 39.6 5.7 784.4 44.4 11.1 1571-
.4

38.4 8.6

UK 7.9 7.5 7.2 24.1 11.6 13.9 63.0 12.4 11.7 218.7 12.4 22.4 326.8 8.0 18.6
Ger-
many

3.6 3.4 1.9 13.1 6.3 3.8 36.6 7.2 4.5 86.5 4.9 6.8 228.8 5.6 2.3

Swit-
zer-
land

2.1 2.0 8.4 4.3 2.1 9.8 8.5 1.7 8.4 33.7 1.9 14.9 60.1 1.5 9.9

Uni-
ted
States

9.9 9.4 1.2 20.6 9.9 1.6 83.0 16.4 3.1 394.9 22.3 7.2 875.0 21.4 9.3

Oth-
era

31.9 30.2 4.2 59.3 28.5 4.2 90.2 17.8 – 215.6 12.2 – 339.0 8.3 –

Japan 0.6 0.6 0.3 1.6 0.8 0.4 3.3 0.7 0.3 9.9 0.6 0.3 30.3 0.7 0.3
De-
ve-
lop-
ing
cou-
ntri-
es

32.3 30.6 6.4 54.7 26.3 5.4 132.9 26.2 5.9 370.6 21.0 10.5 129.3 29.8 10.3

Afri-
ca

5.6 5.3 9.0 10.2 4.9 8.7 13.8 2.7 4.8 37.6 2.1 12.1 75.3 1.8 8.3

Asia 8.3 7.9 3.9 15.3 7.4 3.6 70.0 13.8 6.0 214.0 12.1 10.3 716.6 17.5 8.4
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Latin
Ame-
rica
and
the
Car-
ib-
bean

18.5 17.5 15.8 28.9 13.9 12.3 47.7 9.4 6.4 114.1 6.5 10.1 415.6 10.2 16.1

Oth-
erb

na na na 0.3 0.1 0.1 neg neg nsa nsa nsa nsa 11.8 0.3 nsa

Cen-
tral
&
East-
ern
Eu-
rope

nsa nsa nsa nsa nsa nsa nsa nsa nsa 3.0 0.2 1.5 83.3 2.0 10.5

Wor-
ld

105.5 100.0 3.8 208.1 100.0 4.1 506.6 100.0 5.0 1768-
.0

100.0 8.7 4088-
.1

100.0 11.7

a Other developed economies include Australia, Canada, Japan, New Zealand, South Africa, Africa Sub-Saharan.
b Africa, Algeria, Egypt, Tunisia, and Morocco.

Other developing countries and Central & Eastern Europe (up until 1988).
nsa (not separately available)
na (not available)
Source As for Table 2.2
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Table 2.4 Selected Indicators of FDI and International Production, 1986–98

ITEM Value at current prices (billion dollars) Annual growth rate (per cent)
1996 1997 1998 1989–90 1991–95 1996 1997 1998

FDI inflows 359 464 644 24.3 19.6 9.1 29.4 38.7
FDI outflows 380 475 649 27.3 15.9 5.9 25.1 36.6
FDI inward
stock

3,086 3,437 4,088 17.9 9.6 10.6 11.4 18.9

FDI outward
stock

3,145 3,423 4,117 21.3 10.5 10.7 8.9 20.3

Cross-border
M&As

163 236 411 21.0 30.2 15.5 45.2 73.9

Sales of for-
eign affiliates

9,372 9,728 11,427 16.6 10.7 11.7 3.8 17.5

Gross prod-
uct of foreign
affiliates

2,026 2,286 2,677 16.8 7.3 6.7 12.8 17.1

Total assets
of foreign af-
filiates

11,246 12,211 14,620 18.5 13.8 8.8 8.6 19.7

Exports of
foreign affili-
ates

1,841 2,035 2,338 13.5 13.1 −5.8 10.5 14.9

Employment
of foreign af-
filiates (thou-
sand)

30,941 31,630 35,074 5.9 5.6 4.9 2.2 10.9

Memorandum:
GDP at fac-
tor cost

29,024 29,360 – 12.0 6.4 2.5 1.2 –

Gross fixed
capital for-
mation

6,072 5,917 – 12.1 6.5 2.5 −2.5 –

Royalties and
fees receipts

57 60 – 22.4 14.0 8.6 3.8 –

Exports of
goods and
non-factor
services

6,523 6,710 6,576 15.0 9.3 5.7 2.9 −2.0

Source UNCTAD, based on FDI/TNC database and UNCTAD estimates
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The challenges of an innovation-driven economy and the emergence of new forms of IB activities, together with the
increasing volatility of many cross-border transactions, are also presenting major challenges to scholars whose main
task is to study alternative ways in which MNEs organize their varied cross-border value-adding activities. It is also
necessitating a reappraisal of the roles played, and the relationships between, the myriad of decision-taking entities
comprising these enterprises. How can one accommodate the increasing significance of A&Ms, and the constant
reconfiguration of assets and capabilities owned or controlled by MNEs into the established theories of the MNE, and
of MNE activity? How does the emergence of a new set of interdependent technologies, of electronic commerce and
the internet, affect the ownership and control of their cross-border activities, and their relationships with other
institutions? How does the increasing instability of financial and exchange markets, and the changing architecture of
supranational institutions such as the WTO, World Bank, and IMF, affect their ability to organize and shift inputs and
outputs across the globe, and to price these appropriately? And how, indeed, can such tasks be accomplished in a way
which balances the advantages of flexibility and organizational cohesion with a coordinated yet specialized trajectory of
asset enhancement (Buckley and Casson 1998; Rangan 1998)?

These are just a few of the ways in which the intellectual interests of IB scholars and the events in the global
economy—which is the stage on which these interests are played out—are currently relating to each other.

2.3 A Concluding Remark
One of the main conclusions of this chapter is that, over the past four decades, not only has the literature on IB activity
grown at an exponential rate64 but that the scholarly contributors to our understanding of the subject have become
much more multi-disciplinary and geographically diffuse.
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64 In 1960, there was no specialized journal dealing with IB issues, and according to an early survey conducted by Sanjaya Lall (1975) only 40 or so research monographs on
the subject had been published. At the time of Lall's survey (1973) some of the most prolific contemporary writers on IB issues, including all of the authors of the chapters
in this volume, apart from Mira Wilkins and myself, had not begun publishing. Forty years on there are at least eight journals and the number of books and papers published
each year run into hundreds if not thousands!



The issues addressed have also widened out a great deal. While business historians, organizational, management, and
marketing scholars still continue to focus on the behavioral strategy of individual corporations; increasingly the
interaction between IB entities and the global environment in which they operate has come to take a major place in the
literature. Here international political economists, political scientists, economic geographers, sociologists, and
environmentalists have all made, and are continuing to make, a major contribution to our thinking.65 IB, after all,
comprises an eclectic (sic) set of related disciplines, and this is one of its main strengths. Perhaps, in the next half-
century, its scholarly reach will embrace even more disciplines. Indeed, this is to be applauded whenever and wherever
this adds to our knowledge about the phenomena of the global economy and the role of MNE-related activity in
promoting economic and social welfare.
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Chapter 3 International Trade Theory and
International Business

James R. Markusen

3.1 Introduction
International trade theory and the study of international business have never had much to say to each other. It doesn't
help that practitioners of these two disciplines generally reside in economics departments and business schools
respectively. But that aside, there are fundamental differences in the types of questions, objectives, and tools of analysis
in the two fields. The tradition of trade theory is primarily one of general-equilibrium analysis, and by its very nature
this requires researches to adopt very simple models of firms. Indeed, in competitive models with constant returns to
scale, the firm has no real meaning and researches speak of ‘industries’, not firms. This focus is consistent with the
objectives of trade theory, which are to explain the overall pattern of production, consumption, and trade in the world
economy.



General-equilibrium analysis brings a great strength and discipline to this endeavor. But this strength leaves it ill
equipped to deal with individual firms and the important role that the latter play in the real economy.

International business studies provide rich detail on the strategies, decisions, and organization of individual firms, but
leave it unclear how these individual decisions aggregate up to explain the pattern of overall international economic
activity. Since I am an international trade economist, I am likely ignorant of much that has been learned in international
business. But from the little I know, I do not see how international business studies allow me to explain certain stylized
facts of aggregate activity, such as why so much direct investment is concentrated among the high-income countries, or
why direct investment has grown much faster than trade for two decades.

The purpose of this chapter is to acquaint researchers in the field of international business with recent research in the
field of international trade, which is moving toward incorporating aspects of international business and multinational
firms into our general-equilibrium trade models. Conversely, I and other international trade economists look forward
to learning more about developments in international business from this volume.

The paper begins with a discussion of the interests of trade economists in explaining the ‘big picture’; that is, explaining
the pattern of ownership, production, and trade in the world economy. I will discuss what I consider to be the
strengths and weaknesses of current trade theory vis-à-vis international business studies as just noted.

I then move to a discussion of how trade theory attempts to link up different economic variables, particularly
technology characteristics, country characteristics, and the costs of doing business abroad. I then turn to the
formulation of a simple model with endogenous location decisions by multinational firms. This model of the firm is
absurdly simple from the point of view of international business economists, but it has the advantage of allowing the
individual firm to be linked with country characteristics and costs of business. I term this the ‘knowledge-capital
model’ of the multinational enterprise, and it can be embedded in a simple two-country general-equilibrium model. It
permits either strictly national firms, horizontal multinationals, and/or vertical multinationals to arise in equilibrium as
a function of country characteristics and international business costs.

The following section of the paper will then show how the conceptual model leads to testable empirical predictions
about how multinational activity should relate to characteristics of parent and host countries. Multinational activity is
measured by the production and sales of affiliates of country i firms in country j. Country characteristics include total
market size, size differences between the countries, the skilled-labor endowments of the countries, interactions
between size differences and endowment differences, investment costs, and trade costs.
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I will then turn to empirical studies that ‘test’ and estimate the knowledge-capital model, using US data on bilateral
affiliate activity with the US as parent or host. These tests have generally given good support to the theory, allowing the
pattern of world affiliate activity to be explained by country characteristics and the costs of international business.

3.2 The Industrial-Organization Approach to Trade Theory
For many decades, international trade theory was dominated by the Arrow-Debreu general-equilibrium model, in
which perfect competition and constant returns to scale are the principal assumptions. This is a very powerful tool, and
allows trade economists great leverage in seeking to explain the pattern of ownership, production, and trade in the
world economy. General-equilibrium analysis allows economists to explain indirect but important channels of
influence, such as the effect of protection on the distribution of income via changing factor prices.

Beginning in about 1980, trade economists began to move away from the assumptions of perfect competition and
constant returns, while maintaining a general-equilibrium structure. This was motivated in part by the observation of a
very large volume of trade among the high-income developed countries, which did not seem to be well-explained by
traditional models, such as the Heckscher-Ohlin model. The introduction of imperfect competition, increasing returns
to scale, and product differentiation led to models that could predict large volumes of trade among similar countries.
Nevertheless, firms were typically modeled as producing a single product in a single location, serving foreign markets
by exports if at all.

Somewhat later, simple general-equilibrium models in which multinationals arise endogenously were constructed. The
exogenous variables are such things as technology, market size, relative factor endowments, trade costs, and
investment costs. Firms choose whether or not to serve foreign markets by exports or by branch plants, and/or
whether or not to vertically fragment production according to factor intensities and international differences in factor
prices. More specifically, the typical exogenous variables in these models can be divided into three sets.

Technology Characteristics
(1) rm-level scale economies;
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(2) plant-level scale economies;
(3) factor intensities of different stages of production;
(4) ease of geographically fragmenting stages of production.

Country Characteristics(1)
total factor endowments;

(2) relative factor abundance (especially skilled labor);
(3) physical, institutional, and legal infrastructure.

Cost Of International Business(1)
costs of trading goods (tariffs, quotas, transport costs);

(2) costs of direct investment (restrictions on ownership, use of foreign personnel, capital controls, taxation,
corruption, etc.);

(3) agency costs (moral hazard, asymmetric information, contract enforceability, credibility of commitments, etc.
).

The question that trade economists are often interested in is how these variables combine to determine equilibrium
market structure. By market structure, let me limit the discussion to a fairly basic taxonomy, which excludes things like
joint ventures, subcontracting, and so forth. Assume that a firm may assume one of three organizational modes:

1. National firm—all stages of production and production units located in one country. These will be referred to
as type-n firms.

2. Horizontal multinational—‘headquarters’ in one country, production facilities producing roughly the same
goods and services in several countries. These will be referred to as type-h firms.

3. Vertical multinational—geographic fragmentation of production by stages (e.g. R&D, intermediates, final
assembly). These will be referred to as type-v firms.

By market structure, we then mean: what types of firms (n, h, v) are active in equilibrium, and where are the firms
headquartered? The types of firms active in equilibrium and the countries in which their headquarters are located will
be referred to as the ‘regime’. The principal focus of my research has then been to determine how the equilibrium
regime depends on the three sets of variables noted above.

3.3 The Knowledge-Capital Model of the MNE
In several previous articles, I have reviewed a great deal of empirical evidence about multinational firms, and I don't
have the enthusiasm for repeating that
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discussion here (Markusen 1995, 1998). One principal idea that emerges from the data is that multinational firms are
intensive in the use of knowledge-based assets. From this result together with the many stylized facts behind it, I have
advanced the concept of the ‘knowledge-capital model’ of the multinational enterprise. This theory is constructed
around the idea that multinational firms are intensive in the use of knowledge-based assets, and that these assets have
three important properties. These are as follows.

1. Transportability or fragmentation: knowledge-based assets can be supplied to geographically dispersed production
facilities at low cost.

2. Factor intensity: knowledge-based assets are skilled-labor intensive relative to production.
3. Jointness: knowledge-based assets can be supplied to additional production facilities without reducing their

value in existing facilities.

Properties 1 and 2 provide motives for the vertical fragmentation of production, locating activities where the factors
they use intensively are cheap. Property 3 provides a motive for horizontal multinationals which replicate roughly the
same activities in multiple locations. Jointness leads to firm-level scale economies that give multi-plant firms a cost
advantage over single-plant firms. The idea is that knowledge is a joint input or ‘public good’ within the firm.

These properties suggest a simple technology for the firm, perhaps too simple for international business, yet tractable
in a general-equilibrium model. Consider the following two-sector, two-country, two-factor general-equilibrium
model.66

4. Two countries, i and j,
Two goods, X and Y,
Two factors, skilled (S) and unskilled (L) labor.

5. Good Y is produced with constant returns by a perfectly competitive industry, and is unskilled-labor
intensive.

6. Good X is produced with increasing returns, by an imperfectly competitive industry and is skilled-labor
intensive.

7. X-sector technology:
F—firm-specific fixed costs (skilled-labor intensive),
G—plant-specific fixed costs (less skilled-labor intensive than F),
c—constant marginal cost (less skilled-labor intensive than F),
t—transport cost between countries (unskilled-labor intensive).

8. X-sector firms may:
choose a country for a ‘headquarters’ (location of F), and a single plant in either country,
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choose a country for a ‘headquarters’ (location of F) and plants in both countries.
9. X-sector firm types:

n—national firms with one plant in the same country as its headquarters,
h—horizontal firms with plants in both countries,
v—vertical firms with one plant, headquarters and plant in different countries.

10. Other assumptions:
Cournot competition,
segmented markets,
free entry and exit.

11. Determined in equilibrium:

the number of each type of firm active in equilibrium,
the pattern of production, ownership and trade in goods and intangibles.

Before discussing the formal structure of this model, it might be useful to relate it to Dunning's (1977, 1981) ‘eclectic
paradigm’. As noted above, the firm-level fixed cost F creates multi-plant economies of scale, and we could think of
the asset created by F (e.g. blueprints, formulae, procedures, patents) as Dunning's ownership advantage. Location
advantages come in two forms, primarily related to whether or not the investment is horizontal or vertical as defined
above. If it is horizontal, then the transport cost t creates a location advantage for producing in the foreign market
rather than exporting to it. But the plant-level fixed cost G is a location disadvantage for having a second plant. There
is thus a tension between G and t and, as we shall discuss shortly, one prediction is that investment will be more likely
in large host-country markets.

For vertical investments in which the production process is fragmented into stages with different factor intensities,
different factor prices between countries will create a location advantage. So, for example, a significant difference
between skilled and unskilled labor prices between countries may mean that the headquarters are located in the skilled-
labor-abundant country where F is cheap, and the plant is located in the unskilled-labor-abundant countries where c is
cheap. Note that for vertical investments, the transport cost t will generally be a location disadvantage, since it raises
the cost of shipping final output back to the home market.

It is beyond the scope of the paper to discuss internalization advantage. But let me mention that there are a number of
trade papers that do deal with internalization, and it basically arises in these models from the same properties of
knowledge-based assets that lead to multi-plant economies and firm-level scale economies. The same joint-input
property of knowledge that makes it easily transported to foreign plants make that knowledge easily dissipated.
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Table 3.1 Notation

Yi Production of Y in country i
Wi Welfare of country i

Production of X by a firm type k, headquartered in i,
selling in j
Number of firms of type k headquartered in country i
active in equilibrium

Py Price of good Y
mcyi Marginal cost of producing good Y in country i
pui Price of a unit of welfare (utility) in country i
mcui Marginal cost of producing a unit of welfare (utility) in

country i
Pxi Price of good X in country i

Marginal production (and shipping if relevant) cost of X
for firm type k headquartered in country i and selling in
country j
Price of fixed costs for firm type k, headquartered in i

Fixed costs for firm type k, headquartered in i
wi Wage of unskilled labor in country i
vi Wage of skilled labor in country i
consi The representative consumer in country i

The ‘owner’ of firm type k headquartered in country i

Markup of firm type k headquartered in country i and
selling in j
Markup revenue of firm type k headquartered in
country i

Now let me describe how the formal model is specified. Note that it is useful to think of welfare as being ‘produced’
(with inputs of commodities), and having a unit ‘price’ and ‘cost’ of production, which is in fact the unit expenditure
function for the representative consumer. It is similarly useful to think of fixed costs as being produced, and the
demand coming from entrepreneurs (firm owners) out of markup revenues. A list of notation is given in Table 3.1.
Superscript ‘k’ denotes firm type, k = (n, h, v). Superscripts i and j refer to countries. When used in combination (ij) the
first subscript refers to the country in which the firm is headquartered, and the second denotes the country in which
the output is sold.

A large model of this type is formulated as a complementarity problem; that is, as a set of inequalities subject to non-
negative values of
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Table 3.2 Inequalities and Complementary Variables

Inequalities Complementary variables number
pricing inequalities activity level number
py ≤ mcyi Yi 2
pui ≤ mcui Wi 2
pxj(l − ) ≤ 12

≤ Nk 6

market clearing inequalities price number
∑idemand Yi ≤ ∑isupply Yi py 1
demand Wi ≤ supply Wi pui 2
demand Xj ≤ ∑k ∑isupply pxj 2

demand ≤ supply 6

demand Li ≤ supply Li wi 2
demand Si ≤ supply Si vi 2
income balance incomes number
expenditure consi ≤ income consi income consi 2
demand ≤ income 6
auxiliary constraints markups number

≤ (Cournot formula) 12

complementary variables. Either an inequality holds as a strict equality and the complementary variable is positive, or it
holds as a strict inequality and the associated variable is zero. As noted above, a useful trick is to view fixed costs as
being produced and demand by entrepreneurs out of markup revenues. In equilibrium, fixed costs equal markup
revenues, which is the free-entry condition of zero profits. The model is calibrated so that the activity level of fixed
costs production in equilibrium corresponds to the number of firms active in equilibrium (N).

What follows are the inequalities and complementary variables of the model. Pricing inequalities (marginal revenue
equal to marginal cost) have quantities (‘activity levels’) as complementary or ‘dual’ variables, and market
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clearing inequalities have prices as complementary or dual variables. Remaining inequalities are income balance
inequalities for agents, including firm owners, and the equations giving the Cournot markup formulae.

3.4 Testable Hypotheses
An attractive feature of the above model is that it offers testable hypotheses about the relationship between the pattern
of multinational investment and country characteristics such as size, relative size, relative factor endowments, and trade
costs. Figures 3.1 and 3.2 are taken from simulations of a model similar to that above found in Carr, Markusen, and
Maskus (2001). These diagrams are Edgeworth boxes, in which the dimensions of the floor are the total two-country
endowment of skilled and unskilled labor. The origin for country i is as shown, with the origin for country j at the
opposite corner of the box. Different points in this box correspond to differences in country sizes and differences in
relative endowments. Along the southwest-northeast (SW-NE) diagonal, the countries differ in size (except at the
midpoint) but not in relative endowments. Movements away from this diagonal toward the northwest or southeast
(NW-SE) corner allows the countries to differ in relative endowments, with country i skilled-labor abundant toward
the NW corner.

The vertical axis of Figures 3.1 gives the volume of affiliate production in the world economy, measured as the
production in country j of plants owned by country i firms (i.e., the firm's headquarters are in country i) and vice versa.
Consider first the SW-NE diagonal where the countries differ in size but not in relative endowments. Affiliate
production is an inverted U, reaching a maximum when the countries are identical. At this midpoint, the solution is
symmetric and only horizontal multinationals exist. Each firm produces half its output in its home plant and half in its
branch plant. Thus exactly half of all world production is affiliate production. As the countries become different in
size, single-plant national firms enter in the large country, serving the smaller market by exports rather than through an
expensive branch plant. This leads to two hypotheses. First, affiliate sales by country i firms in country j should be
related to the sum of their GDPs, but decreasing in the difference in their GDPs, holding their sum constant.

Figure 3.1 shows that the highest levels of total affiliate activity occur when one country is small and skilled-labor
abundant. Consider the region between
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Fig. 3.1 Volume Of Affiliate Production: 25% Trade Costs

78 JAMES R. MARKUSEN



the SW and NW corners of Figure 3.1 where country i is small and skilled-labor abundant. In this region, production
of X in the world economy is dominated by vertical multinationals headquartered in country i. The headquarters of
firms are concentrated in country i due to the general-equilibrium price of skilled labor. The plants are concentrated in
country j for two reinforcing reasons. First, factor prices favor production in the skilled-labor-scarce country. Second,
with transport costs, if a firm has only one plant then it will want to locate that plant in the large country, other things
equal. Thus factor-price and country-size motives reinforce one another, and potentially all of world X production
could be affiliate production. These results lead to two further hypotheses. First, production by affiliates of country i
firms in country j is related to the relative skilled-labor abundance of country i. Second there is an interaction effect
between skilled-labor abundance and country size, so that production by affiliates of country i firms in country j is
particularly high when country i is both skilled-labor abundant and small (e.g. Sweden, Switzerland, the Netherlands).

Figure 3.2 has the same dimensions and definitions for the ‘floor’ as in Figure 3.1. The vertical axis is different,
however. Figure 3.2 presents results for a comparative-statics exercise in which trade protection in both directions is
raised from 5 per cent to 25 per cent. Second, Figure 3.2 presents affiliate production only in one direction, production
by affiliates of country i firms in country j. Figure 3.2 shows that an increase in trade costs raise affiliate production in a
central region of the Edgeworth box, and lower it when country i (the parent country) is skilled-labor abundant and
somewhat small. These two regions correspond both to different firm types, and to different directions of trade costs.
The central region, where trade costs increase affiliate production is due to national firms in country i switching to
serving country j (the host country) by branch plant production rather than exports (i.e., the national firms in country i
become type-h multinationals). The second point to note is that this change is due entirely to host-country (country j)
protection alone. That is, the region of increased affiliate production in Figure 3.2 would look essentially the same if we
had only increased host-country j's import tariff, for example. We thus have the hypothesis that host-country trade
(import) costs increase affiliate production. We could add an interaction effect as well, noting that the effect of the
host-country trade cost is highest when the countries are similar in relative endowments.

The region in which the increase in trade costs reduces affiliate production in Figure 3.2 is due to vertical (type-v)
multinationals in country i switching to being type-n or even type-h firms. Affiliate production in country j that was for
export back to country i ceases with the high trade cost (production in country i by a type-h firm headquartered in that
country
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Fig. 3.2 Change in affiliate production, country i plants in country j: 25% trade costs minus 5% trade costs in both
directions
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does not count as affiliate production). Second, this region of decreasing affiliate activity in Figure 3.2 is due entirely to
the home country (country i) trade cost, and this region would look essentially the same if we only considered an
increase in country i's trade (import) cost. We thus have the hypothesis that the home-country trade (import) costs
reduce affiliate production.

3.5 Empirical Results
Table 3.3 lists some recent empirical results from Carr, Markusen, and Maskus (2000), which employ the model
outlined above and incorporate the hypotheses just discussed.67 Country i is the home (parent) country and country j is
the host country. The dependent variable is affiliate production by country i firms in country j. Definitions of the
variables are as follows, where k = i,j.

GDPk – real gross national production of country k in $US
SKk – the proportion of the labor force in country k that is skilled;
INCj – an index of the difficulty/cost of investing in the host country (from the World Economic Forum);
TCk – an index of the difficulty/cost of exporting to (importing into) country k (from the World Economic Forum);
DIST – a control variable, the distance between the capital cities of countries i and j.

The column of Table 3.3 labeled ‘predicted sign’ follows from the discussion of the previous section and Figures 3.1
and 3.2. The first two variables relate to horizontal investments in particular: affiliate production by country i firms in
country j will be highest where total income is high and the countries are similar in size (hence a negative sign on the
squared difference in size). The third and fourth variables relate especially to vertical investments: affiliate production
by country i firms in country j will be high when country i is skilled-labor abundant relative to j, and when country i is
skilled-labor abundant (SKi − SKj > 0) and small (GPDi − GDPj < 0). Host country investment costs (INCj) is
expected to have a negative sign, while host-country
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Table 3.3 Empirical Results

Dependent variable: affiliate sales by country i firms in country j
Variable Predicted sign Sign as predicted? Statistically significant?
GDPi + GPDj + Yes Yes
(GDPi − GPDj)2 − Yes Yes
(SKi − SKj) + Yes Yes
(GDPi − GPDj) (SKi −
SKj)

− Yes Yes

INCj − Yes Yes/No*

TCj + Yes Yes/No*

TCj(SKi − SKj)2 − Yes No
TCi − Yes Yes/No*

Dist − Yes Yes
* Yes/No indicates that the variable is significant in some regressions but not in others (e.g., a variable may be significant with country fixed

effects, insignificant without or vice versa).
Source Carr, Markusen, and Maskus 2001

trade costs (TCj) are expected to have a positive sign. The interactive term between host-country trade costs and the
squared difference in endowments should have a negative sign (the protective effect encouraging inward horizontal
investment is strongest when the countries are similar). Home (parent) country trade costs (TCi) should have a negative
sign. Distance should discourage direct investment, but the case for this in theory is not overwhelming. It could lead to
a substitution from serving a more distant market by exports to serving it with a branch plant.

Carr, Markusen, and Maskus (2001) report a number of regressions, such as with and without country fixed effects,
weighted least squares using only observations with positive affiliate activity from i to j, and Tobit regressions which
include zero observations on the dependent variable. The latter carry important information and not surprisingly, are
typically found when the parent country i is a small, relatively skilled-labor-scarce country. The data is a panel of
bilateral observations on thirty-four countries over an eight-year period, 1987–94. This is US Commerce Department
data, so unfortunately all observations have the US as either country i or country j.
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Table 3.3 gives results which, apart from the magnitudes and statistical significance of the coefficients, are broadly
consistent across all specifications. The knowledge-capital model receives good support from the data. It is interesting
that the GDP and SK variables always have the right sign and are strongly statistically significant. The trade and
investment-cost variables basically always have the right signs, but sometimes they are statistically insignificant. One
implication of these results is that we might have some confidence in using the knowledge-capital model for public
policy discussions.

One limitation of the Carr, Markusen, and Maskus (2001) is that it does not give a good picture of horizontal versus
vertical activity. The latter is notoriously difficult to do with existing data and of course, almost all firms do a
combination of horizontal and vertical activities, with both intermediate and final goods traded between production
units in different countries. One indirect way of getting at this problem which can be tackled with the data is to look at
affiliate production for local sale, versus production that is exported back to the home country or to third countries. It
seems reasonable to suppose that production for local sale is related to horizontal activity while production for export,
particularly back to the home country, may be more closely related to vertical activity. If we accept this hypothesis, then
production for local sale should be more closely related to market size than to factor endowment (and factor price)
differences, while production for export should be the opposite.

The same US Commerce Department data just described does break down affiliate production into local sales and
export sales. For US affiliates abroad, the latter is in fact broken down into exports back to the US and exports to third
countries. Maskus and I used this data to produce the results shown in Table 3.4 (Markusen and Maskus, 2001). The
first two rows of Table 3.4 have both inward and outward (US affiliates in country j, and country j affiliates in the US)
observations as dependent variables. The inward observations (country j affiliates in the US) do not discriminate
whether or not the exports are going back to the parent country or to some third country, so all export sales are
lumped together. Results in these two rows are consistent with production for local sale being related to horizontal
activity and ‘market seeking’ motives, while production for export appears more related to vertical and ‘resource
seeking’ motives. The elasticity of production for local sales with respect to host-country GDP is considerably higher
than the GDP elasticity for export sale. Elasticities of these two variables with respect to the skilled-labor proportion
(running from 0 to 100) in host country j are negative. But the elasticity for production for local sale is essentially zero,
while the elasticity for export sale is significantly negative: production for export sale seeks out unskilled-labor-
abundant countries.
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Table 3.4 Effects of Host-Country Size and Skilled-Labor Abundance on Foreign Affiliate Production for Local Sale
and Export: Derivatives Evaluated at the Mean of Independent Variables

Effect on: Elasticity wrt an in-
crease in country j's
GDP

Elasticity wrt a one
point increase in SKj

One point increase in
INVCj (millions)

One point increase in
TCj (millions)

Local sales of coun-
try i affiliates in
country j (inward and
outward data)

ε = 1.56* ε = −0.02 −$633.4 $366.6

Export sales of
country i affiliates in j
to all countries (in-
ward and outward
data)

ε = 1.12 ε = −0.68 −$277.2 $52.1

Local sales of US
affiliates in country j
(US outward data
only)

ε = 1.04 ε = 0.60 −$517.8 $314.8

Export sales of US
affiliates in j to the
US (US outward data
only)

ε = 0.21 ε = 0.06 −$346.6 $207.6

* ε denotes elasticity
Source Markusen and Maskus 2001

We do not report elasticities of sales with respect to INVj and TCj, just levels, since these variables are qualitative
indices, running from 0 to 100. Figures are in millions of US$. Both production for local sale and export sale respond
negatively to INVj (the larger magnitude of the former does not mean more sensitivity since production for local sale is
quantitatively much more important). Production for local sale is much more strongly encouraged by the host-
country's trade cost as we would expect.

In the third and fourth rows of Table 3.4, we look at the US outward data only, so we can explicitly identify production
for export back to the US. Results are quantitatively different, but qualitatively similar to those for the inward-outward
sample. Production of US affiliates abroad for local sale is much more sensitive to local market size than is production
for export back to the US as we would expect. In contrast to the inward-outward sample, US
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production abroad seeks out skilled labor, but production for local sale is much more skilled-labor seeking than
production for export back to the US. The latter is insensitive to the labor-force composition in the host country. Thus
in both samples, we could say that production for local sale responds more positively or less negatively to the skilled-
labor abundance of the host country than production for export sale. The last two columns of rows three and four give
results similar to the first two rows concerning the effects of INVj and TCj. The large coefficient on TCj for export
sales is somewhat puzzling however, since the theory predicts that exports sales should be relatively insensitive to host-
country trade costs. Of course, one thing that the very simple model presented here does not consider is intermediate
inputs imported by the affiliate, and host-country trade costs obviously raise the prices of these intermediates to the
affiliate.

3.6 Summary and Conclusions
The purpose of this paper is to explain recent efforts by international trade economists to incorporate multinational
firms endogenously into general equilibrium trade models, generate testable hypotheses, and then subject the models
to estimation and testing. The models of the firms per se are extremely simple, with important details being sacrificed in
order to provide general-equilibrium tractability. The model is however rich enough to provide motives for both
horizontal and vertical expansion across international borders. The horizontal motive derives from the assumption of
firm-level scale economies, while the vertical motive derives from differences in factor intensities among stages of
production combined with differences in factor endowments across countries.

This model provides testable hypotheses as to how production of affiliates in country j of firms headquartered in
country i should be related to characteristics of both countries, including absolute and relative country sizes,
differences in skilled-labor abundance, host-country investment costs, and the trade costs of both parent and host
country. Recent empirical tests give good support to the theory, indicating that it should be useful for policy analysis as
well as for positive analysis.
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Chapter 4 Strategic Complexity in International
Business

Peter Buckley

Mark Casson

4.1 The Current Challenges Facing International Business Theory
Most contributions to a handbook are necessarily retrospective, but there is also scope for a prospective view of the
kind offered in this chapter. In retrospect there have been significant theoretical achievements in international business
(IB) over the past forty years, but the prospects are not so good.

(1) A comparison of the periods 1972–82 and 1990–2000 suggests a declining dynamic of theoretical innovation;
developments in IB were once ahead of those in related areas, whereas now they seem to follow behind;



(2) Every answer raises new questions: but many of the new questions raised in the 1970s literature remain
unresolved;

(3) The ‘strategic alliances’ literature exhibits the weaknesses as well as the strengths of a multi-disciplinary
perspective; there are so many different propositions about different aspects of alliances; often based on
different definitions, that it becomes unclear whether they are coherent or not;

(4) The debate between transaction costs and resource-based theories has become increasingly sterile; and
(5) Excessive dependence on case studies means that the ‘strategic management’ literature increasingly confuses

consultancy with research, and equates the development of executive teaching materials with original
contributions to knowledge.

If IB is to regain its influence within the social sciences as a whole, it is necessary to re-integrate it into mainstream
intellectual debate. One way in which this can be done is to introduce more refined analytical techniques into IB theory.
This chapter recommends that the rational action approach to modelling should be expanded in order to address a
wider range of IB issues. It provides practical examples of how this can be done, based mainly on our own recent
work.

The rational action approach has achieved its greatest successes in addressing economic issues, but it can also elucidate
issues in strategic management and organizational behaviour. By working with formal models whose assumptions are
explicit it is possible to eliminate ambiguity, and thereby foster informed criticism that serves to eliminate logical error
(Elster 1986; Hargreaves-Heap 1989). Modern IB texts tend to present the subject as a multi-disciplinary field of
research that addresses issues that are specific to international business operations. This was not the view of IB that
prevailed at the time of its greatest intellectual vitality in the 1970s, however. Many scholars of that time perceived IB
as a field of applied economics—a useful ‘laboratory’ in which to test general theories against newly gathered statistical
evidence (Buckley and Casson 1976).

Since the 1970s the methods of economics have been extended to other fields of social science, such as politics, law,
and sociology (Buckley and Casson 1993). This has been made possible by the increasing power of rational action
modelling techniques. As a result, it is possible to update the 1970s view: IB is now best regarded as a field of applied
social science, rather than just a field of applied economics, as before. But in this context social science must be
understood, not a collection of different disciplines, each with its own tradition and methodology, but an integrated
social science based upon the rational action approach.

This chapter does not present a forecast of how the subject will evolve, but simply makes a proposal, with which
others may well disagree. It begins with a
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critique of recent calls for the use of ‘softer’ theories in IB. In particular, it considers whether the increasing complexity
of the IB environment makes formal modelling impractical. It concludes that it does not. Much of what is called
complexity, it suggests, is subjective, and merely reflects the confusion of scholars who rely on softer theories. Such
confusions can be dispelled by invoking the intellectual rigour of the rational action approach.

Two main sources of complexity are identified. One is the uncertainty involved in long-term planning. It reflects the
‘strategic’ nature of certain decisions, such as those concerned with irreversible investments. There is a distinctive set
of rational action modelling techniques that is available for analysing such decisions.

Another source of complexity is connected with networks. Networks in IB take both physical and social forms. A
physical network comprises a set of production plants, distribution centres, and retail outlets. These various facilities
are connected by transport infrastructure. Several facilities may be owned by the same firm, depending upon where the
boundaries of the firm are drawn. Boundaries of firms that span international boundaries lead to multinational firms.
Formal models of IB networks are now available which determine simultaneously where all the boundaries of the
different firms within a system are drawn. These models can also incorporate flows of knowledge generated by R&D
and marketing activities, as explained below.

Social networks are concerned with communications between decision-makers. Networks can be high-trust or low-
trust, and either formal or informal. Communication through social networks allows different decision-makers to
coordinate their decisions. Coordination within a firm involves internal networks, which often take a hierarchical form,
whereas coordination between firms involves external networks which typically take a ‘flatter’ form. Formal analysis of
communication costs makes it possible to analyse what kind of networks will emerge to coordinate different types of
activity.

4.2 Complexity or Confusion?
It is often asserted that the modern global environment is so complex that it is impossible to capture reality with the
aid of any formal model. As a result, a good deal of effort has gone into developing heuristic approaches that use
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analogy and metaphor, rather than formal theory, to articulate key ideas (Parkhe 1993). For example, writers on joint
ventures and strategic alliances have argued that as the boundaries of the firm become increasingly ‘fuzzy’, so theory
must become ‘fuzzy’ too in order to handle the issue. Fuzzy theories are difficult to refute, however, because it is
usually unclear what they mean, so that errors in these theories go undetected for a considerable time. Researchers who
attempt to build on ‘fuzzy’ foundations can waste a good deal of time before the weaknesses of their foundations are
properly exposed.

Another example of fuzzy thinking arises when people apply general systems theory to try to understand the
complexity of the global economy. General systems theory talks a lot about ‘complex systems’, and so it seems
intuitively reasonable that it should be invoked to explain the nature and causes of complex IB phenomena. The fact
that the theory is opaque only adds to its credibility so far as the uninitiated are concerned.

But a lot of what is described as ‘complexity’ is often just confusion. When people do not understand something, they
tend to assume that it must be ‘complex’, and so turn to ‘complexity theory’ for a solution. This theory introduces
them to new jargon—such as ‘chaos’, ‘catastrophe’, ‘emergent properties’, and the like (Arthur 1988; Coriat and Dosi
1998). It is suggested that these concepts derive from advanced mathematics, or ‘rocket science’. In fact, many of the
terms are little more than labels applied to areas of ignorance. While it is true that the mathematical theory of non-
linear systems can explain chaotic behaviour, for example, such behaviour has little or nothing to do with the kind of
behaviour that is observed in the IB system. If there is some connection, then it has certainly not been spelled out
rigorously so far.

Popular perceptions of complexity may also be a response to a quickening pace of change. The world economy of
today appears to be radically different from what it was only fifty years ago. It can be argued that radical changes call
for radically new theories to explain them. A new brand of IB theory must be developed to meet the intellectual
challenges of the new millennium, it may be said. Complexity provides an impressive range of novel jargon for
describing change in the international business system. ‘The global economy is a dynamic self-organizing system based
on co-evolving institutions’ seems to be a profound statement, even though it says little more than that the global
economy is undergoing change.

Radical changes in theory are very expensive, however, because a whole new set of concepts needs to be developed
and disseminated. Investing in radically new theory is extremely wasteful if existing theory is perfectly adequate. This
chapter argues that complexity can be addressed perfectly adequately using existing concepts derived from the rational
action approach.
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4.3 Two Concepts of Complexity
Systems theorists distinguish between combinatorial complexity and what may be termed organic complexity.
Combinatorial complexity is created when a large number of different cases have to be analysed before a decision can
be made, and in each case a large number of different factors have to be taken into account. Organic complexity arises
because of numerous interdependencies and feedback loops within a system. Everything depends upon everything else
in such a way that cause and effect are difficult to disentangle. Organic complexity, it is suggested, cannot be addressed
through rational analysis. In organically complex systems agents cannot understand the system of which they form a
part. As a result, they have to commit themselves arbitrarily to certain rules, and the interactions between different
agents playing according to different rules then generates the very kind of complexity in the system that defies analysis.

The techniques illustrated in this chapter approach complexity as a combinatorial problem. They address
combinatorial complexity using a range of simplifying techniques. This reflects a methodological stance that complexity
is best addressed by simplifying the representation of reality, rather than by making theory itself more complex. The
problem of organic complexity is not ignored altogether, however. Organic complexity is handled by the traditional
method of focusing on an equilibrium. For more than a century, economists have tackled system interdependencies by
analysing the mathematical properties of equilibrium. Systems theorists often ridicule this approach. The fact remains,
however, that the qualitative features of a system's dynamic behaviour are largely determined by its equilibrium
properties. All stable systems have a propensity to converge to an equilibrium. Systems that exhibit localized
instabilities usually do so because they have more than one equilibrium. The number of equilibria is therefore an
important guide to the out-of-equilibrium behaviour of a complex system. Although an equilibrium model cannot
track the out-of-equilibrium behaviour of a system over time, it can identify the equilibrium to which the system will
tend to converge from any given initial condition. For many purposes, this is all that a satisfactory model is required to
do.

Certain types of disequilibrium behaviour can also be modelled in mathematical terms. This is normally achieved by
assuming that agents follow certain simple myopic rules: the agent makes little attempt to look far ahead (Nelson and
Winter 1982). This contrasts sharply with the situation in rational action modelling, where agents are far sighted.
Similarly, in simple disequilibrium models agents do not adapt their rules to the environment in which they operate, as
a rational agent would do. These extreme assumptions are
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relevant in certain special cases: they are useful, for example, in explaining the sudden build up of traffic jams, the
persistence of stock exchange ‘bubbles’, and the formation of crowds around sensational events. It is not at all clear
that they are useful in explaining IB phenomena, however. A successful multinational enterprise is unlikely to be
controlled by a myopic rule-driven manager who is unable to adapt his behaviour to the circumstances he is in. It is
more likely to be managed by a successful entrepreneur who can take a long-term view of a situation, and can adapt his
behaviour to different sets of conditions.

Nevertheless, it is often claimed that disequilibrium models with system effects can provide a more realistic account of
the global economy than a rational action model can. One reason for this is that some disequilibrium models predict
that almost anything can happen out of equilibrium. When behaviour is highly sensitive to certain parameter values,
which are difficult to measure, then it can always be claimed that the model has explained reality because the
parameters took on whatever values they needed to. This kind of explanation is vacuous, because as long as key
parameter values cannot be independently measured the explanation is impossible to verify.

‘Path-dependence’ is a good example of this type of non-explanation. Almost any historical aspect of the IB system can
be explained in path-dependent terms. Path dependent explanations usually begin with unspecified initial conditions
which have been lost way back in the mists of time. ‘Given the way things began, and all the things that have happened
since, things are bound to be the way they are’, goes this kind of explanation. The problem is that data on how things
began, and on many of the things that happened since, are usually incomplete. In many applications of path
dependence, even the pattern of causation linking one step to the next is unclear. Path dependence can be used to
rationalize almost any sequence of events, and can give any simple narrative of events the appearance of a being a
scientific test of systems theory.

This is not to deny that path-dependence occurs. Agents are ‘locked in’ by their actions whenever there are adjustment
costs, because their actions cannot be costlessly reversed. But ‘lock in’ is only a serious problem under certain
conditions, and rational action models explain what these conditions are. It is often suggested that ‘lock in’ is a direct
consequence of myopic decision-making, but this is incorrect. Everyone is locked in by adjustment costs, whether they
are rational or not. Rational agents may be locked in less than irrational ones, however, because when they realize that
they still have much to learn about a situation they will choose a course of action which maximizes flexibility. To
establish that agents are myopic it is necessary to show that they are worse off than a rational agent would have been,
and not simply that they were locked in by a situation. Few systems theorists have addressed this crucial issue.

STRATEGIC COMPLEXITY IN IB 93



An important reason why ‘lock in’ is of limited importance in IB is that multinational firms have access to a wide range
of factor and product markets. For example, a firm that has over-extended its capacity at an upstream stage of
production can use external intermediate products to sell off surplus output to independent downstream firms.
Alternatively, the firm could sell off surplus plant and equipment in markets for second-hand assets, or even divest the
entire upstream operation as a going concern. All of these strategies incur adjustment costs, of course, but the costs are
nowhere near as large as they would be in the absence of the market system. While it highly desirable for IB theory to
take account of adjustment costs, therefore, it is unnecessary to suppose that adjustment costs are a major source of
instability in the IB system.

4.4 Rational Action and International Business Strategy
During the 1980s and 1990s the concept of strategy came to occupy an important role in the IB literature, although the
term was hardly used at all before then (Porter 1991). None of the key theoretical developments of the 1970s invoked
the concept of strategy at all. It is interesting to note that very few of the writers who use the concept of strategy most
regularly ever bother to define the term. Sometimes they employ it simply as a synonym for ‘chosen course of action’,
while in other cases they use it to signal that some particular decision is of crucial importance.

The rational action approach clearly implies that some decisions are more important than others, and indicates why
this is the case. A strategic decision may be defined, in rational action terms, as a decision with the following
characteristics:

(1) long-term perspective creates a need for inter-temporal planning;
(2) uncertain environment;
(3) information needs to be collected in the most efficient and reliable manner;
(4) irreversible commitment of resources;
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(5) determines the context in which future tactical (short-term) decisions are taken: the implications for tactical
decisions need to be considered before strategic decisions are made;

(6) inter-actions with other strategists: either competition, co-operation, or both.

There is now a ‘critical mass’ of rational action technique that can be used to analyse strategic issues. These techniques
address strategic complexity through clarification and simplification of the decision problem (see for example Kreps
1990). The repertoire includes the following:

Information Costs•
decision theory: rational choice under uncertainty

• sequential analysis
• search theory.

Dynamic Optimization•
optimal timing of investment

• irreversibility and switching costs.

Real Option Theory•
deferring decisions to avoid mistakes

• valuing flexibility.

Game Theory•
Nash equilibria of a non-co-operative game

• sequential games
repeated games.

There is insufficient space to review all of the relevant techniques at this stage. This chapter focuses on the first three
sets of techniques, as these have achieved the widest acceptance in IB theory (see, for example, Allen and Pantzalis
1996; Buckley and Casson 1981; Casson 1995; DeMeza and van der Ploeg 1987). The final set of techniques—game
theory—affords major opportunities for IB which have so far been exploited to only a limited extent (Graham 1990).

4.5 Example: Analysing Foreign Market Entry
The application of these new techniques is best illustrated by means of an example. One of the classic issues in IB is
foreign market entry strategy
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(Buckley and Casson 1981, 1998a). This is a decision by a firm in a home country (country 1) to supply the market in a
foreign country (country 2). Foreign market entry involves uncertainty, relating to either demand side factors, such as
the size of the foreign market, or supply side factors, such as foreign costs of production.

The simplest way of introducing uncertainty into the rational action approach is to assume that decision-makers
partition the state of the environment into a number of different categories, or ‘states of the world’, and then assign a
subjective probability to each. A sophisticated decision-maker may distinguish a large number of different states,
whereas a naïve decision-maker may distinguish just a few. The simplest categorization of states is a binary one
(Hirshleifer and Riley 1992).

For the sake of simplicity, it is assumed that uncertainty relates to the supply side only, and that the decision-maker
distinguishes just two states of the world: state 1, in which foreign cost conditions are bad, and state 2, in which they
are good. The key issue is whether the foreign market is served by domestic production or foreign production. Under
domestic production the foreign market is supplied through exports (strategy 1) whilst under foreign production
(strategy 2) the firm undertakes foreign direct investment (FDI).

Suppose that the firm is already committed to serving the market, and that market size is fixed, so that the revenue
obtained is the same for either strategy. Thus only the costs of the two strategies are different. Production takes place
under constant returns to scale, with a unit cost of production c0 in country 1. Unit cost is c1 in country 2 when
conditions are bad, and c2 when conditions are good, where c1 > c0 > c2. It follows that the firm should export when
foreign cost conditions are bad and invest abroad when they are good. The probability that conditions are good is p (0
≤ p ≤ 1).

The firm's objective, it is assumed, is to maximize expected profit. This is a reasonable objective for a firm with a large
number of shareholders who hold well-diversified portfolios. With given revenues, this translates into minimizing
expected unit costs. The expected cost of foreign production is E(c) = (1 − p) c1 + pc2 while the unit cost of domestic
production is already known to be c0. Comparing the expected unit cost of foreign production with the cost of
domestic production shows that the firm should produce abroad when p > p* = (c1 − c0) / (c1 − c2). In other words, the
firm should produce abroad when the probability of good production conditions exceeds a critical level p*.

A simple way of understanding this result is to recognize that there are two types of error that the firm can make. The
first is to reject the export strategy when it is correct (a Type I) error, and the second is to accept the export strategy
when foreign production is appropriate instead (a Type II error). The nature of these errors, and the costs associated
with them, are set out in Table 4.1. The cost of a Type I error is c1 − c0, and the cost of a Type II
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Fig. 4.1 Diagrammatic Solution Of the Entry Strategy Under Uncertainty

error is c0 − c2. It follows that the critical probability value may be expressed as:

p* = Cost of Type I error/ Total cost of both errors.

The solution is illustrated in Figure 4.1. The horizontal axis measures the probability that foreign cost conditions are
good and the vertical axis measures corresponding expected unit cost. The horizontal schedule C1C1′ indicates that
domestic costs are constant, independently of foreign costs, whilst the downward-sloping schedule C2C2′ shows that
expected foreign costs decrease as the probability of good conditions increases. The minimum attainable expected unit
cost is indicated by the thick line C1EC2′, which is the lower envelope of the two schedules, and has a kink at the switch-
point E. The rational decision-maker minimizes expected costs by choosing to export for low probabilities, to the left
of E, and to produce abroad for high probabilities, to the right of E.
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The economic implications of the analysis may be summarized as follows:

(1) Optimists undertake FDI; pessimists export;
(2) The greater the cost of Type I error relative to the cost of a Type II error, the more optimistic an investor

needs to be;
(3) The costs of a Type I error are greater, the higher the cost of foreign production under bad conditions relative

to domestic costs; and
(4) The costs of a Type II error are greater, the lower the cost of foreign production under good conditions

relative to domestic costs.

4.6 Collecting Information
It is often suggested that uncertainty is a basic ‘fact of life’, but this is not quite correct. Uncertainty can be dispelled by
collecting information. Even if it cannot be dispelled entirely, its impact can be reduced by narrowing down the margin
for error. It is therefore irrational to always passively accept uncertainty.

But how is it possible to know how much information is worth collecting? Rational action modelling provides an
answer to this question. All that is required is that the decision-maker can estimate the cost of collecting relevant items
of information, and attach subjective probabilities to what the results of investigation will turn out to be. This allows
the decision-maker to estimate both the costs and the benefits of collecting information, and therefore to arrive at a
rational information strategy (Casson 2000a, chs. 4, 7).

Decision-making becomes a two-stage procedure: in the first stage the decision-maker decides how much information
to collect, and in the second stage he uses the information he has collected to take the decision. These two stages are
interdependent, and the rational decision-maker arrives at his strategy by considering them in reverse order. He knows
that it would be a waste of time collecting information that would not influence his decision. He therefore needs to
determine in advance how he would use any item of information if he had it. If he would not use it whatever it turned
out to be, then it is a waste of time collecting it. Only once he has decided how he would use it is he in a position to
decide whether he wants to collect it or not.

Suppose, for example, that the decision-maker could research the costs of foreign production at a cost q. Once he has
collected the cost information, he can avoid both the Type I and Type II errors shown in Table 4.1. If he discovers
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Table 4.1 Two Possible Errors in Strategic Choice Under Uncertainty

State 1: Foreign cost conditions bad State 2: Foreign cost conditions
good

Strategy 1 0 Type II error
Produce at home: Exporting c0 − c2
Strategy 2 Type I error 0
Produce abroad: c1 − c0
FDI

that the conditions are good then he can commit to invest abroad, while if he discovers that conditions are bad then he
can export instead. As a result, the expected cost of market entry is (1 − p) c0 + pc2, which is always lower than the
expected cost of either the ordinary export strategy or the ordinary foreign investment strategy, except when the
decision-maker is certain at the outset what the conditions will be (p = 0,1).

The expected cost of market entry using information on foreign costs is illustrated by the line C1C2′ in Figure 4.2. This
figure is similar to Figure 4.1, but with the addition of the research strategy. To evaluate the total cost of the research
strategy, the cost q must be added to the cost of market entry. Since this cost is independent of what the information
runs out to be, its effect is simply to shift the schedule C1C2′ in parallel fashion up to C3C3′. If the cost of research is
suitably low, this will determine two new critical values, , , at which the decision-maker switches into and out of
the information-gathering strategy. These critical points are determined by constructing the lower envelope C1E1E2C2′
of the three schedules, and identifying the kinks E1 and E2.

The following results may be derived from the figure:

(1) research is most efficient when uncertainty is high—i.e. the probability p is in the mid range
p1* < p < p2*

(2) research is most valuable when the variability of foreign production costs,
c1 − c2, is large; and
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Fig. 4.2 Strategy For Information Gathering

(3)
the range of probability values for which research is efficient is greater, the lower the research cost, q.

4.7 Using Decision Trees
The fundamental point about research is that it alters the information set available to the decision-maker at the time of
the decision. The easiest way to appreciate the significance of this is with the aid of a decision tree. Figure 4.3 uses a
decision tree to compare decision-making with and without research. Without research, the decision-maker acts first
and the true situation reveals
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Fig. 4.3 Comparison Of Decision Trees With and Without Research
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itself later, whereas with research the situation is revealed before the decision-maker acts.

A complete description of a research strategy involves specifying not only what information will be collected but also
what the decision-maker will do with the information once it has been collected. In the previous example there are only
two ways in which it could be used. Once of these—to invest if foreign cost conditions are good, and otherwise to
export—is obviously sensible, whilst the alternative—to invest only if foreign cost conditions are bad, is obviously
absurd. The use of the information is indicated by the thick vertical lines in the bottom half of the figure.

The gist of this discussion so far may be summarized as follows:

(1) research strategies enlarge the information set available to the decision-maker and thereby reduce the risk of
error;

(2) research strategies involve rules for using the information that has been collected in the course of the
research; and

(3) as new strategies are introduced, new critical points are introduced at which switching between strategies
occurs.

4.8 Deferring Decisions: Real Options
Research is not the only way of augmenting the information set. If a decision-maker waits long enough, the
information they require may reveal itself anyway. Deferring a decision may save the cost of collecting the information
at the outset. The reason why firms do not delay decisions is because there is a cost involved. For example, if market
entry will be profitable right away, profits will be lost if entry is deferred. Furthermore, there is a risk that another firm
may enter the market and pre-empt the profit opportunity. Comparing deferment with research, therefore, there is a
trade-off between saving information costs on the one hand, and losing revenue on the other.

If market entry decisions were fully reversible then there would be no need to defer a decision at all. A provisional
decision would be made on the basis of the information that was freely available at the outset, and when additional
information became available this decision would be changed as appropriate. The revenue stream would therefore
commence immediately, and the cost of
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information would be avoided altogether. The only losses would relate to errors made at the outset, and corrected
later.

In practice, of course, most decisions are not reversible. If the firm invests in a foreign production plant, for example,
it will not be able to sell it off for as much as it cost to build. The ‘illiquidity’ of the plant means that the firm incurs a
capital loss. Similarly, if the firm adapts the plant to some alternative use then adjustment costs will be incurred. Some
investments are more readily reversed than others. Strategies that involve reversible investments afford more flexibility
than those which do not. High levels of uncertainty favour the selection of flexible strategies, since mistakes are easier
to put right (Buckley and Casson 1998b).

4.9 Example: Optimizing the Dynamics of Foreign Market Entry Using
Research, Deferment, and Switching Strategies
The demand for flexibility can be analysed using real option theory (Dixit and Pindyck 1994; Kogut 1991; Kogut and
Kulatilaka 1994; Rivoli and Salorio 1996). The specific approach followed here is based on Casson (2000a), chapter 7.
Continuing with the previous example, suppose that there are now two periods, 1 and 2, and that the overall market
entry strategy must be set at the beginning of period 1. The first period is short—of unit length, in fact—while the
second period is of infinite length. The firm now maximizes expected net present value rather than expected profit; it
discounts future costs and revenues at a fixed interest rate, r.

Entry into the foreign market is profitable right away, but information about the state of foreign cost conditions is not
available until the end of period 1. Both exporting and foreign investment incur a fixed set-up cost, f, which is the same
whether it is incurred in period 1 or period 2. An investment in foreign production is much more difficult to liquidate
than an equivalent investment in export production: it can be sold off for only h1 instead of h2, where h1 < h2 < f.

At the beginning of period 1 the firm decides whether to carry out research to discover foreign production costs. It
also decides whether to invest in
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foreign production right away, to commit itself to exporting right away, or to defer the decision on the method of
market entry until period 2. If it carries out research then it will produce abroad only if it discovers that foreign costs
are low; otherwise it will export instead. These commitments will be made right away since with the information at its
disposal it has no reason to defer a decision.

In period 2 the firm can reverse any commitments it made in period 1 in the light of new information. Alternatively, if
the firm deferred its decision, then it can decide its entry strategy unconstrained by the legacy of previous decisions.

The decision tree is shown in Figure 4.4. There are six dominant entry strategies, which are listed in Table 4.2. If the
firm could costlessly obtain all the information it required at the outset then its profit would be

In practice none of the available strategies can achieve this level of profit, but they can be ranked by their shortfalls
compared to this norm. The shortfalls are shown in the right-hand column of the table.

The number of strategies that need to be considered can be reduced using one or more of the following conditions:

1. If the firm exports initially then it will switch to foreign investment when cost conditions turn out to be good
(i.e. strategy 5 is preferred to strategy 1) if and only if the sunk costs are lower than the capitalized savings on
subsequent production costs:

2. If the firm invests abroad initially then it will switch to exporting when cost conditions turn out to be bad (i.e.
strategy 6 is preferred to strategy 2) if and only if

3. Deferment is preferred to research (i.e. strategy 4 is preferred to strategy 3) if and only if the expected profit
lost from the first period trading is less than the costs of research:

The overall solution can be determined using a four-way comparison: this involves the cheapest from each of the two
pairs of strategies (1, 5), (2, 6), together with the research strategy (3) and the deferment strategy (4). The solution is
illustrated graphically in Figure 4.5. In contrast to Figure 4.2, which plotted the absolute costs of each strategy, Figure
4.5 plots the costs of each strategy relative to the full-information norm as defined above. The schedule C1C1′ shows
the costs associated with the cheapest of strategies 1 and 5; the
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Fig. 4.4 Decision Tree For Integrated Research/Waiting/Switching Problem

Key F Foreign direct investment
H High foreign production costs
L Low foreign production costs
N Null strategy
NR No research
R Research
X Exporting

schedule C2C2′ shows the costs associated with the cheapest of the strategies 2 and 6, while C3C3′ and C4C4′ show
respectively the costs associated with strategies 3 and 4.

Because of the way that costs are defined, the horizontal axis represents the base-line performance of the full-
information strategy. The figure shows that none of the strategies attains base-line performance except at the two ends
of the axis, where the decision-maker is subjectively certain about the level of foreign production costs (p = 0,1). The
figure has been drawn to illustrate the
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Table 4.2 Foreign Entry Strategy Set Encompassing Research, Deferment, and Switching, Assuming That It Is Always
Profitable to Serve the Market

Strategies Research? Entry under un-
certainty

If cost high If cost low Expected cost
relative to norm

1. Commit to X NR X X X p(c0 − c2) (1 + r) /
r

2. Commit to F NR F F F (1 − p) (c1 − c0) (1
+ r) / r

3. Research R X F q
4. Defer NR N X F s − c0 + p(c0 − c2)

− fr / (1 + r)
5. Conditional
switch from X to F

NR X X F p((c0 − c2) + (f −
h1) / (1 + r))

6. Conditional
switch from F to
X

NR F X F (1 − p)((c1 − c0) +
(f − h2) / (1 + r))

Key F Foreign direct investment

N Null strategy
NR No research
R Research
X Exporting
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Fig. 4.5 Diagrammatic Solution Of An Entry Problem Encompassing Research, Deferment, and Switching

case where both research costs and the profits generated by foreign sales are relatively modest. This means that both
research and deferment are optimal strategies for certain values of p. There are now three critical probability values at
which the firm switches strategies: p1*, where the firm switches from initial exporting to deferment; p2*, where it
switches from deferment to research; and p3* where it switches from research to initial FDI.

A selection of the results that can be obtained (in addition to the previous results) is given below:

(1) As the decision-maker becomes more optimistic, the chosen strategy switches in turn from exporting to
deferment to research to FDI; some of the steps may be omitted when one of the strategies is completely
dominated by the others, but the basic sequence is never reversed;
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(2) Deferment is preferred when uncertainty is high, the costs of error are high, set-up costs are high, the interest
rate is high, and the cost of research is high;

(3) Switching is more likely to take place, the lower are the losses incurred by liquidating a fixed investment; and
(4) Switching is more likely to take place when foreign costs are highly variable.

4.10 Further Extensions of the Real Options Approach to Strategy
This approach to modelling strategy is extremely versatile and can be extended in many different ways. The costs of
research may depend on the ownership and location of facilities. For example, FDI may generate information about
the foreign market as a by-product of the foreign location of production; this may provide a reason for undertaking
FDI from the outset—but in a flexible form, so that it can be divested if the market turns out to be poor. Similarly a
foreign-owned plant may be more useful in capturing information than a plant operated by a licensee, because
ownership gives more effective access to information by-products. Hence not only does information-gathering affect
ownership and location strategy, but ownership and location strategies affect information-gathering too. Ownership
issues are considered in more detail below.

So long as there remains just a single source of uncertainty, most problems of this type can be solved using the
graphical technique described above. The following properties of Figure 4.5 are common to all graphical solutions:

(1) The envelope of minimum expected cost, indicated by the thick line, is (weakly) convex;
(2) The convex envelope is constructed from a series of straight-line graphs representing the expected costs of

the various dominant strategies;
(3) There are critical probabilities defining the switch-points between strategies;
(4) Changes in the parameters—such as costs, sales revenues, and interest rates—cause the straight-line graphs

to shift and/or rotate, and thereby
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lead to previously efficient strategies becoming inefficient, and vice versa. This generates a wide range of inter-
related hypotheses about the effects of various parameters on the dynamics of foreign market entry under
uncertainty.

Additional sources of uncertainty can also be introduced: for example, the reactions of established foreign firms in the
foreign market, or the reactions of other potential foreign entrants into that market. In this context, it is important to
distinguish two types of situation:

(1) The initial entrant wins customer loyalty, and subsequent entrants can only access the ‘residual’ market that
was not captured by the initial entrant; and

(2) There is no customer loyalty, so an initial entrant must subsequently defend their market share through price
warfare, or other competitive weapons. The initial entrant can deter followers by making an irreversible
commitment to the foreign market, which means that it will always pay him to ‘stay and fight’ rather than ‘quit
the market’. The method of entry then becomes important in determining the strength of this threat.

These issues (especially the second) can be analysed using game-theoretic techniques.

4.11 The IB System as a Global Network
As noted earlier, the rational action approach emphasizes combinatorial complexity rather than analytical complexity.
An important source of combinatorial complexity in the IB system lies in its network structure. This network structure
was only implicit in the previous analysis, and it now needs to be made explicit.

A simple network structure is represented schematically in Figure 4.6, using a set of conventions established in earlier
work (Casson 1995, 1997, 2000a,b). The figure illustrates a two-country world, comprising a home country (country 1)
and a foreign country (country 2). It focuses on a single industry, assumed, for convenience, to be a manufacturing
industry. Physical processes, such as production and distribution, are represented by square boxes. Each box indicates
a facility, such as a factory or warehouse, at a specific location.
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Fig. 4.6 Schematic Representation Of a Simple International Business System

Note The letter indentifying a facility denotes the type of the facility, as described in the text. The number indentifies the
country in which the facility is located.
The numbers associated with the flows indentify the location strategies that involve these flows. The strategies
concerned are described in Table 4.5.
Flows of tangible products are represented by black lines: thus factory output awaiting distribution flows from
production, P, to distribution, D, and onwards from distribution to the final customer, C; the customer may be
household consumers, the government, or firms in some other industry. The direction of flow is indicated by an arrow.

Intangible flows such as knowledge are represented by grey lines. Two types of knowledge are identified: technological
know-how, produced by R&D, and local market knowledge, accumulated through experience in distribution of the
product. Technological know-how is generated in scientific laboratories, R, indicated by a triangle, whilst marketing
expertise is accumulated by a marketing department, M, indicated by a circle. Unlike product flows, which
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Table 4.3 Tabular Representation of Flows Illustrated in Figure 4.6

From/to R1 R2 M1 M2 P1 P2 D1 D2 C1 C2
R1 Know-

how
Know-
how

R2 Know-
how

Know-
how

M1 Experi-
ence

M2 Experi-
ence

P1 Feed-
back

Feed-
back

Whole-
sale
product

Whole-
sale
product

P2 Feed-
back

Feed-
back

Whole-
sale
product

Whole-
sale
product

D1 Feed-
back

Feed-
back

Retail
product

D2 Feed-
back

Feed-
back

Retail
product

C1
C2
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are one-way, knowledge flows are two-way, as indicated by the two arrows on each grey line.

In principle any configuration of production plants, distribution facilities, research laboratories, and marketing offices
located in any number of different countries can be represented in this way. Mapping out the entire IB system would,
of course, prove extremely complex, and generate a very complicated diagram (Isard 1956). However, the network
structure of the IB system can also be conveniently summarized in tabular form, as indicated in Table 4.3; this tabular
form can be more readily expanded to accommodate additional detail as required.

4.12 Levels of Aggregation
The IB system can be represented at different levels of aggregation. For example, when discussing international trade
and investment flows at a macroeconomic level it may be sufficient to analyse the system in terms of a single
representative plant in each country. In this case each of the boxes, triangles, or circles indicates a single representative
facility of a given type. The number of facilities of that type in a given country may be indicated by placing a number
adjacent to the corresponding box; thus a number ‘three’ placed adjacent to the box P2 would indicate that there are
three production plants in country 2.

By contrast, a microeconomic view of a particular industry in a particular country might require different regional
locations to be identified, and the transport infrastructure linking these locations to be mapped out, including ports,
airports, railway junctions, and major road hubs. In general, the existence of specialized nodes where traffic is switched
between linkages is fully apparent only with disaggregation.

The extreme of disaggregation occurs when individual workspaces are identified within each plant, and the roles of
separate individuals are identified. This level of disaggregation is extremely useful for discussing the organizational
structure of the firm, as explained below.

Each element identified at a high level of aggregation appears as a system in its own right when viewed at a lower level
of aggregation. There is a hierarchy of sub-systems within the system as a whole. The representation of a system using
a high level of aggregation is analogous to the ‘desk top’ on a computer
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screen, whilst a representation using a low level of aggregation opens up the ‘windows’ to reveal the contents of the
drives or files.

Different variants of IB work with different levels of aggregation:

• the individual person
• the firm
• the industry
• the global economy
• the socio-political-ecological system.

Economic theories of IB—such as internalization theory, and theories of international business strategy—operate at
the firm and industry level, and these are the levels on which this chapter focuses.

Scholars working at one level of aggregation often criticize others for making unwarranted assumptions. This
sometimes leads to unnecessary controversy. Typically those who work at low levels of aggregation criticize those
working at higher levels of aggregation for making sweeping assumptions, whilst those who work at high levels of
aggregation tend to criticize those working at lower levels of aggregation for cluttering their analysis with irrelevant
detail, and being ‘unable to see the wood for the trees’. It is important for those working at one level of aggregation to
bear in mind that other scholars work at other levels of aggregation and that considerable care is needed in reconciling
work at adjacent levels of aggregation.

It is not only the level of aggregation that is important when describing a system. There is an important distinction
between short run and long run analysis too. In the short run the IB system comprises a fixed number of facilities
which have been inherited from the past. In the long run, by contrast, the number of facilities is variable because new
facilities can be created and established facilities may be closed down. In a long run context it is therefore important to
distinguish between actual and potential facilities.

4.13 Implementing the Network Research Agenda
The network view of the IB system is well suited to addressing two of the major issues in IB: the issue of where IB
facilities will be located and the issue
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of who will own them. These questions can be considered separately or together. It is possible to analyse, for a given
pattern of ownership, where facilities will be located. Similarly, for a given pattern of location, it is possible to analyse
the structure of ownership. Finally, it is also possible to determine simultaneously what the patterns of location and
ownership within the system will be.

Issues of location, considered in isolation from issues of ownership, are addressed by theories of geography and trade.
Relevant theories include the the Ricardian theory of comparative advantage, the Heckscher-Ohlin-Stopler-Samuelson
theory of factor intensities, and theories of transport costs and economies of scale (Krugman 1995).

IB theory has tended to concentrate on issues of ownership: in particular, internalization theory, as developed in the
1970s, focused on the question of why a firm that owned facilities in one country would wish to own facilities in
another country, and how it could survive against international competition if it did so. The theory emphasized the
gains from internalizing knowledge flow, and allowed for gains from internalizing intermediate flows of material
product too—e.g. components and raw materials.

A major justification for distinguishing IB as a special field of study is that pattern of ownership used to coordinate
international linkages in a network are different from those used to coordinate purely domestic ones. If there were no
substantial difference then the international dimension would be of limited significance so far as the interaction of
ownership and location are concerned. A key feature of an IB system is that the costs and benefits of internalization
vary according to whether an international or domestic linkage is involved. This cost differential can impact on both
ownership and location decisions. Thus a firm may license internationally a technology that it exploits internally in the
domestic market; similarly, it may produce at home instead of abroad because it can only afford to produce abroad by
licensing its technology and it is reluctant to do so because of the costs involved.

To illustrate this point, it is useful to consider the structure of costs within an IB network. Consider first location
strategy. Suppose that in the previous example both the national markets have to be served, and that both are of fixed
size. Market sizes are normalized to unity for simplicity. Since the markets cannot be served without distribution
facilities, nor without market knowledge, the costs incurred by marketing and distribution activities are sunk costs, and
so can be omitted from the analysis. This leaves just the costs that are shown in Table 4.4. The key elements in this
table are the production costs in the two countries, c1, c2, R&D costs in the two countries, a1, a2, costs of transferring
technology internationally, m, and the cost of transporting the product internationally, z. All of these costs are assumed
to be known for
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Table 4.4 Structure of Location Costs for the Flows Illustrated in Figure 4.1 (Excluding Sunk Costs of Marketing and
Distribution)

From/to R1 R2 P1 P2 D1 D2
R1 Domestic

R&D cost;
fixed cost; a1

Domestic
transfer cost
(zero)

International
transfer cost;
fixed cost: m

R2 Foreign R&D
cost; fixed
cost: a2

International
transfer cost;
fixed cost: m

Domestic
transfer cost
(zero)

P1 Domestic pro-
duction cost;
unit cost: c1

Domestic
transport cost
(zero)

International
transport cost;
unit cost: z

P2 Foreign pro-
duction cost;
unit cost: c2

International
transport cost;
unit cost: z

Domestic
transport cost
(zero)
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Table 4.5 Dominant Locational Strategies

Location strategy Description Active facilities Cost
Research in country 1 only

1 Export from country 1 R1, P1 a1 + 2c1 + z
2 Produce in both countries R1, P1, P2 a1 + m + c1 + c2
3 Export from country 2 R1, P2 a1 + m + 2c2 + z

Research in country 2 only
4 Export from country 1 R2, P1 a2 + m + 2c1 + z
5 Produce in both countries R2, P1, P2 a2 + m + c1 + c2
6 Export from country 2 R2, P2 a2 + 2c2 + z

Research in both countries
7 Produce in both countries R1, R2, P1, P2 a1 + a2 + c1 + c2

Note All the strategies utilize both distribution facilities D1, D2; these are omitted from the third column for reasons of simplicity.

certain; the analysis can be extended to allow for uncertainty by using the techniques described in the earlier part of
this chapter.

It is easy to deduce that:

(1) it is never efficient to carry out research in both countries unless there is production in both countries;
(2) when there is research in both countries, it is never efficient to ‘cross haul’ research by linking R&D in

country 1 to production in country 2, and vice versa; and;
(3) when there is production in both countries it is never efficient to ‘cross-haul’ the product by exporting from

country 1 to country 2 at the same time as exporting from country 2 to country 1.

It follows that just seven location strategies need to be distinguished. These seven strategies dominate all other
conceivable strategies, in the sense that one of these seven strategies will always afford the lowest overall system cost.
The dominant strategies are listed in Table 4.5. Note that because of locational specialization, strategies 1–6 utilize only
some, and not all, of the available facilities.
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The optimal location strategy is derived by comparing the costs set out in the final column of the table and identifying
the strategy associated with the lowest cost. The following principles characterize an efficient location strategy in
general terms:

1. Produce in both countries if and only if international transport costs exceed the savings from concentrating
all production in the lower cost country:
z > max[c1c2] − min[c1, c2].

2. Research in both countries if and only if producing in both countries, and if the cost of transferring
technology exceeds the cost of researching in the higher-cost country:
m > max[a1a2].

3. Produce and research in different countries if and only if the cost of transferring technology is less than the
smaller of the savings in research costs and production costs achieved by switching one of the locations:
m < min[|a2 − a1|, |c2 − c1|].

4. If producing and researching in the same country, choose the country for which the sum of research and
production costs is lowest:
choose country 1 if (a2 − a1) + (c2 − c1) > 0, and otherwise choose country 2.

5. Similarly, if producing and researching in different countries, choose the combination for which the sum of
research and production costs is lowest:

choose to research in 1 and produce in 2 if (a2 − a1) − (c2 − c1) > 0, and otherwise choose the opposite
combination.

4.14 Transaction Costs: Optimizing Ownership Patterns
From a network perspective, ownership patterns are driven by the need to minimize the costs of coordinating the
system. Each facility is allocated an owner. Since no two owners can own the same facility outright, the ownership
strategies of different firms constrain each other: what is owned by one firm
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cannot be owned by other firms as well. Although ownership can be shared through joint ventures, the partners must
still harmonize their strategies, so that their shares add to 100 per cent. The interdependence of ownership strategies is
missing from conventional expositions of internalization theory, which focus on the strategies of a single firm. This
weakness is often mitigated by assuming that the firm invests in new facilities, such as a greenfield production plant,
but the problem remains when discussing take-overs, where several firms may be competing to acquire the same
facility, and only one of them can succeed. In general, the internalization strategies of all firms in a system need to be
analysed simultaneously, and this can only be done using a network approach.

The pattern of ownership that emerges in an IB system depends crucially on the structure of transactions costs (Coase
1937). For present purposes transaction costs may be equated with the costs of coordinating linkages, although a more
refined analysis would distinguish different aspects of transaction costs (Casson 2000a, chs. 3, 5). The transaction costs
associated with any given linkage in a network depend, in general, upon three main factors:

(1) the nature of the flow along the linkage and, in particular, whether the flow is an intangible flow of knowledge
(i = 1) or a tangible flow of product (i = 2);

(2) whether the flow is internal to a firm (j = 1), or external, connecting two independent firms (j = 2); and
(3) whether the flow is domestic (k = 1) or international (k = 2).

The transactions cost incurred by the IB system is the sum of the transaction costs associated with the individual
linkages utilized by the system. The linkages that are active at any one time depend on the location strategy that is being
used. Thus different location strategies, when applied in conjunction with a given pattern of ownership, are liable to
generate different transaction costs, as well as different location costs.

The total cost of the system is the sum of the transaction costs and the location costs. In general, there is a trade-off
between location costs and transaction costs, because economizing on location costs through the international
rationalization of research and production locations will tend to increase the number of international linkages, and
international linkages typically incur higher transaction costs than purely domestic ones. In order to mitigate the
increase in transaction cost patterns of ownership may change. In this way, changes in the system driven by location
factors may induce a change in patterns of ownership; conversely, changes in ownership patterns may induce changes
in location strategies, although in practice this effect appears to be less common.

When all the different location strategies are permuted with all the different ownership patterns, a very large number of
possible system structures emerge.
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All of these structures can, however, be ranked in terms of their overall system costs, and so in principle the least-cost
configuration of the system can always be ascertained. Although it is complex, the problem remains finite.

The solution of this problem determines how many different firms will exist within the system, and where their
individual boundaries will lie. Firms must be large enough to internalize all the linkages that benefit from
internalization, but small enough to allow other linkages to be external instead. The importance of internalizing
knowledge flows means that a higher proportion of knowledge flows will be internal to firms than will flows of
ordinary products. It follows that the boundaries of firms will be determined mainly by the structure of knowledge
flows, and only secondarily by the structure of product flows. This highlights a major difference between the IB
literature and some of the other literature on transaction costs (e.g. Williamson 1985) where the emphasis of
internalization is erroneously placed on ordinary product flows.

For many purposes, however, it is unnecessary to consider all of the permutations referred to above. IB scholars are
typically interested in more specific issues which can be ‘projected out’ of the network model. For example, they are
primarily concerned with the coordination of international linkages rather than domestic linkages. They also tend to be
concerned with the choice between a subset of all the possible location strategies discussed above.

Consider, for example, the issue of foreign market entry strategy, as discussed in the first part of this chapter. Before
internalization theory was developed it was normally assumed that FDI was the natural form of the local production
strategy. Internalization theory pointed out that licensing was also an option. The network model presented above
indicates that there are other options too. Foreign market servicing involves establishing a link between the R&D
carried out in the home country (country 1) and the marketing and distribution of the product carried out in the
foreign country (country 2). This involves two separate linkages: a flow of knowledge between R&D and production,
and a flow of product between production and R&D. Either of these flows can be internal or external to the firm (see
Table 4.6). Under the export strategy the flow of knowledge is domestic but the flow of product is international,
whereas under local production the converse applies: the flow of knowledge is international and the flow of product is
domestic. As a result, different location strategies generate different pattern of transactions costs, and the resulting
differences in transactions costs can influence the choice of location strategy. They also determine the form of
ownership structure used to implement the chosen location strategy.

Suppose, for example, that internalization of knowledge flow is always cheaper than external knowledge flow, but that
the internalization of product flow is only cheaper where domestic rather than international linkages are
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Table 4.6 Alternative Contractual Arrangements for Linking Domestic R&D to Foreign Distribution

Domestic production Foreign production
Internalize knowledge flow
Internalize product flow (1) (2)

FDI in distribution FDI in production & distribution
t111 + t212 t112 + t211

Externalize product flow (3) (4)
Export to independent foreign sales
agent

FDI in production; sell through an
independent foreign sales agent

t111 + t222 t112 + t221
Externalize knowledge flow
Internalize product flow (5) (6)

License a firm that undertakes FDI
in distribution

License a foreign producer that
integrates forward into distribution

t121 + t212 t122 + t211
Externalize product flow (7) (8)

License an exporter that sells
through an independent foreign
sales agent

License a foreign producer that sells
through an independent local agent

t121 + t222 t122 + t221
Note It is assumed that the domestic market is always supplied through domestic production. Domestic distribution is either integrated with
domestic production, or undertaken by an independent agent, whichever affords the lower transaction costs. This decision can be made
independently of all other decisions and, since it does not bear directly on IB strategy, is omitted from the analysis.

concerned. Under these conditions it always pays to internalize the linkage between production and R&D. The
structure of transaction costs for knowledge flow implies that the cheapest foreign production strategy involves FDI
rather than licensing. The structure of transaction costs for product flow
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implies that foreign production will be integrated with foreign distribution, so that FDI in production implies FDI in
distribution too. It also implies, however, that exporting will be carried out at arm's length, so that domestic production
will be sold to an independent distributor in the foreign market. So far as the domestic situation is concerned, domestic
production will be integrated with domestic distribution, so that the firm will be vertically integrated in both countries.

The actual choice between exporting and FDI depends on the structure of both location costs and transaction costs.
The costs of domestic R&D are common to both strategies. The exporting strategy derived above incurs transaction
costs

t1 = t111 + t222

while the FDI strategy incurs transaction costs

t2 = t112 + t211

where tijk is the transaction cost associated with a flow of type i through a market of type j along a linkage of
geographical type k (as defined above). Combining these expressions with the expressions for location costs in Table
4.5 shows that FDI is preferred to exporting when:

z + c1 − c2 > m + t2 − t1

This condition states that the savings in international transport costs plus any savings in production costs effected by
FDI must exceed the costs of international technology transfer plus any additional transaction costs that stem from
internationalizing internal technology transfer less any savings in distribution costs that arise from using an internal
domestic market rather than an external international one. This result demonstrates how embedding an analysis of
foreign market entry within a network view can enrich understanding of the issue.

4.15 The Distribution of Information Within a Global System
In the first part of this paper foreign market entry was discussed from the standpoint of an individual firm, whereas in
the second part it has been
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discussed from the standpoint of the overall system. In the first part the existence of the firm was given, whereas in the
second part the structure of the firm emerged from an analysis of internalization. The first part also assumed
uncertainty, whereas the second did not. Intuitively, the system perspective is that of an all-knowing planner who
controls the whole system, while the firm perspective is that of a decision-maker who only understands a part of the
system—specifically, that part of the system to which their personal knowledge and experience relates. Another
difference is that the planner begins from scratch, and moves directly to the optimal configuration, whereas the
individual decision-maker is constrained by the legacy of their previous decisions.

The link between the system-wide view of the planner and the partial view of the individual firm is that in a private
enterprise economy, where indvidual entrepreneurs compete to establish firms, competition between them will tend to
drive the system towards the planner's system-wide optimum (Hayek 1937; Richardson 1960). Different entrepreneurs
will select different locations for their facilities, and choose to operate with different boundaries for their firms. They
will compete to own facilities in highly desirable locations. The entrepreneurs with the most efficient strategies will be
able to out-bid those with less efficient strategies, and so competition for the ownership and control of scarce
resources will reward those entrepreneurs whose partial plans are most closely aligned with the system-wide optimum.

In practice, of course, there is no planner who possesses all the information of the kind required to fully optimize the
system. Planning has encountered numerous problems at national level, and these would only be further compounded
if planning were attempted at the global level. This does not mean that the network view is irrelevant, however,
because for reasons already noted a well-functioning private enterprise economy will tend to converge on the optimum
through incremental trial and error. Competition between individual entrepreneurs within the system leads to a pooling
of local knowledge—the knowledge being encoded in the prices that the entrepreneurs quote when bidding for the use
of facilities and when competing for customers. So long as the competitive system remains stable, therefore, the
network approach will successfully identify the long-run tendencies in the system by identifying the equilibrium to
which it is converging through localized iterations.

Because an individual entrepreneur perceives only a small part of the global system, he faces considerable uncertainty
regarding the consequences of his decisions. He cannot track the full implications of any decision that he makes.
Conversely, because decision-making has been decentralized to many different entrepreneurs like himself, he is
continuously exposed to unexpected changes caused by decisions made by other people—notably his customers and
his competitors. The efficiency with which the global system works will
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therefore depend on the skill of entrepreneurs in handling uncertainties of this kind.

4.16 Social Networks and Organizations
An important strategy for handling uncertainty is to construct a network of contacts that act as sources of information
(Ebers 1997). An entrepreneur can develop two main types of network for this purpose. First, he can build a network
involving other entrepreneurs, who own independent firms, and secondly he can turn his own firm into a networking
organization. External networks may encompass not only other firms, but governments, banks, and opinion-leaders
too. Internal networking may involve a hierarchical structure of reporting based on authority relations, or a flatter
structure where people of similar status consult with each other.

There is insufficient space to describe in detail how social networks can be analysed using the rational action approach.
It is sufficient to note that the rational action approach explains very simply why people are motivated to join social
networks in order to gain access to information. Networks generate efficiency gains by exploiting the ‘public good’
property of knowledge and information. The rational action approach also explains how social and physical networks
interact. Social networks are used to coordinate physical networks—for example, by planning the flow of product
along the linkages between facilities. At the same time, social networks utilize physical networks as inputs—as, for
example, when people travel to face-to-face meetings by road, rail, or air.

It is worth noting that the rational action approach to social networks has significant implications for the modelling of
organizational behaviour within multinational firms (Egelhoff 1991). Where a large amount of information on the
global environment needs to be routinely collected, a division of labour may be introduced that allows different
members of an internal network to specialize in collecting different sorts of information. Where multiple sources of
uncertainty are involved, multiple sources of information are normally required. The information obtained from these
various sources needs to be synthesized for decision-making purposes. This requires communication between the
specialists involved. Some of the communication may be
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‘intermediated’ by other specialists, and these intermediators may sometimes take overall responsibility for the
decisions. Thus the nature of the division of labour applied to information processing determines the organization of
the multinational firm.

The efficiency of internal communication is a major factor in the overall cost of decision-making, and hence a major
determinant of the performance of the firm. The ‘entrepreneurial’ qualities of the firm's key decision-makers govern
its ability to synthesize information successfully. This in turn affects the overall quality of decisions (e.g. the frequency
with which potential mistakes are avoided) and so determines overall performance.

The organization of decision-making can be introduced into the previous model of foreign market entry under
uncertainty by formally splitting the final period into an infinite number of sub-periods, and allowing new information
of a particular type to become available each period. Foreign costs of production fluctuate from one period to the next,
and foreign output each period therefore needs to be adjusted in response. This encourages the firm to invest in
information systems for predicting changes in cost. It also encourages the firm to invest in highly versatile capital
equipment, thereby establishing a link between the structure of the organization and the type of physical capital that it
employs (Capel 1992).

4.17 Conclusion
All of these research avenues need to be fully explored before any claim that the challenge of complexity warrants the
introduction of more radical or unorthodox techniques into IB theory can be accepted. It is only sensible to follow the
simplest and most straightforward path of theoretical development before investing too heavily in untried concepts
and techniques. This chapter has suggested that the most productive theoretical developments in IB over the next ten
years or so are likely to be those that build upon the rational action approach.

When the rational action approach is along the lines described above, many of the notions found in systems theory
emerge in their proper light. Ruledriven behaviour, of the kind assumed in systems theory, is shown to be a rational
response to information costs (Baumol and Quandt 1964). It is only rational in certain types of environment, however:
in other environments, entrepreneurial improvization is shown to be the order of the day.
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Economy of coordination calls for a division of labour in information processing, and this in turn calls for cooperative
behaviour of a social nature. It is rational to adapt the rules governing social behaviour to the long-term features of the
environment within which decisions have to be made. The environment differs between locations, and it is therefore to
be expected that there will be differences between locations in the kinds of rules that are used. In other words, social
interactions will follow different rules in different places.

It is not expected that everyone will agree with these recommendations. But the onus is on those who disagree to set
out their own agenda with a similar degree of analytical rigour, and to demonstrate that their favoured approach can
deliver practical results. Talking about ‘strategy’ or ‘complexity’ in nonspecific ways may be adequate for consultancy
assignments, or for teaching certain types of courses, but it is not an adequate response to the research challenges that
currently face IB.
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Chapter 5 Theories of the Multinational Enterprise68

Jean-François Hennart

This chapter provides a critical survey of some of the theories that have sought to explain why multinational
enterprises (MNEs) exist, with special emphasis on the transaction costs/internalization approach. While scholars have
quibbled over the definition of a MNE (and whether it ought to manufacture in at least two countries to qualify for
that title), I define it as a private institution devised to organize, through employment contracts, interdependencies
between individuals located in more than one country.69 Hence a domestic manufacturer who only uses local
distributors abroad is not an MNE, but a domestic department store with its own overseas buying offices, but no
foreign manufacturing, is. Due to stringent page limits, this is not a complete survey, both because it omits many
important theories, and because it fails to acknowledge many authors who have contributed to the

68 I thank Alexander Eapen and participants in the author's conference at Templeton College, Oxford, April 2000, for their comments.
69 Legally, are part of a firm whose agents who are linked to it through an employment contract. Hence subcontractors (long-term suppliers, franchisees, licensees) are not part

of the firm which contracts with them.



transaction cost/internalization approach. For a more complete survey of the various theories, see Chapter 2 in this
volume. Readers looking for a somewhat fuller survey of transaction costs/internalization theories are referred to
Hennart (2000).

Progress in our understanding of why MNEs exist has been slow because answering the question requires an
understanding of a firm as one of many alternative social institutions that endeavor to organize economic activities.
Many economists are not interested in institutions. Many scholars interested in firms do not see them as alternatives to
markets.70 The result is that progress in our understanding of the MNE has been slow, with each discipline (economics,
strategy, organization theory) pursuing its research in splendid isolation, and many theories surviving in spite of their
inability to account for the existence and growth of MNEs.

The first section briefly discusses early capital flow and industrial organization theories before focusing on transaction
costs/internalization theories, the now dominant theories of the MNE. I focus on my own brand of the theory,
developing first the basic foundations, then applying them to the MNE. Because internalization theory (Buckley and
Casson 1976; Rugman 1981) and the eclectic paradigm (Dunning 1977, 1981, 1993, 1997) share many features with
transaction cost theory, I do not describe them separately, but rather indicate where they differ.

5.1 The Evolution of the Theory of the Multinational Enterprise

5.1.1 Trade Theories
An economics graduate student seeking in the 1960s to understand why multinational enterprises (MNEs) exist, and
their impact on society, would have been directed to look in International Trade textbooks under ‘Foreign Direct
Investment’. Trade economists of the time (and still to a large extent today) saw the MNE as a component in the long-
term capital section of the balance of payment. MNEs caused one type of capital exports, foreign direct
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investment (FDI), with FDI occurring when investors had control of foreign assets, and portfolio investment when
they did not (hence FDI was undertaken mostly by business firms, and portfolio investment mostly by individuals).
What caused FDI? Like any type of factor movement, capital flowed from one country to another in response to
differences in real interest rates.

This view has two main limitations. First, there is no exact match between FDI and the growth of MNEs. Second,
differences in real interest rates provide neither a necessary nor a sufficient reason for the existence of MNEs.

FDI measures the export of capital from one country to the rest of the world. But this is an imperfect measure of the
evolution of MNEs because a firm establishing a plant or an office in a foreign country can expand without capital
export from the home country by borrowing locally and/or reinvesting its profits. For example, over the 1966–72
period only 13 per cent of the funds invested abroad by a sample of American MNEs came from US sources, the rest
being borrowed locally (or from other foreign countries) or reinvested (Mantel 1975).

The view that the existence of MNEs could be explained by international differences in interest rates was generally
accepted by economists until Steven Hymer attacked it in his Ph.D. thesis (1970).71 Hymer asked why, if FDI was
motivated by the search for higher returns, it was undertaken by firms, and sought control of foreign assets. After all,
banks are better intermediators than firms, and taking a small stake gives the investor more liquidity. Hymer also noted
the presence of simultaneous FDI crossflows, with the US both exporting and importing FDI from the same country.

FDI crossflows are, however, compatible with a portfolio view of capital flows in which investors invest in assets
bearing low returns because including these assets in their portfolio cause a reduction in overall risk that more than
compensates for lower returns (Markowitz 1959). Unfortunately, this improvement does not rescue the theory because
there are still the questions of why those who undertake FDI are manufacturers, rather than financial intermediaries,
and why they tend to take majority stakes in foreign firms. Only 18 per cent of the foreign affiliates in Vernon's sample
of 391 US MNEs were minority owned by their parents (Vernon 1977, 34). This is strange, since the smaller the stake,
the greater the diversification. An overwhelming proportion of foreign affiliates are also in the same narrow industry as
their parents. For example, in a sample of Japanese firms investing in the US, 75 per cent manufactured in the US a
product they also manufactured in Japan (Hennart and Reddy 1997). This is not the way to buy diversification. Lastly,
one can build an optimally diversified portfolio for a given country by looking at both rates of return by country and
the correlation of those returns between
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pairs of countries. If FDI is explained by portfolio diversification, then the geographical pattern of FDI for a given
country will closely match that of an optimally diversified portfolio. Levy and Sarnat (1970) built such an optimal
portfolio for a US investor. The actual distribution of US investment bears, however, very little resemblance to this
optimal portfolio (Hennart 1982). Hence neither interest rate theory nor its more sophisticated portfolio variant can
explain the existence of MNEs.72

5.1.2 Industrial Organization Theories
Hymer's (1960) theory of the MNE brought the focus from the nation to the firm. Hymer considered what happened
in a world of segmented national markets dominated by home-grown monopolists when lower transportation costs
and trade barriers brought two such monopolists into contact. He argued that competition between these two firms
would generate (pecuniary) externalities, which a merger of these two firms, or the acquisition of one by the other—i.e.
the creation of a firm spanning the two countries, i.e. an MNE—would internalize. This could explain the creation of
MNEs. The same logic could explain why a domestic monopolist would set up a greenfield venture abroad to preempt
the development of a local competitor, or would choose not to license to a local firm, but instead to expand abroad on
its own. Hence the crux of Hymer's theory was that MNEs were instruments by which competitors reduced
competition in industries where large barriers to entry had created and were sustaining local monopolies.73

Hymer's thesis was therefore that MNEs were internalizing externalities due to competition on markets for final
products. In other words, as firms compete with one another, they lower the price they can charge consumers, and end
up giving up their monopoly profits. These externalities are pecuniary externalities, insofar as their internalization is
zero-sum: what the MNE loses, the consumer gains. While there is no doubt that in some cases an MNE (through
mergers/acquisitions or preemptive greenfield investments) is set up to limit competition, the theory does not provide
a set of necessary and
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sufficient reasons for the emergence and development of MNEs. First, Hymer fails to explain the presence of MNEs
in highly competitive industries, such as textiles, car rental, and fast food. Second, an MNE is only one way of
internalizing pecuniary externalities. Others are cartels (Casson 1985) or tacit collusion, based for example on the
division of geographical territories (possibly joined with cross-licensing), as was common in the interwar period
(Hennart 1985).

Hymer's thesis triggered a stream of literature that looked at the foreign forays of MNEs as manifestations of
oligopolistic reaction, focusing on ‘follow the leader’ and ‘exchange of hostages’ behavior. The early literature (Flowers
1976; Graham 1978) erroneously assumed that this was the only driver of a firm's foreign expansion. Later researchers
have incorporated strategic interaction in transaction costs models, on the assumption that exchange of hostages and
follow the leader increase the probability a follower will move abroad over that predicted by transaction costs variables.
Results show that some of these strategic factors increase the probability a firm will venture abroad if it belongs to
‘loose oligopolistic’ industries (Yu and Ito, 1988; Hennart and Park 1994).

5.1.3 Transaction Cost/Internalization Theories
Hymer saw MNEs as internalizers of pecuniary externalities due to structural market imperfections. But, as the
traditional literature on externalities shows, markets are not perfectly efficient, and suffer from natural market
imperfections as well (Dunning and Rugman 1985). These imperfections arise because agents are ‘boundedly rational’
and ‘opportunistic’. Economic agents do not always know prices and are not always able to measure outputs. They
cannot always trust others to be honest (Williamson 1975; 1985). When natural market imperfections are high, the
expansion of firms across national boundaries may be a more efficient way to internalize these non-pecuniary
externalities. In contrast to Hymer's pecuniary externalities, internalizing these nonpecuniary externalities is a positive
sum game in which both producers and consumers gain. This is the argument of the transaction costs/internalization
theory of the MNE (Buckley and Casson 1976; Hennart 1977, 1982; Rugman 1981). Transaction cost theories thus
seek to explain why MNEs organize international interdependencies that could also be handled by markets. Since this
is the dominant theory in international business (Caves 1998) the following sections will develop it in greater depth.
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5.2 The Transaction Cost Theory of the Multinational Enterprise
Some authors mistakenly believe that the transaction cost/internalization theory of the MNE originated with
Williamson (1975). In fact, it was independently developed by Buckley and Casson (1976) and Hennart (1977, 1982),
himself inspired by McManus (1972). Because these authors developed their theories quite early, the application they
make of transaction costs differs in significant ways from that of Williamson (1985). Specifically, the concept of asset
specificity, which plays a large role in Williamson's theory, is less central to why MNEs expand abroad. As we will see
below, many cases of foreign expansion can be explained by the high cost of using the market when property rights are
imperfectly defined and enforced, and not by asset specificity, which is only a special case of narrow, and hence
inefficient markets.

Another very common misconception is that transaction costs theory is coherent and monolithic. Transaction costs
theory should be seen as an approach, a way of looking at the world. Its rather recent development means that
researchers are likely to exhibit significant differences in the way they apply it. The following pages summarize the
rather idiosyncratic approach I have been developing over the years (Hennart 1982, 1986, 1993a, 1993b).

5.2.1 Basic Transaction Costs Theory
Transaction cost theory focuses on the problem of organizing interdependencies between individuals. These
individuals can generate rents by pooling together different or similar capabilities. Transaction cost theory argues that
firms arise when they are the most efficient institution to organize these interdependencies. Likewise, MNEs thrive
when they are more efficient than markets and contracts in organizing interdependencies between agents located in
different countries.74 For example, firm A may have established a distribution system and a manufacturing capacity in
its own country, but may be looking for foreign licenses to manufacture and distribute complementary products; while
on the other hand a foreign manufacturer may have already developed such a product and can sell its technology to
Firm A at very low
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marginal cost. However, such cooperation, which would be profitable to both parties, will not automatically take place.
Both parties must be aware of the potential gains of cooperating, they must be able to agree on a price for the
technology, and they must prevent protracted bargaining from eating all the potential gains from cooperation. Because
economic agents suffer from cognitive limitations (they are boundedly rational) and because at least some of them are
opportunistic, organizing this cooperation will incur positive information, enforcement, and bargaining costs. These
are called transaction costs (Williamson 1975, 1985).

The basic argument of transaction cost theory is that the cost of organizing a given transaction varies with the method
of organization chosen to organize it. This is because each of the two basic methods of organization, the price system
and hierarchy, experiences different levels of costs for a given transaction. And they experience different costs because
they use different methods.

The price system focuses on outputs. In a price system, prices for outputs convey to all agents the value of goods and
services. Prices also reward agents in proportion to their measured output. And lastly, if there are enough buyers and
sellers, prices are exogenous and thus eliminate opportunities for bargaining. In practice, bounded rationality and
opportunism make markets less than perfectly efficient. Consequently, (1) agents will sometimes be unable to define
and measure property rights and therefore prices will not convey an accurate estimate of the value of goods and
services; (2) agents will find it sometimes difficult to measure output, so that money will have to be spent to enforce
trades and/or there will be some residual amount of cheating; (3) agents will engage in bargaining when there is an
insufficient number of buyers and sellers.

The price system is thus heavily dependent on the definition and measurement of outputs in all their dimensions. If
some dimensions are not measured, then agents will be incited to maximize the measured dimensions at the expense of
the non-measured (and hence non-rewarded) ones. I call ‘cheating’ the behavior of some market participants who take
advantage of measurement difficulties to overprice and/or underperform.

When measurement and enforcement costs are high, and the small number of buyers and sellers renders prices
endogenous, switching to hierarchy may be preferable. Hierarchy replaces the output constraints of markets by behavior
constraints (Hennart 1982, 1986, 1993a).75

Behavior constraints can be external or internal: external behavior constraints are imposed on the individual from the
outside, either through direct
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observation by a hierarchical superior, or through bureaucratic rules and procedures. Internal behavior constraints rely
on interiorized rules so that employees behave as if they were being observed. This can be achieved by (1) selecting
employees who have the same goals as management and/or (2) persuading employees through training and
socialization that they have the same goals as their employer. Establishing both external and internal behavior
constraints is costly. Given bounded rationality and opportunism, neither of these two methods will perfectly constrain
behavior.

If output is hard to measure, then rewarding it will lead to biases, as agents will try to produce too much of the bads
that are not being measured (and for which they are therefore not accountable), and too little of the goods. One way to
alleviate this problem is to reduce the incentive to produce the bads (and to increase that of producing the goods) by
severing the connection (established by market prices) between output and reward. Instead agents can be rewarded
based on their behavior, i.e. for obeying the directives of a central party, the boss.

This relationship by which agents agree to do as told in exchange for a salary that is at least partly independent of
market-measured output is called the employment contract, and the agent is called an employee. Through employment
contracts the boss can then direct the behavior of the agent so as to produce less bads (or more goods).76 Naturally the
former transactors, now employees, will only let the boss direct their behavior if their reward becomes independent of
the specific transaction. Employees are no longer motivated to cheat because their reward is now independent of their
output measured at market prices, but this decoupling of output and reward has the unavoidable but unfortunate
consequence of lowering their incentives to work, and of encouraging them to ‘shirk’.77 A self-employed individual who
slacks pays the full cost of this behavior in terms of reduced income. An employee, who is rewarded for obeying
managerial directives, may not, as long as his behavior is not perfectly observable. If work demands more effort than
leisure, then, just like market transactors will take advantage of the high cost of measuring output to cheat, employees
will take advantage of the high cost of monitoring behavior to shirk. The extent of shirking will depend on the cost of
imposing internal or external behavior constraints. That cost is likely to vary across activities, across time periods, and
across firms. Controlling shirking through observation or bureaucratic rules is easy when behavior
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76 Note that this explanation of why firms can be more efficient than markets differs from that of Buckley and Casson (1976) and Rugman (1981) who argue that firms set
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sometimes to live by the letter, but not by the spirit, of their employment contract. This is what is meant by shirking.



is a good guide to performance, for example in machine-paced processes, but not when employees are spread out over
space or when tasks involve quick responses to unforeseen events. Then asking supervisors for directions, or applying
standard operating procedures, will incur high costs. In such cases, internalized behavior control, such as a strong
company culture, may make sense, but we would expect it to be very costly in firms with multicultural workforces, i.e.
in MNEs.

The analysis up to now has focused on enforcement costs. Firms also differ from markets in the way they handle
information. In firms agents rely on prices to know what to do. Prices give them much of the information they need to
carry on their business. The system will break down if prices fail to provide accurate signals to coordinate the behavior
of agents. It then pays for a central party, the boss, to replace the decentralized price system by a centralized system of
managerial directives. Each agent will now collect a limited amount of information, transfer it to the boss, who will
synthesize it and send back directives to agents for execution. Because prices can no longer be trusted, employees must
be told what to do. But the reward of employees is independent of their market-measured output, so they will have less
incentive than self-employed individuals to collect and pass on information necessary to carry out business. The ability
of management to know what employees must do is a clear limit to the efficiency of hierarchy (Hennart 1993b).

The above contrast between prices and hierarchy has been seen by some (e.g. Perrow 1986) as overdrawn because
most real-world institutions use simultaneously both methods of organization. The solution to this apparent problem
lies in the distinction between methods of organization (prices and hierarchy) and institutions (markets and firms).
Markets and firms make use of both methods of organization, but in various proportions, with firms relying mostly on
hierarchy, and markets on prices (Hennart 1993a).

Why would institutions use simultaneously both methods of organization? Just like increased application of fertilizers
leads to diminishing returns, increased investments in setting up ever more sophisticated behavior or output
constraints will have the same consequences. At some point the imposition of additional behavior constraints (over-
monitoring and micro-managing) will result in less and less shirking reduction, and may even at some point increase it,
a point persuasively made by Ghoshal and Moran (1996) (even though they see it as a major criticism of transaction
cost theory, which it is not). Hence whenever it is important to elicit initiative and effort from employees, the firm may
selectively introduce output constraints, such as bonuses, piecework, or stock options. Inversely, diminishing returns to
the measurement of outputs may lead market traders to seek to add behavior to the usual market output constraints.
This results in what we call ‘contracts’.

Contracts add a superstructure of behavior constraints on what are basically output constraints. Consider franchising.
Franchisers get to keep the bulk
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of what they make (their main constraint is output-based), but the difficulty of pricing the impact of their behavior on
the goodwill capital of the franchise chain has led franchisors to impose a set of behavioral constraints on them. For
example, franchisees of Domino's Pizza are rated on their obedience to eighty-six rules—such as whether employees
meet grooming standards—which are enforced by surprise visits (Dussauge 1998). Diminishing returns to the
increased use of either method of organization means that in practice we will observe firms and markets using a mix of
both output and behavior constraints. This simultaneous use of price and hierarchy fits comfortably within a
transaction cost model, and does not call for a special theory of ‘hybrids’ or ‘alliances’ (Hennart 1993a).78

5.2.2 Application of Transaction Cost Theory to the Multinational Firm
The preceding paragraphs have argued that MNEs arise to organize through employment contracts interdependencies
between agents located in different countries. These interdependencies give rise to two types of externalities:
competition in the market for final products generates pecuniary externalities which can potentially be internalized by
mergers, cartels, or collusion. Natural market imperfections generate non-pecuniary externalities which can potentially
be internalized by spot markets, contracts, or MNEs. It is on these nonpecuniary externalities that the rest of this
section will focus.

An MNE will expand abroad (will organize interdependencies through hierarchy, i.e. through employment contracts)
when it can organize interdependencies between agents located in different countries more efficiently than markets.
This implies that three conditions must be met: (1) interdependent agents must be located in different countries
(otherwise we would have a domestic firm), (2) the MNE must be the most efficient way to organize these
interdependencies (otherwise we would have international markets transactions), and (3) given condition (2) the costs
incurred by MNEs to organize these interdependencies are lower than the benefits of doing so.79
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When are these conditions likely to be met? The transaction cost literature of the MNE has identified the
characteristics of interdependencies that make their organization within markets more costly than within MNEs.
Interdependencies involving some types of know-how, some types of raw materials and components, some types of
marketing and distribution services, and in some cases, financial capital, fit this category. Let us review them in turn.

5.2.2.1 Know-How
Most applications of transaction cost/internalization theory to the MNE have focused on international
interdependencies involving know-how (Buckley and Casson 1976; Magee 1977, Rugman 1981; Teece 1981,
Cantwell 1989). Know-how developed in one country is often potentially useful in others, and can be transferred at
low marginal cost. Markets for know-how suffer, however, from the fundamental problem of information asymmetry.
For markets to function well, buyers and seller must have perfect knowledge of what is being sold. As Arrow (1962)
first argued, the buyer of know-how does not generally know its exact characteristics, and the seller cannot provide the
buyer with that information, since by doing this he would be transferring his know-how to the buyer free of charge.
One way to go around this problem is to set up a patent system. By giving to the seller of know-how a monopoly in its
use, and by providing mechanisms for enforcement, the patent system makes it possible for him to disclose his know-
how to potential buyers without losing property rights to it. However, patent systems have clear limitations that are due
to the difficulty of writing tacit knowledge into patents and to the imperfect enforcement of patent rights (Hennart
1982; Levin et al.1987). There are considerable differences between products and between countries in the degree of
protection patents provide. When patents are well protected, knowledge interdependencies will be organized by
licensing contracts (Davies 1977; Caves, Crookell, and Killing 1983; Contractor 1984; Davidson and McFetridge 1985).
In the opposite case, the lack of protection will incite firms not to disclose information about their know-how. This will
cause potential buyers to underbid, and no knowledge transfer will take place—a dynamic similar to Ackerlof's (1970)
market for lemons.

Transfer within a firm can then be more efficient, because both the sender and the receiver of the know-how are now
rewarded for effective transfer, and not for cheating each other as in a market setting. Buyers and sellers of knowledge
will therefore form an MNE and put their behavior under the control of a central party charged with maximizing their
joint income (Hennart 1982).80
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Note that this analysis is not in terms of exploiting advantages. It is not know-how advantages that are being
internalized by MNEs, but markets for know-how. The initiative to establish an MNE to organize know-how inter-
dependencies may come from a firm seeking to acquire knowledge or from one seeking to exploit it. Thinking of the
MNE as internalizing markets is therefore more general than thinking of it as internalizing advantages, since no
separate theory of ‘asset seeking FDI’ is then necessary.81

5.2.2.2 Reputation
Just like knowledge, reputation developed in country A can sometimes be profitably exploited in country B. The
simplest case is to cater to country A investors or tourists permanently or temporarily present in country B. Such
sharing of reputation can be organized through franchising contracts or within an MNE. Franchising contracts
typically stipulate that agents pay a royalty on sales for the use of the franchisor's trademark (and ancillary business
know-how) and agree to subject themselves to the franchisor's behavior constraints.

Free-riding is the main problem with franchising. Franchisees can maximize their income by reducing the quality of the
goods they sell that bear the franchisor's trademark. As long as free-riding is costly to detect and to punish and most
customers are non-repeat, only a small part of the damage thus inflicted on the goodwill capital of the franchise chain
will be borne by the free-rider. If the quality of the franchisee's output can be easily described and enforced by contract,
then franchising will be used. If it is difficult to contractually define quality, then a better way to curb free-riding is to
transform the franchisee into an employee. Paid a fixed amount unrelated to sales, the erstwhile franchisee, now an
employee, has no longer incentives to reduce quality. But because he is no longer rewarded for his output, he is also
incited to shirk, and this will have to be controlled by behavior constraints.82 Everything else constant, international
goodwill interdependencies will be organized through international franchising contracts if (1) it is relatively easy to
write contracts which specify a certain level of quality and whose violation is
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81 This is in contrast to Dunning's OLI theory (Dunning 1977, 1981, 1993, 1997) that argues that a firm becomes an MNE if it has ‘ownership advantages’. This makes it
difficult to explain cases like Daewoo's acquisition of a British car design firm. Daewoo did not invest in the UK because it had advantages, but because it wanted to acquire
‘advantages’.

82 As evidence that franchised units are more efficiently run than company-owned ones, or, in other words, that shirking does take place in firms, consider the following: in
February 1996 McDonald's reported that the ratio of cash flow to sales for its domestic units was 13.7 per cent for franchised units and 10.4 per cent for company-owned
ones (Gibson 1996).



easy to detect and prove to third parties and (2) it would be relatively costly to control shirking by employees. When the
reverse is the case, goodwill interdependencies will be organized within the MNE (through employee-staffed overseas
units). Fast food, hotels, employment agencies, and car rentals belong to the first category, and banking, advertising,
management consulting, and high level legal advice to the second (Hennart 1982).83

Note that international interdependencies in know-how and reputation go a long way to explain MNEs in services. No
special theory of service MNEs is therefore necessary.

5.2.2.3 Raw Materials and Components
Interdependencies involving raw materials and components arise when different stages of the value chain are optimally
handled by different agents located in different countries. This occurs when, for example, the optimal location of
component manufacture differs from that of assembly; or when raw materials are located in a different country than
processing plants. Many of the inter-dependencies involving raw materials and components are handled by
international spot markets or by long term procurement contracts. In some cases, however, organization of these
interdependencies within MNEs is more efficient.

Well functioning markets require a large number of buyers and sellers. Sometimes that number is limited and we have
‘small numbers conditions’. Small number conditions result from economies of scale, high transportation costs,
government barriers, and asset specificity. This later condition obtains when one of the parties to the transaction
makes investment the value of which is conditional on the continuation of the relationship. Asset specificity makes
spot trades risky, because the party making transaction-specific investments runs the risk of having the other party
opportunistically renegotiating the terms of trade after he has made the investments—the so-called ‘holdup problem’
(Williamson 1985). One way for parties with transaction-specific investments to protect themselves is to write a long-
term contract that specifies ex ante the terms and conditions of the exchange and the penalties to be paid in case of
breach. But even long-term contracts do not protect the parties in conditions of high uncertainty, because specifying in
advance all potential contingencies becomes then impossible.84 When transaction specific investments are large (and the
useful life of the equipment is long),

THEORIES OF THE MULTINATIONAL ENTERPRISE 139
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84 What matters here is ‘non-indexable’ uncertainty. The vagaries of the price of oil do not cause problems for contracts as long as oil is traded on commodity exchanges. On
the other hand, the end of the Bretton Woods system of fixed exchange rate parities created serious problems for the contracts between Japanese buyers and Australian
sellers of bauxite.



contracts must have such duration that the risk of unforeseen events becomes very large. They then provide only
limited protection (Stuckey 1983; Franz, Sternberg, and Strongman 1986).

Here as elsewhere, the alternative to contracts is to have buyers and sellers become employees of the same firm.
Employees are now paid to facilitate transfers, and no longer benefit from holding up their partners.

The preceding considerations explain why we find MNEs internalizing trade in some raw materials and components.
They explain, inter alia, why aluminum companies have vertically integrated into bauxite, but tin smelting firms have
not integrated into alluvial tin mining (Hennart 1988) and why car assemblers own engine plants but subcontract many
other car components. The case of raw materials and components show clearly the advantages of reasoning in terms of
internalization of markets rather than exploitation of advantages, since the expansion of MNEs in this case proceeds generally
in the absence of advantages. For example, US steel companies which have vertically integrated into iron ore mining
use specialist companies to run their captive iron ore mining operations, because they do not have much experience
(and hence probably zero advantages) in this business.

5.2.2.4 Distribution and Marketing
Selling a product in a foreign market generally requires physical (warehouses, inventories, repair facilities,
transportation equipment) as well as intellectual investments (salespeople must be trained to demonstrate and repair
the product). These investments can be small and ‘general purpose’ or large and specific to a particular manufacturer.
As in the case of raw materials and components, the market for distribution services will be inefficient (and will thus be
internalized by firms) if it is narrow. This may be due to small number conditions ex ante or ex post. Ex ante small
number conditions are due to the economies of scale that often characterize distribution. Ex post small number
conditions arise because the effective sale of a particular product may require that the distributor make manufacturer-
specific investments. Ex ante small number conditions encourage bargaining, which can be reduced by including both
parties within a MNE. Ex post small number conditions expose the party who is making manufacturer-specific
investments to holdup (Williamson 1985). As a result, distributors may be reluctant to make these investments, fearing
that, once such investments are made, they could be held up by manufacturers. As in the case of raw materials,
contracts (here distribution contracts) can protect distributors, but only when investments are relatively modest and the
environment is predictable. When the physical or intellectual
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investments necessary to effectively sell a product are large and manufacturer-specific, and the environment is hard to
predict, the integration of manufacturing and distribution within an MNE will often be the best solution (Anderson
and Coughlan 1987; Klein, Frazier, and Roth 1990).

The difficulty of separating the performance of manufacturers from that of distributors is another reason for
integrating manufacturing and distribution within a firm. Most products are sold with accompanying services in a
product-cum-service bundle—for example household appliances are installed and serviced by the retailers that sell
them, while machine tool dealers provide operator training and service contracts. Consumers find it sometimes
difficult to separate the respective contributions of manufacturers and retailers to that bundle. For example, it is often
difficult for a car owner to know whether problems with her car are due to a defective product or inept servicing. This
makes it possible for one party to free ride on the other(s), and hence difficult for manufacturer and distributor to
jointly provide the optimal level of service (Chen and Hennart 1999). At low levels of interdependence, manufacturers
will impose behavioral constraints on service providers (for example, they will demand that they follow training
sessions) or retailers on manufacturers (they may ask them to follow particular manufacturing procedures and use
approved raw materials). Imposing behavioral constraints through franchised distribution or contract manufacturing
requires that quality standards be contractually defined and enforced. When this is not the case, manufacturers and
distributors will find it efficient to be joined within a MNE (manufacturers will vertically integrate into foreign
distribution or distributors will vertically integrate into foreign manufacturing). Business history provides considerable
evidence of manufacturers integrating into foreign distribution for products the quality of which could be affected by
improper handling and service (Wilkins 1970; Nicholas 1983). The case of Singer is well documented. That firm found
it initially necessary to integrate vertically into domestic and foreign retailing because independent agents were
unwilling to learn to demonstrate its sewing machines, and did not want to risk carrying stocks and financing the sale
of what was then a new and costly product (Hennart 1982, 87).

Inversely, distributors have backward integrated into foreign production (rather than bought products at arm's length
or through purchase contracts) when the quality of the products they were buying was difficult to assess ex ante. The
most famous case is that of bananas. The quality of bananas is affected by rough handling at the cutting and shipping
stages, but this only shows up when bananas reach the customer. Hence it is difficult to assure quality if grower,
shipper, and distributor are separate concerns because it is difficult to ascertain who is to blame for poor quality. This
explains why US banana distributors have integrated into banana plantations (Read 1986; Litvak and Maule 1977;
Wilkins 1970).
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5.2.2.5 Financial Capital
Consistent with the view of trade theorists, financial capital that is raised in one country can often be profitably
invested in another. But temporarily granting property rights to money (lending money) is fraught with special risks.
Besides the problem of the two parts of the transaction not being simultaneous (money is lent today to be repaid in the
future), there is that of fungibility. A person who rents an apartment gets the apartment back (more or less) at the
expiration of the lease. Money lent to an entrepreneur may be spent in ways that leave zero collateral and therefore
prevent the lender from getting back his principal. This can happen because the borrower is (in various proportions)
unlucky, incompetent, or dishonest. As a protection, lenders typically impose behavior constraints on borrowers (i.e.
money is generally lent by contracts that constrain the behavior of lenders—for example first mortgages only authorize
disbursement to the house seller and require the borrower to post some collateral and to take insurance on the
property, etc.). In spite of this, the transaction costs of lending are high.

Given bounded rationality and opportunism, lenders cannot easily distinguish lucky, smart, and honest borrowers
from unlucky, stupid, and dishonest ones. They therefore use three second-best strategies: (1) they lend to borrowers
and projects with which they are familiar, (2) they control how their funds are used, and/or (3) they ask for collateral.
Those three strategies will tend to prevent many good projects from being funded, especially if borrowers and lenders
reside in different countries and are thus not personally acquainted. Strategy 2 only works if the lender knows the
borrower's business. Strategy 3 means that projects with poor collateral will not get funded.

One solution to the problems experienced by international markets for financial capital is to join lenders and
borrowers within a firm.85 This means that entrepreneurs with projects will use their own funds or find other
individuals willing to become co-owners of the project (they will form ‘syndicates’ or float the company on stock
exchanges). Inversely, potential lenders, uncomfortable about lending to unknown entrepreneurs or for unknown
projects, will become owners or co-owners of the projects that use their money. Being equity owners has then three
main advantages: (1) it provides them with more control than loan contracts, as they have much greater access to
internal information and can affect decisions ex ante rather than ex post; (2) they now have greater flexibility than
lenders when problems
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occur (Williamson 1988); (3) lastly, the former borrower-entrepreneurs are now employees, and, since they are no
longer exclusively rewarded by the profits they generate with the borrowed funds, they do not have the same incentives
to take excessive risk (but this has also the unintended consequence of decreasing their incentives to exert effort)
(Jensen and Meckling 1976).

In other words, when domestic and international markets for loanable funds are characterized by high transaction
costs (because of information asymmetry between lenders and borrowers and the lack of collateral), the solution will
be for lenders and borrowers to be joined within a firm, i.e. for lenders to become co-owners of the venture, or for
borrowers to raise their own funds (Hennart 1994, 1998). Then MNEs, rather than bank loans or bonds, will be used
to transfer financial capital across countries.

The preceding argument implies that long-term lending (through bank loans or corporate bonds) should play a more
important role domestically than internationally and should be directed to firms with good collateral. Inversely, the
financing of projects with poor collateral that rely on foreign sources of finance should be disproportionately
undertaken by MNEs (or by their predecessor, the so-called ‘Free Standing Firm’).86

I believe that what we know of the mechanisms used for the international transfer of long-term financial capital is
roughly consistent with this prediction. Historically, MNEs and free standing firms have played an important role in
the international transfer of private flows of long-term financial capital to fund projects in sectors poorly understood
by lenders and/or offering limited collateral, for example in mining and in research intensive activities (Mikesell and
Whitney 1987; Hennart 1994, 1998). In contrast, banks have limited their international lending to short-term loans on
receivables. In the nineteenth century, long-term international lending was through bonds issued by governments
(which have taxing powers, and hence good collateral) or by firms with strong collateral assets (mortgage companies
and railways, which owned land) (Wilkins 1989; Hennart 1994). When banks have deviated from this and lent long
term to foreign firms with poor collateral, as they did in the 1960s and 70s, the results have been disastrous.

5.3 Conclusions
The transaction cost theory of the MNE argues that they arise to organize interdependencies between agents located in
different countries. This will
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occur (1) when organizing these interdependencies within the firm is more efficient than organizing them through the
market and (2) when the benefits of organizing interdependencies within the firm are higher than their costs.

The theory is therefore based on a comparison of the cost of organizing interdependencies in firms and in markets.
Just looking at the costs of running markets is not enough. Market failure is not a sufficient reason why MNEs exist,
since it is quite possible that the costs that both MNEs and markets experience in organizing an interdependency are
higher than the gains. A theory of the MNE must also be a theory of why firms can be efficient. I have argued that the
reason why firms can, in some cases, be more efficient than markets is that they replace output by behavior constraints.
But we have seen that this reliance on behavior constraints leads also to biases, and these biases go a long way in
explaining control processes in MNEs. For example, the difficulty of observing behavior across distance and of setting
up rules specifying the behavior of foreign subsidiary managers (because headquarters has insufficient knowledge of
foreign environments) means that the mix of constraints imposed on foreign subsidiaries is likely to have, ceteris paribus,
more output and less behavior constraints than that imposed on managers of domestic affiliates. Hence the often
noted phenomenon of ‘quasi-independent’ subsidiaries (Hennart 1993b).

Any factor that increases the efficiency of international markets, such as, inter alia, improvements in the definition and
enforcement of property rights, should, ceteris paribus, increase the scope of international markets and decrease that of
MNEs. Inversely, improvements in business technology that reduce the costs of running firms tend to increase the
efficiency of MNEs, and the role they play in the international economy. Interdependencies that used to be managed
by markets will now be managed by MNEs. It will now pay for firms to organize some interdependencies that were
previously too costly to organize by either firms of markets. This may explain, for example, why American
technological and managerial innovations led to the development of US-based MNEs in the 1960s, while British
technological innovations in the first half of the nineteenth century did not lead to a similar expansion of UK-based
MNEs (Hennart 1982). While such broad-based analysis may be over-ambitious, the same model can (and has been)
applied in smaller settings, for example to changes through time in the extent of international vertical backward
integration for a particular product.87 But a lot remains to be done in this area.

The theory can also account for the simultaneous use of output and behavior constraints in firms and in markets. We
can, for example, explain the benefits and the limits of using output constraints in firms. Inversely, we
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can account for the introduction of behavior constraints in transactions where output constraints predominate. The
resulting institutions are contracts, and we can model their benefits and costs. The model is useful in explaining the
strengths and limitations of alliances.

Lastly, the model has been described in terms of interdependencies. The reason is that some authors have erroneously
thought that the use of the word ‘transaction’ by transaction cost theorists meant that the model was limited to the
analysis of existing transactions, and could not handle the creation of new capabilities. This mistaken view may have
arisen from an earlier emphasis on exploitation of advantages. Almost by definition, a firm can only exploit advantages
it already owns.

In reality, the process by which MNEs get established is always one of merging complementary capabilities. A firm
located in country X has some assets which have potential value in country Y if successfully combined with some
country Y factors. These factors can be available on the market, or embedded in some local firm. This is what I mean
by ‘interdependencies’. Agents located in two different countries have the potential, if they combine their capabilities
through international markets or within MNEs, of creating rents. MNEs arise when they offer the most efficient way
to realize these potentialities, when they are the most efficient method of combining local and foreign assets. The
process of establishing MNEs (i.e. market entry) can thus be seen as one of creating new combinations. Transaction
costs theory tries to explain the institutional forms they will take.

Thinking in terms of ‘interdependencies’ also underlines that when the complementary assets are embedded in firms A
and B located in two different countries, the concept of who takes the initiative to combine the assets is irrelevant to
the major question of why MNEs exist. MNEs exist because the combination of the assets is more efficiently done
within an MNE than through spot markets or contracts, but the initiative can come from either A or B. A firm with a
mineral deposit in a given country but no mining expertise can set up a joint venture with a mining firm in another
country which has the expertise it lacks, it can sell its deposit to that firm, or it can acquire the mining firm to obtain
the expertise. In all three cases, an MNE will result. A theory of why MNEs exist should be able to handle all three
cases with the same model, as we can if we think in terms of interdependencies.
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Chapter 6 Location, Competitiveness, and the
Multinational Enterprise

Alan M. Rugman

Alain Verbeke

6.0 Introduction
This chapter provides an overview of the key insights resulting from recent international business research on the
interactions between location advantages and the competitiveness of multinational enterprises (MNEs). It consists of
four main sections. First, the evolution of the location advantage concept in the international economics literature is
discussed. Here, it appears that the international economics literature has substantially broadened its analytical scope in
the last few decades. However, the field of international



business research had gone even further in its analysis of the interactions between location and MNE competitiveness
because of its in-depth focus on the actual behaviour of MNEs. The complex nature of location advantages for MNEs
is discussed in more detail in the chapter's second section. The third section describes the intellectual foundations of a
spatial analysis of MNE activities. Finally, the chapter's fourth section discusses the relative contribution of home
country specific advantages (CSAs) and host CSAs to MNE competitiveness: it concludes that host CSAs may become
increasingly important to achieve global competitiveness.

6.1 A Critical Assessment of the Economic Theory of Comparative
Advantage

6.1.1 Traditional International Economics
An analysis of the academic literature on location advantages first requires a classification and positioning of the
different conceptual perspectives on this issue. Figure 6.1 provides a simple framework which allows us to classify
these different conceptual perspectives on the basis of two key parameters. The first parameter is related to the unit of
analysis. Here, the focus can be on location advantages at the level of a country, a single industry, or an individual firm.
The second parameter makes a distinction between trade and foreign direct investment (FDI) as the outcome of
specific location advantages. This distinction is critical because the location advantages instrumental to exports or
imports may be very different from the location advantages conducive to outward or inward FDI. Here, it should be
emphasized that FDI may itself influence trade flows: it may through local production substitute for trade or even
create new intermediate or final goods trade flows.

Conventional international trade theory which attempts to explain trade patterns can be largely positioned in cell 1 of
Figure 6.1. The standard Ricardian model, valid in a 2 country–2 product situation, concludes that comparative rather
than absolute advantage of nations leads to trade and gains from trade. Even if the first country possesses a superior
technology that would make it the more efficient producer of any good, it will, subject to a
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Fig. 6.1 A classification Of the International Economics Perspectives On Location Advantage

number of conditions,88 specialize in only that product for which it is comparatively most efficient in terms of labour
productivity. This also implies that the second country, with an inferior technology, will still have an implicit location
advantage in producing the second product.

The Heckscher-Ohlin model builds upon the availability of identical technologies in the two countries, but also the
presence of two production factors (labour and capital) and concludes, again subject to several critical assumptions,89
that each country will specialize in the product that, in relative terms, requires the most intensive use of its most
abundant production factor. More specifically, the labour abundant and capital abundant country will export the labour
intensive and capital intensive product respectively.

Follow-up work, building upon the Heckscher-Ohlin thinking has led to a relaxation of most assumptions of the
original model, allowing analyses to be performed that recognize the presence of many goods and many production
factors. The two key conclusions usually continue to hold, however; first, an abundance of a particular production
factor in one country gives this country a location advantage for the manufacturing of products that make an intensive
use of the abundant production factor. Second, an increase of a specific production factor will not lead to a
homogeneous expansion of the country's
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output. It will shift production and trade toward products that make the most intensive use of the expanding factor,
hence strengthening the country's apparent location advantage for that product.

The explanation of trade based upon the comparative, macro-level advantage of countries in terms of the availability of
technology or production factor abundance has undoubtedly proven useful to explain trade patterns between countries
at very different levels of economic development. Leamer and Levinsohn (1995) provide an overview of the empirical
literature. However, it has also appeared less useful to explain trade patterns and therefore location advantages of
countries with access to similar technologies and similar factor endowments.

6.1.2 New International Economics
Most trade between developed countries is intra-industry trade (Grubel and Lloyd 1975), which means that at a high
level of aggregation of products (e.g. electronics or automobiles), developed countries have similar macro-level
location advantages. The key explanation of this phenomenon is product differentiation, combined with the presence
of scale economies and therefore imperfect competition (Dixit and Stiglitz 1977; Greenaway and Milner 1986;
Helpman and Krugman 1985; Krugman 1980).

The analysis of intra-industry trade has pushed international economics scholars to largely shift their focus from
analysing the comparative advantage of nations merely at the macro-level toward the joint analysis of country level,
industry level, and even firm level location advantages. The modern trade theory literature has thereby systematically
shifted from merely covering cell 1 in Figure 6.1, to also including cells 3 and 5. One key study in this context is Cox
and Harris' (1985) study on the likely impact of free trade between Canada and the United States. The study not only
concludes that both countries may actually benefit from gains of trade at the macro-level but also that the higher
potential to obtain scale economies and lower prices will lead to an exit of small, inefficient producers. Although freer
trade with the United States will lead to a stronger location advantage for Canadian exporters at the macro and
industry level, it simultaneously implies the elimination of the main location advantages, i.e. trade barrier protection,
benefiting small, but previously economically viable firms. Similar conclusions arise from the Smith and Venables'
(1988) study on the likely impact of a single EU market (the ‘Europe 1992’ programme) on trade patterns.

Modern international economics has also developed substreams of thinking that give the multinational firm (MNE) a
critical place in the analysis
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(Batra and Ramachandran 1980; Cantwell 1994; Ethier 1986; Helpman and Krugman 1985; and Markusen 1984).
Here, the various activities performed by the MNE are spatially dispersed, with R&D and other upstream activities
typically performed in home countries, depending upon these home countries' comparative advantages.

Some work has also investigated the dynamic effects of institutional changes such as trade liberalization on location
advantages. Ceteris paribus, trade liberalization affects location in two ways. First, domestic firms with an interest in
serving the more accessible foreign markets will be attracted by locations with a better ‘exposure’ to serving the foreign
markets, e.g. through lower transport costs, better geographic proximity, the potential to capitalize on agglomeration
economies, etc. Hanson (1998) studied the effects of North American economic integration on industry location and
found a significant impact of transport costs and inter-industry agglomeration economies. Second, foreign firms may
enter the market through FDI and contribute to industry specialization in the goods and services for which
comparative advantages exist, to serve both the local and international markets.

Hence, increasingly the international economic analysis of location advantages has spread its area of inquiry to fill the
six cells of Figure 6.1., as evidenced by the content of articles published in mainstream economics journals such as the
American Economic Review and the Journal of International Economics. Caves (1996) provides a useful, albeit selective,
overview of the recent international economics literature contributions to the linkages between location advantages
and MNE behaviour.

An interesting feature of much recent research on location advantages in the international economics literature, is the
increasing attention devoted to ‘created’ location advantages, such as R&D, as opposed to the conventional factor
endowments location advantages such as labour pools or the availability of capital. For example, investments in R&D
allow countries to specialize in high technology sectors and to have high growth rates (Grossman and Helpman 1991).
These investments may constitute a major location advantage, depending upon international technology diffusion rates
and the extent to which an advantage can be maintained over time.

The international economics literature on comparative advantage has thus evolved from a very narrow discipline
largely positioned in cell 1, to a much broader research area that now spans the six cells of Figure 6.1 with perhaps cells
four and six as the most promising ones for future research, given that R&D investments and the ‘intentional’
upgrading of location advantages largely occur at the industry or firm level (Rugman and Verbeke 1990).
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6.1.3 The Upgrading of Location Advantages
Dunning's (1977, 1988, 1992, 1999, 2000) eclectic paradigm as well as the modern internalization perspective on the
functioning of MNEs (Rugman 1981, 1996; Rugman and Verbeke 1992, 1998) start from the premise that location
advantages may be very different for each firm.

In this context, it is also important to emphasize that firm level knowledge creation appears very much embedded in
localized innovation systems. As a result, much of the trade resulting from MNE activity is driven by differences in
these innovation systems (Dosi, Pavitt, and Soete 1990). MNEs may also further strengthen the location advantages of
the countries in which they operate through reciprocal spill-over effects with the local networks they associate
themselves with, both through cooperation and competition (see Rugman and D'Cruz 2000; and Dunning 2000).

Thus, it is not clear whether either investment incentives favouring FDI or TRIMS (trade related investment measures)
discriminating against foreign MNEs such as local content requirements, export performance requirements, and trade
balancing measures can ultimately contribute much to long-run location advantages of a particular country. The
assessment of costs and benefits of such measures appears in any case very difficult (Guisinger et al.1985). TRIMS in
particular do not appear very effective. When inhibited to achieve an ‘organic symbiosis’ with local innovation systems
and to contribute as a ‘workhorse’ in such systems, MNEs are then forced to adopt a ‘Trojan horse’ policy. For
example, local content conflicts in Europe have prompted Japanese motor vehicle companies to bring with them their
Japanese component suppliers (Ozawa 1991; Saucier 1991).

Foreign MNEs can contribute to further develop and exploit the most promising knowledge bundles in a localized
innovation system. The value added of a localized innovation system to the MNE is twofold. First, it allows the firm to
tap into a complementary knowledge base that would otherwise remain out of reach. Second, it provides flexibility and
options to the MNE, as it allows the firm to ‘hedge its bets’ in the innovation area.

Increasingly, however, and this precisely reflects the importance of localized knowledge creation, it also appears that
even the six cells of Figure 6.1 do not allow us to adequately position all of the relevant recent international business
literature on location advantages. As regards the horizontal axis of Figure 6.1, a substantial body of literature on
location advantages and competitiveness now suggests the importance of additional units of analysis. The country level
analysis can be extended to include on the one hand regional trade and investment blocks as in the Triad Power
concept (Ohmae 1985; Rugman 2000) and on the other hand subnational, regional ‘clusters’ (Porter 1990, 1998). In
the former case, the concept of region largely results from political decision making (albeit reflecting efforts to increase
economic integration);
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Fig. 6.2 New Perspectives On Location Advantages

in the latter case, a variety of socio-economic, demographic, cultural, etc. characteristics of a geographically defined
area determine the region's boundaries.

In addition, the firm-level analysis can be extended to include two points. First, is the study of location advantages of
subsidiaries, whereby optimization needs to occur benefiting the MNE's entire internal network (Rugman and Verbeke
2001). Second, much recent work has been done on location advantages of firms within the context of their external
networks (e.g. forward and backward linkages). In these cases, the distinction between the firm level and industry level
analysis of location advantages has become increasingly blurred (Rugman and D'Cruz, 2000).

With respect to the vertical axis of Figure 6.1, the ‘trade focus’ on goods and services and the ‘investment focus’ on
initial capital flows (although belatedly recognizing the importance of intangible know-how flows associated with the
capital flows), have largely neglected the ongoing, sequential, and internal ‘network’ flows of know-how, whereby the
direction and complexity of flows may substantially change over time (Birkinshaw 2000; Cantwell and Piscitello 1999).
In other words the ‘optimal location’ for know-how development and the optimal diffusion patterns of this know-how
may change over time, within the context of effectively functioning international business networks, irrespective of
initial FDI flows (Rugman and Verbeke 2001). The above modifications to the analysis are represented in Figure 6.2.
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6.2 The Role of Location Advantages for Multinational Enterprises

6.2.1 Location Advantages and International Business Theory
Hymer (1960, published 1976) was the first author to focus on foreign direct investment as a tool used by MNEs to
transfer and exploit abroad proprietary resources. Interestingly, his view was that they would face location
disadvantages vis-à-vis indigenous firms in host countries such as language and cultural barriers, lack of knowledge on
the local socio-economic and business system, expropriation risks, etc. which have been synthesized under the heading
of ‘liability of foreignness’. This implies that MNEs producing in host countries would not benefit to the same extent
as indigenous firms from either localized network spillover effects or synergies from the combination of firm level and
host country location advantages.

Vernon's (1966) well known product cycle focused on the symbiosis between home country location advantages in
technological innovation and the resulting proprietary assets at the MNE level. From a dynamic perspective, MNEs
were then observed to be capable of linking their firm specific advantages (FSAs) with specific location advantages of
host countries (in terms of demand patterns, supply capabilities, and labour costs) as the maturing or standardization
of products occurred (Rugman 1999). This dynamic approach, aimed at explaining market seeking FDI, neglected two
key aspects of the linkages between MNEs and location advantages. First, the fact that MNEs may use foreign markets
to reduce risks, although this was taken into account in a later publication (Vernon 1983). Second, the contribution of
host country location advantages to the MNE's rejuvenation or extension of its knowledge base. Yet, Vernon's
dynamic approach went far beyond conventional models that attempted to explain FDI flows as an almost mechanistic
reaction to exogenous macro-level location advantages such as favourable exchange rates or relative labour costs
(Aliber 1970; Cushman 1985; Culem 1988).

At the beginning of the twenty-first century, Dunning's eclectic paradigm has become the leading conceptual
framework for the analysis of international expansion patterns of business firms. This paradigm builds upon the
interactions among ownership specific variables, internalization incentive advantages, and location-specific variables. A
first important contribution of this framework within the context of this chapter is that the location-specific
characteristics which contribute to competitive advantage are recognized to
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vary for different countries, sectors, and firms (Dunning 1992, Table 4.3, 84). The eclectic paradigm thereby allows us
to span the three units of analysis of Figure 6.1. It is interesting to observe that, at the firm level, the location
advantages appear to include several ‘soft’ elements such as the firm's experience with foreign involvement, psychic
distance variables, attitudes to risk diversification, attitudes towards the centralization of functions such as R&D etc.

A second contribution is that it allows identification of the key location advantages of four different types of
international production: natural resource seeking, market seeking, efficiency seeking, strategic asset seeking (Dunning
1998). One of the eclectic model's great strengths is that it highlights the complexity of determining the practical
implications for managers and public policy makers of specific location advantages.

6.2.2 Four Types of FDI
First, natural resource seeking FDI occurs when firms identify specific host country locations as an attractive source of
natural resources at the lowest real cost. However, even in this case, additional location advantages such as good
transport infrastructure, an effective institutional and legal framework, etc. have been identified as critical. In this case,
FDI is usually associated with the exports of resource based products from the host country. However, this may in
turn improve the location advantages of the home country both for the production and exports of goods which use
the imported resources as a low cost or high quality input. As intra-firm trade replaces inter-firm trade, an
unfavourable taxation regime in a specific country—whether the home or host nation—can even be overcome as a
location disadvantage by shifting profit, but not the production itself from the nation with the unfavourable regime.
FDI should therefore not be viewed solely as an outcome of existing location advantages but it may be instrumental to
the creation of new location advantages.

Although the identification of location advantages clearly becomes much more complex when international production
is involved, the predicted direction of the trade flows associated with natural, resource seeking FDI is largely consistent
with conventional trade theory. The home country will export capital intensive products with a high knowledge
content. The host country will primarily export resource based or labour intensive products with a low technology
content.

Second, market seeking FDI is more difficult to reconcile with conventional trade theory because it usually has an
immediate import substitution effect

158 ALAN M. RUGMAN AND ALAIN VERBEKE



(except if trade barriers made imports impossible in the first place), but often also leads to trade creation (Lipsey and
Weiss 1984; Rugman 1990). This occurs, for example, when the newly established subsidiary uses intermediate outputs
from the home country in its own production process, when it becomes a leveraging platform for additional exports in
other product areas for the home country and finally, when its production is not used only to serve a host country
market but also third country markets.

Here, a first complexity is that location advantages of specific countries may shift over time as exemplified by the
international product cycle (Vernon 1966). A net exporter of innovative products may switch to market seeking FDI
and may later become a net importer of the same, but now standardized, product. A second complexity is that
substantial intra-industry FDI can now be observed, reflecting the differential FSAs of rivals in an industry but also the
similar location advantages of countries, as both the source nation and recipient of FDI. A third complexity is that,
even within a single MNE, complex intra-firm flows of knowledge and goods can often be observed, reflecting
sophisticated bundles of location advantages and firm specific advantages, and resulting in complex network linkages
among the various affiliates (Rugman and Verbeke 2000).

Dunning (1973) in an early survey of the field studies on FDI, already identified thirty location advantages viewed as
determinants of especially market seeking FDI including host country market characteristics, trade barriers, cost
factors, investment climate components, etc. Here, an interesting observation was that many location advantages are
actually industry specific (Dunning and Norman 1987).

The third type of FDI, efficiency seeking FDI, leads to even higher complexity as regards the location advantages of the
countries involved. First, this type of FDI is usually trade creating at the firm level, because it reflects a rationalization
of the MNE's operations and typically a specialization of the various affiliates in its internal network. This increases
both intra-firm knowledge and goods flows, and the international exposure of the affiliates. An in-depth, fine grained
analysis, of FSA and location advantage bundles at the affiliate level is then required to understand exactly how
location matters to the firm. Here, it is important to understand the specific role given to or earned by affiliates in the
company (Rugman 1990). They may act as ‘globally rationalized’ subsidiaries performing a particular set of activities in
the vertical chain or have a regional or world product mandate. In the case of a vertically integrated chain consisting of
several, globally rationalized businesses, intra-firm trade is likely to increase, building upon the location advantages
benefiting each subsidiary, thereby leading to an increase of both intermediate goods trade and international
production (Cantwell 1994).

An interesting observation regarding internationally integrated production is, however, that the key location advantages
do not appear to be related to
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low wages. MNEs export primarily from high labour cost countries with large markets, implying to some extent the
presence of local scale economies (Kravis and Lipsey 1982). Even more importantly MNEs seek location advantages
complementary to their own firm specific advantages, typically in the form of an appropriate infrastructure, technology
development, and supporting institutions (Cantwell 1995).

The fourth main type is strategic asset seeking FDI (Wesson 1993). Here, assets of foreign firms are secured by new plants
and acquisitions or joint ventures, to create synergies with the existing pool of assets through common ownership, see
e.g. Kogut and Chang (1991). Here, it is, e.g. the R&D performed in host countries rather than the home country
which constitutes the key location advantage leading to FDI. To the extent that the acquired assets sourced from a host
country are also linked to a localized innovation system, the MNE as a whole may get access to at least some spillovers
from that innovation system. Conversely, the localized innovation system may benefit from being associated with the
foreign MNE.

Dunning (2000) provides a brilliant synthesis of the key location advantages identified by ten schools of thought on
location advantages as they apply to these four main types of FDI.90

In addition to the four main motives for FDI, additional motives appear equally related to location factors. First,
escape investments, typically made to avoid home country restrictions (e.g. regulation of laboratory tests on animals,
limitations on the range of services that can be provided in the financial services industry, etc.) obviously reflect the
absence of government restrictions elsewhere.

Second, trade supporting investments (e.g. to aid in purchasing of inputs, logistics activities, after sales service, the
liaison with host governments, etc.) precisely aim to facilitate home country imports or exports through building on
host country location advantages.

6.2.3 Operationalization of CSA–FSA Framework
Dunning's eclectic framework is clearly related to Rugman's (1996) and Rugman and Verbeke's (1992) extended
internalization perspective. This perspective
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suggests that it is precisely the nature of a company's FSAs and the type of country specific advantages (CSAs) it faces,
that will determine whether a particular production activity will be located in a foreign country through FDI, i.e.
whether internalization will occur.

An interesting feature of the FSA–CSA framework is that it can be operationalized at three levels. First, as a strategic
management tool to guide top management decision making at the firm level. Here, it should be recognized that the
CSA–FSA configuration may be different for every strategic business unit, subsidiary and even value added activity,
within a single firm (Rugman, Verbeke, and Luxmore 1990; and Rugman and Verbeke 2001). Second, as a public
policy tool, to describe at the national level and by industry both the revealed comparative advantages (RCA; use of
Balassa index) and the revealed firm specific advantages of domestic companies, (RFSA; ratio of sales by domestic
MNEs to sales by foreign based MNEs in an industry, relative to the total sales by domestic MNEs to total sales by
foreign based MNEs) (Sleuwaegen and Veugelers 2001). Third, at the level of cross-country analyses, whereby a
country's relative attractiveness vis-a-vis other countries can be described in terms of on the one hand general location
parameters (in principle exogenous to companies, such as the quality of the educational system) and on the other hand
characteristics of the ‘average’ firm. For example, the competitiveness rankings of countries established in the yearly
World Competitiveness reports of the World Economic Forum can be decomposed in a ‘CSA’ and an ‘FSA’ part.

The normative implications of possessing weak or strong location advantages are, however, very different for firms,
industries, and countries. At the firm level, location advantages contribute to the firm's performance (in terms of
survival, profitability, and growth) vis-à-vis rival companies. Managerial decision making should therefore attempt to
optimize this contribution. At the industry level, location advantages do not usually bear similar implications, for two
reasons. First, an industry usually does not act to optimize its location advantages, although public agencies may select
specific industries as beneficiaries of location enhancement measures. The much debated strategic trade policy case
reflects such a normative policy position. Here, the aim is either to shift profits to domestic firms through helping
them attain first-mover advantages and learning curve effects or to generate localized technological spill-over effects
(Rugman and Verbeke 1991). Second, a ‘bandwagon’ effect has often been observed, whereby several firms in an
industry attempt to penetrate foreign markets almost simultaneously. However, such collective moves do not aim to
optimize an industry's location advantages but on the contrary to prevent rivals from gaining privileged access to
benefits associated with specific locations.

At the country level, the intentional ‘creation’ of location advantages for either domestic firms or foreign firms (or
both) has been the subject of an
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enormous literature recently synthesized by Rugman and Verbeke (1998). The conclusion of their study is threefold.

First, the creation of location advantages favouring either domestic firms or foreign MNEs through specific incentive
programmes and regulatory policies by government has become very difficult as many countries have become both
major source nations and recipients of FDI. Hence, national treatment of foreign firms is mostly the appropriate
policy. Second, many MNEs have adopted strategies of national responsiveness which makes a natural symbiosis with
indigenous clusters much easier than in the past. Third, given the first two comments, many governments and MNEs
now share a preference for international trade and investment agreements, either at the level of a regional block (e.g.
EU, NAFTA) or at the multilateral level. In such cases, the concept of location advantages takes the form of a public
good shared by all firms and countries covered by the agreements (Rugman and Verbeke 1994). From a comparative
institutional perspective, the question shifts from asking who enjoys the strongest, government-induced location
advantages to assessing the overall benefits of the international regulatory system, vis-à-vis a system of anarchy in
creating national and subnational location advantages.

International regulatory systems to constrain the creation of artificial location advantages obviously do not make
national government policy in this area obsolete. Instead they suggest a redirection towards innovation and knowledge
accumulation, in line with a country's technological trajectory and national innovation system characteristics.

An important question is whether the nature of CSAs has changed in the recent past. Dunning (1998) has argued that
in the 1980s and 1990s three important changes have occurred. First, the emergence of knowledge as the ‘key wealth
creating asset’. As a result, and with the exception of some natural resource and cheap labour seeking FDI, MNEs
now attach much more importance to locations with excellent infrastructure and institutional facilities, rather than
conventional location advantages such as low labour costs or easy access to raw materials. Second, the rise of
‘transactional benefits’ of spatial proximity in the knowledge development process between the non-location bound
FSAs of MNEs and the location bound, immobile clusters of complementary assets in host countries. These benefits
of spatial proximity have led affiliates of MNEs to become increasingly embedded in host country innovation systems,
as demonstrated by the growing geographic dispersion of R&D and the number of patents registered by MNEs
outside their home country (Almeida 1996; Shan and Song 1997; Cantwell 1989; Kuemmerle 1999; Pearce 1990).

Third, the emergence of ‘alliance capitalism’, i.e. a collaborative, stakeholder approach guiding both intra-firm
relationships and inter-firm cooperative agreements, especially in knowledge creation. In this context, it appears, for
example, that localized networks of related and supporting
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activities act as an agglomerative magnet on FDI (Wheeler and Mody 1992; Audretsch and Feldman 1996). This does
not imply, however, that within a single country, the location distribution of foreign owned and domestically owned
production operations is necessarily the same. For example, Shaver (1998) found that foreign owned manufacturing
operations in the United States were located comparatively more in coastal states where it is more cost effective to
receive imports. In addition, they were also located more in non-union, low wage, right-to-work states, reflecting, inter
alia, an attempt to reduce the liability of foreignness on the cost side vis-à-vis domestic rivals. Shaver (1998) also
suggested that foreign firms might prefer low wage states because they perceive employee skills, to be ‘upgraded’ by
the company, as largely uniform across the country. If this were correct, it would also imply that FDI location would
not be determined as much as domestic investment by the potential to benefit from cluster spillover effects. This view,
however, is in contrast with the more convincing empirical evidence of Chen and Chen (1998) that much recent FDI,
especially by small companies, should be viewed as a linkage to a foreign network, i.e. as a tool to tap into resources
such as ‘market intelligence, technological know-how, management enterprise, or simply reputation for being
established in a prestigious market’.

These three elements largely explain the growth of strategic asset seeking FDI and the paradox of observing ‘sticky
places within slippery space’ (Markusen 1996).

6.3 Spatial Aspects of FDI and MNE Activity
One of the key observations in economic geography is that both internationally and within a single country, economic
activities are characterized by a specific level of geographic dispersion/concentration (Amiti 1998). Building upon
Krugman (1991a,b, 1998), three forces can be identified that foster concentration and three forces that stimulate
dispersion. The former forces include (1) the presence of large markets that allow economies of scale in local
production, a reduction in logistics costs, and agglomeration economies with related and supporting industries
(backward and forward linkages), (2) abundant markets for specialized knowledge inputs (e.g. highly skilled labour), (3)
knowledge spillovers that lead to geographically localized
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positive externalities. The latter forces consist of (1) dispersed, immobile production factors such as land, natural
resources, and some types of labour, as well as immobile demand requiring localized service provision, (2) scarcity
rents, when an initial concentration of economic activity pushes up prices of scarce production factors in a particular
location, and (3) negative externalities such as congestion and technological ‘lock-in’.

Apart from the above factors, a localized culture of interdependence and exchange and institutions such as universities,
specialized services, and service organizations supporting this culture, may greatly aid superior innovative performance
(Audretsch 1998; and Saxenian 1990).

Two types of knowledge spillovers exist (Audretsch 1998). The first type, reflects intra industry knowledge spillovers
that benefit all firms located within a region, but limited to a single industry (Glaeser et al.1992). The reason for this
regional specialization of spillovers is that firms within a specific industry may be very similar in terms of the type of
individuals they attract, the way these individuals develop, absorb, and communicate knowledge and the networking
institutions they build, contribute to, and draw upon in the region. The second type, consisting of inter-industry
spillovers in contrast, reflects the exchange of complementary knowledge among firms in different industries. Here, it
is the diversity of geographically concentrated knowledge transfers that leads to new richness.

The main contribution of international business scholars has been to analyse geographical concentration/dispersion of
FDI, not mainly as the result of exogenous forces but to a large extent as the outcome of MNE behaviour (Mucchielli
1998; Porter 1998a). For example, the existence of an economic centre, close to a large market, may attract foreign
entry, which in turn makes this centre even more attractive to other firms. The presence of such path dependencies
explains why the international expansion of MNEs is usually also restricted to a limited number of locations, because
agglomeration economies and spillover effects only arise over time and are created through a process of cumulative
causation. It is a self-reinforcing set of firm level actions that largely contributes to the spatial concentration of
industries and the creation of specialized geographic areas.

Here too, the FSA/CSA framework can be used. More specifically, the creation of ‘sticky places’ fundamentally
depends upon the synergies between strong mobile or non-location bound FSAs and immobile CSAs. Here, not all
synergies are internalized by the firms involved. The spatial proximity between firms in a specific industry and, e.g. a
pool of workers with specialized skills, the non-business infrastructure, etc. leads to technological and organizational
spillover effects benefiting the entire, localized industrial district.
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Fig. 6.3 The Sustainability Of Sticky Places

From a sustainability perspective, four types of ‘sticky places’ can be distinguished, as shown in Figure 6.3. The
horizontal axis measures the degree of cooperation within the localized network among the various actors, i.e. the
presence or absence of intended efforts to create virtuous cycles of FSA–CSA interaction. Here, the key issue is
whether these actors aim to create local network externalities or whether these spillover effects just arise
unintentionally. This distinction may be important within the context of the vertical axis, which represents the
international contestability of the local network. If the contestability of stickiness is high, as a result of international
competition, the defence mechanisms of the local network will be much weaker in quadrant 1 than quadrant 3, which
explains the growing efforts of many local and regional governments to contribute to the creation and functioning of
structured clustering mechanisms (Porter 1998b).

An important empirical question is obviously whether clustering benefits in the form of, e.g. agglomeration economies,
access to ‘thick’ markets for knowledge inputs, and technological spillover effects are equally important for all MNE
value added activities. Porter (1986) has argued that, within the firm, the determinants favouring a specific geographic
configuration may be very different for each value chain activity. For example, corporate and regional MNE
headquarters, typically require a ‘strategic location’, with easy
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access to an international communications and transport network, high quality external services and knowledge inputs
(e.g. information processing workers), strong agglomeration potential which allows for frequent personal interactions
with top executives of other key organizations, and an environment rich in social and cultural amenities. These
elements must obviously be weighted against the cost of scarce inputs such as land, negative externalities associated
with large, dense economic centres etc. (Dicken 1998). In contrast, R&D facilities may require very different location
characteristics, depending upon the precise role of the R&D facility in the firm. This role may be either to exploit
existing knowledge or to create new knowledge (Kuemmerle 1999).

As regards activities such as production and marketing, two MNEs facing broadly similar external ‘location pulls’ may
still make their location decisions largely dependent on their administrative heritage (e.g. a tradition of centralized
production building upon home nation CSAs and leading to scale economies versus decentralized operations, building
upon host nation CSAs and leading to benefits of national responsiveness).

The issue of relative contribution of home CSAs versus host CSAs to overall MNE competitiveness has been the
subject of intense academic debate in the recent past. This is discussed in the next section.

6.4 The Relative Contribution of Home CSAs and Host CSAs to MNE
Competitiveness
The most influential work on the impact of location on international competitiveness in the 1990s has undoubtedly
been Porter's study on the ‘diamond’ of competitive advantage (Porter 1990). Porter argues that four interrelated
elements at the level of each industry within an individual nation determine international competitiveness. These
determinants include factor conditions, demand conditions, related and supporting industries, and firm strategy,
structure, and rivalry. Two other elements, namely government and chance are viewed by Porter as secondary
determinants that may affect the strength of the primary elements.

Porter's (1990) approach undoubtedly constitutes an important advance on conventional economics thinking on the
sources of competitiveness at the
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industry level. His comments on the importance of (1) created, advanced factor conditions as opposed to natural
resource endowments; (2) sophisticated rather than large scale demand; (3) linkages with related and supporting firms;
and (4) intense domestic competition, have undoubtedly been useful to both managers and public policy makers.
However, from an international business perspective, Porter's (1990) framework is also associated with substantial
weaknesses, especially when applying his perspective at the firm level. His framework assumes that for each business in
a firm, a single home base exists which acts as the sole source of this firm's key location advantages. These CSAs can
then be absorbed within the firm, i.e. contribute to the development and exploitation of its FSAs. Foreign nations'
diamonds can only be tapped into selectively, because a firm aiming to draw upon a foreign diamond's strengths is
viewed as always being at a disadvantage vis-à-vis firms ‘inside’ this foreign diamond system.

Porter's (1990) perspective has been rightfully criticized by several international business scholars. Dunning (1993) has
argued: ‘To suggest the competitive position of MNEs like IBM, Philips of Eindhoven, SKF, Nestle, BAT, rests only
on their access to the diamond of competitive advantage of their home countries is ludicrous—however much their
initial foray overseas may have been based on such advantages.’ Porter did acknowledge the strategic option for firms
to ‘shift’ the ‘home base’ for specific businesses from the home country to a host country, in function of their relative
CSAs. However, firms and industries from small open economies largely rely on international linkages, especially
through inward and outward FDI as sources of competitiveness. For example, in relatively small economic systems
such as Belgium in the European Union (EU) context, or Canada in the context of the North American Free Trade
Agreement (NAFTA), any analysis of the sources of domestic firms' international competitiveness needs to take into
account the issue of access to foreign diamond components. Hence, a ‘multiple diamond’ approach is clearly required,
as demonstrated by several conceptual and empirical studies (Moon, Rugman, and Verbeke 1995, 1998).

One of the key problems of Porter's (1990) framework is his concentration on non-location bound FSAs developed by
companies in their home country prior to engaging in FDI. As a result, he largely neglects (a) the systemic advantages
of MNEs resulting precisely from the common governance of internationally dispersed value added activities, each
building upon an idiosyncratic bundle of CSAs, and (b) the benefits of strategic asset seeking FDI, accruing to the
MNE, whereby these assets may largely have been created on the basis of host CSAs.

Dunning (1996) has empirically assessed the geographical sources of MNE competitiveness through a survey of 144 of
the Fortune global 500 industrial firms. He found that the relative contribution of host nation CSAs to the MNE
overall competitiveness is increasing. On average, between 40 and 50 per
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Fig. 6.4 Firm (Or Business) Level Sources Of International Competitive Advantage

cent of the location advantages' contribution to MNE competitiveness is viewed as being derived from host countries,
particularly in the areas of natural resources, linkages with suppliers and rivals, and through foreign market size. In
contrast, technological capabilities and skilled labour capital still appeared to be derived largely from the home country.

The relative importance of home versus host CSAs to the MNE's overall competitiveness is thus clearly an empirical
question. Rugman and Verbeke (1995) have developed a conceptual framework that allows to position firms (or
businesses within the firm) according to their reliance on specific bundles of CSAs as sources of international
competitiveness. This is illustrated in Figure 6.4. The vertical axis measures the number of locations relied upon by the
firm or each business within the firm as key sources of CSAs for any given business. Here, it is critical to know
whether the firm or business within the firm builds primarily on one or several locations as a source of key CSAs, i.e.,
whether it has one or several home bases. The horizontal axis investigates whether the firm or business within the firm
relies primarily on location bound or non-location bound FSAs.

The former reflect strengths that provide a favourable competitive position to a firm in a particular geographical area,
such as a country or a limited set of countries, but cannot easily be transferred abroad, whether as an intermediate
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output (e.g. managerial skills, R&D knowledge) or embodied in a final product. In contrast, non-location bound FSAs
represent company strengths that can easily be transferred across locations at low costs and with only limited
adaptation; this transfer can again take place in the form of intermediate or final outputs. The significance of the
distinction between location bound FSAs and non-location bound FSAs has been explained in Rugman and Verbeke
(1991, 1992). In fact, this distinction reflects a resource based interpretation of the integration-national responsiveness
framework as developed by Bartlett (1986).

Porter's single home base perspective is clearly located in quadrant 4 of Figure 6.4. For each business, the firm relies on
CSAs of a single nation as the key source of competitiveness. The firm then creates non-location bound FSAs building
upon the home base CSAs, leading to exports and outward FDI. This perspective is consistent with Vernon's (1966)
product life cycle. Quadrant 1 describes the firms that consist of largely independent, country based business units.
They derive their competitive advantages primarily from location-bound FSAs that allow them to be nationally
responsive. Quadrant 2 reflects the case whereby the firm (or its businesses) again relies on a single home base, but
here it does not lead to the firm becoming a successful exporter or outward investor. Instead, the only way to achieve
survival, profitability and growth is to develop specific domestic niches.

Finally, Quadrant 3 represents firms or individual businesses within the firm which function primarily through
international network linkages. These units operate in a more integrated fashion, within a structure that may take the
form of a ‘global web’, Reich (1991). MNEs engaged in strategic asset seeking usually also operate in this quadrant. It
is in this case that the management of both the intra-organizational and inter-organizational networks may become
very complex (Campbell and Verbeke 2001; Rugman and Verbeke 2001).

The question arises where firms should be positioned that work with subsidiary world product mandates (WPMs)
(Rugman and Bennett 1982). Here, it should be emphasized that if the ‘businesses’ within an MNE are defined
sufficiently narrowly, it can usually be argued that individual ‘business units’ with WPMs indeed all function with a
single home base, thus requiring their positioning in quadrant 4 rather than quadrant 3. However, the single home base
concept then becomes largely tautological (see below).

It should be mentioned that Porter has refined his perspective on the importance of a single home base in more recent
work (Porter 1998a), recognizing the importance of foreign locations to the overall competitiveness of MNEs.
However, rather than acknowledging the existence in many cases of the importance of multiple home bases for MNEs,
even for individual businesses, he has now chosen to define the concept of ‘business’ or ‘product line’
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in such a narrow fashion that the prevalence of a single home base can indeed be defended in most cases of world
product mandates.

For example, rather than recognizing that Honda now functions with at least two home bases in the automobile
business, namely Japan and the United States, with the latter country being specialized in the design, development, and
upgrading of station wagons, Porter (1998a, 335) argues that station wagons actually constitute a distinct business or
product line, thus building upon a single home base, namely the United States. In addition, according to Porter (1998a,
335) even the development of the ‘two door Civic Coupe in the United States will be achieved using the United States
as a ‘single’ home base! A home base is thus defined as the location in which the most important decisions can be
taken, largely independently from other locations: here, the definition of a product line can be adapted and narrowed as
much as necessary to conform to the requirement that strategic decision making be concentrated in one location.

However, it is rather difficult to believe that all strategic decision making regarding the two-door Honda Civic Coupe
would be divorced throughout the value chain from decisions on other cars in the Civic line or even other Honda car
models. Indeed, Prahalad and Hamel (1990) have precisely identified as one of Honda's core competencies, its ability
to share knowledge on small engines across very broad businesses such as automobiles, motorcycles, and lawn
mowers. In this context, it is interesting to observe, however, that when talking about Honda as a whole, Porter
(1998a, 333–4) attempts to demonstrate, in contradiction with his own product line based analysis, the existence of a
single home base for this firm in the automobile business using, inter alia, data of R&D geographic concentration.

The fallacy of the single home base argument becomes even clearer when Porter discusses the Hewlett Packard case
(Porter 1998a, 339). He argues that 77 per cent of HP's physical space dedicated to manufacturing, R&D, and
administration in fact is the United States, reflecting in his view, the existence of a single home base, especially since the
‘specialized expertise’ of ‘worldwide experts’ is also concentrated in that home base. This raises two interesting issues.
First, the fact that 23 per cent of physical space dedicated to manufacturing, R&D, and administration is not located in
the United States, obviously does not qualify for a multiple home base designation. In that case, what percentage
would? Second, on what basis can a distinction be made between ‘specialized expertise’ of worldwide experts, which
appears to qualify for ‘home base’ branding and for example ‘process-oriented R&D, product localization and local
marketing’, Porter (1998a, 334), activities which do not appear to deserve a home base qualification.

In terms of description, the discussion on whether a firm or business unit functions with a single home base or
multiple home bases appears to be a largely semantic issue. At the firm level, Porter's (1998a) analysis suggests that
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a high percentage of core assets, competencies, and strategic decision making power concentrated in one country
would lead to the qualification of a firm as being a single home based company. In contrast, the authors of this chapter
would argue that (1) there must be a ‘threshold percentage’ of core assets, competencies, and strategic decision making
power concentration below which a firm would be viewed as functioning with several home bases, and (2) when one
or various foreign units have built up a substantial critical mass of, e.g., R&D knowledge and are able to substantially
augment this knowledge base through virtuous interactions with location advantages in host countries, the firm would
again be viewed as functioning with several home bases.

At the business unit level, Porter's (1998a) perspective suggests that any business unit can be defined sufficiently
narrowly (typically as a product line) so as to allow the identification of a single home base. In contrast, the authors of
this chapter would argue that business units should be defined ex ante. A business unit with several product lines using
different home bases would then reflect the presence of a multiple home base structure.

From a normative perspective, Porter's (1998a) view is more problematic as he suggests that it is impossible at the firm
or business unit level to have more than one home base. His approach therefore is not testable. In contrast, the authors
of this chapter view the presence of one or multiple home bases as an empirical question, whereby factual evidence
suggests an increased use of multiple home bases.

Conclusion
This chapter has suggested that the main challenge facing MNEs today in the location area is to combine effective
access to—and participation in—foreign knowledge clusters, with efficient firm-level leveraging of the resulting
knowledge base. To meet this challenge may be fraught with difficulties, for two reasons.

First, the benefits from setting up a subsidiary in a foreign, local cluster may not be easy to assess ex ante, as these
benefits may largely depend on the actual absorption of cluster know-how. The absorption effectiveness may be very
difficult to predict, given that a substantial portion of these benefits consists of cluster spill-over effects. Subjective
perceptions may be critical here. This also implies that existing participants in a cluster, as well as local/regional
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Public agencies responsible for the economic development of a cluster, may substantially affect the perceived cluster
attractiveness through the external image they are able to create for it.

Second, the international leveraging of know-how derived from participation in a cluster may also be difficult, when
various MNE operations build upon diverging, specialized technological capabilities and when knowledge transfer
costs are high.

A complementary issue is related to the effect of MNEs on the local knowledge clusters themselves. Whether MNEs
will consistently enhance the upgrading of local knowledge clusters, rather than eliminate domestic expertise and
reduce long-run cluster stability in host countries is at present a much debated policy issue and an empirical question
which requires substantial further research.

However, on the positive side, two categories of potential benefits to clusters from MNE activity have so far been
largely ignored in the literature.

First, high profile MNEs may through their presence in a cluster provide legitimacy to this cluster and alter the cluster's
attractiveness as perceived by other MNEs and domestic firms. In other words, a global signalling effect may arise,
which may greatly contribute to the cluster's visibility, as well as its expansion and sustainability.

Second, MNEs may well act as intermediaries in the international cross-fertilization of localized knowledge clusters.

The mainstream international business literature has traditionally viewed the MNE as an efficiency driven, transaction
cost reducing, and welfare enhancing institution, as exemplified in this book by J. Dunning (Chapter 2), and J.-F.
Hennart (Chapter 5). In their work, the MNE is considered an appropriate vehicle for the transfer and exploitation of
proprietary knowledge, as well as for knowledge development, and extension or acquisition across borders when
alternative modes of operation are inefficient. As a result of FDI, the MNE benefits from foreign location advantages,
whereas foreign locations may benefit from various beneficial MNE spill-over effects, such as the upgrading of the
local supplier base, the productivity improvement of the local human resources pool, the increase in sophistication of
local demand, and better customer service as an outcome of stronger competition. However, MNEs may also
increasingly act as a link between sticky, localized innovation clusters. In such a case they are the unintended lubricant
for international exchanges and spill-overs among these centres. MNEs could thus increase the foreign knowledge
absorption capacity of localized innovation clusters and contribute to the global diffusion of knowledge. Such a
diffusion process may be tempered by the MNEs' limited capabilities to absorb and transfer knowledge (i.e. create a
‘bumblebee’ effect) within their own internal network, especially when multiple home bases are used, with distinct
approaches to knowledge development and transfer.
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Chapter 7 Sovereignty@Bay: Globalization,
Multinational Enterprise, and the International

Political System

Stephen J. Kobrin

7.1 Introduction
Although modern multinational firms date from the late nineteenth century, the term ‘multinational corporation’ did
not appear until 1960. At a conference at Carnegie Mellon University, David Lilienthal (1960) distinguished



between portfolio and direct investment and then defined multinational corporations as ‘such corporations—which
have their home in one country but which operate and live under the laws of other countries as well’.91 It is of interest
that from the start the multinational corporation was defined in terms of jurisdiction and potential jurisdictional
conflict.

Given the considerable attention paid to foreign investment by economists since the late nineteenth century, one would
have expected extensive discussion of the multinational corporation's ‘special features’ well before 1960 (Fieldhouse
1986). The literature, however, focused primarily on the macro-economic (and macropolitical) aspects of capital flows,
often in capital exporting countries. There was little interest in the political impact of foreign direct investment (FDI)
other than the somewhat abstract ideas of Marx and his followers about the internationalization of capital.92 Lenin's
one line definition may be the best known: ‘If it were necessary to give the briefest possible definition of imperialism
we should have to say that imperialism is the monopoly stage of capitalism’ (Lenin 1970: 85).

That changed dramatically in the late 1950s and early 1960s. First, contributions by Edith Penrose, Stephen Hymer,
and John Dunning revolutionized the study of FDI approaching it as a function of the growth of the firm rather than
the export of capital (Dunning 1976; Hymer 1976; Penrose 1959). One result of the shift in emphasis from capital
flows to firm and transaction based theories of FDI was to draw attention to the broader economic (and
noneconomic) impact of MNCs on host and home countries.

The dramatic expansion of the multinational enterprise (MNE) after 1960 produced a ‘first wave’ of literature in the
popular and academic press. The opening lines of Raymond Vernon's best-known book capture its tenor well:
‘Suddenly, it seems, the sovereign states are feeling naked. Concepts such as sovereignty and national economic
strength appear curiously drained of meaning’ (Vernon 1971: 3).93

In a seminal series of lectures two years before the publication of Sovereignty at Bay, Charles Kindleberger (1969: 207)
argued that the ‘nation-state is just about through as an economic unit’. George Ball (1967) predicted increased conflict
between the MNE, a ‘modern concept evolved to meet
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Enterprises’, is a much more accurate descriptor of its contents. The title did, however, squarely raise the issue.



the requirements of the modern age’ and the nation-state which is ‘a very old-fashioned idea and badly adapted to
serve the needs of our present complex world’. Global Reach, a widely read polemic, cited Dow Chemical's CEO's
dream of establishing his headquarters on an neutral island ‘beholden’ to no nation and concluded that the managers of
global corporations are demanding ‘the right to transcend the nation-state, and in the process, to transform it’ (Barnet
and Muller 1974: 16).

In this chapter I am concerned with only one aspect of the vast literature on MNE–state relations: the impact of the
MNE on sovereignty, autonomy, and control. I argue that the mainstream literature of the sovereignty at bay era
(including Vernon's book) did not predict the end of the nation-state or conclude that sovereignty is critically
compromised either in theory or practice. In fact, while the terms ‘sovereignty’, autonomy', and ‘control’ appear
frequently in these discussions, they are rarely defined or even used precisely.

At the end of the day MNEs are international or cross-border entities which are of the existing interstate system firmly
rooted in national territorial jurisdiction. The problems posed by the traditional MNE for both states and the interstate
system tend to involve issues of jurisdictional asymmetry, jurisdictional overlap and control, rather than sovereignty in
its formal sense. The hierarchical or Fordist structure of the traditional MNE reinforces the core values of the modern
international political system: state sovereignty and mutually exclusive territoriality. To the extent that MNEs serve as a
means for nation-states to exert, and even increase, national power they are sovereignty affirming rather than
sovereignty violating (Bergsten, Horst, and Moran 1978).

As we enter the twenty-first century sovereignty has become much more problematic; it is reasonable to describe it as
‘at bay’ or perhaps ‘@bay.’ Globalization has compromised territorial sovereignty, the basic idea that economic (and
political) governance are based on geographic jurisdiction. MNEs play a central role in that process as a result of
dramatic increases in the scale of technology, the rise of strategic alliances, the emergence of an electronically
networked world economy, and the increased importance of transnational actors and international civil society.

I next turn to a brief review of the nature of the modern interstate system and the meaning of autonomy, control, and
sovereignty. I will then discuss (rather than review) the ‘sovereignty at bay’ literature, arguing that the impacts of MNEs
on states and the state system were limited and did not threaten territorial sovereignty directly. Last, I will examine the
impact of globalization and the MNE on states and sovereignty.
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7.2 The Post-Westphalian System
The Peace of Westphalia, which ended the Thirty Years War in 1648, is generally accepted as marking the end of
medieval universalism and the origin of the modern state system (Krasner 1993).94 The medieval to modern transition
entailed the territorialization of politics, the replacement of overlapping and interlaced feudal hierarchies by
geographically defined territorially sovereign states. It entailed the evolution of political geography from ‘scattered
islands of political power’ to solid block of authority in which one ruler had final authority (Strayer 1970: 31).

The cardinal organizing principle of the modern international system is the division of the globe's surface into mutually
exclusive geographically defined jurisdictions enclosed by discrete and meaningful borders (Ruggie 1993). Joseph
Camilleri and Jim Falk (1992: 238) argue that the primary function of the state is the organization of space; that ‘The
spatial qualities of the state, understood as a geometric entity with precisely demarcated boundaries, is integral to the
notion of sovereignty and international relations theory.’ The modern state—and perhaps modernity itself—are
inherently geographic constructs; political authority is based upon, and defined by, geographical parameters (Anderson
1986; Spruyt 1994).

Robert Keohane (1993) observes that sovereignty is typically discussed rather than defined. Formal sovereignty is a
legal concept: within an exclusive territorial enclave demarcated by unambiguous borders each state is recognized as
supreme and independent of outside authorities in the exercise of authority (Barkin and Cronin 1994; Jarvis and
Paolini 1995). Internal sovereignty defines the legitimization of the state vis-à-vis competing domestic claimants. It assumes
a monopoly of force within its territory, the ‘undisputed right to determine the framework of rules, regulations and
policies within a territory and to govern accordingly’ (Held and McGrew 1993: 265).

External sovereignty is a more amorphous construct. It underlies or legitimates the modern interstate order by assuming
both mutually exclusive territoriality as an organizing principle and mutual recognition by like (i.e. territorially defined)
units that each state represents a specific society within an exclusive domain (Barkin and Cronin 1994; Ruggie 1983).
External sovereignty defines relations among states in the international system, and indeed,
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the system itself in terms of an absence of central authority (Hall 1999; Reinicke and Witte 1999).95

Autonomy is a political idea which implies that a state can make its own decisions about how it will deal with internal
and external problems (Keohane 1993). Autonomy is related to control and policy effectiveness, the belief that
territorial sovereignty translates into unambiguous control over economies and economic actors, for example, and that
policy effectiveness is not constrained by outside forces. (It has also been described as operational sovereignty.) The
line between autonomy and internal sovereignty is far from sharp; Kenneth Waltz (1969: 96), for example, defines
sovereignty in terms of a state deciding ‘for itself how it will cope with its internal and external problems’.

In his retrospective review of Sovereignty at Bay ten years after its publication, Vernon (1981: 517) expresses concern that
readers remember the book's title rather than its message; that he is unfairly associated with the argument that the
nation-state is ‘done for, finished off by the multinational enterprise’. However, both the title and the opening lines of
the book, which argue that concepts such as sovereignty seem ‘curiously drained of meaning’, appear unambiguous.
The apparent contradiction is resolved when one pays closer attention to what Vernon actually means by ‘sovereignty’.
In Sovereignty at Bay, (and his other writing) he is concerned with autonomy and control, with the problems posed by
overlapping and intertwining jurisdictions rather than formal or legal sovereignty.

I argue that despite the ‘end of sovereignty’ arguments which abounded during the reaction to the first wave of
multinational expansion, the traditional MNE did not compromise sovereignty in any fundamental sense. It did
constrain autonomy and control and thus may be said to have placed some limits on the implementation of internal
sovereignty. However, the MNE reinforced the critical system defining construct of external sovereignty: mutually
exclusive territoriality, borders, and geographically-based political and economic governance.

7.3 Sovereignty at Bay?
Vernon justified the title Sovereignty at Bay in terms of three propositions, none of which dealt with sovereignty directly:
(1) most governments will be
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reluctant to give up the advantages of the MNE; (2) given the global interests of the MNE subsidiaries can never
respond single mindedly to the interests of any single jurisdiction; and (3) the network of the MNE cannot escape
serving as a ‘conduit’ through which states exert influence on other states (Vernon 1981). A broader review of the
literature of the sovereignty at bay era reveals four major interrelated sets of problems that MNEs pose for states and
the state system:

(1) the distribution of the costs and benefits associated with the MNE. This applies both within and across states;
(2) jurisdictional asymmetry between the state's control over geographic jurisdiction and the international

network of the MNE and its affiliates;
(3) jurisdictional conflict and overlap and ‘underlap’, including the problem of extraterritoriality; and
(4) a weakening of national control over the economy and economic actors.

The issue of the distribution of costs and benefits arising from MNEs is certainly important, especially in the
North–South context. However, most of the discussion of this issue revolves about transfers of resources, capabilities
and/or power among states (or among groups within states) within the existing system. Furthermore, to the extent
that the distribution of costs and benefits of multinational enterprise relates directly to my primary concern here, it is
subsumed under the rubric of ‘national control’. Thus, my discussion will thus focus on the last three issues.

7.3.1 Jurisdictional Asymmetry
Over seventy years ago in an article about the League of Nations, The Economist (1930) argued that the ‘supreme
difficulty of our generation’ results from economics and politics perpetually ‘falling out of gear with one another’.
While the world economy has been organized into a single ‘all-embracing’ unit, the international political system
remains partitioned into sovereign national states. This asymmetry between economics and politics manifest when the
centrally controlled, transnational, multinational enterprise confronts an international political order organized in terms
of territorially sovereign states has given rise to what James Rosenau (1992) calls the problem of governance without
government.

There is a lack of correspondence between the scope of the multinational enterprise and the jurisdictional reach of the
nation-state either singularly or collectively. The MNE is not accountable to any authority which matches its ambit or
which represents the aggregate interests of all of the countries in
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which it operates (Vernon 1971). The MNE's ability to operate as a worldwide system combined with the limited view
and extent of authority of any national government creates asymmetries of both information and jurisdiction.

While MNEs are, in theory, responsive to all of the national jurisdictions in which they operate, in practice, none has
complete control, either individually or collectively. No single territorial state has sufficient information to fully
comprehend the operations of an MNE. Furthermore, authority cannot be summed across jurisdictions; each nation
attempting to regulate the MNE through the portion ‘residing’ within its borders may not provide sufficient leverage
over the firm as a whole to achieve its policy objectives.

Many of the authors writing in reaction to the first wave of MNE investment dealt with this topic directly. In a well-
known article, Ball (1968: 164) argued that there is a ‘lack of phasing between the development of our archaic political
and modern business structures’, that the political boundaries of nation-states are too constricted to allow the
mobilization and deployment of the factors needed for production and consumption. He went on to note the problem
of governance of the international firm, given the asymmetry between its scope and that of national authorities, and
called for the evolution of some sort of supranational political structure. Recognizing that was not likely, he suggested
‘denationalizing’ MNEs as a second-best solution, governing world corporations through a treaty-based international
companies law administered by an international institution.

7.3.2 Jurisdictional Conict and Extraterritoriality
The subsidiary of an MNE is both a local corporation—typically incorporated under local law—subject to the same
rights and responsibilities as any other national firm and a unit in a multinational network under the control of its
headquarters. In Vernon's (1977: 193) words, ‘each affiliate includes the elements of a double personality. It is an entity
created under the laws of the country in which it operates, responsive to the sovereign that sanctions its existence. Yet
at the same time, as a unit in a multinational network, each affiliate must be responsive to the needs and strategies of
the network as a whole.’

This duality was at the root of much of the MNE–state conflict during the sovereignty at bay era. Citizens of one
country ‘resident’ in another create situations of jurisdictional overlap or conflict: do the tax codes, regulations, or laws
of the home or host country apply? Multinational networks also served as vehicles facilitating the extraterritorial reach
of one state into the
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domain of another: conduits or transmission belts ‘through which the power of one sovereign state is projected into
the territory of another’ (Vernon 1977: 177).

In an early proposal for a ‘GATT’ for multinational firms, Paul Goldberg and Charles Kindleberger (1970: 298)
concluded that ‘fortunately’ the substantial and recurring problems posed by the international corporation were limited
to taxation, antitrust policy, balance of payments, export controls, and securities regulation. They note that ‘Each has a
common denominator: the international corporation is either unregulated, having slipped between the cracks of
national jurisdictions, or is cabined by the overlapping regulation of two countries having varying political or economic
goals.’

As Bergsten, Horst, and Moran note, ‘Perhaps the messiest issue confronting policy makers is allocating taxable
income within the multinational enterprise.’ To some extent, jurisdictional conflict is a zero-sum game, ‘US tax gains
must come from the multinationals or from foreign tax authorities’ (1978: 211). Furthermore, the problem of
‘underlap’ is certainly significant; corporate tax revenues as a proportion of the total have fallen over the past decade, at
least in part due to the difficulty of collecting taxes from MNEs.

Antitrust actions are also responsible for jurisdictional conflict. Differences between American and European law, for
example, led to conflicts over actions of subsidiaries of US multinational firms. Perhaps more important, American
courts have held that non-nationals can be held responsible for acts committed outside of US territory that restrict
competition in the US market. This has led to situations—the ICI–Dupont case, for example—where American courts
required action which the British courts then prohibited (Rubin 1971). (Anti-trust conflicts have abated over time as
American and European competition policies have converged.)

Last, attempts to extend a country's jurisdictional reach extraterritorially through a multinational firm's networks were
responsible for a great deal of the conflict ‘caused’ by multinational firms during the 1960s and 70s. Jack Berhman, for
example, found that twelve of sixteen conflicts among Atlantic countries arising from the activities of MNEs involved
American attempts to apply The Trading with the Enemy Act extraterritorially.96 Similarly, David Leyton-Brown found
that most of the sixty-one public conflicts he studied in Canada, Britain, and France involving multinationals involved
extraterritoriality (both were cited in Nye Jr. 1974).

While the combination of internal sovereignty and mutually exclusive jurisdiction gives the state control over
everything that transpires within its borders, or within its territory, international law extends that jurisdiction to the
actions of nationals abroad (Rubin 1971: 11). Thus ‘international law is
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considered to give a state jurisdiction over conduct within its own territorial borders, and over the actions of its own
nationals anywhere’. That being said, territoriality is generally considered to prohibit extraterritorial acts, the prosecution
of foreigners for acts committed outside of a state's territories (Craig 1970).

Although the US government accepts the principle of territoriality, it also argues that it has jurisdiction over its
nationals anywhere; and that control—and ownership—determine nationality (Craig 1970). That ambiguity makes
determining the ‘nationality’ of the subsidiary of a multinational firm problematic, and raises questions about whose
law applies.

The case of Fruehauf in France is not atypical. In 1964 the Treasury Department learned that Fruehauf's French
subsidiary had entered into a contract to supply trailers to a French truck manufacturer for assembly and eventual
delivery to China. At that time US commercial relations with the PRC were prohibited by the Trading with the Enemy
Act, but were both legal and encouraged in France. Treasury demanded that the American headquarters of Fruehauf
force their subsidiary to withdraw from the contract, under penalty of the law.

Several points are of interest here. First, France considered the subsidiary a French firm subject to French law and
policy while the American government clearly considered it subject to its law and policy. Second, the US Government
did not go to the subsidiary directly, but exercised its control over the headquarters located within the borders of the
US and thus exercised its will through the hierarchical structure of the MNE. While there is no question that
Freuhauf's corporate headquarters is a US firm within US jurisdiction, from a French point of view, the US
government implemented its law extraterritorially through the subsidiary of a multinational.

While the results of this particular case were mixed, the Trading with the Enemy Act was applied regularly from the
1950s to the 1970s and in most instances US multinationals prevented their subsidiaries from doing business with
proscribed countries (Kobrin 1989; Rubin 1971).97 Efforts to apply American law through the network of MNEs
culminated in the early 1980s when the Reagan administration attempted to prevent construction of a Soviet natural
gas pipeline into Western Europe through the extraterritorial enforcement of export controls, using both FDI and
licenses as vehicles. While the episode caused serious problems for a number of firms, it ended in failure due to the
united and vigorous opposition of most European countries (Kobrin 1989). (The Helms-Burton legislation which
attempts to sanction Canadian and
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European firms doing business with Cuba certainly indicates that the US Government has not given up trying to
extend its reach abroad.)

7.3.3 National Control
The emergence of MNEs has diminished state control over both economies and economic actors. To some extent, the
loss of national control over the domestic economy resulted from increasing interdependence; multinational enterprise
can be seen as effect rather than cause in that regard, as a vehicle rather than prime mover. One can argue that it is
developments in the technology of communications and transport as well as increases in the scale, pace, and
complexity of product and process technology that account for both interdependence and the MNE. That it is really
the former—including the emergence of a global financial system—that accounts for diminished national control over
economic actors and economic policy. In Robert Gilpin's words ‘national economies [are] enmeshed in a web of
interdependence from which they cannot escape’, (1975).

Be that as it may, the multinational enterprise is the primary agent of interdependence and its increasing importance
does limit state control over the domestic economy. As I have argued elsewhere (Kobrin 1997), MNEs organize
international economic transactions through internalization; MNEs are the vehicle through which production has
become international and factors of production such as management, labor, and technology have become mobile
across borders. That combined with the increasing linkages between trade and foreign direct investment diminishes the
ability of national governments to control domestic economies and achieve economic policy objectives (Stopford and
Strange 1991).

As Vernon observed, the twentieth century was one in which governments took on the task of promoting the welfare
of their citizens. In modern societies, political leaders find themselves dependent on the private sector, on the nation's
enterprises, to achieve this and other goals. As noted above, however, there is a marked asymmetry in scope of
operations and objectives between the nation-state and the MNE, between the ‘global strategies of MNEs designed to
advance corporate profitability and growth, and the strategies of governments intended to promote the economic and
social welfare of their citizens’ (Dunning 1991). Put simply, the MNE is global and the nation-state local.

Thus, multinational enterprises are transnational organizations which have their own interests which may or may not
be closely related to the interests of any or all of the nations in which they are resident (Huntington 1973). There
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may well be an inherent conflict between the state attempting to achieve its objectives through the operations of private
sector firms and the broader objectives of the MNE. As Vernon (1977: 15) notes well, ‘Whenever the loyalty and
commitment of a substantial enterprise in the economy seems ambiguous, tension is unavoidable.’

While there is no reason to assume that the MNE and a state will have conflicting objectives, there is no reason to
assume that they will be identical or even overlap substantially. They are very different entities. Given the increased
reliance of governments on the private sector to accomplish economic objectives, the emergence of multinational
enterprise has resulted in a higher probability of a divergence between state and firm objectives. Increased economic
interdependence and the system optimizing nature of the MNE has reduced the degree of control that governments
exert over their economies and economic actors.

7.3.4 The Modern State System and the MNE
While internal sovereignty is absolute in theory, it is rarely absolute in practice. The ‘exclusive right to determine the
framework of rules, regulations and policies within a territory’ is compromised every time a state enters into a bilateral
treaty or agrees to conform to the rules of an international organization. While, again in theory, the absence of a central
authority makes each state the final arbiter of whether or not it will abide by treaties and remain in an international
organization, the interdependent world economy of the last half of the twentieth century imposed serious constraints
on states' room for maneuver (Keohane and Nye 1977).

External sovereignty, on the other hand, is much closer to an absolute construct. In the modern interstate system,
economic and political governance are a function of borders and geographic jurisdiction. The defining principles of the
system are mutually exclusive territorial sovereignty and mutual recognition by like units. Compromising external
sovereignty compromises the state and the system.

The question at hand is whether the rapid growth of multinational enterprise from the late 1950s through the early
1980s—what I have called the sovereignty at bay era—actually compromised formal sovereignty. There is certainly a
point where degree becomes kind, where the erosion of autonomy and control over an economy and economic actors
renders the presumptive right of states as the supreme authority within their borders relatively meaningless. While the
line between autonomy and internal sovereignty is diffuse, I do not believe that it was crossed by the traditional MNE.
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To the contrary, MNEs of the sovereignty at bay era actually reinforced the core values of the post-Westphalian state
system. Legally, there is no such thing as a multinational corporation as incorporation is possible only under national
law. The multinational enterprise ‘must content itself with stringing together corporations created by the laws of
different states’ (Vagts 1970: 740). The MNE is an assemblage of national corporations and thus a creature of national
jurisdiction, the corporation's very existence ‘conditioned upon a grant from the state’ (Berle and Means 1939).

The nationality and control of the vast majority of MNEs remained national rather than multinational (Hu 1992).
During the era in question, transnational actors (i.e. a MNE) linked interest groups (i.e. national subsidiaries) across
borders but were dependent on access to territory to do so. In that sense they are sovereignty affirming: ‘The national
governments who control access will thus be strengthened . . . the growth of transnational operations does not
challenge the nation-state but reinforces it’ (Huntington 1973). Similarly, Krasner (1995) argues that transnational
actors require the basic structure of the modern state system, multiple centers of authority, to exist.

In conclusion, the primary problems raised by the MNE during the sovereignty at bay era were those of jurisdictional
conflict (underlap and overlap) and extraterritoriality; they involved conflict between territorially defined states. The
question was whose jurisdiction, whose laws and regulation, applied? While that makes the principle of mutually
exclusive territoriality more difficult to apply in practice, it certainly does not make it less valid. MNEs remained
dependent on access to territory to function and on national jurisdiction for their legal identity.

The problem posed by the traditional MNE is one of national regulation of international phenomena and certainly is
not new. The various attempts at governance of the MNE over the last three decades have involved international
cooperation among sovereign states and international organizations that are comprised of sovereign states as members.
These certainly include the various attempts at the United Nations and OECD to develop codes of conduct for MNEs
and the ill-fated Multilateral Agreement on Investment (MAI) negotiated in the mid-1990s (see Brewer and Young
1998; Kobrin 1998). All of these efforts represent attempts to exert some degree of control over the MNE through
international action. Again, the issue here is control and autonomy rather than sovereignty.

I now ask whether globalization has changed this conclusion. Whether ‘the sovereignty of the nation state [has]
remained intact while the autonomy of the state has altered, or has the modern state actually faced a diminution of
sovereignty in the face of the globalization of politics?’ (Held, McGrew, Goldbaltt, and Perraton 1999: 52).
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7.4 Globalization and the MNE
The world in which the traditional MNE found itself was international rather than global, a profoundly geographic
world of territoriality and borders.98 An international economy is unambiguously modern; it involves relations between
sovereign units of the post-Westphalian state system and hierarchically structured, often vertically integrated, discrete
economic actors.

International transactions are cross-border economic and political interactions which assume the existence of clearly
defined, delineated, and separable national markets and nation-states (Kobrin 1998). The expansion of MNEs during
the sovereignty at bay era was consistent with this framework: most MNEs are national firms with a clear center or
home country which engage in international operations and require access to territory to function.99

Globalization is difficult to define precisely. As David Held et al. note, it is in danger of becoming the cliché of our
times: a ‘big idea which encompasses everything from global financial markets to the Internet but which delivers little
substantive insight into the contemporary human condition’ (1999: 1). It is important to note that globalization
transcends economics, it includes social, cultural, and political processes which are enmeshed in a larger ‘global’ order;
forms of social, political, and economic organization beyond the pale of the state (Albrow 1997).

Globalization implies both deep integration and interconnectedness; networks of relationships between a large number
of heterogeneous social, cultural, political, and economic organizations. ‘The spatial reach and density of global and
transnational interconnectedness weave complex webs and networks of relations between communities, states,
international institutions, non-governmental organizations, and multinational corporations which make up the global
order’ (Held et al.1999: 27).

I have argued elsewhere that globalization represents a fundamental change in the mode of organization of the world
economy (and world politics) that compromises territorial sovereignty, a systemic change comparable in scope to the
emergence of the post-Westphalian state system in Europe in the seventeenth century (Kobrin 1997, 1998). The
question here is whether the MNE—which is both a cause and effect of globalization—compromises territorial
sovereignty to the point where the phrase ‘sovereignty at bay’ is
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meaningful literally. MNEs in a global world economy impact the modern interstate system and sovereignty in multiple
ways, all interrelated:

(1) MNEs are agents of deep economic integration and the internationalization of production;
(2) a dramatic increase in the scale of technology in many strategic industries renders minimal effective market

size larger than that of even the larger national markets;
(3) networks are replacing hierarchies and markets as modes of economic integration;
(4) non-territorial networks are developing into a transnational ‘civil’ society linking a variety of economic, social,

and political actors electronically. MNEs represent nodes of private authority in the international system; and
(5) markets are migrating to cyberspace or some combination of physical and virtual space.

7.4.1 Deep Integration
By the late 1990s, 60,000 Transnational Corporations with over 500,000 foreign affiliates accounted for about 25 per
cent of global output. The United Nations Programme on Transnationals concluded that ‘international production . . .
is at the core of the process of globalization’ (UNCTAD 1999: xvii, xix). Deep integration and mutual interdependence
are a reality; the internationalization of production implies that MNEs coordinate international economic flows. It
would be difficult, if not impossible, to disentangle the complex transnational production networks of the MNE in
order to allow a state to exert a significant degree of control over the system.

With the internationalization of production, political-economic emphasis has shifted from trade to investment and
thus, from border controls to the domestic regulatory framework at large, blurring the line between ‘domestic’ and
‘international’ to the point where the distinction may no longer be meaningful. Everything from environmental to
health and safety regulations affect both international as well as domestic investment and can, and have, been taken as
constraints on ‘trade’ or restrictions on international competitiveness.

In 1991 John Stopford and Susan Strange (1991: 1) argued that upheavals in the international political economy had
resulted in a mutual interdependence which limits state's options; ‘firms have become more involved with
governments and governments have come to recognize their increased dependence on the scarce resources controlled
by firms’. Again, the issue here is whether
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deep integration has reached the point where degree has become kind, where national autonomy and control have
eroded to the extent that internal sovereignty has become problematic.

7.4.2 The Scale of Technology
In sectors such as semiconductors, aerospace, pharmaceuticals, biotechnology, or telecommunications, a competitive
R&D budget cannot be sustained by sales in even the largest national market (Mytelka and Delapierre 1999).
International expansion is a necessity if a firm is to fully amortize the enormous research and development expenses
associated with rapidly evolving process and product technology. These dramatic increases in the cost, risk, and
complexity of technology render national markets problematic both as the primary units of the state system and as
vehicles for control over the economy and economic actors.

First, in these strategic sectors even the largest national markets are too small to be meaningful economic units; they
are no longer the ‘principal entities’ of the world economy. National markets are fused transnationally rather than linked
across borders. Put differently, in these industries the market, in the most fundamental sense, no longer coincides with
the state.

Second, and as a result, states have become increasingly dependent on MNEs to maintain technological
competitiveness. MNEs are required to integrate or fuse markets to achieve the scale necessary to support the
development of technology. Attempts to exert control over MNEs may limit access to technology and negatively affect
national competitiveness.

7.4.3 Networks and Alliances
Increases in the scale of technology are one of the primary drivers of a significant change in the mode of organization
of the world economy: the shift from hierarchical Fordist100 multinational firms to networked alliances, many of which
are not based on equity links. Increasingly, network metaphors are used to describe the emerging world economy: a
transition from standardized mass production to flexible production, from vertically integrated, large scale
organizations to disaggregation of the value chain and horizontally

SOVEREIGNTY@BAY 195

100 See Harvey (1990) for a discussion of Fordism and post-modernity.



networked economic units (Michalet 1991; UNCTAD 1994). In Dunning's (1994) terms, hierarchical enterprises are
being replaced by alliance capitalism.

A networked world economy entails a complex web of transactions rather than a series of dyadic or triadic cooperative
arrangements between firms. A large multinational firm may well be involved in tens if not hundreds of alliances
linking various parts of its organization with others. These webs of alliances are multilateral rather than bilateral and
polygamous rather than monogamous (Dicken 1994).

Networks and alliances affect state control, autonomy, and sovereignty directly. As noted above, the vast majority of
traditional, hierarchical MNEs are responsive to their headquarters government; even the most international have a
clear center in terms of operations and management. That is not the case for alliances and emerging knowledge-based
networks.

Networks are diffuse and relational rather than hierarchical. It is difficult, if not impossible, to locate the center and
borders are diffuse and ambiguous. Many alliances are not equity based, but rather constellations of interacting
companies or parts of companies—often on a project basis. It is far from clear which, if any, government represents
the home country and whether any state can exert substantial regulatory control over these diffuse networks of firms.
Alliances and other multinational networks may not be creatures of ‘national jurisdiction’; incorporation under a
national legal system and access to territory are much less critical than for MNEs during the sovereignty at bay era.

Firms (Nike is a classic example) may be disaggregated to the point where the firm approaches a name attached to a
large number of subcontractors, a ‘virtual’ corporation (Cutler, Haufler, and Porter 1999). The degree of control or
even knowledge of the firm's center, much less the home country government, over labor practices or environmental
standards of subcontractors in other countries, for example, is questionable.

Mytelka and Delapierre (1999) argue that new, global, knowledge-based networked oligopolies are emerging in
industries where technologies are characterized by very high costs and risks in research and development. Again, the
impact of these new forms of organization is to disengage the market from the state (and from state control) and to
increase dependence of the state on the MNE for technology and technological development.

7.4.4MNEs, Transnational Actors, and Global Civil Society
In their 1971 book Robert Keohane and Joseph Nye define transnational relations as ‘contacts, coalitions, and
interactions across state boundaries
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not controlled by the central foreign policy organs of governments’ (Nye and Keohane 1971: xi). Transnational
organizations are autonomous or quasi-autonomous actors in world politics; they command significant resources,
extend their reach across national borders, and can influence world politics directly; that is, without the mediation of
the state foreign policy apparatus. While there are a wide variety of transnational organizations, the prototype is
certainly the multinational enterprise.

The increased salience of multinational enterprise (and other transnational actors) results in what James Rosenau has
termed a dual system of sovereignty bound and sovereignty free actors coexisting together (Rosenau 1990). Significant
transnational actors compromise the core principles of the modern interstate system: the supremacy of the state
domestically and the idea of a system constructed in terms of, and limited to, mutual recognition by functionally
equivalent units.

The importance of transnational actors, and global ‘civil’ society in general, has increased dramatically with the
emergence of the Internet and the world wide web. Space and distance are no longer barriers to the linking of interest
groups and advocacy organizations across borders: Greenpeace, Amnesty International, Neo-nazi hate groups, and
terrorist organizations are all linked tightly via the Net. The successful opposition to the Multilateral Agreement on
Investment (MAI) negotiated at OECD and much of the opposition to the World Trade Organization during the
Seattle meeting in 1999 was organized electronically by very large numbers of geographically disparate groups over the
Web (Kobrin 1998).

MNEs are only a part of this emerging world of relatively autonomous transnational actors. They are, however, an
important part. Ronald Diebert (1997: ix) has characterized the post-modern world order as ‘a place inhabited by de-
territorialized communities, fragmented identities, transnational corporations, and cyber spatial flows of finance’; a
world that is a pastiche of multiple and overlapping authorities (also see Kobrin 1998).

MNEs have emerged as a source of private authority in world politics. In many cases, the governance of international
economic transactions falls under the provenance of the private sector, of MNEs, rather than sovereign states or
international organizations; ‘Private actors are increasingly engaged in authoritative decision-making that was
previously the prerogative of sovereign states’ (Cutler et al.1999: 16).

There is no question that the emergence of significant transnational actors and a global ‘civil’ society have transformed
the interstate system and directly affect the construct of sovereignty. They further blur the line between the domestic
and the international, compromise the idea of states as the ultimate authority domestically, limit the importance of
access to territory, and raise questions about the definition of significant actors in the international system.
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7.4.5MNEs and Cyberspace
Markets, and MNEs, are migrating to cyberspace as electronic commerce grows rapidly in both the business to
consumer and business to business spheres. We are entering an era when information in the form of an electronic
book, a symphony, movie, software, or medical advice will be exchanged over the Internet for information in the form
of electronic cash (Kobrin 1997).

Electronic supply networks are becoming common. General Motors, Ford, and DaimlerChrysler have announced
plans for a multibillion dollar supply network (Covisent) that may grow to include both Renault and Nissan. Several
large petroleum companies, including Shell, have also formed electronic supply networks.

While this is not the place for a complete exploration of the impact of the information revolution on states and the
state system, it is clear that the movement of markets and MNEs to cyberspace will have serious implications for
geographic jurisdiction and sovereign territoriality. If software, for example, is imported in the form of disks and
manuals it is subject to border controls and tariffs. However, if it is transmitted digitally—downloaded from the
Internet—control becomes problematic and autonomy is directly constrained.

The Indian software industry has evolved from sending Indian programmers abroad to work at a client's site (known
as ‘body-shopping’) to satellite linkages through which programmers physically situated in India work directly on the
client's host computer, wherever in the world it is located (Kobrin 2000). If an Indian programmer located in New
Delhi edits a program on a computer in New York there is no question that economic value has been created. Did the
transaction take place in India or the US? Which jurisdiction gets to tax it or control it? Does either government even
know that this sort of transaction has taken place?

In a fundamental sense, cyberspace is inherently nongeographic, characterized by nonterritorial spaces that, to some
extent, are subjective. Cyberspace destroys rather than weakens the significance of physical location (Post 1996: 159). It
is difficult to map physical space onto cyberspace; Net addresses are relational organizational constructs and often do
not reflect physical location. Servers routinely shift clients from ‘location’ to ‘location’ to balance loads; a buyer can log
on to any server remotely. Following just three or four hypertext links removes any sense of physical location—one
could be in Bangalore as well as Boston. The chief executive of Shell Services International discussing their Web-based
electronic supply network was quoted as saying ‘we don't actually know where we procure’ (Financial Times2000).

During the sovereignty at bay era the multinational enterprise was at the center of jurisdictional conflict. Most
MNE—state conflict, however, involved questions of overlap and ambiguity; territorial jurisdiction, per se, was not at
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issue, rather the problem was sorting out when jurisdiction should be based on location or nationality. In the era of the
Internet and electronic commerce the issue is not jurisdictional conflict, but whether the basic idea of territorial
jurisdiction is still relevant.

7.5 Sovereignty @ Bay
Strange (1996: 95) believes that ‘the center of gravity in world politics has shifted . . . from the public agencies of the
state to private bodies of various kinds, and from states to markets and market operators’. She argues that the authority
of the governments of all states has weakened as a result of technological and financial change and the integration of
national economies into a single global economy.

The thesis of the first part of this paper is that while MNEs of the sovereignty at bay era may have compromised state
autonomy and control, and while they may have facilitated jurisdictional conflict and extraterritorial reach, they did not
compromise fundamentally formal sovereignty in either its internal or external sense. The question at hand is whether
that conclusion still applies given the massive changes in the world economy subsumed under the rubric of
globalization.

I believe that the answer is a qualified ‘no’. I see no evidence that the nation-state will become obsolete, that other
sources of allegiance and identity will replace it.101 However, globalization is weakening territorial sovereignty to the
point where economic and political governance based primarily on geographic jurisdiction may no longer be viable.
The MNE is a primary actor in this process, it cannot be separated from globalization. It acts as both cause and effect,
motivator and agent. Many of the changes wrought by economic globalization are made manifest through the strategy,
structure, and operations of the MNE.

Degree has become kind; the attenuation of authority and control has compromised the idea of the state as the
ultimate domestic authority. Strange (1996: 72) puts it well. She argues that the state as an institution is not
disappearing, but rather the metamorphosis brought on by structural change in the world economy means that states
are no longer entitled to make the exceptional claims they once did. ‘It [the state] is becoming, once more as in
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the past, just one source of authority among several, with limited powers and resources.’

The globalization of production has political as well as economic impacts: it transforms both the creation and
distribution of wealth and ‘the context in which, and the instruments through which, state power and authority are
exercised’ (Held et al.1999: 281). The deepening of integration, fusion of markets, shift to networked organizations,
and migration to cyberspace have dramatically changed the relationship between states and firms, lessen the
importance of access to territory, and raise serious questions about the continued viability of economic governance
exercised through territorially defined national markets.

Interdependence has deepened to the point where the costs of policy autonomy are prohibitive. More important, the
networked and relational structure of MNEs and of the world economy makes it almost impossible for any state, or all
states collectively, to disentangle the web. The sharp distinction between the domestic and international that was a
fundamental characteristic of the modern political-economy has now blurred. In many instances, it is virtually
impossible to distinguish between domestic and international production, actors, or policy. (Is where a product is made
still a relevant question? Or the nationality of a networked strategic alliance?)

Furthermore, economic and political space no longer coincide. Markets are ‘larger’ than states and, more important,
economies and economic actors (e.g. virtual firms) are increasingly nonterritorial. John Ruggie (1993: 172) puts it well,
arguing that a nonterritorial ‘region’ has been created in the world economy, ‘a decentered yet integrated space-of-
flows, operating in real time’ which exists alongside national economies. While these conventional ‘space-of-places’
(national economies) continue to engage in economic relations which are mediated by the state, ‘in the non-territorial
global economic region, however, the conventional distinctions between internal and external are once again
problematic . . . ’

The emergence of MNEs as transnational actors, and the rise of international civil society in general, challenges the
idea that international politics is the sole province of sovereign states in the formal interstate system (Deibert 1997).
MNEs are certainly not completely autonomous actors. However, they have enough autonomy to function as
significant actors in the system. The idea of private political authority is no longer an oxymoron (Cutler et al.1999).

Perhaps most important looking to the future is the emergence of the Internet and electronic commerce. One of the
primary arguments for the continued viability of internal and external sovereignty was that MNEs (and other
transnational actors) require access to territory to function. In that sense they were sovereignty affirming, reinforcing
the core values of the post-Westphalian system.
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The Net and electronic commerce render that argument problematic. Krasner, who has always argued for the
dominance of states in the system, recognizes that technology has weakened the authority of states and the bargaining
power that flows from the ultimate right to grant access to territory. In cases where technology facilitates ‘disembodied
transnational movements’ state authority is weakened (Krasner 1995). (He does go on to argue that further erosion of
state control is not evident.)

As noted above, geographic jurisdiction may not be meaningful in cyber-space. To the extent that markets migrate to
cyberspace, and especially to the extent that digital transactions gain in importance, territorial sovereignty will not
provide the basis for effective or efficient economic governance. That certainly raises questions about the viability of
an interstate system constructed on the basis of mutually exclusive geography and the recognition of and by, and only of
and by, like units.

The emerging world order is likely to involve a range of heterogeneous units in multiple, interwoven, and overlapping
layers of governance. Effective economic (and political) governance may well involve governments, the private sector
(MNEs), a broad range of civil society groups, and international organizations. The meaning of sovereignty may evolve
to mean no more than a very prominent seat at the table in international negotiations. Furthermore, the line separating
what is domestic and what is international is rapidly being erased in many issue areas.

States will not disappear and will certainly continue to play a major, if not the major role in the international order.
That however, is not the same as saying that they will remain the supreme authority domestically or the only
constituent units of the international system. This time around, sovereignty in terms of both domestic authority and
mutually exclusive territoriality may really be ‘at bay’.
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Chapter 8 National Policies and Domestic Politics

Debora L.Spar

In 1945 Albert Hirschman published National Power and the Structure of Foreign Trade, a pathbreaking examination of the
politics of trade. Set amidst the European intrigues of the 1930s, National Power and the Structure of Foreign Trade
painstakingly demonstrated how countries could use trade to extract political and economic benefit from their trading
partners. For Hirschman and the legion of scholars who followed in his footsteps trade was indeed economic
statecraft, the continuation of politics by commercial means.102 It was a way of advancing state interests and gaining
allies; of using the flow of goods and services to create political dependency and enhance state power.

At the turn of the twenty-first century, such arguments seem outdated already, positively quaint in an era marked now
by global capitalism and ‘boundaryless’ firms.103 Yet despite the undeniable surge of international business, and despite
a sweeping embrace of liberal economic policies, there is still more than a touch of relevance to Hirshman's argument
and his work. Trade

102 Other works in this vein include Hawtrey 1930; Fichte 1845–6; List 1991.
103 See e.g. Ohmae 1990, 1995.



is still a political activity and the firms that conduct it are political actors. States still use trade to achieve noncommercial
aims and firms can still get entangled in the pursuit of these goals.

Indeed trade, by its very nature, is a political event. Whenever firms move goods or services across international
borders, they affect society on both sides of the transaction. They enhance industrial revenues, for example, or
augment the comparative development of national economies or create dependencies—on resources, strategic inputs,
or capital—that persist over time. Even though firms may have no explicit intentions along these lines, the impact is
the same: by transferring resources and commercial activity across borders, firms also shift the distribution of rewards
and power. And this, after all, is the very lifeblood of politics.

When international business takes the form of investment rather than trade, the effect is even more pronounced. For
when firms from one country invest directly into the territory of another, they are physically transplanting the means of
production from one place to another, taking with them the jobs, technology, taxes, and suppliers that their operation
produces. The impact of this shift can be dramatic, so dramatic, indeed, that states frequently spend vast sums of
money in an effort to woo multinational investors and make them stay.104 This is a far cry from the situation that
prevailed earlier in the twentieth century, when nations derided multinationals as invaders and often entangled them in
years of negotiation and yards of red tape. Yet both reactions reveal how important foreign investment can be for a
host country, and thus how closely these countries are bound to regulate, and monitor, and administer investment
flows. In the abstract, of course, foreign direct investment looks rather bloodless. It is an aggregate flow of capital and
technology across international borders, a simple transfer of resources from one location to another. Yet under the
surface lurk the same issues that intrigued Hirschman, and the same political notes. Investment means a movement of
wealth, a movement of people, a movement often of ideas or technology or culture. All of these movements have
political ramifications and all, therefore, are potentially subject to the long arm of domestic policy.

Formally, the interaction between domestic policy and international business runs in two directions.105 States erect
policies that affect firms' ability to trade and invest across borders; and the actions of trading and investing firms affect
the political climate of the states in which they do business. The relationship, of course, is interactive and changes over
time: states influence firms, and firms influence states, and both operate simultaneously in a number of domestic and
international arenas.106 The present essay, though,
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concentrates on just one piece of this complex arrangement. Arguing that international business is essentially,
incontrovertibly political, it describes the range of state policies that can shape and constrain the behavior of firms.
Specifically, it examines five different kinds of domestic policy: trade policy, foreign direct investment, capital controls,
regulation, and competition policy. This list is by no means exhaustive. Indeed, there is a far wider set of policies that
shape the environment in which firms trade and invest. Yet these are some of the most common policies to affect
firms, and some of the most important. The first section of this essay thus describes how policies tend to emerge in
each of these areas; what objectives they are often directed towards; and how they affect the course of international
business. The second section then moves to the politics behind the policies—that is, to an examination of how the
policies that affect international business are created and by whom. A concluding section examines the emerging role
of transnational groups in shaping and defining a country's national policies.

8.1 Trade Policy
Of all the rules that impinge upon the conduct of international business, the rules of trade are perhaps the most
obvious. Because trade so clearly crosses national borders and can affect a national economy so deeply, governments
have nearly always tried to govern the trading economy and shape the performance of trading firms. While the recent
advent of international institutions such as the GATT and WTO has blunted some of the sharper instruments of trade
policy, governments nevertheless maintain a considerable arsenal of policy tools. They create rules that directly and
indirectly affect the ability of firms to compete across borders.

At some level of abstraction, nearly any economic policy undertaken by the state can be seen as exerting an influence
on trade. Any policy that affects relative costs, or demand, or labor markets can shift the international trading
environment, favoring some firms at the expense of others. But below this broad macro level is a series of policies that
target directly the conduct of trade. States use these policies for different ends, and with differing intensities.
Sometimes their aim is explicitly to enhance the competitive performance of nationally based firms; sometimes,
competitive advantage is wholly tangential to the state's policy aims. Whenever these policies are in force, however,
firms contemplating either a trading relationship or a foreign
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investment need to investigate the commercial impact of these trading rules. Three kinds of rules demand particular
attention: export controls, protectionism, and strategic trade policy.

8.2 Export Controls
Export controls rank among the oldest tools of trade policy. Ever since the early days of mercantilist trade, states have
tried to limit, from time to time, the goods that producers can ship across their borders. Occasionally these controls
serve an economic object, insulating the domestic economy from the inflationary impact of excess foreign demand.
More often, however, controls serve a distinctly political purpose. They are designed to prevent a rival state from
gaining access to key resources and technology, or to punish a state for some perceived wrongdoing. In both of these
instances, export controls are employed as a ‘force short of war’, a way for the state to enhance its geopolitical aims
without having to risk military confrontation.

Customarily, export controls fall into one of two related categories. Sometimes they are part of a standard policy of
restriction: a government will compose a list of ‘strategic’ goods (computers or encryption codes or, in one case,
buttons) and a matching list of countries to which the export of these goods is prohibited. Such was the structure of
CoCom (the Coordinating Committee), an informal organization of the United States and its post-war allies that
regulated the export of military technologies and strategic resources to the countries of the Soviet bloc.107 In other
instances, states impose specific sanctions or embargoes to protest the actions of a rival state. During the period of
apartheid, for example, many countries prohibited their firms from exporting to South Africa. Politically motivated
sanctions have also been applied to Chile (1970–3), El Salvador (1977–81), Iran (1979–81), and a host of other
countries.108

Ideally, the aim of sanctions or export controls is to force the target country to change its behavior. In the process,
however, these policies directly affect commercial conditions—in the target state, the sending state, and peripheral
countries. For firms in the target, or recipient, state, the effects are obvious.
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Strategic imports are liable to disappear from the market, leaving importers and import-dependent firms at a loss,
while massively increasing demand for locally available substitutes. Exporters from the sending states, meanwhile, will
face an immediate decline in sales and the potential loss of long-term relationships. When the United States imposed
sanctions against the Soviet Union in the early 1980s, for example, American farmers experienced a precipitous decline
in grain exports and General Electric lost a $175 million contract to provide rotors to a planned Soviet gas pipeline.
Such losses, though, can clearly be a boon for firms in peripheral states; when GE and other US firms were forced out
of the pipeline deal, European competitors readily stepped in.109

Fortunately, sanctions are a relatively rare phenomenon. But for the firms affected, their impact can be dramatic. Firms
need, therefore, to keep a careful watch on political events that could lead to sanctions or other export controls. If they
deal in strategic goods, or sell to highly volatile states, they need to think carefully about how to hedge their operations
and what to do in case sanctions are imposed. Otherwise, they are likely to get caught, as was Conoco in 1995, when
President Clinton cited national security concerns to block a $1 billion deal to develop Iranian oil fields.110 Firms also
need to be aware of the political forces and particular rules that drive sanction policy; in the mid-1990s, a number of
Canadian firms found themselves in violation of US law due to their trading activities with Cuba.111 An absurd
situation, perhaps, but also a highly uncomfortable one. Finally, if firms are caught by sanctions or seek to benefit from
them, they need to gauge the probable longevity of the controls. A short ‘signalling’ episode deserves a very different
response than does an extended period of commercial and political strain.112

8.3 Protectionism
Protectionist policies are a common feature of the international economy. All states employ protectionism in one guise
or another; all firms have felt its
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various effects. The challenge for managers is to understand as precisely as possible where protectionism lies, and how
best to avoid or exploit its rules.

Sometimes protectionism is flagrant. In its oldest and most obvious form, protectionism is tariffs, quotas, and other
mechanical barriers to trade. Because it wants to protect its domestic producers from the strains of international
competition, or because it wants to nurture and support domestic production, the state imposes quantitative or price-
based restrictions.113 Foreign firms hoping to sell into the protected market either have to fit in under the requisite
quota, or see the tariff included in the cost of their product. Both responses, presumably, damage the competitiveness
of foreign firms relative to their domestically based competitors. A similar relationship holds for less direct forms of
trade protection. Under international pressure to reduce tariffs and eliminate quotas, many states resort to more
discreet means. They offer research funding or export credits to their own firms, or impose regulatory conditions that
disadvantage foreign firms against their domestic rivals. Such ‘nontariff barriers’ are legion, and the subject of intense
international acrimony. Germany's ‘health code’ for beer is said to bar foreign competitors, as is Italy's definition of
precisely what constitutes pasta. Canada's regulation of cultural content limits penetration by US media firms, while
Japan's impenetrable distribution system acts to impede the entry of foreign products and retail outlets.114 Even rules
that are entirely domestic in their intent can have subtle protectionist effects.

Yet protectionism, by itself, is not necessarily bad for firms. In fact, it often presents firms with distinct opportunities
to mold and employ the rules to serve their own commercial interest. Consider the case of Lenzing AG, an Austrian
rayon manufacturer that established an Indonesian joint venture in 1978. Like many developing countries at that time,
Indonesia followed a strict policy of import substitution industrialization, levying high tariffs on all imported goods,
and particularly on those essentials—such as clothing—that it hoped to develop internally. As the sole domestic
producer of rayon, Lenzing was the happy beneficiary of Indonesia's protectionism. Between 1980 and 1994, revenues
expanded by roughly 15 per cent each year. Similar examples abound. When Japan's automakers perceived an
impending wave of protectionism in the United States, they invested aggressively and directly in the US market, pre-
emptively leaping the tariff barriers and even increasing their total US market share. In related cases, the US imposition
of quotas on Japanese television sets and steel proved a windfall for Korean manufacturers, who seized the market
share left vacant by the restricted Japanese.115
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8.4 Strategic Trade Policy
Essentially, strategic trade policy is old-fashioned protectionism nudged to a higher theoretical and industrial level. It
rests on a series of well-formulated propositions about the national advantages of protecting certain large and critical
industries.116 In these industries (such as semiconductors and aircraft) the presence of externalities and scale economies
means that firms must be global to compete, and that only a handful of competitors will survive in the global
marketplace. In these industries, therefore, trade approaches a zero-sum game. Either countries foster the growth of
their own firms or they risk losing the industry entirely.

For firms in these industries, the politics of strategic trade policy are straightforward. If they want to compete, firms
need to garner governmental support. In most cases, this support entails not only domestic assistance, but also a
willingness to fight and negotiate at the international level. Thus the growth and globalization of the semiconductor
industry saw the formation of a powerful and well-connected Semiconductor Industry Association in the United
States, and the eventual negotiation of international agreements limiting Japanese sales of semiconductors in the US
market.117 Similarly, the growth and commercial success of Europe's Airbus Industrie has undeniably been facilitated by
governmental credit, sales assistance, and ongoing negotiations at the international level. Note that in both of these
cases, firms from related industries are also significantly affected: component suppliers and airlines feel the impact of
aircraft policies; and computer manufacturers are influenced by restrictions on semiconductor sales. Just like firms in
the ‘strategic’ sectors, therefore, they need to heed the politics of trade policy, gauging the rules that will emerge and
responding strategically to them.

8.5 Rules of Foreign Direct Investment
The second type of rules that affect the environment of international business are rules of foreign direct investment.
These are rules that influence the
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conditions under which firms can invest directly in the territory of foreign states.118

Historically, the rules and context of foreign investment have been driven by conflict. Fearful of the economic and
industrial power of foreign investors (and particularly of Western multinational corporations), many states in the
nineteenth and early twentieth centuries kept exceedingly tight reins over the companies that invested in their territory.
Investments were negotiated on a case-by-case basis and the state retained a unique ability to wrest further concessions
from foreign investors once their capital had been sunk into the country and their technologies rendered obsolete by
the passage of time.119 States often also retained the right to expropriate or nationalize the property of foreign investors.
Such occurrences were fairly common in the 1960s and 1970s.120

Recently, the use of such draconian measures has declined precipitously. Instead, hungry for the capital and technology
of foreign firms, many states are anxiously competing to attract investors, offering them financial incentives and the
promise of preferential treatment. This apparent about-face, however, does not mean that foreign investment has lost
its political under-currents, or that domestic rules no longer affect the environment for investing firms. Foreign
investment remains inherently political, and rules can have a dramatic impact on the success of investing firms.121

Rules shape the investment climate in a number of ways. First, even as states increasingly welcome foreign investments,
they still customarily restrict it. As of 1994, not a single country in the world permitted an unrestricted right of entry to
all sectors and activities.122 Many states maintain formal licensing procedures for foreign firms; most prohibit, or at
least limit, investment in certain ‘strategic’ sectors. Japan, for example, limits foreign investment in the banking,
insurance, radio, telecommunications, transport, fishing, and utilities sectors, and prohibits foreign firms from
investing at all in its mining, oil, and gas sectors. The United Kingdom limits foreign participation in its radio,
telecommunications, mining, fishing, and tourist sectors; it forbids foreign participation in its rail transport and public
utility sectors.123 Second, even
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where investment is permitted, it may nevertheless be conditional—on the participation of a local joint venture
partner, the import of certain technologies, or a promise to manufacture for export. IBM's initial entry into Japan, for
instance, was made contingent on its low-cost licensing of patents to Japanese firms.124 More recently, in 1995, a
dispute over technology transfer to China apparently cost Chrysler a potential $1 billion minivan deal.125 In other cases,
states can influence foreign investment through operational restrictions, such as limits on the employment of aliens and
specific performance requirements.

On the other hand, states can also use the rules of foreign investment to attract and advantage particular firms. In
general, most states now comply (at least in principle) with international guidelines on national treatment. That means
that states promise not to discriminate against foreign, as compared with domestic, firms. Compliance with the
international guidelines, however, does not prevent states from offering specific incentives to potential investors. And
thus states regularly strike preferential deals. They can offer preferential treatment on taxes; improved access to
infrastructural goods such as water, transportation links, and electricity; or assistance in securing an appropriate labor
force. Sometimes this preferential treatment is bundled into special investment zones, such as Malaysia's ‘multimedia
supercorridor’ or the export processing zones (EPZs) of the Philippines. Sometimes preferential treatment is offered
on an ad hoc, negotiated basis. And often it is local officials, rather than the central government, who have the most to
offer.

For firms contemplating a foreign investment, the restrictions and incentives on foreign investment operate similarly.
They shift the playing field, favoring some deals and opportunities while disadvantaging others. They force the
investing firms to think strategically about how to avoid the limits imposed by domestic law as well as how to reap the
benefits that the law and particular circumstances are capable of providing. Consider the case of Gerber Products
Company. In 1991, Gerber was contemplating the acquisition of Alima S. A., a Polish food processing facility. Having
just recently broken from decades of communist doctrine and Soviet domination, Poland was eager for foreign
investment and rapidly rewriting its rules of commerce. Gerber found itself in the midst of this political change. There
was still a long and tedious process of investment review, an equally long list of officials who needed to approve
various pieces of the deal, and general confusion about the tax incentives available to foreign investors. Yet rather than
running from this chaos, Gerber's management used it to their advantage. They negotiated at various levels throughout
the government, struck tough bargains, and won most of the rule-based concessions they desired. In the process, they
realized
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that their leverage lay in being first. Because Gerber was a high-visibility company with an apparent long-term interest
in Poland, the Polish government was eager to package an attractive deal and structure its rules in a conciliatory
fashion. Subsequent investors found the Polish government still responsive, but far less willing to negotiate the terms
of their investment.126

In other cases, however, the politics of foreign investment can create a far more hostile environment and discouraging
set of rules. Consider the United States in the late 1980s, when fear of Japan's growing economic prowess drove a
heightened scrutiny of Japanese investment in the US market. In late 1986, Fujitsu fell victim to this scrutiny when it
announced plans to acquire an 80 per cent interest in the Fairchild Semiconductor Corporation from its French parent,
Schlumberger Ltd. The Committee on Foreign Investment in the United States (CFIUS), which investigated the
matter, emphasized national security concerns, a rather dubious tack since the company was already under foreign
ownership. Although CFIUS lacked the authority to block the sale, growing Defense Department involvement made
all the parties increasingly uncomfortable. Under these circumstances, the investors' only options were either to leave
the market or fight their battles directly with those who made the rules. And that is precisely what the Japanese firms
did. Some, like Fujitsu, just left, while others marched in effect on Washington, launching a powerful, expensive, and
ultimately successful lobbying campaign.

8.6 Capital Controls
At the end of World War II, nearly all countries imposed some level of control over the export of capital. Fearful of
‘disequilibrating’ swings in short term capital movements, they intermittently regulated how much capital investors
could take abroad with them, and under what circumstances.127

In the 1990s, capital controls are far less common. Indeed, all developed countries allow free repatriation of capital
invested abroad and, generally, the free transfer of profits and dividends from overseas subsidiaries.128 In the
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developing world, however, capital controls are more far prevalent. They constitute another area of rules that impinge
upon the conduct of international trade and investment.

Essentially, countries use capital controls to buffer the domestic economy from the free-flowing forces of the
international capital market. As this market grows in size and intensity, with over a trillion dollars streaming daily
across national borders, developing countries occasionally find themselves caught between two opposing tensions. On
the one hand, the globalization of capital flows reduces the efficacy of any unilateral rules on capital and risks isolating
any country that attempts to stem or control the flow. On the other hand, though, the sheer force of the global market
increases the financial vulnerability of a developing state.129 After Mexico's peso collapse in 1995, repercussions swept
across the developing countries, causing Morgan Stanley's emerging market index to fall 14.91 per cent in just two
months.130 The reverse situation is also possible. In 1996, Indonesia was overwhelmed by short-term capital flows and
saw its money supply grow by a wholly unpredicted 30 per cent.131 To blunt the impact of such external shocks,
developing countries often maintain a series of controls on capital and foreign exchange flows. As of 1996, 92 of the
156 countries classified by the IMF as ‘developing countries’ restricted, to some degree, the use of foreign exchange for
the purchase of goods and services. Of these countries, 130 maintained restrictions on capital account (i.e. financial)
transactions.132 While many of these controls are targeted most directly at short term, or portfolio, flows, they have a
strong peripheral impact on flows associated with trade and foreign investment. They also tend to fall most heavily on
foreign firms, since governments that grant licenses of foreign exchange typically distinguish between foreign and
domestic applicants.

Where capital controls are in place, multinational firms need to include them as part of the strategic landscape, and
respond to them accordingly. For countries that are economically volatile, firms also need to consider the possibility of
dramatic policy shifts. Take the recent case of China. In the early 1990s, China strictly regulated the amount of hard
currency that foreign investors were allowed to repatriate. While promising to liberalize these restrictions over time, the
Chinese authorities never pronounced either their precise timetable for reform or their conception of full liberalization.
Some firms, lured by China's burgeoning markets and promise of reform, assumed these controls would soon
disappear, or at least that sufficient hard currencies could be procured from the country's handful of permitted ‘swap
markets’. Many of these companies soon found themselves at odds in China,
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scrambling not only to repatriate funds, but even to gather sufficient currency to purchase the imports needed for their
production. Other firms understood the full complexity of China's currency system, as well as the political difficulties
that were likely to squash any rapid attempts to dismantle it. Accordingly, once they decided to go to China they went
explicitly for the long term. Rather than trying to maneuver around the currency controls, they made a strategic
decision to reinvest all Chinese profits in China, building local supply networks and deferring repatriation until the
business was fully self-sufficient and the currency controls lifted.

8.7 Regulation
Unlike the rules of trade or foreign investment or capital controls, the rules of regulation do not adhere solely to
transnational transactions. They are directed instead to the domestic economy, and to the mass of policy objectives that
economic activity both facilitates and demands. Because these policies vary so widely across national borders, however,
they are inherently important to the conduct of international business.

In theory, governments regulate in order to promote a public good or redress a public ‘bad’, known more formally as
positive and negative externalities. They regulate to improve economic efficiency by correcting naturally existing
market imperfections, or by controlling egregious excesses that the market has produced. They also regulate in order to
guide market forces towards certain noneconomic, socially desirable ends: cleaner air, for example, or more effective
medical treatments. To achieve these societal goals, regulators employ a multitude of policy tools: price caps; rate
regulation; wage controls; health and safety standards; environmental reviews. In theory, again, regulators choose from
among these options those policies that best advance their economic and social goals. In practice, regulatory policy is
also often subject to the usual pulling and hauling of politics. Rather than running from regulators (as is often the
impression), firms or other interested parties petition the state for regulations that advance their own position. This
results in the well-documented practice of ‘regulatory capture’.133

Whether driven by public goods or political maneuvers, however, the rules and politics of regulation affect foreign
firms in a number of different ways.
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First, they establish which specific industries are subject to regulation, and thus which firms will need to participate in a
direct and ongoing relationship with the state. In some industries (pharmaceuticals, food processing, health care
services) regulation is nearly universal. In others (mining, entertainment, retailing, telecommunications), firms are
heavily regulated in some countries and left to their own devices elsewhere. Thus, firms that are accustomed to
working in a regulated environment in one country may find themselves in a wholly unregulated and competitive
market in another country. And firms accustomed to the free market may find themselves in a heavily controlled
environment once they cross national borders. In either case, foreign investment demands a considerable amount of
commercial adaptation. Firms that thrive in an unregulated environment will have to learn to play by a different and
more constraining set of rules, and to develop political ties with their new regulatory authorities. Firms that have
grown up in a regulated market, by contrast, may suffer from the full force of competition and the absence of familiar
regulators.

Second, even when firms move from one regulated market to another, the forms of regulation can still be radically
different. Take the pharmaceutical industry. In the United States, it is regulated through a combination of patents,
approval procedures, and strictly defined distribution. To sell prescription drugs, pharmaceutical firms must obtain the
necessary patents, gain approval from the Food and Drug Administration, and then market their product to doctors,
hospitals, and health maintenance organizations. When US pharmaceutical firms go to China, however, they encounter
an entirely different regulatory structure. Patent laws are far less effective and ‘theft’ of prescription formulas quite
common. Approvals come from two agencies, and the dispensing of drugs occurs not only through hospitals and
doctors' offices, but also at a multitude of factory- and enterprise-run clinics. These differences in regulatory policy
compel US pharmaceutical firms to adopt distinctly different commercial strategies in the Chinese market. They can
still enter the market and do business there, but only if they reverse quite substantially their normal mode of operation.

8.8 Antitrust and Competition Policy
A final set of rules that impinge upon firms' foreign activities are rules of competition and antitrust. These are rules
that provide the basic guidelines
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for market activity, rules that are deeply embedded in the political culture of a country and thus tend to vary widely
across national borders.

The foundation for antitrust and competition policy lies with the economics of industrial organization and the belief
that market forces can occasionally produce anti-competitive outcomes.134 Developed first in English common law and
expanded during the heyday of the late nineteenth century American trusts, antitrust policy seeks to maintain the
efficacies of competition by keeping capitalist firms from growing too large or working too closely with their would-be
rivals. Essentially, antitrust policy is intended to prevent firms from exerting undue control over the markets in which
they operate. It customarily targets several kinds of presumed anti-competitive behavior: predatory pricing; excessive
market concentration; and collusion.135

Like regulation, antitrust is a form of state intervention directed almost entirely at the domestic market. States employ
antitrust to gain what they believe to be a more efficient use of national resources, higher levels of domestic growth,
greater stability in prices, output, or employment, or a more equitable distribution of incomes. Sometimes governments
also just use antitrust as a means to limit the reach of firms they perceive as being too large or powerful.136 None of
these motives has any explicit implication for trading or investing firms. Insofar as antitrust affects the domestic
environment of business, however, it peripherally affects any foreign firm operating within the domestic market. It
forces foreign firms to play by particular and often unfamiliar rules of competition.

Arguably, the greatest impact is felt by foreign firms that move into the US market. Because US antitrust rules are
amongst the most stringent in the world and because they are applied with varying levels of intensity by successive
administrations, they are a constant source of frustration for foreign firms that operate in the US market. In 1994, for
instance, the US Justice Department brought suit against Pilkington plc, a British glass making firm. The Justice
Department accused the British firm of monopolizing a key technology through the use of restrictive licensing
agreements. Even though these practices had little effect on the US market, the Justice Department claimed
jurisdiction on account of Pilkington's 80 per cent ownership of Libby-Owens-Ford, a US-based firm.137 In a more
spectacular and protracted
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case, the Justice Department has tried for decades to prosecute DeBeers, the South African diamond company that
oversees the world's most successful cartel.138 Well aware of the long arm of US law, however, DeBeers has become
somewhat of an expert on US antitrust policy, and has carefully structured its entire organization to avoid any
entanglement with the US rules. Although the United States is the world's largest market for the diamonds DeBeers
produces, the company has no corporate presence on US soil.

While the American cases present perhaps the starkest examples, competition policies in other countries also affect the
prospects of foreign firms. And once again, the prospects are not necessarily bleak. Sometimes, antitrust and
competition policy can provide dramatic opportunity for competitive advantage. In the European Union, for example,
tightly enforced competition policies in the telecommunications and banking sectors have provided a windfall for
foreign firms. In India, competition policies enacted since the mid-1990s promise to break the stranglehold of large
local enterprises and open the way for enterprising foreign entrants. In both of these cases, the lessons are clear:
changes in the rules of competition can fundamentally alter the relative competitiveness of firms operating within a
given market.

8.9 Domestic Politics
When firms encounter protectionism, or capital controls, or environmental regulation, it can often seem as if these
policies have just descended from the heavens. Either that, or policies appear as some impenetrable relic, the remnant
of earlier objectives or long-forgotten whim. And sometimes they are. Yet generally, the policies that affect
international business are generated through some kind of a rational process and by particular, often even predictable,
sources. They are created, most importantly, by politics—by the struggle for power and interests that characterizes
nearly all human societies. If firms want to understand the policies that are liable to affect their businesses, they need to
consider as well the process by which these policies are established. They need, in other words, to understand the
domestic politics of the countries in which they trade or invest.

So where do policies come from? And how are they created? It depends. In some countries, according to some
scholars, rules emerge through a rational
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and predictable process of rent-seeking. Various interest groups express their preferences to a political system which
arbitrates their interests and rewards those with the most votes, the greatest clout, or the staunchest coalition.139
Though this view of the political process is stark and almost certainly over-simplified, it rings true in many cases,
especially those concerning the formation of trade policy in democratic states.140 Recall the Cuban trade embargo
described above. Why does the United States persist in sanctioning trade with Cuba? Largely because there is a
powerful domestic lobby in favor of the sanctions, and a relatively uncommitted and uncoordinated group of
opponents. Precisely the reverse pattern characterizes US trade policy towards China. Here, the strongly held interests
of large and diverse domestic firms consistently overwhelm the narrower interests of human rights and (occasionally)
labor groups. To track the likely outcome of trade policy in either of these cases, one would need only to follow the
interest group politics that surround them.

In other instances, rules spring much more directly from the will and power of the central leadership. For decades,
policy in China was essentially the political desires of Chairman Mao; after his death, the mantle passed to Deng who,
without Mao's monomaniacal fervor, nevertheless set the rules for China. Accordingly, analysts of China during this
time focused almost exclusively on the leader's pronouncements and the personal cohort that surrounded him. For
these, they knew, were the source of China's rules. A similar relationship holds whenever power concentrates in a single
personality or faction: Stalin's Russia; Qaddafi's Libya; Hussein's Iraq; Suharto's Indonesia. If firms want to understand
what drives the business environment in these countries, they need to understand the interests and desires of the
leadership. If they want to modify the rules to suit their own interests, they need to go directly to the leader.

Such excessive concentrations of power, however, are increasingly rare. In most countries, power is split among
various groups and agencies, and rules emerge from a continuous bargaining among them—from the ‘pulling and
hauling that is politics’, to borrow Graham Allison's memorable phrase.141 The outcomes of these struggles depend on
the institutional structure of the various agencies and the relative weights of power distributed among them. In the
United States, for instance, some rules are controlled almost entirely by particular agencies (the FCC for broadcast
television; the Justice Department for antitrust) while others (particularly trade policy) are more susceptible to
legislative and electoral politics. In Japan, by contrast, the lines of bureaucratic
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discretion are both broader and more clearly demarcated. Powerful agencies such as MITI and MOF have, for decades
at least, been essentially removed from political vacillation and armed with rule-making and enforcement capabilities.
For decades, therefore, firms that traded with or invested in Japan maintained the closest ties they could with these
agencies, and watched carefully for any changes in their regulatory agenda.

A very different view of the rule-making process comes from left of the mainstream, from a band of scholars
associated either with Marxism or with the expanding field of ‘critical legal studies’.142 Though they vary widely in the
scope and focus of their inquiries, these scholars essentially argue that rules follow power and that power, more often
than not, clusters around wealth. Rules, these scholars argue, do not emerge from a tussle among interest groups, or a
personal agenda, or a bureaucratic process: they are simply set by those with an ability to control policy and a desire to
maintain their own privileged position. It is easy to dismiss such claims as ideologically motivated, rather than
empirically drawn. But in certain cases they ring true. Consider the United Fruit Company (UFC) and its successor,
Chiquita Brands. For years, UFC was an indomitable force throughout the banana-producing world. It wrote the rules
that met its needs and enforced them through local alliances and the strong arm of US diplomacy. So great was the
company's power that it gave rise to the term ‘banana republic’—an apt description for most of the region in which
UFC held sway. Similar allegations have periodically been made against the US multinational oil majors, although the
data here is more jumbled, and the rule-making story harder to substantiate. Nevertheless, it does seem clear that in
some places and under some circumstances, clout can carry the rules. This possibility raises both obstacles and
opportunities for foreign firms.

Another possibility that firms must consider is the paradoxical chance that rules simply won't matter, or even exist.
Though such circumstances are rare, they do occur. Sometimes, countries or even industries stumble through stretches
of anarchy, times when the rules that normally prevail are under attack, or in flux, or incapable of enforcement. In the
aftermath of communism, for example, Russia underwent a massive legal and political transformation. The central
institutions of the old regime—the overarching authoritarian party, the vast and centrally controlled bureaucracy, the
network of state-run factories and collective farms—were dismantled as newly elected leaders strove to establish the
basic institutions of democracy and market capitalism. Yet in Russia, the evolution of these institutions suffered sorely
from social and political attack. The basic structure of the state remained ambiguous throughout the transition period
and laws were widely and regularly disregarded. As a result, foreign firms hoping to do business in
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Russia faced a rule-less environment—and, in many cases, a commercial nightmare.

The Russian case is admittedly extreme. But it also demonstrates the critical link between the norms that prevail in a
given society and the rules that emerge from it. One of the few relationships that both political scientists and legal
scholars agree upon is that rules derive, at some basic level, from the norms that already prevail within a given
society.143 If rules are imposed upon a wholly alien environment, enforcement will nearly always be hobbled by an
inherently awkward fit. Thus the chaos of Russia is made comprehensible by a history of dictatorship and centralized
planning. When Western-style laws descend, as they did, into such an inhospitable environment, they simply don't take
hold. The same is true, on a smaller scale, in China, where certain kinds of rules (particularly those pertaining to
intellectual property and legal due process) run contrary to the deeply embedded norms of society. Formally, China
offers full protection to both intellectual and physical property. It has documented laws and legal procedures which
claim to protect copyrights, trademarks, and patented technologies. Yet numerous Western companies have
encountered basic difficulties in preserving the sanctity of their property. McDonald's, for example, was informed in
November 1994 that its 20-year lease of a 700-seat restaurant in Beijing was to be revoked after only three years to
make way for an apartment complex; no compensation was offered until the restaurant chain won a court battle two
years later. For Disney, intellectual property was completely insecure, with counterfeit goods so widespread that the
company found it necessary to cancel a television show rather than promote a tide of illegitimate merchandise.
Microsoft, too, has found it difficult to profit in the Chinese market due to widespread piracy of its popular software.
In each of these cases, the firm's problems lay not with the letter of the law but rather with a deep-seated disinterest in
the law's enforcement. The laws of China protect property, but the accepted and customary norms of interaction do
not yet agree.

This gap between politics and policy is subtle but important. All national policy, it seems safe to conclude, is the product
of domestic politics, of the struggle for power and interest that defines a national system and creates its rules. Yet not
all of a country's political forces are encapsulated in its formal policies. There remain pockets of norms and beliefs and
standards, informal rules that shape the business environment without actually dictating its terms. These informal rules
are more difficult to codify than are national policies; they are rarely written down and lack the legal presence of laws.
Yet they can be equally important in shaping a nation's behavior and its attitude towards
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trade and investment. In trying to understand the policies of any given country, therefore, firms must consider the full
range of political action that resides there: the political forces that give rise to actual policy, as well as the quieter,
dimmer, but no less powerful forces that shape the unwritten rules of business.144

8.10 The Role of International Forces
A final aspect of national policy comes from an unlikely source. It comes, indeed, from the international arena and
from the growing array of external groups who claim some voice in a country's ostensibly internal affairs. Some of
these voices, to be sure, have existed for centuries. States have always defined their rules of trade in relation to those of
their neighbors; political alliances and enmities have long shaped the policy options available to any individual state.145
None of this has changed. What has happened in recent years, however, is that new actors have appeared on the world
stage, armed with a distinctly international agenda and explicitly determined to shape the ways in which national rules
are created and enforced.

The first of these developments is the advent of international institutions such as GATT and the WTO.146 Devoted to
the expansion of global (or at least regional) trade, these institutions contain their own complex sets of rules and their
own mechanisms for enforcement. As countries comply with internationally negotiated rules, they shift simultaneously
their domestic environment for trade and investment. When, say, India conforms to GATT schedules for tariff and
quota reduction, it opens its markets to an increased flow of foreign goods and removes the barriers that formerly
relegated foreign trading firms to a distinctly uncompetitive position. Yet, India's acceptance of GATT rules also
reduces the incentives of foreign firms to engage in tariff-jumping investment. A change in the rules of trade at the
international level may thus necessitate a change in corporate strategy in a particular domestic
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market. A similar dynamic holds at the regional level, where rules promulgated by institutions such as the European
Union or NAFTA can dramatically rearrange the contours of competition. Under NAFTA, for example, local content
rules that previously adhered to the individual states apply instead across the North American region. So Japanese
firms whose Mexican investments made sense in a pre-NAFTA world subsequently have to expand local sourcing in
order to gain free access to the US and Canadian markets. And Canadian firms, previously unable to sell freely into
Mexico without a Mexican presence, no longer face any constraint.

The second development is less obvious but perhaps even more powerful and enduring. It is the dramatic growth of
nongovernmental organizations, transnational groups that form around a particular shared interest: in human rights,
for instance, or environmentalism. These groups have no official political standing. They are sponsored neither by the
home states of their members nor by international institutions such as GATT. Yet they can exert significant pressure
on both national policy and corporate decisions.147 In a highly publicized 1995 incident, for example, Shell Oil decided
to abandon a $16 million plan to dump a disused oil rig on the bottom of the Atlantic Ocean because Greenpeace had
succeeded in inciting a massive consumer boycott against the company. In Indonesia, both the government and
Freeport McMoran, the country's largest foreign investor, have scrambled to ward off environmental attacks on the
vast Irian Jaya copper mine. China persistently revisits plans for its massive Three Gorges Dam at the behest of
international pressure groups; so does India, with its own Sardar Sardovar Dam. Elsewhere, chemical companies have
been besieged by allegations of laxer safety standards in their foreign facilities, and garment and footwear
manufacturers have been accused of unfair and abusive labor practices in their Asian operations.148 Note that none of
these accusations allege illegal conduct on the part of the corporate participants. And all of them focus on rules that
apply primarily at the domestic level. Yet transnational groups are able, increasingly, to exert pressure on how these
rules are created and enforced. Through a variety of tactics, they compel governments to revisit their own policies and
cede, perhaps, a portion of their own power.149
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8.11 Conclusions
At the turn of the twenty-first century, it is difficult to predict just how closely international forces will move towards
the threshold of the state. Many suggest that the transformation is already upon us, with multinational corporations
and international nongovernmental organizations moving to accept the power that was once bestowed only on
states.150 In this view, the age of sovereignty is already passed, replaced by some new, possibly medieval, system where
nations are obsolete and domestic politics fades to background noise in a crowded global system. Perhaps. Yet despite
the most convincing arguments of post-Westphalian prophets, despite the undeniable growth of international pressure
groups and multinational firms, reports of the death of sovereignty seem somewhat premature—even in the area of
trade and investment. With the possible exception of capital controls, most nations still employ most of the policies
described above. They favor certain domestic industries for protection or growth; they restrict or encourage foreign
investment in particular sectors; they regulate commerce along a multitude of dimensions; and they determine the
composition of ‘fair’ competition. Some of these policies may be shrinking somewhat in scope, some may be
simultaneously negotiated and applied at the national level. But nations remain largely able and fully willing to impose
their own policies on the firms that operate across their territory.

To be sure, the days of Hirschman may have passed. Trade is only rarely a tool of economic statecraft today, and the
proliferation of overseas locations has softened the national identity of many multinational firms.151 Yet the underlying
components of international business remain unchanged. Trading or investing still entails a shift of resources and
economic potential across national borders; it still means that some groups will benefit at the perceived expense of
others, or that some will receive favors or bear costs that are not distributed evenly. This is the most basic stuff of
politics: the struggle over resources and power. So long as nation-states can intermediate in this struggle, they are likely
to remain influential actors in the world of international business, shaping the rules that firms follow and the
environment in which they compete.
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Chapter 9 The Multilateral Trading System

Sylvia Ostry

9.1 Introduction
In the ongoing discussion about the world trading system it's important to make a distinction between the possibility
versus the probability of the failure to launch a new round as in Seattle in November 1999. The latter required a
catalyst to trigger the outcome of failure. But the transformation of the trading system combined with the structural
weakness of the WTO (World Trade Organization) would have ensured that even ‘success’ could not guarantee the
future of a rules-based multilateral system in the absence of fundamental reform of the WTO.

The following discussion will first summarize the main transformative changes in the system which include the impact
of the Uruguay Round as well as changes in the policy ambience and the policy process. I will then highlight the most
urgent reforms needed to keep the system going and briefly note the longer-term changes required in the international
governance architecture.

Without exaggeration, one could say that the ambience of trade policy-making has profoundly changed since the end
of the Uruguay Round in 1994. This discussion will track the roots of this change to the transformation in the



nature of the trading system initiated by the Uruguay Round. This transformation, however, is a necessary but not
sufficient explanation of that event. Equally important is the impact of the spread of Internet use in the mid-1990s, a
phenomenon which is transforming the policy process—as exemplified by the role of the NGOs in contesting the terms
of the policy debate. In addition there are ongoing changes in the climate of ideas which raise questions about the
neoclassical model at the core of economics and of trade policy. Finally, it will be argued that coping with these changes
will require structural reform, not only of the WTO, but also the postwar international architecture if the multilateral
rules-based system is to endure. So let's begin at the beginning of the story: the Uruguay Round.

9.2 The Trading System Is not Just About Trade: The Uruguay Round
The inclusion of the so-called new issues (intellectual property and services) in the Uruguay Round was entirely an
American initiative. A number of developing countries, led by India and Brazil, were bitterly opposed. But, as the
government was aware, without a fundamental rebalancing of the GATT, it seems highly improbable that the
American business community would have continued to support the multilateral system for much longer (Ostry 1990:
23). So the American multinational enterprises (MNEs) undertook a major role in shaping the negotiations. On the
intellectual property issue the main impetus came from the pharmaceutical, software, and entertainment industries
with the CEO of Pfizer playing a lead role as Chairman of the Intellectual Property Rights Committee (IPC). At the
Punta del Este meeting in September 1986 many delegates were somewhat surprised to learn that the top priority of
President Reagan for the Uruguay Round was to stop piracy since, unlike the services issue, the position of the US on
intellectual property had only been formalized a few months earlier (Preeg 1995: 65). But by May 1988 the IPC, which
had created an international business coalition including European and Japanese business organizations, presented a
proposal which went well beyond eliminating piracy and included ‘minimum standards, enforcement mechanisms, and
dispute settlement’ (Ostry 1990: 24). This
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became the official American position and was eventually supported by the EU and Japan, who had been lukewarm or
even hostile to including IPRs in a ‘trade’ negotiation until prodded by their corporations. Moreover some academics
had questioned the rationale for including intellectual property rights in the trading system especially since the effect of
such rights on trade was ambiguous.

While TRIPS (Trade-related aspects of intellectual property rights) delivered the basic elements of the IPC agenda,
because all complex negotiations involve trade-offs, some key issues were left unsettled. These must be reviewed as
part of the so-called built-in agenda mandated by the Uruguay Round. Of all these issues by far the most
contentious—explosive might be a better adjective—concerned Article 27.3(b) which allowed members to exclude
from patentability certain plant and animal inventions. A hint of what was to come might have been observed in
Geneva during the final stages of the negotiations when environmental NGOs covered Swiss highway bridges with
graffiti admonishing ‘GATT: no patents on life!’ and draped the GATT head-quarters building with a huge banner
carrying the same message (Croome 1995: 255). But even those who took note of the message could hardly have
predicted the attack on GMOs (genetically modified organisms) and the ‘life science’ industry which erupted by the
end of the decade and has become a rallying point for a wide and diverse range of groups opposed to the WTO and to
the role of corporations in shaping the system. Moreover, the profound differences between the attitudes of European
and American consumers with respect to food made from genetically modified plants, and growing signs of a division
between small farmers and large agribusiness corporations illustrate the complexity of this issue as compared with a
‘distributional’ issue such as agricultural subsidies. The GATT model of reciprocity was premised on the idea that
protectionist lobbies could be offset by export interests. The debate was over the division of the pie. But although the
debate over GMOs has important distributional implications (both within and among countries) the central concern
involves the recipe for making the pie and for this concern the old GATT model of reciprocity is largely irrelevant.

Moreover, it's important to underline that, in the services negotiations, reciprocity was also largely irrelevant to
securing the GATS (General Agreement on Trade in Services). By the end of the 1980s a major change in economic
policy was underway. The revolution of what might be termed Ronald Thatcherism began in the OECD countries but
was adopted by many developing countries, including countries in Latin America and in Central and Eastern Europe
by the onset of the 1990s. Economic reform—deregulation, privatization, liberalization—were seen as essential
elements for launching and sustaining higher growth. Even without the regulatory reform thrust from the Uruguay
Round, the postwar economic regulatory state was no longer a dominant paradigm and reform of key service sectors
such as
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telecommunications and finance were regarded as essential building blocks in the soft infrastructure underpinning
growth.

With the inclusion of the ‘new issues’ of intellectual property and trade in services, the Uruguay Round marked a
watershed in the evolution of the global trading system, ushering in the agenda of deeper integration. Thus, although
the ‘new issues’ are not identical—obviously negotiations on telecommunications or financial services differ from
intellectual property rightsthey do have one common or generic characteristic. They deal with the institutional
infrastructure of the economy. The barriers to access for service providers stem from laws, administrative actions, or
regulations which impede cross-border trade and investment. Further, since these laws and administrative actions are
for the most part invisible, a key element in any negotiation is transparency—i.e. the publication of all relevant laws,
regulations, and administrative procedures. In the case of intellectual property the negotiations covered not only
comprehensive standards for domestic laws but, perhaps more importantly, detailed provisions for enforcement
procedures. It's important to underline that this deeper integration agenda not only involves an inherently intrusive
focus on domestic policy but also greatly reinforces the legalization trend in the trading system as will be clear in the
discussion of the WTO dispute settlement.

Given this radical transformation of the system and the arduous task of completing the Round, it certainly seemed that
in January 1995, at the official birth of the WTO, as a result of a favorable confluence of different forces, support by
member governments for domestic and international liberalization appeared to be near-universal.

But the law of unintended consequences was at work. Because of the focus of attention on economic regulation, the
negotiations on social regulation concerning product standards, health and safety measures, and environment received
little publicity and little attention from the senior policy ranks. In the OECD countries social regulation started in the
late 1960s and has been accelerating since then. The OECD has called the phenomenon ‘regulatory inflation’. One
could—with a bit of a stretch perhaps—say that the postwar economic regulatory state of the advanced countries is
withering away, while the social regulatory state is alive, well, and growing. Thus social regulation, covering the
environment, labor, food safety, product labeling, etc., has grown by 300–400 per cent in the industrialized countries
since 1970 (Organization for Economic Cooperation and Development (OECD) 1997: 191–248). (This is decidedly
not the case in the developing countries, nor are they likely to embrace the social regulatory state unilaterally: au
contraire!) While there are a number of reasons for this bout of regulatory inflation a major factor has been the
increasing influence of nongovernmental organizations (NGOs) in the rich countries. For this and other reasons, it
would be unwise to evaluate the implications of these new transnational actors simply on the basis of the
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street theatre in Seattle because they have and will continue to play an important role in the changing ambience of the
policy process.

9.3 The Ambience of Trade Policy
There was very little public interest in the Uruguay Round negotiations. As the new Director-General of the WTO,
Mike Moore, has described it: ‘The Uruguay Round was launched in the silence of public apathy,’ (World Trade
Organization (WTO) 1999a). The same could be said about the previous seven rounds since the creation of the GATT
in 1948. The negotiations were handled by governments although, as noted earlier, the reciprocity model involved
lobbying by so-called distributional coalitions, chiefly business and trade unions, as an important element in the process
and outcome. In the Uruguay Round, the role of multinational corporations and farmers was unique because of the
unique character of the new issues and the centrality of agriculture as a deal-maker or breaker in the ultimate
settlement. While the US was the leader in launching and guiding all GATT negotiations, it's fair to argue that all the
negotiations ultimately depended on cooperations between the two big players, the Americans and the European
Community. It's true that in the Uruguay Round some developing countries were more prominent than in earlier
negotiations in which they negotiated mainly to secure unreciprocated access to OECD markets. But in the end the big
North—South trade-off (the new issues in exchange for agricultural reform and reduction of barriers in textiles and
clothing) required a transatlantic accord.

Today there are many governments who sorely miss the ‘silence of public apathy’. The publicity surrounding
international institutions is not only due to the role of the NGOs, (of which more shortly). I would argue that the
absence of apathy also reflects a broader and more pervasive secular change in the industrialized countries—an
alienation from the elite. The American sociologist V. O. Key, Jr. (1963: 27–53), wrote about the ‘permissive
consensus’ of the earlier postwar decades. While the broad public had little detailed knowledge of international policy,
opinion polls demonstrated consistent support for the government's foreign policy which would, of course, include
trade policy. As Key noted: ‘when a permissive consensus exists, a government may be relatively free to work out a
solution of the issue or it may be free to act or not to act,’ (1963: 35). The deference to government, and more broadly
to the establishment as it was then termed, underlay the permissive consensus
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and has dramatically declined since the 1960s in all OECD countries as many recent analyses of opinion polls have
demonstrated (The Economist1999: 49–50). Perhaps the Uruguay Round was the last gasp of the permissive
consensus—and barely that.

Of course there are many reasons for the decline in deference to government and to the elites—a word of opprobrium
in North America and even in Europe today. One major cause has been the much wider access to information and the
role of the media. The latest stage in the information technology revolution—the accelerating use of the Internet since
the mid-90s as exemplified by the role of the NGOs in Seattle—will be described shortly. But another development,
more difficult to discern, is also at work—the ongoing change in the climate of ideas which is raising doubts about the
received wisdom on trade and economic growth and will likely, over time, have an effect on policy. As Keynes
famously observed:

The ideas of economists and political philosophers, both when they are right and when they are wrong, are more
powerful than is commonly understood. Practical men, who believe themselves quite exempt from any intellectual
influences, are usually the slaves of some defunct economist. Madmen in authority, who hear voices in the air, are
distilling their frenzy from some academic scribbler from a few years back.

9.4 The Climate of Ideas

9.4.1 Academic Scribblers
One of the most important academic scribblers of this century was Joseph Schumpeter whose work on the capitalist
engine of innovation, or creative destruction as he termed it, is enjoying a major revival in the new growth theory. But
when read today his views about the future of capitalism, as expressed in his 1942 book Capitalism, Socialism and
Democracy, seem absurd. His lengthy and brilliantly argued answer to the question heading Part II—Can Capitalism
Survive?—boils down to one word—‘no’.

He argued that the fatal flaw at the heart of the capitalist system is that its fundamental ethos—rationality—cannot be
defended against the attacks of its progeny, the intellectual. The intellectuals—defined as people ‘who wield the power
of the spoken and the written word’ (Schumpeter 1942: 147), live on

THE MULTILATERAL TRADING SYSTEM 237



criticism and their ‘whole position depends on criticism that stings’, (Schumpeter 1942: 15). Capitalism is based on
freedom so the intellectuals cannot be controlled. But the ‘unheroic and rationalist’ defense of the capitalist is no match
for the criticism that ‘nothing is sacrosanct’ (Schumpeter 1942: 15) and renders indefensible the system's institutions.

So the weakness of the system which provides the target for the intellectuals (who, he notes, have many more outlets as
books become cheaper, newspaper chains spread, and radios proliferate) is the absence of a heroic and binding ethos,
or set of moral values. As he so trenchantly put it: ‘The stock exchange is a poor substitute for the Holy Grail’
(Schumpeter 1942: 137). But there it is—how wrong could he get? In the United States, at least, the Stock Exchange is
the Holy Grail!

From the vantage point of the new millennium, when capitalism has been embraced by all but a few countries in the
world, Schumpeter's dire prediction seems almost bizarre. Nor is it just capitalism that reigns supreme. It's core
ethos—economics—can well boast of having invaded most of the other social sciences, a phenomenon (proudly)
termed ‘economic imperialism’ (Lazear 1999). Even, pace Schumpeter, religion has not been safe from the discipline's
imperial reach. For example, one can develop a really neat model of church attendance as investment under
uncertainty—the uncertainty being whether or not you go to heaven (Lazear 1999: 20).

Yet despite his erroneous forecast, was Schumpeter all wrong? Perhaps it would be unwise to dismiss the penetrating
insight of his core argument about moral values. Echoes of the diatribes of his ‘intellectuals’ can be heard daily—and
certainly can be read hourly on the Internet.

Let's move forward thirty or so years to another scribbler, the American sociologist and philosopher Daniel Bell. In his
1976 book The Cultural Contradictions of Capitalism we can hear faint echoes of Schumpeter but with a very different
twist. The intellectuals no longer exist. They have been replaced by a growing cadre in the knowledge and
communications industry dedicated to the promotion of hedonism as the guiding principle for production and
consumption. In the early days of American capitalism this unrestrained economic impulse was ‘held in check by
Puritan restraint and the Protestant ethic’ (Bell 1976: 21). But the Protestant ethic was destroyed by the granting of
credit: ‘with credit cards one could indulge in instant gratification’ in an unending cycle of creating new wants and new
means of gratifying those wants (Bell 1976: 21). The result is that the capitalist system lacks a ‘transcendental tie’ or
some set of ‘ultimate meanings’ to bind the society and defend the system. And that is Bell's cultural contradiction of
capitalism.

His description of the consequences of this ‘hollowing out’ makes fascinating reading. Among them are environmental
degradation; a rise of religious fundamentalism; a growing attack on the idea that economic growth can solve all
problems; and a rise of anti-cognitive, anti-intellectual culture which
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yearns for a simpler, less technocratic society. He describes the sensibility of the 1960s, which spawned the new culture,
as ‘rebellious but not revolutionary’ in the sense that the rebels had no clear idea of what they wanted as an alternative
social model. But the rebellion did have the effect of undermining authority and, in its attack against the hated
government and business ‘technocrats’, insistently raised the cry for ‘participation’.

Bell describes at some length his proposals for coping with this ‘crisis of belief ’. He rejects the view that it is a crisis of
capitalism with its implication that socialism is an alternative. He argues that since the consumerist, free-enterprise
society no longer has moral standing with the citizenry a new public philosophy is required if liberal society is to
survive. Central to his discussion of these philosophic rules is ‘the balance between equity and efficiency in the
competition between social claims and economic performance’ (Bell 1976: 256). Indeed, he argues that the question of
equality ‘has become a central issue for the public household today’ (Bell 1976: 262).

A good deal of what Bell wrote about the sixties generation and hedonistic society rings true today. There is little
respect for authority and apparently no limit to the creation of consumption needs and wants. What is out of synch,
however, is the view that equality would be the central issue in American domestic policy dialogue. In a recent analysis
of American views about the role of government in reducing differences in income, in 1973 48 per cent agreed that it is
the government's responsibility, in 1998 only 30 per cent held the same view (Blendon et al.1999: 14–17). This apparent
tolerance for inequality is unique to the United States. And this has international implications worth a brief digression
(Kenen and Ostry 1999: 3–22).

In a period of ongoing and pervasive change in the external environment, institutions mediate the impact of that
change and hence the pace and nature of adaptation. We live in such a period today; the change is called globalization;
and the most flexible system, the American, comes out on top.

The contrast between the US, Europe, and Japan can be characterized as a contrast between Exit and Voice, a widely-
used metaphor. An Exit paradigm is far more adaptable because change is governed by an anonymous mechanism that
rewards the most efficient—winners prosper and losers appear to disappear. A Voice paradigm, by contrast, gives
losers influence. Governments must then engage in a long and difficult process to renegotiate the social contract.
‘Rigidities’ designed to deliver stability and social cohesion under high growth and predictable incremental change
become powerful impediments to adaptability at a time of pervasive and unrelenting transformation. In Europe the
Voice is loud and explicit. In Japan it is quiet and discreet. But in both systems Exit is difficult to arrange.
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To a considerable degree, the difficulty stems from the ‘equality’ issue. The new technologies driving globalization are
high-skill biased so that widening income disparity, so evident in the US over the past two decades, is endogenous to the
technology trajectory. Ongoing changes in technology and in the global economy ensure that the pressures for
convergence to the American model will not soon abate. In Europe and Asia globalization has become a synonym for
Americanization and ‘globaphobia’ is on the rise driven, in part, by rising inequality within and among countries.

So was Bell completely off the mark when he said that equality would be the central concern for reformulating the
public philosophy of the United States? Perhaps the answer is yes and no. Yes, in terms of domestic policy where the
superbly adaptable Exit model rules. No, if we listen to the voices of the AFL-CIO (American Federation of Labor and
Congress of Industrial Organizations) and demanding the inclusion of labor standards in trade agreements. Is the
Voice model being externalized? The implications of an external Voice compensating for domestic Exit are worrisome
indeed. But more of that below. For now let's return to our academic scribblers.

In his contribution to the 1993 meeting of the British Association for the Advancement of Science, Samuel Brittan
explains that he had suggested the theme Market Capitalism and Moral Values because ‘the relationship between moral
evaluation and economic analysis has come back into fashion. It went underground in the heyday of the belief in
economics as a supposedly technical guide to action: but now it has resurfaced,’ (Brittan and Hamlin (eds.) 1993: 1).
Among the several reasons he suggests for this resurgence is a growing misunderstanding, especially in the media, of
the positive role of markets; a misunderstanding based on a confusion between self-interest and materialism (Brittan
and Hamlin (eds.) 1993: 6). What is of particular concern to him is the ‘blank incomprehension’ about ‘the role of
relative prices, including pay’—i.e. the role of inequality in the allocative mechanism (Brittan and Hamlin (eds.) 1993:
20). He is particularly scathing about the new wave of ‘social responsibility’ decrying the movement as ‘the codes that
kill jobs’ (Brittan and Hamlin (eds.) 1993: 8).

Brittan was not alone in his concern about the ‘blank incomprehension’ and indeed, during the 1990s the issue of the
trend to increasing inequality, especially but not only in the US, spawned a minor growth industry in the discipline. Was
it due to trade or technology? Was it an economic ‘good’ essential to the effective functioning of the market economy
(Welch 1999)? Was it an inevitable result of economic growth and therefore defensible in instrumental terms (Barro
1999)? Were those attacking a rising disparity due to the astonishing proliferation of millionaires in the US best
described as ‘spiteful egalitarians’ (Feldstein 1998)?
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Perhaps the single best indicator of the revival of the equality issue was the awarding of the Nobel Prize in Economics
to Amartya Sen in 1998. Sen's work has proceeded on two fronts: development policy (where he has had a
considerable influence on the World Bank) and welfare economics or policy analysis concerned with the ‘social good’.
In his 1999 book Development as Freedom: Human Capability and Global Need152 he brings the two strands together and
spells out his defense of the need to shift the focus of development from the single objective of economic growth, as
measured by national income, to a quite different and far more complex concept he calls freedom. Rejecting the
economist's metric of income as the sole measure of well-being means that the market is not the sole allocative
mechanism, so he's really back to basics. The basics include defining and measuring the objectives governing individual
behavior—what it is that individuals seek to maximize—and defining and measuring the ‘social good’—the aggregate
of individuals' well-being. And the distribution of income and property is central to his concept of the social good.

This is not the place to review the complex mathematical/philosophical reasoning about ‘functionings’ and
‘capabilities’. Suffice it to say that in rejecting the metric of income and in the absence of a market, someone must
make judgments about weighting and comparability, i.e. someone must define freedom and the good life in practical,
concrete terms. Sen, of course, recognizes this but his answer is that although economists ‘pine for some wonderful
formula that would simply give us ready-made weights that are just right’, no such formula exists and the alternative he
comes up with is that of public discussion based on information about the different components of the quality of life.
But this doesn't get over the basic hurdle of who's to define and judge. In the end these are issues of metaphysics or
moral philosophy—but also of economics?

Needless to say, Sen's work has generated considerable debate and not only among development economists. In
presenting his case for social justice, Sen rejects the libertarian concept of negative freedom and endorses positive
freedom, including the rights to income, health, education, and so on. He also rejects the Rawlsian concept of
procedural justice, i.e. a system of fair rule. He is indeed arguing that morals are an integral part of the discipline. In
response, there has been a vigorous defense of negative liberty—the freedom to choose. The battle lines have been
drawn and as the debate proceeds between the competing schools of scribblers it will be interesting to see which will
most influence the ‘practical men’ in power.
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In addition to the debate over morals and equality, another battle has emerged in the last few years about the benefits
of free trade. In addition to the debate over the impact of trade—and, more broadly, globalization—on labor markets
a number of economists are raising questions concerning the link between trade and growth.153 The implications for
policy are significant: if trade is not a major engine of growth then, ceteris paribus, the costs of protectionism have been
overestimated and indeed, the causality may run in the opposite direction. Of course the issue is not put in such
simplistic terms and the ceteris paribus is heavily loaded with other considerations. Nonetheless, by raising the question
itself, these scribblers will likely have some influence on the trade policy dialogue, especially in non-OECD countries.

To summarize the discussion thus far I would argue that Schumpeter's assertion that the Achilles heel of the capitalist
system was the absence of a binding set of moral values has now been revived, certainly in public discussion but also in
the academy. Issues such as the link between growth and trade are part of the same climate of change. Maybe this is
simply an example of the old aphorism that yesterday's heresy is today's dogma and the reaction to globalization is
relatively minor. And are the demonstrations against international institutions just a replay of the 1960s rebels without
a cause? My own view is that it was not, which brings me to my last lot of academic scribblers—the ecological
economists.

9.4.2 Ecological Economics
Environmental or ecological economics is also a product of the 1990s. The environmental movement is, of course, far
older but the launch of an interdisciplinary journal that brought together biologists and economists took place in 1989.
A constant theme in the writings has been that the laws of economics and ecology are not contradictory but
incommensurable (Gowdy 1999: 321–498). Many reasons are given for this uncompromising view but the main
argument rests on the concept of scale. In neoclassical theory economic production is a self-contained process: scarcity
of inputs are overcome by substitution (or innovation) and externalities should be handled by internalization and
relative prices. But the scale of the economy vis-à-vis the global environment is not part of the model. To
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counter this, the ecological economists have coined a saying—that the economy is a wholly-owned subsidiary of the
environment—which has gained widespread usage.

The economists' response that technology and effective implementation of market mechanisms can overcome the
basic problem of scale have, thus far, been firmly rejected. It is argued that there are no technological substitutes for
climatic stability, or the ozone layer, or bio-diversity and that environmental degradation is irreversible. There are many
other intractable issues such as appropriate discount rates or an agreed definition of sustainability, so we can be assured
that the debate will be ongoing for some time. But meanwhile the new discipline has mounted a major attack on
current economic policy—not least of all trade policy.

The most comprehensive and uncompromising critique of trade policy has been presented by Herman Daly, one of
the founding fathers of the new discipline (Daly 1993: 121–32). He argues that in order for one country to internalize
environmental externalities and not suffer a loss of competitiveness, tariff protection would be required. But even if
this were agreed (which he thinks is unlikely) he is opposed to free trade and to capital mobility because globalization
destroys local communities, and for ecological economists the preservation of community and the assurance of equity
are values integral to ‘sustainability’. But worst of all, free trade obscures the scale limits both local as well as global. He
is thus opposed to the economists' proposals for tradable emissions and even to significant developing country
imports of environmental technologies which would increase growth beyond local carrying capacity. There's much
more to his exposition but what it boils down to is that since ecosystems can't grow, the subsystem (economy) must
develop without growth and with very limited trade. If this seems utopian, it is. (But then, John Gray the eminent
British political philosopher has attacked the global market as ‘an experiment in utopian social engineering’ (Gray 1999:
235).

Of course there are many environmentalists who do not subscribe to such extreme views. Indeed the ecological
economics school is largely rejected by many of the mainstream academics and NGOs. But some version of a new
ecological paradigm, when combined with the other changes in the climate of ideas, certainly provided powerful
ammunition to the anti-globalization movement. An inchoate and informed new paradigm stressing equality, ecology,
and community may perhaps be emerging. Maybe the rebels will find a cause.
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9.5 Different Game: Different Players
‘You taught me language; and my profit on't is I know how to curse.’
Shakespeare: The Tempest

While economists, business and trade officials ponder how E-commerce will affect the global market, few seem to
have given much thought as to how the Internet has and will affect the market for policy ideas and therefore the
policy-making process.

A major impact of the Internet has and will be to make the market for ideas contestable, a radical transformation
which will affect the domestic and international policy-making process. Inexpensive, borderless, real time networking
provides the NGOs with economics of scale and also of scope by linking often widely disparate groups with one
common theme. Equally important, it offers the opportunity to disseminate strategic knowledge formerly concentrated
in governments and business. To illustrate this it's worth describing the first major policy impact of this technological
revolution, the demise of the OECD's multilateral agreement on investment or MAI.

In October 1997, forty-seven NGOs from twenty-three countries and five continents met in Paris at OECD
headquarters. The consultation had been arranged at the request of the World Wildlife Fund and some national
representatives who had been lobbied by domestic advocacy organizations. The NGOs argued that the MAI would
undermine sustainable development and national sovereignty. The most powerful case for this argument concerned
the MAI's investor protection mechanism. This replicated the investment provisions in NAFTA (North American
Free Trade Association) which included procedures for resolving disputes by which private parties as well as
governments could take action and adopted a very broad definition of investment expropriation, so broad it could lead
to investor claims against government regulation in, say, environmental or health areas, which negatively affect the
value of investment. In Canada, American corporations had launched several cases against the government that
aroused a storm of opposition led by a coalition of NGOs. These same NGOs were among the most prominent in
Paris in October 1997. And these same NGOs had been active in launching the anti-NAFTA debate by building
coalitions in Canada, the US, and Mexico.

After the consultation the groups at the meeting organized an anti-MAI coalition and launched an international
campaign to stop the negotiations.
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A world wide MAI website list154 displays fifty-five sites mainly from OECD countries and covering a wide range of
interests. But environmental and legal groups together accounted for more than half the total. Groups in Canada and
the United States provided a constant flow of information to coordinate the campaign. By October 1998 the
negotiations had been suspended and in December, after the official withdrawal of the French government at the
request of the red-green members of the coalition, they were officially terminated. (The action of the French
government is not without significance. While North American greens have chosen an advocacy route to contest the
market for policy ideas, the European environmentalists formed political parties and greens are now members of
government coalitions in four EU countries: Germany, France, Italy, and Finland as well as increasingly prominent in
the European parliament.)

Of course there were a number of reasons why the MAI failed but there seems little doubt that the NGOs played a key
role (Smythe and Smith 1999). It's worth underlining the importance of the role of both environmentalists and lawyers
in the networks. On the environmental front the MAI defeat echoed earlier events in Geneva. In 1991, after a panel
ruling that the US violated its GATT obligations by banning Mexican tuna caught by a process which killed
dolphins—the famous or infamous tuna–dolphin decision—American environmental groups mounted a major attack
on GATT-zilla. The campaign in Washington raged against the cabal of faceless bureaucrats in Geneva who were
undermining American sovereignty and subverting democracy. Although GATT survived and the Uruguay Round
created the WTO, many of the themes, albeit for the most part in less colorful terms, are at the core of the continuing
environmentalist critique of the WTO. The coalition between the greens and a wide range of other advocacy groups
who, although for different reasons, see the WTO as an institution captured by and serving only corporate interests is
of considerable significance. Despite a wide range of views about the ‘evils’ of globalization the green message seems
to be very effective in coalescing dissent. Indeed global environmental coalitions were first launched in preparation for
and during the Rio Summit in 1992, a watershed event in increasing the role of NGOs and the first global summit to
take place in the age of the new information technology. And the networks created at Rio were also part of the anti-
NAFTA coalitions (Preston 1994).

It's also worth underlining the role of lawyers in North American advocacy groups. This role is indeed virtually unique
and neither European nor Asian NGOs share the ‘legalistic’ culture of the US and Canada. In a report on the MAI
issued by European MP Catherine Lalumière she stresses the role played by the ‘Anglo-Saxon’ environmental NGOs
but also emphasizes their ‘deep capacity for legal analysis’ and recommends that the French government
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hire more lawyers and that French universities train more lawyers ‘knowledgeable in international law which is still
largely anglo-saxon’, (Lalumière 1998). Keynes reportedly said during the negotiations over the International Trade
Organization in the early 1940s that he had always believed that the Mayflower was peopled by lawyers but he had
changed his mind and now knew that only missionaries were on board. Maybe he was right both times! But humor
aside, the legalistic approach to advocacy has become an important (and divisive) issue in the WTO as we will discuss
below.

The campaign against the MAI was made possible by the Internet as use accelerated in the mid-1990s. But as pointed
out above, the campaign in Paris was based on learning acquired in earlier anti-globalization experiences utilizing the
new technology, albeit in a less sophisticated form. As is characteristic of any innovation, learning by doing is a key
element. Thus, while building on the experience of the anti-MAI campaign, which had built on NAFTA from
experience at Rio, the mobilization of dissent against the WTO Seattle meeting was far broader and deeper, and
illustrates the potential of the Internet to make the market for ideas contestable, a radical transformation which will
affect the domestic and international policy-making process. Inexpensive, borderless, real time networking provides
the NGOs with economics of scale and also of scope by linking often widely disparate groups with one common
theme. Equally important, it offers the opportunity to disseminate strategic knowledge formerly concentrated in
governments and business.

An analysis of a large number of websites concerning Seattle and post-Seattle developments suggests that there are
three broad functional categories of NGO coalitions or networks: what might be termed ‘mobilization networks’
whose chief objective is to rally support for a specific set of activities: ‘technical networks’ designed to facilitate and
provide specific information; networks dedicated to servicing, developing, and providing specific information; and
networks dedicated to servicing developing countries which I call a ‘virtual secretariat’.

Two examples of mobilization networks preparing for Seattle were the International Civil Society Opposing a
Millennium Round (ICS) and People's Global Action (PGA). The ICS claimed to represent more than 1,400 local,
regional, and international NGOs from over eighty-seven countries. The list is attached to their statement and includes
environmentalist, religious and human rights organizations, labor coalitions, women's groups, student groups, and
small farmer groups who are opposed to the agribusiness oligopoly, from all OECD countries and a large number of
developing countries.155 The PGA is also a very broad coalition which was dedicated to organizing a conference in
Seattle on 30 November, at the outset of the WTO meetings. On
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the Internet the conference was termed N30. The PGA describes itself as ‘an instrument for coordination, not an
organization’ and was formed in Geneva in February 1998.156 The PGA organized a ‘carnival against capitalism’ in the
city of London on 18 June 1999. The J18 carnival, as reported in The Daily Telegraph, deteriorated into violence,
resulting in more than six hours of rioting and vandalism in the financial district. (The Daily Telegraph1999: 1, 4, 5).

The mobilization networks are coalitions of a widely diverse set of NGOs often with conflicting interests. They pride
themselves on their pure form of ‘participatory democracy’ with no center and no hierarchy. However in Seattle (and
Washington during the April 2000 International Monetary Fund and World Bank meetings) both the libretto of the
carefully choreographed street operas and the sound bites on television carried a simple, common theme—anti-
globalization or, rather, anti-corporate globalization and pro-democracy. The charge was that the WTO (or the
International Monetary Fund or the World Bank) is dominated by the interests of transnational corporations; that rules
and procedures are ‘undemocratic’; that it is harming the environment; and increasing inequality both within and
among countries. The sound bite versions were the slogans: ‘fix it or nix it’; ‘no new round but turnaround’; ‘shrink it
or sink it’.

So one must distinguish between the loose mobilization networks of diverse NGOs around the world and the
‘headquarters executives’ responsible for creating and marketing the message. These HQ organizations such as Ralph
Nader's Public Citizen’ and ‘Global Trade Watch’; the US-based ‘Preamble Centre’; ‘Friends of the Earth’ in the UK
(which organized the ICS manifesto) were aided in logistics planning by a number of groups including the ‘Direct
Action Network’ or DAN, and the ‘Ruckus Society’, and in press relations and media management by ‘Turning Point’,
an NGO formed only in 1999 to produce a series of advertisements in the New York Times on the effects of
globalization on the environment. Some analysts have argued that NGOs like these are part of a new industry—the
protest business (Jordan and Maloney 1997).

The protest business could be a new market created by the Internet—after all, technological innovation can generate
wholly new products and services. It's difficult at this point in time to predict the viability of the new business but it
seems to have combined three key ingredients or what I've termed the three Ms; a saleable message; a skillful media
strategy; and money (from mass-mailings and a number of philanthropic institutions, mainly American).157 The
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objective is to influence the policy process through public opinion. It's very important to underline, as noted earlier,
that these new actors do not resemble the distributional coalitions sparring over the division of the pie. Indeed in the
traditional version of the political economy of trade, their support is quite irrational because of the free rider problem
associated with collective action for public goods. This definition of rationality needs a reexamination.

Following from that, it's important to distinguish the very prominent role of a traditional distributional lobby, the
American unions in Seattle (less so in Washington) from the mobilization networks. The so-called Turtle-Teamster
alliance between the unions and the greens was probably a marriage of convenience to influence American trade policy
but it seems unlikely that a lasting alliance could be forged given the profound divisions between these two groups.
What was heard in the streets of Seattle was, as suggested, the Voice externalized but workers of the world are more
likely to compete than unite.

In marked contrast to the mobilization networks are the technical networks such as, for example, the Centre for
International Environmental Law in Geneva and Washington; the International Institute for Sustainable Development
in Winnipeg; the Institute for Agriculture and Trade Policy in Minneapolis; the International Centre for Trade and
Sustainable Development in Geneva; WEED (World Economy, Ecology and Development) in Bonn; and the Institute
for Global Communications in Palo Alto, California, which directs and supports the Association for Progressive
Communication (APC) linking 15,000 NGO computers in 95 countries. It was the APC that played a major role in
providing communications services for NGOs at Rio. The primary purpose of these, and a number of similar
networks, is to facilitate the greater participation of NGOs in the policy process by providing a flow of strategic and
technical information, very heavily weighted to environmental and legal issues. Some were present in Seattle and
Washington, etc., but probably not many on the streets.

These technical groups are interested in influencing policy mainly by operating through institutional channels both
governmental and intergovernmental. Events like Seattle provide an opportunity to access national delegations and
network with other NGOs. One example of their operational effectiveness has been the ongoing debate over GMOs
(genetically modified organisms). The meeting in Montreal on the Cartagena Biosafety Protocol at the end of January
2000 was widely expected to be another Seattle but, in fact, ended in an agreement (albeit as a result of brilliantly
ambiguous drafting!) (Economist 2000a, 2000b; World Trade Agenda 2000). The large number of NGOs engaged in the
meeting proclaimed victory, especially in inserting the precautionary principle, a very contentious subject at the WTO.
En route to the WTO there will be a number of other steps being carefully planned
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including meetings of the Codex Alimentarius, the institution that establishes international food standards recognized
by the WTO.

Finally, a remarkable and recent development has been the proliferation of NGOs dedicated to providing information
and undertaking advocacy on behalf of developing countries—a virtual secretariat. Examples are ‘Third World
Network’ in Malaysia with offices in India, Uruguay, Ghana, London, and Geneva, and established links with other
NGOs in both north and south and a wide range of publications; TWN collaborates with the ‘South Centre’ in Geneva
which is funded by LDC members with the mission of networking with other institutions ‘to promote South solidarity’
on policy; SEATINI (Southern and East African Trade and Information and Negotiations Initiative) with several
offices in African countries and funding from UNDP and UNCTAD and a mission to build the knowledge base and
capabilities of African countries; ‘Focus on the Global South’ in Thailand with a mission to link grassroots NGOs
working on development issues to broader policy concerns including WTO and APEC; and CUTS (Consumer Unity
and Trust Society) in India with a research and advocacy mission in trade and sustainable development. In addition,
there are also a number of northern NGOs with a focus on Southern issues in the WTO such as ‘Rongead’ (European
NGO Network on Agriculture, Trade Environment and Development) based in France, and funded by the European
Commission, the French government, and a private Foundation; ‘Intrac’ (International NGO Research Centre) based
in Oxford to train NGOs in developing countries and act as a consultancy; as well as a number of traditional
development NGOs (such as Oxfam, Christian Aid, and other religious organizations) which are now focusing on
trade and environmental issues.

This South ‘virtual secretariat’ provided a continual flow of information on negotiations in Geneva; helped formulate
policy positions on all major issues; and many of their leaders were present in Seattle and at the UNCTAD meeting in
Bangkok in February 2000. Once again, they are not a homogenous group and may differ on specific subjects but, the
strategic assets of information and political know-how can provide a base for a significant increase in bargaining power
in the WTO.

The new prominence of the NGOs in trade policy-making should be evaluated in a broader context. Thus the
American business community—in marked contrast to their activist transnational role in the Uruguay Round—has
maintained a low profile with respect to WTO negotiations. Apart from the service industries, the business community
in both Europe and the United States has demonstrated little in the way of what might be termed generic or systemic
interest, and even in the case of services the interest is sector-specific rather than cross-cutting, although that may well
change over time, and perhaps E-commerce will be the catalyst. However, the current lack of activism is remarkable
and one can only speculate as to the
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reasons. Perhaps the Uruguay Round was truly a singular event because it involved a radical transformation of the
GATT system and the stakes were very high. Moreover, the global span of many corporations today facilitates direct
negotiation with host governments so, ask many of them, why bother with lengthy and tedious intergovernmental
negotiations? Privatization of trade policy may be an attractive option. Another factor is the restructuring of American
corporations over the past decade which has required a sharper focus on a limited number of specific governmental
lobbying objectives with shorter-term impact on the bottom line. Thus Chinese accession to the WTO was a top
priority. (That also seemed to be the case for the US government whose objectives for a new round were minimal and
defensive, while the EU position was far more assertive, including new issues such as investment and competition
policy.) In the absence of a multilateral option which would require a narrowing of the transatlantic divide not only
over agriculture but also more fundamental issues (of which more below), as the 1980s so clearly demonstrated, a
revival of unilateralism, bilateralism, and regionalism should not be ruled out.

To sum up, if one were asked to predict the future of the world trading system the best single word would be
‘uncertain’. But maybe that's too terse a reply. A layman's definition of Heisenberg's uncertainty principle is: we can
know where we are but not where we are going, or we can know where we're going but not where we are. So, how
about Heisenberg squared as a more specific response? Yet that too is not adequate. Many lessons can be learned from
the anti-globalization upsurge. But most important is the urgent need to reform the WTO, a necessary but not
sufficient condition to ensure the survival of a global rules-based trading system. The postwar architecture for
international cooperation also needs restructuring.

9.6 Reform of the WTO Plus
The political compact which created the postwar economic architecture, the Bretton Woods institutions and what was
to have been the International Trade Organization or ITO, rested on an assurance that international rules would
preserve space for domestic policy autonomy. The ITO never came into existence but one piece of it, the GATT,
survived and indeed thrived. The objectives of the GATT were: liberalizing trade through successive multilateral
negotiations aimed at reducing border barriers; and creating rules to govern
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and sustain the liberalizing momentum. The domestic policy space, defined in terms of economic regulation and the
maintenance of full employment, was safeguarded by rules to permit temporary blockage of imports under clearly
specified terms (dumping, subsidies, and safeguards against import surges) as well as the rarely used but very broad
Article 23 concerning ‘nullification and impairment’. These rules were intended to provide a buffer or interface
between the international objective of sustained liberalization and the objectives of domestic policy, in other words
sovereignty. But with the Uruguay Round, the central domain of trade policy became domestic regulation, and legal
systems and the definition of domestic policy space today not only differs from that of the postwar period (with the
decline in economic regulatory intervention) but also differs significantly among the members of the WTO, especially
with respect to social policy. The protective buffers have become protectionist tools, and in any case are largely
irrelevant as a means of safeguarding the diverse and changing concept of sovereignty among the 130-plus members of
the WTO.

It is not simply the move inside the border which represents the radical break between the GATT and the WTO. Of
equal significance, as mentioned earlier, is the greatly strengthened Dispute Settlement Mechanism. It's important to
note once again that the business groups who lobbied so successfully to include intellectual property in the Uruguay
Round did so because the UN agency, the World Intellectual Property Organization (WIPO) has no dispute
mechanism to enforce these rights. And, of course, the same is true for labor rights in the ILO or environmental policy
in UNEP, the United Nations Environment Program. That's why the WTO is not simply a magnet for discontent but also
for policy overload.

Since the establishment of the WTO, the most high-profile and contentious disputes have concerned environmental or
food safety issues (but this is likely to change as services negotiations extend agreements into the areas of education,
health, and culture.) The WTO does not regulate environmental or social policy but its rules, negotiated in the original
GATT consensus, seek to constrain the trade restrictive impact of domestic regulation in order to prevent such
regulation being used as a disguised barrier to trade. In recent cases, dispute panels and especially the Appellate Body
(AB) have been forced to interpret the WTO rules which govern domestic environmental or food safety policies. Thus
as is the case with all courts and all legal rules in such complex areas, that interpretation has essentially involved these
judges in an international institution making law that defines the boundary for domestic policy space. And, not
surprisingly, this has spawned the criticism, especially by the North American NGOs, that the WTO suffers a
‘democratic deficit’. Here is the echo of the 1960s cry for participatory democracy.

The NGO demand for democratization really comprises three requests: more transparency (publication of WTO
documents, etc.) more access to
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WTO activities such as meetings of committees (this usually stops short of a request to be included in negotiations);
and, for the legal advocacy NGOs, the right to observer status and to present amicus curiae briefs in dispute settlement
panels and the Appelate Body. Of these three the first—transparency—is generally agreed by most member countries,
and indeed a great deal of WTO documentation is now available on its website. The second—the right to greater
participation—is far more controversial and needs to be carefully considered (see below). And the third is opposed by
many southern NGOs as well as a large number of governments. This is worth spelling out.

Whatever the merits of the case for participation as amicus curiae in dispute settlement procedures by NGOs, it is clear
that if it were granted other non-governmental actors would, in the name of fairness, demand equal treatment: for
example corporations, unions, and private legal firms. Further, since amicus briefs often carry little weight in judicial
decisions, it seems likely that the next step would be a demand for the right to bring cases directly. The result would be
to transform the mechanism into a purely litigious and adversarial process. It's difficult to comprehend how this would
‘democratize’ the WTO unless, of course, one subscribed to the view that in a ‘true’ democracy private litigation is
preferable to government regulation. While some would argue that the United States is moving to a system where
‘lawsuits make policy’ this combination of laissez-faire and laissez-litiger is not a model appropriate to an international
institution. Indeed, there are now a number of proposals for reform of the dispute settlement system to make it less
litigious and to promote mediation and arbitration in contentious cases.158

However, the NGO demand for democracy in terms of participation is perhaps the most difficult and controversial.
The WTO is an intergovernmental organization and most member governments want to keep it that way. They argue
that NGOs should deal with their own governments if they wish to play a role in the policy process. The response of
the NGO advocates of participation is that only they have a truly transnational vision which is lacking in national
governments so that, for example, ‘a citizen who cares very deeply about ending whaling . . . will find his or her views
better represented in international fora by the Worldwide Fund for Nature than by his or her own government, which
has many goals it must simultaneously pursue’ (Esty 1998: 133). But it's not clear what the word citizen means in this
context. There are no ‘world’ citizens but only citizens of nation-states. Governments are accountable to their citizens,
albeit some more so than others. How would we define accountability in the case of nongovernmental organizations?
And what about transparency? Who and where are their members? What is their source of funding? Are they
‘accountable’ to their membership or to their
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funders? These are simply examples of some of the questions that would have to be settled before a meaningful
proposal on ‘participatory democracy’ in the WTO could be debated. But any such proposal would be fiercely opposed
by most developing countries in the WTO—especially after their experience in Seattle.

For these countries, especially the poorest, the democratic deficit of the WTO stems from its governance structure.
They feel—and are—excluded from many of the decision-making fora. The WTO is a member-driven organization
governed by a rule of consensus: there is no weighted voting as is the case in the Bretton Woods institutions. But, of
course, an organization with over 130 members, often with widely different views on important issues, cannot function
when key and contentious policy issues must be negotiated. So other decision-making processes must be and are
established. And, not surprisingly, these are dominated by the so-called Quad (the US, EU, Japan, and Canada) and the
larger and more influential developing countries. This process worked in the past but the issues today are far more
divisive and likely to become even more so. Thus the most urgent requirement to enhance the flexibility, adaptability,
and legitimacy of the WTO is to establish a smaller body or Executive Committee which would in effect be a policy
forum without rule-making power.

The Executive Committee would be able to meet on a regular basis and, with the assistance of the director-general and
the secretariat, review current and prospective policy issues in order to advise the biennial Ministerial Conference,
which would retain full decision-making authority. With such a forum, at both a ministerial and senior official level, the
norms and principles of policy and the fundamental issue of forging a new international contract could be discussed
and debated. It is essential to underline that forging a consensus in a smaller group aided by expert policy-analytic
information is facilitated by peer group pressure. The Executive Committee can then play a role, at both the official
and ministerial level, in promoting the extension of that consensus to the entire membership.

In establishing such a committee, the most difficult problem, of course, is membership and the various formulae tried
out in the Uruguay Round failed to secure agreement. But the establishment of the Trade Policy Review Mechanism
(TPRM), created a precedent for a possible formula. Thus different countries were subject to different review
schedules on the basis of the member's share of world trade. This same formula could be used for establishing a
committee of reasonable size and rotating membership which would ensure that all countries and regions would be
represented within a given time frame (Ostry 1998: 25).

Another function of the Executive Committee supported by a high quality (although not necessarily large) expert
secretariat would be the diffusion of knowledge in national capitals, another essential ingredient of consensus-building.
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This, in turn, would facilitate a ‘democratization’ of the policy-making process in member countries by making the
debate more transparent and more inclusive.

In order to keep up to date and reasonably small in size, the WTO could not possibly generate all its policy analysis in-
house. Like most research bodies today, the WTO secretariat would have to establish a research network linked to
other institutions such as the OECD, the Bretton Woods institutions, private think tanks, universities, and the like.
Knowledge networks are key elements in promoting cooperation and coordination. This networking should also
include NGOs; business groups (the International Chamber of Commerce, for example); international labor
associations, and so on.

While establishing an Executive Committee and improving the WTO's analytic and networking capabilities would help
entrench the legitimacy and credibility of the institution, these reforms alone wouldn't do much to prevent further
marginalization of many developing countries, especially the least developed. Technical assistance and more effective
coordination with other international institutions will be required.

The gap between rich and poor countries has been widening over the past three decades largely due to differences in
trend rates of growth of per capita income. The knowledge gap is far greater than the income gap and in the absence
of change in domestic policies, as well as development policies directed at upgrading the institutional infrastructure, is
bound to widen. This growing marginalization has little to do with trade but that fact has not prevented the anti-
globalization movement from blaming the WTO.

Clearly, the WTO, with very limited technical training resources (less than one per cent of its budget) cannot deal alone
with the marginalization problem. That may have been acceptable when trade policy was only about trade. But the
much more demanding WTO agenda and the litigious and evidentiary-intensive dispute process has placed a burden
on many non-OECD countries. The richer countries have access to analytical expertise at the OECD, at their home
base, and also have far larger Geneva missions. So an upgrading of WTO training resources is urgently required. And
this would also facilitate more effective coordination with the World Bank's efforts to improve the governance and
institutional infrastructure, including legal systems and regulatory policies.

Reform of the WTO governance structure and enhanced research and training resources would help tackle the
‘democratic deficit’ but the so-called ‘trade and . . . ’ issues will require confronting the inadequacy of the postwar
international architecture. In the absence of a stronger (ILO) International Labor Organization and a new
environmental institution, the WTO will continue to be a magnet for policy overload.

If the objective of the American and other OECD unions is to improve working arrangements in developing
countries, the mandate rests with the
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ILO. (If it's not, then it's a matter for domestic policy designed to ameliorate the distributional consequences of
adjustment to global forces.) But the ILO has no power of enforcement. Moreover, many of its developing country
members have resisted repeated attempts to improve enforcement capacity—while at the same time opposing labor
standards in the WTO. Indeed in 1997 when the Director-General of the ILO proposed that the ILO could act to
oversee a multilateral system of voluntary social labeling the initiative was rejected by the Non-Aligned Movement
(O'Brien et al.2000: 104). This dilemma (or hypocrisy) must be resolved and the ILO monitoring and enforcement
mechanisms strengthened. But development institutions will also have to play their role since labor standards are
clearly linked to growth. What will be needed, in effect, is reform of the ILO and more effective coordination with the
WTO, the World Bank and UNCTAD, i.e. improved coherence in international policy-making which was in fact one of
the objectives of the Uruguay Round, although at the time of the launch coherence was conceived in terms of
coordination only with the Bretton Woods institutions.

It's worth noting that while this ‘macro’ approach to labor standards would rest on government policy, an innovative
‘micro’ policy is now rapidly evolving independently of government and, indeed, generated by ‘technical’ NGOs. The
Washington-based Council on Economic Priorities (CEP), is a consumer organization established in 1969. In 1998
SA8000 was launched—on the Fiftieth Anniversary of the Universal Declaration of Human Rights. CEP had
established a separate accreditation agency (CEPAA) only the year before which developed a ‘social accountability’
code that includes the ILO basic labor rights plus rules on wages and hours. The codes are technically designed for
auditors and their development involved large corporations, unions, and NGOs. They have been endorsed by
international certification agencies. Monitoring of the developing country subsidiaries of the transnational corporations
which have adopted SA8000 will be carried out by a network of NGOs linked to CEPAA. While the information is
designed for a consumer audience, the next step will be to involve investors, beginning with large pension funds. The
core strategy of this micro policy is market-like: consumer and investor pressure will force an increasing number of
firms to join the SA8000 crowd with a little help from global whistleblowers and the media! This policy innovation is
very new (and but one example of a burgeoning of ‘soft law’ projects) (Clapp 1998: 295–316; Diller 1999: 99–128), but
certainly it is worthy of further research, especially as it is also a spin-off from the information technology revolution.
As CEP has noted, ‘With instantaneous media connection and the internet . . . today's remote factory scandal can
become tomorrow's global headline.’159
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While labor standards have no place in the WTO, the same cannot be said of environmental issues. Trade and the
environment are linked in both positive and negative ways as the recent report by the WTO has clearly demonstrated
(World Trade Organization (WTO) 1999b). But using trade policy as an instrument of environmental policy is both
ineffective in terms of achieving environmental objection and costly in terms of growth. However, in the absence of a
strong environmental institution (which the United Nations Economic Program or UNEP is not) using the dispute
settlement mechanism to define the boundary between domestic and international policies will not work and the WTO
will continue to be under attack. Perhaps as a first step, housing all the multilateral environmental agreements in a
reinforced UNEP could help the process but, in effect, only a new WEO (World Environmental Organization) with a
clearly defined mission, political influence, and analytic and technical resources could effectively launch the policy
dialogue on the relationship between ecology and economy, including, of course, the role of trade. This will not be easy
because there really are significant differences between the two models—the economic and the ecological—even if we
reject both utopian formulations. The economists' concepts of maximization and trade-offs; of equilibrium; and the
primacy of efficiency, yield unambiguous policy statements. A defining characteristic of the ecological sciences is
uncertainty, seen most vividly today in the rapid and unprecedented changes in biotechnology. If risk can't be
accurately estimated then unambiguous assessments are precluded. Moreover, the ecological paradigm stresses the
goals of equality, and community as well as efficiency, so the two paradigms, even in modified versions, will not be easy
to reconcile. What the eventual outcome of the debate will be remains to be seen. But an optimist would opine that
where there's a political will there's a policy way. The best hope is that, unlike the Asian financial crisis in 1997, which
led to much talk about architecture but little action, the ongoing assault on the global trading system may prove to be
the catalyst for a serious rethinking of global policy.
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Chapter 10 Capital Flows, Capital Controls, and
International Business Risk

David M. Berg

Stephen E. Guisinger

Among the critical elements in the political and policy environment facing firms involved in international business are
the flow, regulation, and risk surrounding international capital flows, for both direct and portfolio investment outside
the firm's domestic environment. Much like trade flows, capital flows can be either stimulated or suppressed, can be
regulated or allowed free movement, can contribute to the integration or isolation of national economies. In this
chapter, we review the literature on capital flows in the world economy, along with those on the utilization of capital
controls and the broader issues of international business risks associated with debt and equity capital flows for both
firms and financial institutions active internationally. We then conclude with a brief discussion of some of the research
topics facing the field of international business in these areas.



Table 10.1 Annual Average Growth Rates GDP vs. FDI

1960–70 1970–80 1980–90
World GDP growth 5.3% 3.6% 2.8%
FDI growth (stock) 8.1% 13.7% 12.3%

10.1 Capital Flows
Since 1960, growth rates for foreign direct investment (FDI) have been far higher than those of world GDP. Table
10.1 above, drawn from Thomas (1997), illustrates this growth phenomenon through 1990. International Monetary
Fund (IMF) data for the period from 1991–97 continue this dramatic trend, depicting an increase in worldwide direct
investment outflows from $193 billion in 1991 to nearly $419 billion in 1997—an increase of 117 per cent in six years
(Balance of Payments Statistics Yearbook1998).

This increasing level of cross-national investment reflects the growing importance of multinational firms in total world
production. Thomas also notes that the stock of FDI emanating from the developed countries rose from $67 billion in
1960 to $1.87 trillion in 1992, and that foreign sales rose from 30 per cent of overall sales in 1971 to 40 per cent in
1980 (p. 70). Not only has the potential for capital mobility increased, due, in part, to factors like decreasing
transportation and communication costs, but actual mobility has increased. In the remainder of his 1997 book, Thomas
focuses on the increased internationalization of the automobile industry, but such has been the experience of many
other industries as well, during this period. In a survey of overall financial liberalization in thirty-four countries,
Williamson and Mahar (1998) found that in 1973, only nine countries—the US, Canada, West Germany, Hong Kong,
Indonesia, Malaysia, Singapore, Mexico, and South Africa—had ‘liberalized’ or ‘largely liberalized’ international capital
flows, while by 1996, twenty-eight of the thirty-four fit into one of those two categories.

Why has such integration in capital flows occurred? Fischer and Reisen (1994) suggest three reasons: (1) controls have
become less effective due to growing integration of trade and financial innovation, as well as capital flow relaxation by
other countries, leading to a sort of de facto opening; (2)
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bilateral trade talks have exerted pressure on some countries to open their financial systems and let currencies float;
and (3) the OECD (Organization for Economic Cooperation and Development) Codes of Liberalization commit
member countries (and thus, those pursuing membership) to ‘eliminate any restrictions between member countries on
current invisible operations and capital movements’ (p. 1). Kindleberger (1987) also points to the advent of flexible
exchange rates in 1973, innovations in communications and transportation bringing world markets closer, and new
financial instruments. Drabek and Griffith-Jones (1999) echo the factors of increased overall liberalization and
communications technologies, adding that of the growth of institutional investors who both can and will invest
internationally. Finally, Popper points to the elimination of withholding taxes in countries such as the US, France,
Germany, and the United Kingdom, as well as the way in which ‘many Latin American countries liberalized their
markets as part of broader stabilization packages’ (1997: 5).

In his introduction to a volume of multi-industry, multi-national case studies in FDI and development, Chan (1995)
points out that these investment flows have, until recently, remained largely concentrated in the developed countries,
who received 83 per cent of global FDI in 1990, although Chan notes the increase of outward FDI from some newly
industrializing countries like Taiwan, due, perhaps, to ‘concerns of rising labor costs, wages, pollution costs and foreign
protectionism’ (p. 2). Chan goes on to note several trends with regard to capital and investment flows: first, that rising
FDI, to some extent, has replaced arm's length trading relationships with more efficient intrafirm trade; second, that
ongoing globalization and regionalization tend to increase FDI; third, that FDI has become more acceptable in some
countries as official development aid has decreased; and fourth, that these developments have been perhaps most
noticeable in the former socialist economies of Central and Eastern Europe.

Indeed, despite the large volume of capital flows among the developed countries, significant growth has occurred in
the share and volume of worldwide FDI sent into developing countries, and much research attention in the 1990s has
focused on issues of capital flows to and from the developing countries, perhaps since that phenomenon is not only
newer, but also growing at a faster rate from a smaller base. Perhaps in confirmation of this, Kant (1996) notes that
‘foreign direct investment (FDI) has been the largest single source of external finance for developing countries since
1993. In 1995, the share of developing countries in global FDI inflows reached an historic high of 38 per cent’ (p.
1)—more than double the 17 per cent reported by Chan (1995) for 1990. Two years later, for 1997, the IMF figures set
that percentage at nearly 44 per cent (Balance of Payments Statistics Yearbook, 1998). Park and Song (1996) report that the
developing countries of Asia received a net inflow of $261 billion in foreign capital from 1990–4, more than double the
amount
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received in the prior decade. They go on to study the experiences of Korea, Thailand, Malaysia, and Indonesia in
managing those flows. Drabek and Griffith-Jones edited a 1999 volume on the management of such inflows in the
emerging market economies of Europe, which also attracted high levels of foreign capital during the 1990s.

Increased financial integration on a global basis, facilitating capital inflows and outflows, is generally seen as a good
thing for the world economy. Fischer and Reisen note among the benefits of such liberalization: ‘Dismantling capital
controls is generally presumed to generate economic benefits through cross-border portfolio diversification in both
assets and liabilities and increased opportunities for intertemporal trade, by imposing macroeconomic discipline on
national governments, and from the rising costs and ineffectiveness of controls as economic development proceeds’
(1994: 3). Bayoumi (1997) suggests that integrated international capital markets connect potential lenders and
borrowers, leading to higher savings and investment and increased efficiency in capital markets, resulting in higher
consumer welfare.

However, in the introduction to his study of the Taiwanese case, Kuo (1991) points out that such liberalization is a
relatively new phenomenon, even among the industrialized countries. He points out that the US used the Interest
Equalization Tax and the Voluntary Foreign Credit Restraint Program in support of relatively segmented financial
markets from 1963–74, and that Japan maintained significant barriers to capital movements in both directions as
recently as 1979. While the industrialized countries are now generally liberal with regard to capital flows, the newly
industrialized and lesser developed countries (NICs and LDCs) have traditionally been importers, rather than
exporters, of capital, and therefore, more sensitive to the impact created by inflows of foreign capital. From a position
of strict economic efficiency, Kuo concedes that open capital markets support the principle of comparative advantage,
allowing capital to flow ‘from where it is plentiful to where it is scarce, thereby maximizing national and world
productivity’ (Kuo 1991: 34), but notes that such overall gains, as is often the case, are not necessarily evenly
distributed.

In fact, much attention has been focused on the potential risks of too much openness too soon when it comes to
developing countries and capital flows. Fischer and Reisen note that: ‘(b)ased on some dismal liberalization experiences
. . . most economists recommend a late opening of the capital account in the reform process’ (1994: 3). Manzocchi
titles a section of his 1999 book: ‘Liberalisation and Instability: The Debate of the 1990s’ (p. 21). Drabek and Griffith-
Jones (1999) point out three main challenges for policymakers in Central and Eastern Europe: (1) attracting foreign
capital, (2) managing surges of large capital inflows, and (3) managing volatility and decline in those flows. Williamson
titles his chapter in the 1997 edited volume Capital
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Controls in Emerging Economies, ‘Orthodoxy is Right: Liberalize the Capital Account Last’, and goes on to point out that
too-soon-liberalized capital flows may lead to misdirected investment, too-easily-funded budget deficits, and an
overvalued currency. Williamson and Mahar provide a report of the various effects of overall financial liberalization in
thirty-four countries (including liberalizing international capital flows), including post-liberalization financial crises
(1998). After the Latin American debt crises of the 1980s and the Asian financial crises of the late 1990s, Beddoes
suggests: ‘The recent spate of crises in emerging markets around the world has shattered the consensus over the
benefits of unfettered capital flows’ (1999: 16), but goes on to suggest that radical restructuring of the global financial
system would be going too far. So what can countries do?

Some researchers have proposed tools. Williamson (1999) provides a list of twelve policy options a government faced
with large capital inflows may use to manage those flows. Wihlborg and Dezseri (1997) compile a series of eight
preconditions for capital account liberalization put forth in the literature, including fiscal discipline, stable domestic
macroeconomic conditions, and the ability to limit tax base erosion. Thus, while international capital flows have
significantly increased in the past decades, it is not clear that the era of capital controls, or the rational justification of
them, is at an end.

Complicating the study of capital controls is the widespread use of tax incentives by host countries to divert capital
inflows to priority sectors. It is not unusual to find host countries maintaining restrictions on capital inflows while
simultaneously offering generous tax incentives for capital flowing to certain sectors of the economy. Developing
countries, such as Indonesia, may screen foreign direct investment on a case-by-case basis, but then offer tax holidays
to investors in a particular industrial sector or in a particular location within the host country. One study (Guisinger
1985) identified more than fifty different instruments, including capital controls, used by host governments to
encourage or discourage investment to achieve various social objectives.

Some economists have questioned the effectiveness of tax incentives in altering the allocation of investment within a
country or in raising the aggregate level of investment. They argue that investment decisions are made on the basis of
commercial and long run economic factors and not tax policies that are subject to sudden revision. However, evidence
compiled in a number of different settings suggests that, at the margin, tax policies affect investor behavior. Guisinger
(1985) found that in seventy-four foreign direct investment projects studied, the absence of all incentives would have
caused investors to locate new projects in other countries in almost two-thirds of the investments studied. Michael
Boskin and William Gale (1987: 215) found that ‘a tax policy [for the United States] which raises the after-tax
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rate of return enough to lead to a dollar of increased domestic investment in the US brings with it between 8 and 27
cents of FDI’.

In the next section, we detail further the rationale, impacts, and debate over capital controls in the international arena.

10.2 Capital Controls

10.2.1 Objectives/Motivations
Governments impose controls on capital movements for a variety of reasons. Governments use capital controls to
pursue short-term concerns-maintaining a desired value of the exchange rate, for example. They also use controls in an
effort to achieve long-term objectives, such as building and maintaining the country's stock of capital. Sometimes,
controls are applied narrowly to only certain sectors. At other times, controls are broad based, addressing
macroeconomic concerns affecting all sectors. Governments may attempt to control both capital inflows and outflows.
The complex scope of capital controls is apparent in Table 10.2, which provides a stylized account of focus,
instruments, and motivation for capital controls. Motivations for capital controls (shown below in Table 10.2) can be
grouped under three broad headings: macroeconomic management; development; and risk abatement.

10.2.1.1 Macroeconomic Management
1. Maintaining pegged exchange rates: perhaps the most widely cited reason for capital controls is macroeconomic
management, especially to avoid balance of payments disequilibrium. The Mundell-Fleming model rests on the
assumption that government efforts to stabilize the economy are welfare-enhancing (Dooley 1995). When
governments use fiscal policy to stabilize the domestic economy, the Mundell-Fleming framework suggests that capital
controls may be necessary to achieve goals of internal and external balance. Some governments regard controls on
short-term capital as their principal defense against speculators who seek to profit from changes in pegged exchange
rates.

2. Capturing an inflation tax: another objective of a government's macroeconomic policy may be to finance
government spending through the use of
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Table 10.2 Scope and Rationale for Capital Controls

Focus of control Inflow instrument Rationale Outflow instrument Rationale
Capital and money
markets (shares; mu-
tual funds; debt in-
struments; money
market instruments;
derivatives)

Limit purchases of
financial instruments
by non-residents;
limit sale abroad by
residents

Macroeconomic
management

Limit sale of foreign
financial instruments
by non-residents;
limit purchases
abroad by residents

Macroeconomic
management

Credit operations Limit loans to resi-
dents by non-resi-
dents

Risk abatement; De-
velopment

Limit loans to non-
residents by residents

Macroeconomic
management

Direct investment Tax and direct con-
trols, including nega-
tive list of banned
sectors

Development Controls on liquida-
tion of direct invest-
ments; taxes or direct
controls on pur-
chases of controlling
interests abroad

Development

Real estate transac-
tions

Limit purchases by
non-residents

Development Limit purchases by
residents

Development

Commercial bank
regulations

Limit non-resident
deposits

Risk abatement Regulate deposits
overseas

Risk abatement

Personal portfolios Limit transfers to
residents from non-
residents

Development; Risk
abatement; Macro-
economic manage-
ment

Limit transfers from
residents to non-res-
idents

Development; Risk
abatement; Macro-
economic manage-
ment

inflationary finance. Governments can tax domestic savers indirectly by allowing inflation to reduce the real value of
the money balances. Giovanni and de Melo (1993) showed that financial repression serves as an important source of
government revenue for some countries. By closing off the opportunity for savers to move funds abroad,
governments can maximize their returns from this tax.
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10.2.1.2 Development Objectives
1. Correct distortions: one of the most common reasons offered by governments for controls on the movement of
capital is that they are necessary to offset distortions elsewhere in the economy. The economic theory of the second-
best claims that governments can enhance national welfare by imposing new distortions in an economy riddled by pre-
existing distortions that cannot be easily removed. These countervailing distortions in effect nullify the welfare-
reducing properties of pre-existing distortions and partially restore welfare to the level achievable under distortion-free
conditions.

Conditions in developing countries provide fertile ground for second-best theorizing. Razin and Sadka (1991) argue
that governments face a structural problem in taxing resident's income from foreign capital compared to their ability to
tax income from resident's holdings of domestic capital. In their model, capital outflow restrictions increase the
feasible tax base. Harberger (1986) has argued that the cost of foreign borrowing is a function of country risk, which
increases in proportion to the amount of resident's foreign borrowing. A resident's decision to borrow abroad may not
take into account the increased cost to other resident borrowers—i.e. the private marginal cost to one borrower may
be less than the increased social cost to the country. Under these conditions, a government restriction limiting foreign
borrowing would be welfare maximizing.

In practice, governments have difficulty fine-tuning second-best policies. Second-best policies that overshoot or
undershoot the optimal policy level could reduce welfare compared to a policy of non-intervention.

2. Infant industry protection: many governments view their financial institutions as underdeveloped in comparison
with those in developed countries. At the core of many of the infant industry protection arguments for capital controls
are the poorly defined property rights that exist in developing countries. As an example, Tornell and Velasco (1992)
have developed a model in which resident investors prefer foreign to domestic investment when the social returns on
domestic investments exceed private returns that are depressed because investors are concerned about preserving their
property rights. This argument applies also to limitations on capital inflows. Reduced competition from foreign
investors is one way of raising rates of return to domestic investors.

10.2.1.3 Risk Abatement
Governments regulate domestic financial institutions to ensure sound institutions with prudent lending policies. This
same motivation extends to international risk exposure. Governments may choose to limit their financial sector's
international exposure out of a desire to limit systemic risk. Dornbusch
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(1986), for example, has argued that capital controls may slow down short-term capital movements but this can only
be a transitory measure. Van Wijnbergen (1985) has noted that investors recognize the option value of waiting in the
presence of uncertainty. Consequently, government efforts to reduce uncertainty can lower the option value of waiting
and bring domestic investment closer to its optimal level.

1. Experience with capital control instruments: the arguments for capital controls lead logically to two related
questions. First, what has been the pattern of capital controls that have been erected on the basis of these theoretical
constructs? Second, have these controls been effective? Even where theoretically persuasive, capital controls must be
evaluated in the light of practical experience. As noted in the case of second-best arguments, governments have
difficulty in setting policies to optimal levels and in enforcing other regulations and laws that permit capital control
policies to operate effectively.

On the first question, Johnston and Tamirisa (1998) develop a number of stylized facts about controls, using a sample
of forty-five developing and transition countries.

1. Controls on outflows are more prevalent than controls on inflows, except for direct foreign investment and
real estate purchases.

2. High correlations exist between controls on inflows and outflows, suggesting that they are imposed
concurrently.

3. Lower correlation on direct investment controls with capital and money market controls, suggesting unique
reasons for these controls.

2. Do capital controls achieve their objectives? Because of the complexity of capital control systems, this question
defies straightforward answers. Countries differ greatly in their stage of development and degree of economic distress
when capital controls are first applied. General conclusions drawn about capital controls may not apply to individual
countries at different stages of development or in different phases of the business cycle. The measure of success is also
open to question. Controls may affect a variety of economic variables but still fail to raise the welfare of a country by
more than the cost of the control system.

Dooley (1995) has surveyed a number of studies that attempted to measure the effectiveness of control systems. His
survey suggests the following:

1. Capital control systems can be effective for short periods of time in maintaining spreads between spot
exchange rates in dual currency regimes.

2. Attempts to control capital outflows are doomed to failure unless all possible substitute avenues for capital
export are also controlled.

3. Governments can defend their currencies against speculative attacks for short periods of time but they
cannot end the threat of future speculative attacks.
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4. Capital controls have not prevented changes in exchange rates when the balance of payments was in
fundamental disequilibrium.

5. Developing countries markedly increase the breadth and restrictiveness of control systems in the year prior to
devaluations in their currencies.

6. Developing countries are less adept at managing control systems.
7. Controls on capital inflows prevent risk diversification and discourage high-risk projects with potentially large

social returns.

10.3 International Business Risk Environments
The implications of capital controls for international businesses are just one aspect of the uncertainties or risks
involved in doing business outside a firm's domestic market. Much has been written on the interface of multinational
enterprises with their international business environments. Both academics and financial market practitioners have
published ‘how-to’ manuals and rankings of countries based on their risk profiles. Some focus on the assessment of
such risk (Rogers 1983, 1986, 1988, 1997; Jodice 1985), while others emphasize ways in which firms may manage such
risk, or at least their approach to it (Kobrin 1982; Kennedy 1987). The labeling of this risk, however, has not always
been consistent. Scholars have written of country risk as both the composite of generic risks inherent in a host country
environment (Roberts 1988) and as ‘the possibility that a sovereign state or sovereign borrowers of a particular country
may be unable or unwilling . . . to fulfill their obligations towards a foreign lender and/or investor’ (Krayenbuehl 1985:
3), while others have labeled this latter risk as sovereign risk (Heffernan 1986). Another term which has seen wide use
is ‘political risk’, which is generally used to refer to ‘potentially significant managerial contingencies generated by
political events and processes’ (Kobrin 1982: 29), but, as noted by Haendel, ‘the implications of the term political risk
vary with the interests and needs of the definer’ (1979: 5). While it has been suggested that these three
characterizations of risk may, in fact, be nested (Sovereign Risk nested within Political Risk nested within Country
Risk), the inconsistent labeling of these risks makes this initially problematic. Thus, in exploring the literature on these
types of risk, it seems appropriate to define and differentiate among the three types of risk to be discussed here:
political risk, country risk, and
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sovereign risk. Following this discussion of the three types of risk, we will again address the relationships among these
risk characterizations based on their common and distinctive aspects.

10.3.1 Political Risk
The first, and perhaps most restrictive definition of risk we will address is that of political risk. Kobrin (1979)
comprehensively reviews the literature on political risk, noting that, up to that point, most writing on political risk had
focused on either host country interference in business operations, or events such as political acts or constraints
imposed on the firm. He then goes on to suggest that firms develop means of assessing and responding to that risk;
Kobrin, Basek, Blank, and La Palombara (1980), in surveying 455 firms, found such assessment to be an emerging
function in large international firms, but still more reactive than active. Building on previous research, Kobrin (1982)
defines political risk as politically generated circumstances which may have significant implications for management.
He goes on to refine this definition by distinguishing between political processes and those resulting from normal
supply- and demand-related economic forces (excluding those economically generated contingencies from his
definition), by defining ‘significant contingencies’ in relation to ‘their potential effect on the magnitude and distribution
of cash flows’ (p. 48)—thus introducing an element of uncertainty (an alternative definition of risk), and finally by
specifying the nature of the relationship between the firm and the relevant political environment. In this final case,
Kobrin suggests that the ‘relationship between the political environment and the firm's operations may be direct or
indirect and negative or positive. In most instances government policy provides the linkage between environment and
impacts of the organization’ (p. 49). Kobrin also notes that the contingencies mentioned in this definition are more
likely defined as micro or firm/industry-specific, rather than macro or country-wide. Kennedy suggests: ‘(a) political
risk event is one that threatens a firm with a financial, strategic, or personnel loss due to non-market forces [emphasis
added] . . . definitions of political risk, therefore, that focus on environmental uncertainties or changes as such are
misplaced’ (1987: 5). In essence, this definition coincides with the major points of Kobrin's, emphasizing political
rather than market forces, firm-specific threats, and allowing for the possibility that some changes may not be
detrimental to the firm. Finally, in compiling an extensive bibliography of work on political risk assessment, Jodice
(1985) defines political risk as ‘Changes in the operating conditions of foreign enterprises that arise out of the political
process . . . that
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affect ownership and behavior of the firm. Political risk can be conceptualized as events, or a series of events, in the
national and international environments that can affect the physical assets, personnel, and operations of foreign firms’
(p. 5).

Empirically, Brewer (1983) focuses on the relationship between political instability and policy instability, finding that the
former is not necessarily strongly associated with the latter. He later further explores the role of government policies in
increasing or decreasing market imperfections and FDI (1993), reporting on the effects of host country actions ranging
from protectionist import policies to export subsidies, many of which fall under the political risk umbrella. Nigh (1985)
also explores the relationship between political events and manufacturing foreign direct investment (MFDI) from the
US, finding differences between developed and less developed countries. He finds that US MFDI in developed
countries is only affected by conflict and cooperation between nations, while US MFDI in less developed countries is
also affected by conflict and cooperation within the host country. Jain and Nigh (1989) also test the effects of conflict
and cooperation on bank lending to foreign countries, finding that banks tend to focus on cooperative political events
between home and host country in making their lending decisions.

Interest in researching the impact of host country political developments on a firm's activities is driven by what Jodice
refers to as:

the increased perception (based on real experience) of greater risk in foreign operations derived directly from war,
revolution, and civil violence or indirectly through government policy change (expropriation or nationalization of
ownership; regulation of behavior; restrictions on sourcing or remission of earnings . . . With the end of the major
colonial empires in 1960, came a surge in national assertiveness toward the foreign investor. (1985: 4)

The rapid post-World War II internationalization of many firms coincided with this rise in national sentiments and
growing interdependence in the world economy, adding what Kennedy (1987) refers to as ‘more complexity and
uncertainty to the corporate external environment’ (p. 2). Firm assets and activities were increasingly impinged upon
by host governments. The political risk environment of the 1960s and 1970s focused on this rise in national sentiment,
and a growing literature on nationalization spoke of expropriation as a ‘psychic commodity’ (Jodice 1985: 10); and as
early as 1953–4, Bronfen-brenner produced a list of eight risk-generating factors in the political environment of the
twentieth century, including the awareness of income disparities, frustration at limited upward social mobility, and the
favoring of domestic groups versus foreigners.

Minor (1994) reports on a number of studies done in the 1970s and 1980s to tally the expropriation (‘forced
divestment of equity ownership of a foreign direct investor’, p.178) of foreign firms' operations in developing countries
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from 1960–79, most notably, Kobrin (1984), and then goes on to update that survey through 1994. He supports
Kobrin's conclusion that ‘expropriation has declined because developing countries have found other effective and
efficient methods of dealing with multinational investors’ (p. 178). The rate of expropriations was found to increase
during the 1960s and sharply in the early 1970s, peaking in 1974–5, declining markedly through the late 1970s, and
basically disappearing after 1986. The last expropriations noted by Minor were in Peru in the mid-1980s. This does not
imply, however, that political risk for internationally active firms disappears at this time, since Minor also echoes
Kobrin's suggestion that the relatively heavy-handed expropriation has been replaced by more regulatory controls and
an increased confidence in the host country's bargaining power.

More recent work on political risk, therefore, focuses on the impact of this type of regulation and negotiation on
foreign investments, as well as on the inherent risks of international political change or instability. Makhija (1993)
speaks of the ‘increasing government sophistication in regulating multinational firms’ (p. 531), and creates a political
risk model which focuses on government intervention, which she defines as: ‘those acts stemming from the host
government that are designed to precipitate change in the behavior of the multinational firms in a direction compatible
with host government objectives . . . in the form of regulations and policies that are official in nature and require a
certain level of compliance’ (p. 533). She then tests her model on the Venezuelan petroleum industry from 1947–76,
finding some support for her hypothesis: ‘that government decision makers take into account certain types of industry-
related information when making the decision to intervene in a particular manner’ (p. 548). This fine-tuned approach,
while still posing potential risks to the individual firm or industry, is far more sophisticated than simple expropriation,
and provides the potential for ongoing mutual benefit.

From a portfolio diversification standpoint, Cosset and Suret (1995) find that diversifying investment among politically
risky countries not only improves risk-return characteristics, but also reduces overall risk in an investment portfolio,
demonstrating that, at least as far as portfolio investment goes, investment in countries seen as politically risky may not
be detrimental. This reflects the more recent emphasis on firm level strategies as means of coping with or controlling
both political and country-level risk at the same time the nation is furthering its own goals. For example, Lenway and
Murtha title their 1994 article ‘The State as Strategist in International Business Research’, emphasizing the fact that
both firms and nations have agendas and means of carrying them out. Therefore, since political risk, as defined here, is
but one component of the international or country-level risk faced by a multinational firm in carrying out its aims, we
now move on to our second, most inclusive, category of international business risk, country risk.
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10.3.2 Country Risk
While we have characterized political risk as being firm- or industry-specific, the term has also been used in a more
generic sense, to represent not only firm-level but overall host country environmental risk. For our purposes, however,
we will refer to such a country-level construct as Country Risk. Prior to introducing their country-level risk ratings and
overall risk assessments for over seventy countries worldwide, Business International Corporation sets forth their
definition:

country risk refers to exposure to either an outright loss or to an unanticipated lower earnings stream in cross-
border business, caused by economic, financial, or sociopolitical events or conditions [emphasis added] in a particular country
that are not under the control of a private enterprise or individual. This risk exposure can apply to direct foreign
investment, import-export relationships, technology and know-how, licensing or lending. It refers to uncertainty
about future conditions within a country or those current conditions that cause inherent instability in or uncertainty
about the future. (1981: 2)

They then go on to elaborate on the components of country risk: (1) financial risk (currency uncertainties, financial
policy uncertainties, and financial ramifications of economic performance; (2) economic risk (such as the size and
growth of the economy, export composition, and external dependencies); and (3) operating environment factors
(including legal structure, red tape, local labor unions, and the country's cultural basis), as well as a dozen examples of
political risk, including radical change in government policy or composition, expropriation, and nationalization. For
them, political risk is only one part of the country risk equation. This broader characterization of country risk is
consistent with that used by Roberts (1988): ‘a spectrum of risks arising from the economic, social, and political
environments of a given country (including government policies framed in response to trends in these environments),
having potential favorable or adverse consequences for foreigners' debt and/or equity investments in that country’ (p.
2). Thus, country-risk factors go beyond the political actors and environment of the host country to encompass
nonpolitical risks which can still impact significantly on the profitability and operations of MNCs in that country. Many
of these risks are more generic, applying to a broader range of firms and industries, and not necessarily put in place by
specific actors within the host country. Stapenhurst (1992) speaks of four components of ‘country-specific risk’: (1)
domestic climate (including level of national violence, political turmoil, recurring governmental crisis), (2) economic
climate (likelihood of government intervention in the economy, rate of inflation, persistent balance of payments
deficits), (3) social conditions (animosities and skewed income distribution patterns, government social policy), and (4)
foreign relations
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(defense budget, conflict with neighbors, trade permit requirements), bridging in some sense the gap between the
specifics of political risk and the general environmental overview of country risk. He further clarifies: ‘political risk
assessment in international banks is often combined with economic risk assessment in a distinct corporate function:
country risk analysis. Such analysis seeks to “marry” economic and political analysis’ (p. 53).

Much recent scholarly work on country risk, in fact, has been directed towards characterizing it in the most exhaustive
categorization possible, so that firms may identify and address it in a structured and meaningful way. Shan (1991)
speaks of the country-level ‘environmental risks peculiar to a traditional centrally planned economy’ (p. 555) in
examining joint ventures in China. His definition of risk refers to the magnitude of exposure the firm experiences,
suggesting that risk varies with the dollar amount, temporal duration, scope, location, and timing of the investment,
and that as perceived risk or uncertainty increases, the foreign firm's share in the Chinese joint venture is likely to
decrease. Here, while the characterization of country risk is not particularly well-defined, the contribution is the
recognition that the level of country risk experienced can be mitigated by sharing it with a local partner to a larger
degree. Risk, in Shan's depiction is not just the uncertainty of the environment, but the degree to which the individual
firm can be affected by that risk.

Perhaps the most significant recent contribution to the categorization and development of a meaningful and useable
country risk framework for internationally active firms is that of Miller (1992, 1993), in his integrated risk management
framework for international business. He points out that even defining the term ‘risk’ has proven problematic for the
literature, and suggests that treating various components of risk and uncertainty in isolation from each other is a
suboptimal strategy. Miller (1992) suggests that managers face uncertainties at three levels: the general environment,
the industry, and the firm. In his empirical testing of this model, Miller (1993) finds that using a multidimensional
approach to measuring uncertainty allowed for greater differentiation in risk assessment. He also concludes that ‘(t)ests
for country effects on managers’ uncertainty perceptions supported the relevance of country-level assessments of
political, policy, and macroeconomic uncertainties' (p. 709)—the major components of what we have traditionally
characterized as country risk. He also finds, however, that country-level analysis does not suffice in predicting
uncertainties along the lines of competition, resource/service inputs, or market demand, which can be seen as more
firm-or industry-specific, and require more detailed analysis than simply at the level of the country.

In addition to Miller's work, Brouthers (1995) also supports the notion of a more complete perception of international
risk than that supplied by simple political or financial risk analysis. Brouthers speaks of ‘Total Strategic
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International Risk’—incorporating both control risk and market complexity risk, then uses that composite risk to
predict entry mode, in some sense, combining the work of Miller and Shan to demonstrate that an increase in overall
perceived risk (both firm control-related and market/country-related) will lead to lower equity entry modes. Brouthers,
Brouthers, and Nakos (1998) also find, in their study of firms entering Central and Eastern European markets, that
investment risk perceptions influence entry mode choices, and note that: ‘Changes in the economic, social, or political
system of a country can have an adverse impact on investments. This may occur because of nationalization of
industries, restrictions imposed on the repatriation of profits, preferences being given to domestically owned firms, or
high inflation which quickly decreases the value of invested funds’ (p. 490)—again supporting the examination of a full
slate of risk factors in a specific country before engaging in business there. Finally, Werner, Brouthers, and Brouthers
(1996), again confirm the need for a more unified approach to international business risk, noting that: ‘according to
more recent research, given the large number of different types of international risks, actions taken to avoid one type
of risk, such as exchange-rate risk, may actually increase exposure to another type of risk, such as political risk . . . it is
important to incorporate a number of international risk variables into investigations of international risk.’ (p. 572). In
their 1996 article, Werner et al. assess, confirm, and refine slightly the dimensions of Miller's 1993 measures of
Perceived Environmental Uncertainty (PEU). Of the three international business risk measures discussed here,
country risk is clearly the broadest and forms, along with more firm/industry-specific measures, the basis for a
multidimensional overall assessment of risk in a given country venture.

10.3.3 Sovereign Risk
In the financial community, Sovereign Risk is distinguished from country risk as follows: ‘sovereign risk refers to the
possibility that the servicing of a long-term debt obligation owed by a government entity (or guaranteed by one) may
be interrupted for some reason . . . country risk, on the other hand, is a broader, more generic term’ (Nye 1988: 25).
This assignment of sovereign risk to represent the financial risks directly associated with the host country government
and its guarantees is echoed by Cantor and Packer (1997): ‘Like other credit ratings, sovereign ratings are assessments
of the relative likelihood that a borrower will default on its obligations’ (p. 66)—thus the ratings serve as an external or
third-party assessment of sovereign risk. Heffernan (1986) further clarifies:
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academics (including this author) have tended to equate country risk with sovereign risk because this is the only
aspect of country risk analysis to which truly measurable probabilities can be attached. On the other hand,
practitioners in the field of finance who use the terms risk and uncertainty interchangeably would be critical of the
narrow interpretation given to it by academics. There is nothing wrong with either approach, but a problem arises
because two conventions are being used. (1986: xv)

In this chapter, we will follow the convention of differentiating between the two as noted above—sovereign risk
applying directly to the government and its guarantees, country risk representing an overall assessment of the risk
associated with doing business in a specific country.

While interest and research in political risk largely grew out of the nationalizations and expropriations experienced by
MNCs in the 1960s and 1970s, interest and research in sovereign risk stems to a great extent from the experiences of
banks with the debt crises of the 1970s and 1980s. While Krayenbuehl (1985) titles his book Country Risk, his table of
contents makes it clear he is really addressing sovereign risk, as his chapter headings include: ‘The political element: the
will to honour obligations’, ‘The economic element: the capability to honour obligations and to incur foreign debt’, and
‘New lending to countries in difficult financial situations’. His preface begins: ‘The international debt situation has,
over the past few years, been one of the major items of discussion in the international financial community as well as in
government circles . . . What more can be done in the future in order to avoid similar problems—that is, to find ways
of managing the international debt situation with a minimum of crises?’ (p. vii). The debt renegotiation, rescheduling,
and moratoria of the post-oil-shock era led to greater interest in ascertaining and controlling for country-level risk on
the part of financial institutions. Krayenbuehl's book was only one of a number which came out in the mid-1980s,
including Heffernan (1986) and Calverly (1985), who notes that: ‘(t)he euphoria of the 1970s when many banks relied
on international lending for much of their asset and earnings growth has been replaced by a new caution. Many banks
have been reappraising their approaches to risk and are giving country risk factors a much more prominent, if not
dominant, position among the various factors going into decision-making’ (p. v). While recent pre-crisis lending to Asia
may arguably have followed a similar pattern (Delhaise 1998), the tools for more systematic analysis of sovereign risk
have been in place since the 1980s. Banks at various levels, from regional (Suzman and Srivastava 1986), to
international (McCulloch 1986), developed more structured means of analyzing sovereign risk. Snider (1988) suggests
that:

Lack of political ‘will’ of the debtor countries' governments is often cited as a catchall political explanation of these
governments' suspension of interest payments on their external debt . . . No systematic attention has been paid to
how the political strength of
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debtor governments affects a country's economic performance that in turn impacts on its ability to earn foreign
exchange with which to service its external debt. (p. 117)

The 1980s seem to have been largely devoted to attempting to systematize the sovereign debt assessment process. In
the 1990s, academic attention seems to have shifted to the effects, accuracy, and usefulness of such assessments. Tarzi
(1997) provides an overview of methodologies used by banks to assess sovereign risk: Country Evaluation Reports
(relatively unstructured), Qualitative Spreadsheets (more structured but limited), Checklist Systems and
Questionnaires, and Quantitative Systems (statistical, more objective, but arbitrary). Tarzi proposes that such
assessments cannot be made in an isolated sense, and should also be comparative and focus more on cause-effect
relationships than on static measurements. Nye (1997) echoes, to some extent, Tarzi's concerns about subjectivity,
noting that the ratings of firms like Moody's and Standard and Poor's, like any rating, have aspects of subjectivity in
them. Cantor and Packer (1997), both economists with the Federal Reserve Bank of New York, explore not only the
determinant, but also the impact of the sovereign assessments assigned by Moody's and S&P, finding that:

to a large extent, Moody's and Standard and Poor's rating assignments are based on a small number of well-defined
criteria, which the two agencies appear to weight similarly. We also find that the market . . . broadly shares the
relative rankings of sovereign credit risks made by the two rating agencies. In addition, credit ratings appear to
influence yields independently. (p. 66)

They also found that the impact of the ratings appeared to be higher for lower-rated sovereign debt. Finally,
Ramcharran (1999) analyzes the impact of sovereign risk on bank lending to developing countries during the early-to-
mid 1990s, and finds that, of political risk, access to capital markets, and debt in default or management in the past
three years, only political risk (characterized as ‘the risk of nonpayment or non-servicing of payment for goods or
services, loans, trade-related finance and dividends and the non-repatriation of capital’ (p. 87)), significantly affected
bank lending to individual countries. Thus, the 1990s appeared to be a time in which the evaluation of assessment
systems put in place in the wake of the 1980s debt crisis took center stage. The recent Asian financial crisis should
provide additional data for such analyses and, perhaps, for further revision in the models of sovereign risk assessment.

Having now reviewed the literature on these three major types of international business risk, we can attempt a better
differentiation among them. First, the standard interpretation of Political Risk seems to deal with two factors: a risk
which arises either politically or from non-market forces, and which affects or has implications for the firm (Kennedy
1987; Kobrin 1982). Country Risk seems to incorporate these emphases, but also broadens the source of the risk to
include more generic economic, financial, and other nonpolitical factors (Business International Corporation 1981).
The focus
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remains, however, on the effects these risk factors may have on the firm's actions and results. Thus, it appears that
Political Risk may be seen as a subset of Country Risk, reflecting one, but not all of the forces operating on the firm in
a foreign environment. Sovereign Risk, however, has a different focus than the other two—that of the risks associated
with accepting the obligations and/or guarantees of a specific national government—it is not the locus of operation
which is important here, but rather the partner or guarantor (Nye 1988). As noted above, Heffernan (1986) highlights
the difficulties of establishing a consistent labeling standard for these terms, but this may be one important distinction
to make: that Political Risk and Country Risk are environmental risks, while Sovereign Risk is tied more to the
government's role as a provider or guarantor of support.

10.4 Conclusion
The interface between the firm and its country environment(s) continues to be a complex and changing one. With the
increase in capital flows over the past decades, capital controls have been eased in many cases, but not eliminated.
Other international business risks remain, generated by economic and political forces outside the firm's control. Future
research in this area may provide further insights into the nature of these interactions, as well as into how they may be
effectively managed at the firm level.
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Chapter 11 Multilateral Institutions and Policies:
Their Implications for Multinational Business

Strategy

Thomas L. Brewer

Stephen Young

11.1 Introduction
The topic of this chapter—the multilateral regime for FDI—lies within the domain of international business studies
that focus on multinational enterprises and their political environment. The topic is of central and increasing
importance for MNEs' strategies and operations. It has also become more salient among scholars, business executives,
and public sector officials, as a



result of the suspension of negotiations in the OECD for a Multilateral Agreement on Investment (MAI) in 1998; and
failure to gain agreement for the launch of a new ‘millennium round’ of negotiations at the 3rd World Trade
Organization (WTO) Ministerial Conference in Seattle, USA in December 1999.160

The relevance of the WTO to business strategy is evident in existing agreements, in negotiations to revise those
agreements, in disputes, and in the expansion of its membership. In regard to the latter, for instance, a General Motors
executive in China noted that Chinese membership in the WTO (under negotiation in 2001) would have major effects
on one of its FDI projects in China—an auto assembly facility:

[In the executive's] view, an international company's enthusiasm for China's entry could probably be measured in
inverse proportion to the size of its investment in China.
The larger the investment, the more negative a foreign business [in China] is likely to feel about greater competition.
General Motors has invested more than $2 billion in China, a large chunk of it in an auto-assembly plant in
Shanghai that began making a new version of the Buick for the China market.
Since the autos sell for about $36,000, it will not be competitive once steep import duties are reduced. The new
agreement [for China's membership in the WTO] calls for the reduction of auto import duties by 2006 to 25 per
cent, from the current 80 per cent to 100 per cent (International Herald Tribune2000).

Despite the importance of such WTO-related issues for business strategy, the implications for MNEs of the WTO
system have not received much attention by scholars of international business. International strategy scholars, as a
group, have a strong tradition of focusing on national governments in studies of international business–government
relations. At the same time, economists, political scientists, and legal scholars have tended to focus on international
regimes concerning international trade and/or financial capital flows, including portfolio flows, rather than foreign direct
investment (see Chapters 9 and 10 in this volume by Ostry and Guisinger).

At least a minimal understanding of the institutional features of the multilateral regime is needed in order that the
totality of the literature can be more conveniently and effectively evaluated. Section 2 of the chapter therefore describes
the main elements of the system and illustrates the implications of the system for business strategy and operations;
Section 3 summarizes and evaluates diverse bodies of literature—from business studies, as well as economics, political
science, and law; and Section 4 proposes directions for future research.
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11.1.1 The Signicance of the Topic
As the literature review in Section 3 reveals, there are several different approaches to, and perspectives on, this subject.
Graham (1996; see also Caves 1996; Brewer and Young 2000c) has presented the economic case for multilateral
investment liberalization which parallels that for multilateral trade liberalization; basically the equivalent of the gains
from trade argument. The application of unilateral policies to achieve this goal is not optimal, hence the requirement
for multilateral cooperation and a multilateral investment regime. These arguments underly the core principles of
multilateral investment agreements such as those contained in the draft MAI or the WTO (see Appendix 11.1 at the
end of this chapter).

In keeping with the business strategy focus of this chapter, Table 11.1 lists the core principles and proposes some
common MNE responses to them. Since the principles revolve around investment liberalization, there is considerable
synergy with the requirements of multinationals. However, MNEs benefit from discrimination where it leads to
incentive bidding among host countries to attract their inward investments (Brewer and Young 1997). In a similar
manner, new investors tend to favor the banning of performance requirements (as is partially undertaken in the Trade
Related Investment Measures (TRIMs) agreement in the WTO) which may require high cost local sourcing; whereas
existing investors may oppose their removal, which could place them at a competitive disadvantage.

Modal neutrality is an important principle which leaves firms to decide the optimal method of market servicing. Thus,
for example, investment decisions become more a function of efficiency considerations stemming from countries'
comparative advantages, and less a function of market access considerations created by host countries' import
substitution policies.

From a public policy standpoint, however, there are additional issues which are of major significance, where economic
efficiency and equity conditions would necessitate regulation of multinationals, and which are high on the agenda.
These include the potentially anti-competitive behavior of large MNEs operating in oligopolistic industries, which
would require international competition policy; and issues pertaining to country economic development including
environmental protection, and corporate social responsibility. The latter, in particular, have become a major focus for
the activities (including direct action) of civil society groups which argue that MNEs have done little to live up to their
obligations in a more liberal global economy (UNCTAD 1999d: ch. 12; Picciotto and Mayne 1999).

284 THOMAS L. BREWER AND STEPHEN YOUNG



Table 11.1 Core Principles of Multilateral Agreements, and Perspectives of MNEs

Multilateral rules Permit global strategies by reducing patchwork of
overlapping and conflicting rules at different levels.
However, multilateral rules reduce possibilities for
playing off one jurisdiction against another.

National treatment Non-discrimination against MNEs. Although a central
principle, there are widespread country/sectoral ex-
ceptions in all agreements. Since equal treatment is not
required, investment subsidies to MNEs are still
possible and welcomed by firms.

Most favored nation treatment (MFN) Prohibits discrimination against products or firms of
one foreign country against those of another.

Transparency Government policies should be stated clearly and
implemented fairly. MNE preference for transparency;
although some may benefit from ability to negotiate
independently in opaque systems.

Modal neutrality No discrimination in favor of one modality (e.g. trade,
FDI, licensing) rather than another. Non-tariff barriers
are still widespread and encourage FDI. Anti-dumping
duties permitted under Uruguay Round rules and may
lead to ‘duty-jumping’ FDI. Some performance re-
quirements banned under Uruguay Round (TRIMs
agreement): new investors favor abolition; but existing
investors may prefer retention of TRIMs.

Investment protection / protection of intellectual
property rights (IPR)

Important for security of investment, especially signifi-
cant in developing countries. IPR protection important
for prevention of counterfeiting: some progress in
Uruguay Round TRIPs Agreement.

Source Authors. See also UNCTAD 1996a: chs. V and VI and Brewer and Young 2000c: section 1.4
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11.2 The Public Policy Regime for Foreign Direct Investment

11.2.1 Levels of Public Policy
In operating internationally, the MNE faces a plethora of institutions and regulatory regimes, at multilateral, regional,
bilateral, national, and sub-national levels. The emphasis in this chapter is upon the multilateral level, but it is important
to recognize the partial patchwork of instruments and arrangements which characterize the investment policy scene,
and which can create confusion and conflict.

Within the bilateral sphere, there is a vast network of more than 1,400 bilateral investment treaties (BITs). For a capital
exporting country, the major objective is to obtain legal protection for FDI under international law; and for a capital
importing country, BITs supplement host country laws in respect of protection standards and thus assist the attraction
of investment. There are also many regional integration arrangements (RIAs) that complement and overlap with the
WTO system; 109 of these were notified to the GATT over the period 1947 to 1994 (WTO 1995). A detailed analysis
of BITs and RIAs is not within the scope of this chapter; some RIAs, however, are included within the regionally
focused chapters in the book. For readers who are interested in these topics, the following are useful: On BITs, see
Khalil (1992), Muchlinski (1995), Sornarajah (1994), UNCTAD (1996a). On RIAs, see Brewer and Young (1995) for
the EU; see Eden (1996), Gestrin and Rugman (1996), and Rugman (1994, 2000) on NAFTA. See Kobrin (1995) on
the issue of RIAs and their interactions with MNEs. Many regional and other international organizations have useful
websites with detailed information about RIAs and their provisions concerning FDI. They include:

EU: www.europa.eu.int
NAFTA: www.nafta-sec-alena.org
OAS (NAFTA, FTAA, Mercosur): www.oas.org
OECD: www.oecd.org
USTR: www.ustr.gov
WTO: www.wto.org

11.2.2 Characteristics of Multilateral Rules
Regarding the multilateral regime per se, Brewer and Young (2000c: 35–7) have highlighted the diversity of rules in
respect of:
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1. The organizations involved, which include the WTO, OECD, United Nations (ILO and UNCTAD), the
World Bank, International Monetary Fund (IMF), and others. While this chapter focuses upon the WTO, it is
worth noting the calls for reform of the IMF and the World Bank in the wake of the Asian financial crisis;
and for improved coordination between institutions so as to improve regulatory effectiveness, which would
clearly involve the WTO (Picciotto 1999; Griffith-Jones 1999).

2. Issue coverage and interrelationships. The emphasis in this chapter is on areas such as the central rules of
investment, settlement of disputes, employment, and labor relations, etc. However, trade and trade-related
measures are also of major significance for the MNE. For other issues—taxation and finance, bribery and
illicit payments, consumer protection, social policy and labor standards, environmental protection, and human
rights—see Picciotto (1999: Table 1.1).

3. Binding or nonbinding agreements. As illustrations, the WTO rules are binding; whereas the OECD's
Declaration on International Investment and Multinational Enterprises is nonbinding.

4. Year of establishment. UNCTAD (1996a: Table V.2) lists seventy-three regional or multilateral investment
instruments covering the period 1948–96, of which forty-three are binding and sixty-three have been
adopted. All these instruments are reproduced in UNCTAD-DTCI (1996b), International Investment Instruments:
A Compendium.

5. Country coverage. As at March 2000, there were 135 members of the WTO, with a further thirty-five
observer governments, making it effectively a global body. Indeed the vast majority of the latter had applied
to join, including most notably the Russian Federation and China. The OECD membership is no longer
limited to the traditional developed countries. Non-OECD governments were periodically briefed on the ill-
fated MAI negotiations and were being encouraged to accede subsequent to completion of the
negotiations—arrangements that were regarded as smacking of paternalism (Waelde 1999; Picciotto and
Mayne 1999).

11.2.3 The Evolution of the Multilateral System
The current features of the system can be traced in part to the evolution of the proposal for an International Trade
Organization (ITO) during the 1940s and the subsequent defeat of it by the US Congress (Brewer and Young 2000c).
In the negotiations of the charter for an ITO, investment issues were among the most important and most
controversial, and in the end they were a major factor in the rejection by the US of the Havana Charter that would have
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created it. As a result, investment issues were largely ignored in the GATT until the Uruguay Round negotiations
(Christy 1991; GATT 1994a; Croom 1995).161

Table 11.2 summarizes the landmarks in the evolution of the multilateral investment regime; and Table 11.3
summarizes the essential characteristics of the major multilateral and regional investment agreements in effect in 2001.
Interest has ebbed and flowed over a period of fifty years, involving a range of institutions, and a changing balance of
interest between liberalization and regulation in rule-making. The suspension of the MAI negotiations (effectively
termination) in 1998 may well have marked the end of the ‘liberalization’ phase, and Table 11.3 suggests a new phase
of ‘uncertainty’ from the late 1990s.

The details of the MAI negotiations and related issues at the OECD are covered in Ley (1996), Smith (1996), and
Witherell (1996). See Kobrin (1998) on the political context of the MAI negotiations, especially including the domestic
politics in the US. However, there are several other OECD agreements that have been in effect for many years and
that are still important elements of the international regime for FDI. These are the Code of Liberalization of Capital
Movements, the Code of Liberalization of Current Invisible Operations, and the Declaration on International
Investment and Multinational Enterprises (which includes Guidelines for Multinational Corporations and a National
Treatment Instrument).

As noted, the period from the early 1980s to the mid 1990s was one of widespread liberalization of FDI-related
policies at all levels from the multilateral to the national and sub-national. However, Mashayekhi and Gibbs (1999: 1)
have observed that ‘All multilateral negotiations on this subject since the Havana Charter have been marked by the
reluctance to subject investment policies to international rules and disciplines’. At national and regional levels, too,
there remain many barriers to FDI even among the US, the EU countries, and other members of the OECD. Such
barriers are illustrated and documented, for instance, in the numerous exceptions to the ‘National Treatment
Instrument’ of the OECD, which otherwise provides for nondiscrimination against foreign firms (OECD 1994).
Further evidence is available in annual reports issued by the EU and by the US. Each year, the former's ‘Report on
United States Barriers to Trade and Investment’ (e.g. EU 1999) and latter's section on Europe in its ‘National Trade
Estimate’ (e.g. USTR 1999) is filled with observations about the other's barriers to FDI. (The latest annual versions are
available on their respective websites at www.europa.eu.int and www.ustr.gov.)
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Table 11.2 Landmarks in the Evolution of the Multilateral Regime for FDI

Period Features of period Landmark events
Mid 1940s-late 1960s Inauguration of institutional framework

Honeymoon period: little concern
about regulating MNEs or about
liberalizing government FDI poli-
cies.

Havana Charter for International
Trade Organization published in 1948
but not ratified. Postwar interna-
tional economic order constructed
around establishment of the Inter-
national Monetary Fund/World
Bank and the General Agreement on
Tariffs and Trade.
Binding OECD Codes on Liberaliza-
tion of Capital Movements and Current
Invisible Operations introduced in
1963. Former required liberalization
of policies on inward and outward
capital flows over long term.

Late 1960s-early 1980s Control of MNEs Negative attitudes
towards MNEs, especially in devel-
oping countries.

Discussions commenced on binding
United Nations Code of Conduct on
Transnational Corporations in mid-
1970s with aim of controlling
MNEs. Draft of voluntary code
finally submitted in 1990, but not
ratified.
Voluntary OECD Guidelines for Mul-
tinational Enterprises published in
1976: set standards on employment
and industrial relations, information
disclosure, financing, taxation etc.
Little evidence of implementation by
MNEs.

Early 1980s-mid 1990s Liberalization of Policies Liberalization
of government policies, including
FDI policies, at national, bilateral,
regional and multilateral levels.

Completion of GATT Uruguay
Round negotiations, and establish-
ment of the World Trade Organization
in 1995. Mainly trade agreement but
some investment powers in respect
of services, local content rules, and
intellectual property rights.

Late 1990s – Uncertainty Negotiations on OECD Multilateral
Agreement on Investment suspended
without agreement in 1998.

Liberalization trend continued, but
increasing concerns of developing
countries and conflicts between
developed nations.
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Other issues include multiplicity of
agreements at different levels and
overlapping relationships

WTO's enhanced dispute settlement
procedures began to be imple-
mented, including some investment
cases. Agreements reached in 1997
on liberalizing telecommunications,
information technology, and finan-
cial services' industries worldwide.
Membership of 135 countries in
March 2000.
3rd WTO Ministerial Conference
(Seattle, USA) failed to agree launch
of new Trade Round. Reform of
WTO, environmental issues, labor
standards, and income inequality
high on agenda.

Source Updated from Young and Brewer 2000c, Table 2.1; see also original sources: US Department of State (1948); OECD (1976a, b);
OECD (1993a, b); GATT (1994b)
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There thus remain many government policies that prohibit or otherwise constrain the FDI-related strategic and
operational decisions of firms; and other areas where policies are required in order to achieve a better balance between
the rights and obligations of firms and the rights and obligations of countries.

At the same time, there has emerged in the form of the World Trade Organization a new, complex, and far-reaching
multilateral regime affecting FDI. To be sure, in a narrow sense, many of the agreements and dispute cases are not part
of an FDI regime because they do not explicitly include provisions concerning FDI; rather, they concern trade or
intellectual property. However, rules concerning such matters are nevertheless directly relevant to firms' decisions
concerning FDI and thus to the topic of this chapter. Furthermore, both the TRIMs agreement and the General
Agreement on Trade in Services (GATS) do contain explicit provisions concerning FDI.

11.2.4WTO Agreements With Relevance to Investment
One useful way to summarize most of the fifty-plus Uruguay Round agreements being implemented at the
WTO—and to illustrate their implications for MNEs and other firms—is to classify them as covering transactions
concerning goods, services, or intellectual property.162

Goods. The modification of the existing GATT through an agreement called GATT1994, plus other agreements
concerning goods, further lowered tariffs on trade in agricultural and manufactured goods, expanded restrictions on a
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162 In technical legal terms, the agreements that are focused on these three types of transactions appear as three ‘annexes’ to the Marrakesh Agreement Establishing the World
Trade Organization, i.e. annexes 1A, 1B, and 1C. There are also some plurilateral agreements administered by the WTO, even though their signatories include relatively small
subsets of the WTO membership; there are four such agreements: government procurement, civil aircraft, dairy, and bovine meat.The basic texts of all of the agreements
together total about 550 pages. However, there are 33 volumes totaling over 10,000 pages, including the individual countries' (and the EU's) tariff schedules on goods and
their specific commitments on services. The basic texts and all of the supplementary materials are available in GATT (1994b) and on the WTO website at <http://www.wto.
org>. Also see International Legal Materials and the website of the American Society of International Law at <http://www.asil.org>.Responsibilities for monitoring and
implementing the agreements lie with the General Council and its three specialized functional appendages, the Councils on Goods, Services, and Intellectual Property. They
all meet continually in Geneva and provide a mechanism for the national governments to represent their interests directly. These councils are in addition to the bi-annual
Ministerial Conferences, which meet in different parts of the world (the first three were in Singapore, Geneva, and Seattle). Analyses of WTO institutional features are
available in Krueger 1998.

http://www.wto.org
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Table 11.3 Summary Characteristics of Major Multilateral and Regional Investment Agreements in Effect in 2000a

Character-
istics

Multilateral Regional/
Sectoral

Regional

WTOb OECDc OECDc ECTd NAFTAe APECf

GATS TRIMs TRIPs Cap Cur NTI MNE
Binding yes yes yes yes yes no no yes yes no
Year 1994 1994 1994 1963 1963 1976 1976 1994 1993 1994
Country
coverage
(number)

135g 135g 135g 26 26 26 26 51 3 18

Objectives Establish
services
trade &
investment
frame-
work

Limit per-
formance
require-
ments in
manufac-
turing

Protect in-
tellectual
property
rights

Liberalize
restric-
tions on
capital
transac-
tions

Liberalize
restric-
tions on
capital
transac-
tions

Establish
national
treatment
principles

Establish
guidelines
for firms'
behavior

Liberalize
energy,
trade &
investment
in Central
and East-
ern Eu-
rope

Liberalize
regional
trade and
invest-
ment

Liberalize
regional
trade and
invest-
ment

Features Complex
architec-
ture

Narrowly
focused

Includes
technology
protection
& technol-
ogy trans-
fer

Covers
many
types of
capital
transfers

Focused
on balance
of pay-
ments cur-
rent ac-
count
transac-
tions

Many sec-
toral ex-
ceptions

Brief
statements
on se-
lected is-
sues

Detailed
sector-spe-
cific and
region-sp-
ecific cov-
erage

Detailed
coverage
of numer-
ous issues

General
principles
to follow
in estab-
lishing na-
tional
rules

Notes
a Strictly agreements which include investment provisions, since they may also relate to trade, technology etc. The European Union has been

excluded from this table, because it does not formally include an investment agreement; but the EU is far ahead of other organizations in
terms of its degree of integration, and the inclusion of elements such as competition policy which would be included in a comprehensive
investment agreement.

b WTO agreements are: GATS–General Agreement on Trade in Services; TRIMs–Trade Related Investment Measures; TRIPs–Trade
Related Intellectual Property Rights. TRIPs is not an investment agreement per se but has major, direct implications for MNEs and FDI.

c OECD Agreements are: Cap—Code of Liberalization of Capital Movements; Cur–Code of Liberalization of Current Invisible Operations;
NTI–National Treatment Instrument; MNE–Guidelines for Multinational Enterprises.

d Energy Charter Treaty.
e North American Free Trade Agreement.
f Asia Pacific Economic Cooperation (APEC) Non-Binding Investment Principles.
g At 20 March 2000.
Source Adapted from Brewer and Young 2000c, Table 11.1

variety of non-tariff barriers, and addressed a series of traditional GATT issues (safeguards, balance of payments
emergencies, anti-dumping, subsidies, countervailing measures, and rules of origin). A subsequent Information
Technology Agreement (ITA) eliminates tariffs on a broad range of products, including for instance many IT products
that are widely used in telecommunications. The agreement on Trade-Related Investment Measures (TRIMs) covers
such measures as domestic content and trade-balancing requirements that are sometimes imposed on foreign direct
investment projects by host
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governments. On issues concerning trade in goods, see especially Hoekman and Kostecki (1995).

Services. The General Agreement on Trade in Services (GATS) establishes a variety of ‘general obligations’ such as
transparency and MFN nondiscrimination in a framework of rules for trade and investment in all service sectors. In
addition, however, there are complex multi-tiered ‘schedules of specific commitments’, which since the entry into force
of the WTO on 1 January 1995 have been amended by agreements on telecommunications services and financial
services. Both of these sector-specific agreements represent
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significant expansions of WTO rules into obviously major service sectors in the global economy and in the national
economy of every member of the WTO. There has also been renewed interest in some quarters in further liberalization
of restrictions on environmental services, but as of mid-2000 it was not clear how much interest there would be in
moving purposefully in that sector. In any case, the GATS commitments are subject to ‘progressive liberalization’
according to the agreement, and in fact a new round of negotiations towards further reductions in barriers to trade and
investment in services commenced in March 2000. On FDI issues in GATS, see especially Sauvé (1995).

Thus, the GATS as a multilateral agreement, clearly and directly affects MNEs' location decisions in the services
sector. The GATS is also particularly significant because of the size and growth rates of services sectors domestically
and internationally. Furthermore, many services industries are still undergoing deregulation and privatization and may
thus be open to the possibility of increased foreign investment.

Intellectual property. The agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs) includes new rules
that standardize protection standards across countries and obligate their governments to provide transparent and non-
discriminatory processes to enforce them. These standards pertain to copyrights, trademarks, and other forms of
intellectual property protection. Such protection is especially important to firms in a variety of consumer goods and
entertainment industries, as well as chemicals, pharmaceuticals, telecommunications, and information systems.
Enhanced intellectual property protection increases the attractiveness of foreign production locations for firms
through international licensing arrangements and international joint ventures.

11.2.5WTO Disputes
Although WTO disputes are between governments as a matter of legal technicality, the governments that initiate them
are in fact typically responding to political pressures from firms. The firms, of course, typically want more access to
foreign markets (including factor markets) and/or protection from foreign competition in domestic markets. The
firms sometimes are acting individually, sometimes through industry associations, and sometimes in ad hoc coalitions.
In some high-profile dispute cases, the political involvement of particular firms has become common knowledge—for
instance, Kodak obtaining US government help in the ‘Japanese film’ case, and Chiquita obtaining US government
help in the ‘EU bananas’ case.
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These cases are suggestive of a much more extensive involvement by corporations in diverse industries in the
complainant countries, and the cases are indicative of the wide-ranging consequences for corporations in the
respondent countries. Like the governments that represent their interests, some corporations are winners and some are
losers as a result of the outcomes of the dispute cases. Further, the structure of industries at the global level is
sometimes at stake in the cases. Yet, as we will see in more detail in Section 3 of this chapter, the strategy literature has
not yet reflected this important development. For further information on disputes and the dispute settlement process,
see especially Shoyer (1998); Jackson (1998); Petersmann (1997); The International Lawyer (1998); Brewer and Young
(1999a).

The implications of WTO dispute cases for corporations can be illustrated by a variety of dispute settlement cases. The
cases selected for illustrative purposes here concern diverse industries, diverse types of international economic
transactions, and all three of the principal categories of agreements noted above (goods, services, intellectual property).

Manufactured goods: automobile TRIMs in Brazil and Indonesia. In the Brazilian and Indonesian cases concerning trade-
related investment measures (TRIMs) affecting the automobile industry, there were separate but similar complaints by
Japan, the EU, and US. From 1993 Indonesia granted tax and tariff benefits to producers of autos based on the local
content of the finished vehicle. In 1996 the Indonesian government established the ‘National Car Program’ which
granted ‘pioneer’ companies similar benefits. The effect was that PT Timor Putra Nasional, a pioneer company, was
given the right to import 45,000 finished cars from its Korean partner, Kia Motor Corporation. AWTO dispute panel
found these Indonesian policies to be in violation of the GATT1994, the TRIMs agreement, and the Subsidies and
Countervailing Duties agreements. A similar set of cases involving Brazilian TRIMs in the form of domestic content
requirements in the auto industry was settled among the disputants without a formal dispute panel ruling. Together,
these cases established that TRIMs, which have been prevalent in the motor vehicle industry around the world and
which have affected many corporations' international production and sourcing strategies, would have to be reduced or
even eliminated. In that respect, the cases facilitate the adoption of more nearly global strategies and the concomitant
discontinuance of multi-domestic strategies. There were significantly different implications for individual corporations,
however. General Motors and Ford, on the one hand, and Chrysler, on the other, had adopted different strategies for
serving the Brazilian market. Whereas the former already had engaged in direct investment in Brazil, the latter was
serving the market by exporting from the US. The former had already met the Brazilian TRIMs requirements and thus
were granted relatively low tariff levels for the parts and additional vehicles that
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they imported, whereas the latter faced much higher tariffs because it did not have facilities in Brazil at that time.

Agricultural goods, services, and FDI: EU bananas. In the European Union case concerning the regime for the importation,
sale, and distribution of bananas, the complaints by Ecuador, Guatemala, Honduras, Mexico, and the US highlight
different international business strategy issues. The EU's banana regime, which provided preferential access to bananas
from ACP (Africa, Caribbean, and Pacific) countries over those from Central and South America, was deemed to be
illegal. The US government was a complainant even though there are of course no bananas exported from the US to
the EU. Rather, the US government's interest in the issue stems from the combination of the fact that a US-based firm,
Chiquita, would like to export more to the EU from its plantations in Central American countries and the fact that the
owners of the firm have been major contributors to candidates of both major parties for the congress and the
presidency for the past several elections. Thus, foreign direct investment in the agricultural sector by a US-based firm
has transformed a Central American-European trade dispute into a trans-Atlantic investment-related dispute as well.

Intellectual property rights and import quotas in India. In the Indian cases concerning patent protection for pharmaceutical
and agricultural chemical products, complaints by the United States and by the EU alleged that the Indian government
had not met its obligations under the TRIPs. The WTO ruled that India must establish a ‘mailbox’ system for filing
patent applications and provide exclusive marketing rights for pharmaceuticals and agricultural chemicals—as had
been required by the TRIPs agreement by 1 January 1995. This was required even though the developing countries
such as India would have ten years to phase in their new patent protection regimes in full.

In the Indian cases concerning quantitative restrictions on imports of agricultural, textile, and industrial products, a
complaint by the United States and separate complaints by Australia, Canada, and New Zealand focused on India's
import quotas on over 2,700 agricultural and industrial products. These quotas had been maintained for a lengthy
period of time under the balance of payments exceptions of GATT (Article XVIII and other articles and agreements).
From the US perspective, the aim was to show that these restrictions were unnecessary, and also to preempt
widespread use of a balance of payments exception in the wake of the Asian financial crisis. The WTO panel decisions
in both sets of cases against the Indian government demonstrate the extent to which developing countries, which had
often been exempted from the application of liberalization rules in the GATT system, are now expected to comply
with WTO rules more fully. In that respect, this represents a significant geographic expansion of the effective scope of
the multilateral trade-investment regime and its implications for international business strategy.
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11.3 Contributions and Limitations of the Literature
Since much of the most relevant research has been interdisciplinary, it is difficult and even arbitrary to classify many
studies by discipline. Yet many of them do have clear disciplinary tendencies or emphases so that they can be
considered within some standard categories. Here we find it useful to group them into: political science and legal
studies that examine the institutional context; then studies that focus specifically on FDI-related issues; and finally on
studies with business strategy aspects. Each group, of course, has its distinctive contributions and limitations.

11.3.1 Institutional Context: Law and Political Science
There is a vast literature on international trade law, including GATT/WTO and other institutional arrangements. Legal
scholarship on the WTO quite naturally focuses on the details of provisions in the agreements, including their
structure and their application in cases, as well as other institutional procedures. The book-length analysis by Jackson
(1997) is especially note-worthy. In addition, there is a rapidly increasing literature on dispute cases; see especially
Petersmann (1997); International Lawyer (1998); Jackson (1998). Among the law-oriented international trade journals are
the Journal of World Trade (formerly Journal of World Trade Law), and the Journal of International Economic Law (which began
publication in 1998). Law and Policy in International Business has included articles on both trade and investment. See also
The CEPMLP Internet Journal, which focuses on energy issues at www.dundee.ac.uk/cepmlp/journal.

Foreign direct investment protection and promotion are the focus of ICSID Review (published by the World Bank), and
there have been many articles on that topic in Transnational Corporations. Fatouros (1993) contains a large collection of
legal studies on FDI and MNEs. Muchlinski (1995) and Sornarajah (1994) provide extensive analyses of the legal
doctrines and traditions concerning investment protection and promotion. An extensive statement and explication of
principles of investment protection and promotion—with associated studies—is available in World Bank (1992); this
publication reflects the results of an ambitious exercise to codify and legitimize Guidelines on the Treatment of Foreign
Investment, principally at the national and bilateral
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levels, but also including the multilateral level. Brewer (1995, 1996) focuses on investment dispute settlement
procedures in a variety of international institutional arrangements.

In sum, this legal literature is useful for its descriptive details about institutional arrangements, the specific contents of
the provisions of agreements, and the legal issues involved in dispute cases and dispute settlement procedures.
However, the trade law literature does not generally concern itself with investment issues; indeed, FDI is often
considered just another mode of ‘trade’, as in the services agreement. On the other hand, the legal literature
concerning investment protection and promotion focuses on unilateral and bilateral policies, without much attention to
the WTO. Its multilateral interests lie rather in the World Bank's International Centre for the Settlement of Investment
Disputes (ICSID) and the network of other public and private institutional arrangements for dispute resolution
procedures (see Brewer 1995). There is an important recent exception in the legal literature—a wide-ranging analysis
by Waelde (1999) discusses FDI regulatory issues at all levels: multilateral, regional, sectoral, and bilateral.

In the political science literature, two strands of research are especially relevant—the ‘international regimes’ literature,
including studies of the GATT/WTO in particular, and the domestic politics of trade literature. The literature on
international regimes has appeared mostly in the journal International Organization; see, for instance, Haggard and
Simmonds (1987). That literature is reviewed and applied in a preliminary way to issues of business strategy in Brewer
(1997). For the literature on domestic politics, especially in the United States, see Chapter 8 by Spar in this volume; also
see more generally articles in the journals, International Studies Quarterly, and Foreign Policy. Like the international regimes
literature, the literature on the domestic politics of GATT/WTO policy is principally concerned with trade, not FDI,
issues. Although there many studies of the domestic politics of the FDI and MNE policies of host governments and
home governments, these studies do not include a consideration of policies toward the WTO. A collection of diverse
studies of investment policies and trade policies is available in Brewer (1999).

The MAI negotiations spawned a wide range of critical contributions, with calls for the regulation of international
business and control of MNEs. Much of this information can be found on the websites of organizations such as:
Public Citizen, Preamble, Consumer International, Friends of the Earth-International, World Development
Movement, Oxfam, as well as international trade unions and many others.
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11.3.2FDI: Economics and Institutions
Economists with an interest in FDI have generally ignored the GATT/WTO, while those with an interest in GATT/
WTO have generally ignored FDI. As a result, the most relevant literature focuses on trade and financial capital flows.
These are the focal topics of Chapter 9 by Ostry, and Chapter 10 by Guisinger and Berg in this volume. Hoekman and
Kostecki (1995) provide an extensive treatment of the political economy of the substantive policy issues in the WTO
regime, but with little attention to FDI in particular. An extensive assessment of the entire range of agreements,
without specific reference to FDI issues or from the perspective of any particular group of countries, is available in
Schott (1994).

Some studies by economists have addressed very broad business strategy issues from a normative standpoint and in
terms of criteria for evaluating public policies. This literature includes analyses of: ‘market contestability’ (Graham and
Lawrence 1997; Sauvé 1997); ‘modal neutrality’ (Julius 1994); and ‘policy coherence’ (UNCTAD 1996a). Broad-based
economic studies (Hoekman and Kostecki 1995; Krueger 1998) of the political and economic context and implications
of the WTO system, however, do not address issues of business strategy.

For book-length studies of FDI issues at the WTO, there are analyses by Brewer and Young (2000c), Graham (1996),
and Sauvé and Schwanen (1996). An excellent discussion of many FDI-related issues is contained in an annual report
by the WTO (1996). See Sauvé (1994) for an article-length review of the results of the Uruguay Round negotiations
and agreements that is focused on FDI issues; Sauvé (1995) focuses specifically on the GATS, with particular reference
to FDI. Further, for an analysis of FDI issues from the perspective of developing countries, see Mashayekhi and Gibbs
(1999). The agreement on subsidies, with some reference to FDI-related issues, is discussed in Zampetti (1995).

Transnational Corporations, published by UNCTAD in Geneva, has had numerous articles on institutional aspects of the
subject: see, for instance, Karl (1996), Brewer and Young (1996), Shahin (1997), Tuselmann (1997); and also Ganesan
(1997) and Robinson (1998) on ‘development friendliness’ criteria in multilateral investment agreements, and Smythe
(1998) on the venue (OECD or WTO) for investment negotiations. There is also an UNCTAD Series on Issues in
International Investment Agreements, which consists of monograph-length expositions of key issues; see UNCTAD (1999a,
1999b, 1999c) and subsequent studies in the series. Also, an annualWorld Investment Report by UNCTAD (1996a) covers
several key issues, and a useful collection of the texts of agreements is contained in UNCTAD (1996b). The OECD
also has published several items of relevance; see, for instance, OECD (1996).
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Collectively, the publications in this sub-section (3.2) represent the core literature for understanding the basics of the
multilateral regime and key substantive public policy issues concerning it, particularly in regard to FDI. Many of these
items are also useful, even essential, to an understanding of the implications for MNEs' international business
strategies and operations. However, they are not by themselves sufficient for that purpose, for they do not address
explicitly the types of strategic implications mentioned above in this chapter.

11.3.3 Business Strategy
Kobrin (1997: 243) presents a ‘threefold categorization of the role that politics and [nation-] states have played in the
IB literature’. The categories are:

1. Firm-state interaction—including political risk, MNE-government bargaining, and the role of FDI in
development.

2. Strategic management—including especially studies that consider firm-state interactions in the context of
firm strategy and industry structure.

3. International political economy—including the impact of MNEs on the nation-state system (see his
contribution to this volume).

The topic of this chapter, if its scope were conceived broadly, could incorporate elements of all three of these
categories. However, since its focus is the implications of the WTO regime for business strategy and operations, the
discussion of the chapter falls principally within the second category.

Studies that include an explicit strategic business perspective on the WTO are rare. Two introductory surveys prepared
soon after the completion of the Uruguay Round (EIU 1994; International Trade Centre 1996) provide useful
overviews of the importance to business of the agreements. However, neither study contains detailed or conceptual
analyses of issues of business strategy or business-government relations; this is despite the claim in the title of the latter
that it is a Business Guide.

There have been some sectoral studies, including in particular telecommunications services. See, for instance, Lee
(1996) and Fredebeul-Krein and Freytag (1999) and the journal Telecommunications Policy.

There is a business school teaching case about the implications of the Uruguay Round agreement on agriculture for the
sugar industry (Weston and Koehn 1996). Although it is specifically concerned with the implications of the agriculture
agreement for the UK-based firm of Tate & Lyle, it contains much information about the consequences for worldwide
patterns and trends in sugar production and consumption—and thus for international investment
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and trade. Because it was written just as the agreement was being finalized and before its implementation, however, the
specifics of the process of ‘tariffication’ and the implementation of other elements of the agreement were of course
unknown. Further, because it is a case that has been developed for pedagogical purposes, its value as a contribution to
the literature on the business strategy implications of the WTO is naturally limited.

Another business school teaching case is available on environmental issues at the GATT (Prewitt, Markovich, and
Reinhardt 1994). However, it does not include an explicit consideration of business strategy issues, though it is
informative about multilateral environmental agreements and the diverse attitudes towards trade-environment issues
among business groups and others.

A conference paper by Brewer and Young (1999b) presents a simple matrix (Figure 11.1) for structuring strategic
analyses. However, this is only an introductory, first attempt to link the substance of WTO agreements and disputes,
on the one hand, and business strategy issues, on the other.

As for empirical research, there is little evidence as to whether investment agreements matter to firms or how they are
working (Wells 1998). UNCTAD (1998: 117–30) provides a thorough consideration of the impact of international
policy frameworks on FDI flows and highlights the paucity of evidence. It concludes that a possible multilateral
framework on investment would ‘improve the enabling environment for FDI, to the extent that it would contribute to
greater security for investors and greater stability, predictability and transparency in investment policies and rules. This,
in turn, could encourage higher FDI flows and potentially some redistribution of those flows’ (UNCTAD 1998:
129–30).

In any case, the existence of the WTO means less freedom for national governments for recourse to unilateral
approaches to disputes and trade policy issues more generally. Yet, despite these trends, in a number of corporations
interviewed in Washington DC, in 1998 (Brewer and Young 2000a), there was still a focus on issues that could be dealt
with through the US political process; there was a built-in bias towards American policy questions. Several companies
spoke of the danger of US-centrism in their trade and investment policies, and indeed, of Washington-centrism. One
firm, which was about to implement a matrix management system involving global business units and market
development organizations, remarked on a need for government affairs to become less focused on US domestic policy
matters. Yet, there appeared to be a continuing US-centrism in the perspectives in the sense that there was still a focus
on US government actions, even within the context of the broader WTO system. There was little recognition of the
global importance of the newly expanded and strengthened WTO-centered regime. This study follows a lengthy
tradition of work on public affairs and business-government relations, beginning with Boddewyn (1972), through to
Shaffer
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Fig. 11.1 Illustrative Implications For Business Strategy Of the WTO regime

and Hillman (2000); however, very little of this literature concerns relations with and responses to multilateral
institutions.

As for WTO dispute cases, the Kodak-Fuji case is the subject of an analysis by Baron (1997) in the context of a
discussion of a conceptual framework for analyzing firms' ‘non-market’ strategies. However, that analysis treats the
case as a unilateral US 301 case, which it originally was, and does not include information about subsequent
developments as a WTO dispute case. Tsurumi and Tsurumi (1999) have conducted a study of the same case from the
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perspective of firm behavior in an oligopolistic industry, but that analysis does not include a consideration of WTO
dispute settlement procedures or the implications for firms.

An analysis by Brewer (1997) suggests that the literature of business strategy could be enriched by incorporating the
literature of political science on international regime change and that the combination could be used to facilitate
understanding of the implications for international business strategy of the WTO regime.

The themes, contributions, and limitations of this body of literature can be summarized as follows: in toto, the studies
demonstrate the relevance and importance of the WTO system for MNEs' decisions about FDI and other strategic
issues, including for instance mode of market entry, location of production, and the formation of strategic alliances.
The studies provide information about a small number of industry and firm cases. They also provide the beginnings of
conceptual analyses that may be useful in subsequent studies. They do not, however, represent a substantially
developed body of literature, as required by the increasing importance and timeliness of the topic. Yet, in combination
with the other bodies of literature discussed above, these studies may offer an incipient corpus that can be drawn upon
in future research.

11.4 Research Frontiers
The implications for international business research of these observations about the multilateral investment system and
the literature concerning it can be conveniently classified into several topics: industry structure, production location,
market access, strategic mode, functional management, government relations, and issues of complexity and
uncertainty.

11.4.1 Industry Structure
Many key industries have clearly been experiencing major episodes of restructuring during the last decade of the
twentieth century and the first decade of the twenty-first century; this includes in particular financial services and

MULTILATERAL INSTITUTIONS AND POLICIES 303



telecommunications services, as well as motor vehicle manufacturing. These industry restructurings, in part, have been
facilitated by the liberalization of national policies within the context of the WTO and other international fora, and they
have been conducted within the constraints of multilateral rules embodied in WTO agreements and other international
agreements. Thus, the effects on the structure of industries of the evolving multilateral regime for FDI are an
important but largely ignored topic.

This relative neglect may be substantially due to the absence of a competition (anti-trust) component in the regime.
Thus, the large number of international acquisitions, mergers, and strategic alliances of recent years have been
undertaken without being subject to any multilateral rules concerning their implications for industry structure or
competition. There has been periodic unilateral or bilateral involvement by the EU and US in some cases, and there are
continuous processes of monitoring in place in the EU and the US. But the international regulatory and institutional
issues concerning international acquisitions, mergers, and alliances remain under-researched. They are under-
researched relative to their importance at the micro-level of firms' strategic and competitive issues and the meso-level
of particular industries, as well as the macro-level of national and global economic and policy issues.

11.4.2 Production Location
As industry structure changes, the international location of production changes. Thus, one theoretical implication of
the increasing importance of the multilateral regime for FDI is that hypotheses about the L in the ‘OLI paradigm’
(Dunning 1988, 1998) of FDI and MNEs need to take into account the effects of the WTO agreements and dispute
cases on firms' strategic decisions about the location of their facilities. This is true not only of macro-level country
variables, but also industry-level, firm-level, product-level, and project-level features—all of which can be related to the
WTO agreements and disputes and their consequences for location decisions.

11.4.3 Market Access
Issues concerning international market access have always been at the centre of the process of liberalization. Whether
the details of multilateral negotiations and agreements concern tariffs on manufactured goods, subsidies in the
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agricultural sector, domestic regulations in services, or any of the other types of barriers to international business
transactions, an underlying issue is always access to foreign markets for some firms (or protection of domestic markets
for their competitors). Studies of when, how, and why firms respond to new market-opening rules are thus needed.

11.4.4 Strategic Mode
Other issues of business strategy also emerge from the analysis of the chapter. For instance, given the lowering of
tariffs and non-tariff barriers to imports in most countries in a specific industry, should a firm change a strategy of
using foreign licensing partners or FDI projects rather than exporting? The effects of the agreements and the dispute
cases on firms' strategic decisions, including their location decisions, can be assessed in part with the concept of ‘modal
neutrality’ (Julius 1994). A condition of modal neutrality would exist if decisions among firms' exporting, FDI, and
other strategic modes of serving a market would not be skewed toward or away from any one mode. An immediate,
comprehensive liberalization of trade and investment policies in all industries in a given country would tend to create a
regulatory framework of ‘modal neutrality’ for firms.

In reality, of course, the liberalization process is incremental and piecemeal, and it is inconsistent across industries,
types of barriers to trade and investment, and types of international business transactions. Thus, the WTO-centered
liberalization process leads to a continually changing mixture of deviations from ‘modal neutrality’. These observations
suggest several questions for research: To what extent and in what ways do changes in multilateral rules alter the
relative advantages and disadvantages of modes of entry? Are the changes tending toward greater or lesser modal
neutrality? What are the variations across industries in these effects? What types of firms are the winners and losers in
their competitive positions within their industries?

11.4.5 Management Functions
The managerial function issues created by changing multilateral rules are as diverse as the functions themselves. In
finance and marketing, the issues include the implications of tariff reductions for transfer pricing practices. Assume,
for example, that a firm is importing components into an affiliate's manufacturing facility in a host country that lowers
the tariff on the imported
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good but maintains a relatively high corporate income tax. Should the firm raise the transfer price on the imported
component in order to reduce the taxable income of the affiliate? In marketing, the issues also include more generally a
variety of questions about product, price, promotion, and distribution decisions. Similarly in finance, there are diverse
issues about when, where, and how to move funds internationally, as well as issues about how to raise funds and how
to allocate them among potential investments and operational needs.

Human resources issues include, for instance, changes in the location and duration of personnel assignments in various
countries. Labor relations issues associated with production process decisions are also raised. For example, will a
decision in a particular country to switch from an international licensing arrangement with a local manufacturer to a
wholly owned foreign subsidiary create new problems of labor–management relations?

11.4.6 Government Relations
There are wide-ranging issues of business–government relations, including relations with firms' home governments as
well as other governments, issues that arise across the entire spectrum of government relations' issues. MNEs'
monitoring of the political environment has become more difficult because of the increasing importance of
international agreements and institutions, including the WTO. There may be important differences between US-based
and European-based corporations in their responses to these new circumstances. In particular, European-based firms
seem to have a greater awareness of the changes in the multilateral regime for investment and trade. Further research
in the strategic planning and government affairs staffs may confirm this difference. In any case, at least until the Seattle
ministerial in December 1999, US firms seemed less able and less willing to analyze the implications of the global
WTO system than is warranted by the increasing importance of the system to firms' interests.

A variety of questions arise: What kinds of political strategies for protection and/or market opening do firms have
within the context of the new multilateral system? What kinds of firms tend to seek help from their governments to
challenge their rivals by filing WTO dispute complaints? What are the patterns of outcomes? What are the
tendencies—and deficiencies—in current MNE approaches to the government-relations issues associated with the
evolution of the WTO system? How do firms and industry associations and other nongovernmental organizations
(NGOs) approach the ‘new’ issues on the multilateral agenda—issues such as environmental issues?
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11.4.7 Complexity and Uncertainty
Thus, as noted in the introduction to this chapter, the multilateral regime for FDI entails additional sources of
complexity and uncertainty for firms in their international institutional and regulatory environment. There is an irony
in this, of course, since one of the central rationales for the development of the system is precisely that it should reduce
complexity and uncertainty for firms and thereby facilitate international investment, trade, and technology transfer. A
multilateral regime should reduce complexity and uncertainty by harmonizing and standardizing national policies and
by imposing institutionalized multilateral legal restraints on national policy change. In fact, the WTO system does tend
to accomplish these objectives—at least in the aggregate and in the long term. In specific instances, however, and in
the short term the effects are often to increase complexity and uncertainty in the regulatory environment of firms. For
a new layer of rules that is superimposed on and co-exists with national, bilateral, and regional policies increases
complexity, and changes—or potential changes—in the rules add uncertainty. Thus, an interesting set of issues for
research concerns the elements of complexity and uncertainty associated with the regime, whether and in what ways
they become more and/or less problematic for firms, and how firms do or should respond.

11.4.8 Analytic Approaches for the Research Agenda
Such a research agenda will require studies that are multi-level, multi-functional, and multi-disciplinary. One of the analytic
challenges for future research is to incorporate more than one level of analysis. Indeed, any one or more of the
following might be an appropriate level of analysis for a particular topic: global, regional, national, industry, firm,
product, function. For instance, a study of the implications for the market entry strategies of firms in
telecommunications services might require not only an analysis of the worldwide structure of the industry and the
strategic alternatives of individual firms within it, but also the sub-sector level and product level specific commitments
of individual countries in their schedules of commitments in the GATS. And this analysis might have to be conducted
on each of four different modes of supply, including, but not only, FDI. Further, it might require an analysis of tariff
levels on electronic goods, such as computers and switches, that are widely used in providing telecommunications
services; this would necessarily mean an examination of GATT1994 and the ITA. Such a
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study might also require an analysis of topics in marketing and finance as well as business–government relations, in
addition to strategy.

Multi-disciplinary studies will also be needed. They will need to draw upon central concepts of international law, such
as right of entry and national treatment. They will need to draw upon political science studies of international regime
change. They will need to draw upon economic studies of the macro-level and micro-level impacts of barriers to
investment and trade in general and in particular industries. And of course such studies will need to incorporate
concepts and information from industry studies and company studies in the business strategy literature.

In short, there is plenty of research to be done, and there are several bodies of literature to build upon. It thus seems
likely that the multilateral regime for FDI and its implications for business strategy will become an increasingly salient
topical focus in international business studies.

Appendix 11.1

WTO Principles
There are several core principles that pervade the WTO agreements. These include, in particular, two principles of
nondiscrimination—national treatment (UNCTAD 1999a) and most favored nation treatment (UNCTAD 1999c). In
the US, MFN is now sometimes technically referred to as ‘normal trade relations’, especially in regard to China's
membership in the WTO.

National treatment, in relation to trade, refers to nondiscrimination against foreign-produced products, as for example
through taxes or other regulations that put foreign-produced goods at a competitive disadvantage against similar
domestically produced goods. In relation to FDI, national treatment refers to nondiscrimination against foreign-owned
firms. For example, restrictions on the percentage of allowable foreign ownership of firms in a particular industry deny
pre-establishment national treatment, and they thus limit foreign firms' right of establishment. According to some
conventions of usage, it is important to note, the term national treatment is used specifically only in reference to post-
establishment issues—that is, whether there is discrimination against a foreign-owned firm, for instance, through
special regulations requiring a minimum number of local nationals on the board of directors. National treatment, as
applied to investment issues, is thus an expansive and intrusive concept with sensitive implications within the domestic
political system and economy of the host country.

The principle of national treatment only disallows discrimination against foreign products or firms. It does not require
equal treatment, nor does it prohibit discrimination against domestic products or firms. In fact, subsidies granted by
governments to foreign firms to encourage inward FDI are inherently discriminatory in favor of
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those firms and against domestic firms. Although there has been interest in restricting inward FDI subsidies, proposals
for developing an international agreement to limit FDI subsidy competition in the OECD and/or the WTO have not
gained much support (Brewer and Young 1997; UNCTAD 1996d).

Most favored nation treatment (MFN) refers to nondiscrimination among the foreign products or firms of members of the
WTO on the basis of their nationality. National treatment and MFN are thus complementary: the former prohibits
discrimination against foreign products and firms relative to domestic ones, while MFN prohibits discrimination
against the products or firms of one foreign country (member of the WTO) relative to those of another foreign
country (member of the WTO). In international investment protection law, there is a third principle of
nondiscrimination, namely fair and equitable treatment; however, it is not so fully developed as the principles of
national treatment or MFN.

Another principle that is embodied in WTO agreements is transparency. Though it is a difficult concept to define in
operational terms and though it is a difficult principle to enforce because of the complexity and ambiguities of many
government regulations, the basic notion is clear: The provisions of governments' policies should be stated clearly and
made readily available to interested parties such as foreign firms; they should be implemented in ways that are open to
public scrutiny; the relevant administrative and judicial procedures should be fair; and changes in policies should be
notified to the WTO.
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Chapter 12 Strategy and the Multinational
Enterprise

Stephen B. Tallman

George S.Yip

12.1 Introduction
This chapter uses a strategy analysis framework to examine the key strategic issues facing multinational enterprises
(MNEs). While much of the discussion of international business has to do with the external conditions of international
markets and industries, and much of the discussion of MNEs addresses their organizational analysis and structuring,
we believe that a distinct role exists for multinational strategy. Using an explicitly strategic perspective is meant to
emphasize this position. Within this overall framework, we will discuss strategic considerations of the multinational
enterprise specifically and will show how different aspects of strategic analysis are emphasized in different contexts.

As teachers and researchers in international business, we are often asked, ‘what is different about international strategy
from domestic strategy?’ Our answer is that international strategy has its own special issues and



institutional contexts that require the application of classic strategic analysis techniques. Hence, our approach in this
chapter is to view the strategic analysis process and international strategy issues as orthogonal to each other. We first
review the strategic analysis process, then identify issues of international strategy, and lastly, examine these issues using
the strategic analysis process. We do not aim to be comprehensive but to identify the most salient issues of
international strategy and to set an agenda for debate and further research.

12.2 Analytical Framework
Business strategy involves identifying and exploiting the resources and capabilities of the firm in the marketplace for
the purpose of gaining competitive advantage and superior financial performance. Inherent in this definition is the
need to continuously renew these resources and capabilities, to determine a set of goals and objectives for the
enterprise when it does gain competitive advantage, to understand the structure of the marketplace and of the
competitive situation faced by the firm, and to devise, assess, and choose among a set of strategic options for the firm.
A fully developed strategy must also be suitable to the macro-environment of the enterprise and must develop
organizational solutions to execute otherwise abstract plans. In the setting of this handbook, though, these macro and
organizational issues are largely covered in other chapters, and we will focus on the core issue of strategy making in
multinational enterprises (MNEs).

The major aspects of strategy analysis include: setting goals and objectives, performing competitive and industry
analysis, analyzing resources and capabilities, developing strategic options, choosing a strategy, and implementing that
strategy, with feedback loops among all the processes. Figure 12.1 shows this in a simplified model. There is, of course,
a large strategy literature dealing with both the content of strategy and its implementation (e.g. Ansoff, 1965; Andrews,
1971; Steiner, 1979; Lorange, 1982; Porter, 1980 and 1985; Hax and Majluf, 1991; Grant 1998; Barney, 1996). In this
chapter we focus on the international strategy process as far as ‘strategic options’. Other chapters in this book deal
with issues of implementation (while recognizing the inherent inseparability of strategy formulation and
implementation, perhaps best summed up in the idea of ‘implementable strategies’ often espoused by management
consulting firms).
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Fig. 12.1 The Strategic Analysis Process

International business involves a specific set of issues whose strategic resolution ties into the generic strategic analysis
framework in Figure 12.1. These international strategy issues are presented in Figure 12.2 and involve (1) increasing
geographic spread (often referred to as ‘internationalization’), (2) achieving local adaptation (often referred to as
‘responsiveness’), (3) building global integration (sometimes referred to as ‘globalization’ or ‘global strategy’), and (4)
multi-business, multi-country, and often multi-firm issues such as international strategic alliances and global mergers
and acquisitions. The general structure of the chapter will follow that of Figure 12.2, moving through the international
strategy issues, except for the fourth issue—multi-business, multi-firm, multinational moves—which will be mostly
covered in the next chapter on strategic alliances. At each stage of the process, though, we will refer to the strategic
analysis processes in Figure 12.1 as they become relevant.

In general, the more basic issues in international strategy require more use of the more basic issues in strategy analysis,
as illustrated in Figure 12.3,

STRATEGY AND THE MULTINATIONAL ENTERPRISE 319



Fig. 12.2 International Strategy Issues

although the last international issue of multi-business/multi-firm/multinational moves tends to require heavy
emphasis on all five strategic analysis processes. We see heavy reliance on goal setting, industry analysis, and resource
assessment as firms expand internationally. Adaptation and integration are driven largely by issues developed through
competitive analysis and resource assessment, while integration must also consider issues revealed by different means
of assessing strategic conditions and opportunities.
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Fig. 12.3 Mapping Of International Strategy Issues and the Strategic Analysis Process

12.3 Geographic Spread
The defining aspect of multinational strategy is that it involves expansion of the operating horizon of the enterprise
beyond the borders of the home nation. Through a combination of trade, licensing, alliance, and foreign direct
investment, the MNE accesses customers and factors of production that are not available to the domestic firm. It also
encounters competitive conditions and rival firms that would not affect the domestic company in a domestic business.
From these unique encounters with the international environment, the multinational may finally develop a set of
capabilities and competencies that it would otherwise never see.
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International strategy issues arise once a company makes the first step toward internationalization—geographic spread.
The early academic literature focused on exports as the minimum requirement to become an international company
and foreign direct investment as a stricter requirement (e.g. Dunning 1988). Today, with internationalization of not just
sales or production, but of other parts of the business system such as procurement or research, and with the advent of
the Internet, we consider internationalization to occur with any cross-border geographic spread of activities, whether physically or
electronically.

Internationalization has become more a matter of perceptual horizons and the scope of strategic intent than of specific
means for foreign market entry. In the future, even the breadth of strategic vision will be subordinated to global
access, not of the firm to the market, but of the international market to the firm. After all, most Internet-based
companies are today born global whether or not they intend it. Amazon.com was making sales to international
customers even before it created customized non-US websites. Internationalization is now, more than ever, a matter of
degree.

12.3.1 Goals and Objectives of Geographic Spread
Most academic literature, fuelled by the perspective of economics, has focused on the question of why companies
should go international. In the perfect markets of neoclassical economics, companies can always sell the international
rights to internationally exploitable assets and capabilities. Hence, most of the literature has focused on market
imperfections, such as indivisibilities, that prompt a company to undertake foreign activities. But if you speak to
multinational managers today, their question is seldom that of, ‘should we go international?’, but rather is, ‘why should
we not?’ and ‘what is the best way to do so?’ Perhaps the most poignant example of failure to internationalize at the
right time is provided by RCA, the original commercializer of television sets. Rather than go international, it sold the
international rights to production, only to find decades later that its domestic business was almost entirely captured by
foreign producers (a sort of international ‘boomerang’ effect). Given the long time span involved, a financial analysis
might conclude that RCA did the right thing. Today's far faster moving markets imply that not going international
incurs very severe competitive risks. Would anyone suggest that Microsoft should have licensed its international rights?
In addition, various studies, particularly Gestrin, Knight, and Rugman (1998), show a very strong correlation between
the financial performance of firms and the degree of internationalization of their revenues.
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But, as usual, we face a problem of cause and effect. A strategy perspective would particularly argue that competitive
advantage drives both financial performance and the ability to internationalize. Returning to the admittedly extreme
case of Microsoft, one could hardly argue that internationalization is the cause of their financial performance (although
failure to internationalize would have eventually threatened their dominance).

But let us return first to the traditional perspectives on why companies might go international. Many authors have
listed many reasons, a particularly comprehensive list being provided by Root (1987). A common top consideration for
most businesses as they expand geographically, whether locally, nationally, or internationally, is the desire to access
larger markets. Even large domestic markets will be saturated by the successful firm as it expands distribution,
increases its product range, develops new manufacturing sites, and so forth. Such a company, however, is likely to
possess at least some resources that are not completely engaged, particularly managerial resources that increase with
application and learning so that they can organize ever larger operations efficiently. Penrose (1959) tells us that the
response of the business firm to excess resources that are ‘lumpy’ or indivisible, so that they cannot be evenly trimmed
to fit its current position, is continual expansion. Once the national market is filled, the business firm will turn to
international markets. Of course, this is an extreme and theoretical sequence. The reality of many companies is that
they turn rapidly to international markets, even as they expand domestically. The outcome and objectives are the same,
though, whether a company waits to fill every accessible corner of its national market or is looking to international
possibilities early in its history. Larger operations open the way for economies of scale and scope, faster access to
learning curve effects, market power as buyer and supplier, and other benefits of size. As technology has improved, the
efficient scale of more and more industries has become larger than any one market, even those of the largest industrial
nations, can absorb. Therefore, increasing geographical spread allows firms to become more efficient and thus more
competitive, while at the same time providing them with the market power to dominate smaller, weaker, less
widespread competitors.

The benefits of size are commonly cited as important to multinational firms, but access to wide ranging markets also
improves the efficiency of smaller, smarter firms. The ‘new economy’ gives many examples of information age firms
that seek regional and global audiences for their highly volatile products. Even in the old economy, we see examples of
such strategies. Mascarenhas (1986) showed in a study of second tier firms that such enterprises moved into
international markets when they perceived that they could not overcome more powerful rivals in the home market.
Well-known companies such as Honda and Sony, for instance, became fixtures in the American market while they were
still struggling with Toyota and Matsushita,
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respectively, in Japan. Morck and Yeung (1991) show that firms with extensive international operations often achieve
superior performance. Myles and Shaver (1993) found that firms facing foreign challenges in their home markets
needed to expand internationally in order to survive.

12.3.2 Resources and Capabilities for Geographic Spread
The concept of resources and capabilities developed in the strategy literature (e.g. Wernerfelt, 1984; Grant, 1991)
applies very well to the international strategy issue of geographic spread. Companies that own or access unique
resources and capabilities—demonstrating unique core competencies in Hamel and Prahalad's terms—find that
international expansion gives them vast new opportunities to leverage these expensive and valuable skills. A variety of
studies have shown that for American (Hitt, Hoskisson, and Kim 1997) and British (Grant 1987) MNEs, international
expansion leads to greater profitability, presumably because they can leverage such resources. Competencies typically
involve large investments in capital and managerial energy, incurring high fixed costs. Firms that can expand their
operations widely can earn greater returns to these investments, while potentially improving the competencies through
previously unconsidered applications. International markets offer many of the advantages of product proliferation
while allowing the firm to remain in its primary line of business.

MNEs can also access resources and build capabilities through international expansion. While many firms go abroad
seeking new, more accessible markets, others (and even the same firms examined from a different perspective) go
abroad to access resources that are in short supply in the home market. This was true historically of natural resource
firms—if RTZ mines copper, they must locate mines where there is copper in deposits rich enough for economical
extraction. Agricultural product firms such as Dole make millions growing bananas and other tropical fruits, but must
locate (or access) production facilities in the tropics to do so. Other firms move abroad in search of less expensive
labor in overpopulated developing countries, as has been seen historically for American firms locating plants in Mexico
or South East Asia. Essentially, access to traditional sources of comparative advantage—cheap land, labor, or
resources—is a key objective of many internationalization moves. Many such companies still see themselves as
essentially domestic, but they are actually totally reliant on international sources of supply for their domestic markets.
When the resources cannot move (or cannot move in sufficient quantity) to the producer, the producer must move to
the resources. We will see that this move may be through market
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arrangements, alliance, or foreign ownership, much like market access, but the means and the objectives are not
identical.

In today's knowledge-intensive business world, asset-seeking investment is moving away from traditional natural
resource endowments. More firms go abroad to access constructed, or man-made assets. Porter (1990) focuses on the
role of social institutions in developing home country advantages that can be exploited in foreign markets, but it is
equally the case that international expansion can access location-bound competencies that have developed in other
countries. So, asset-seeking expansion may be looking for skilled labor educated and conditioned in foreign systems
(often a driver of investment from less developed countries (LDCs) into the United States or Europe), technologies
that have arisen in foreign industrial clusters, or business processes that are embedded in a foreign location. Companies
may also seek institutional conditions more friendly to their activities, moving their financing arms to financial centers,
production to areas with less restrictive labor laws, or research to countries with strong intellectual property rights
enforcement. The definition of location-based assets has changed, but the objectives of asset-seeking international
expansion have not, at least, not in any real sense.

12.3.3 Risk and Return in International Strategy
Another consideration in international expansion is risk reduction, whether financial, business, or environmental.
International expansion offers the opportunity to move into markets that are not perfectly in phase with the home
market. We see in 2000, for instance, that the US economy is booming, but perhaps nearing the end of an up-cycle;
that Western Europe is edging out of a period of stagnation or recession; and that East Asia is recovering, rapidly at
times, from the 1997 crash. In the same way that product portfolio strategies are used to reduce cash flow variances,
international market portfolio strategies can be used to manage diversifiable risks. Access to a broader base of financial
markets may also reduce the basic market risk, particularly for firms from developing economies that can access
developed markets. Recent studies have shown that international spread reduces financial betas for multinational
firms, but also have shown that volatile currency markets have vastly increased the impact of exchange risk, so that the
net variance in cash flows is higher today for multinational firms (Reeb, Kwok, and Baek 1998). This empirical
evidence suggests that it is premature to say that multinationals have found a way to eliminate the risk-return
relationship. However, it does seem to be the case that firms can simultaneously increase returns to fixed
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assets and take a portfolio approach to financial risk management by increased internationalization.

While financial risk reduction seems to be less clear-cut today, business risk reduction strategies through international
expansion seem to continue to be attractive. If we look at business risk as exposure to unexpected events, international
markets offer several advantages. First, extended product life-cycles, while perhaps less apparent than in the past
(Vernon 1979), still seem possible in many industries. Firms that can shift sales of outdated product in industrialized
countries to developing countries can gain ongoing returns on their initial investment and may also be able to avoid
sudden replacement by new technologies or innovative products. Much evidence also exists to show that strategic
maneuvering in concentrated industries is most successful when used by international firms against domestic firms.
Hamel and Prahalad (1985) point to the impact of price competition by internationalized Japanese firms in the
consumer electronics industry on American companies that could only respond in their domestic market, and that
eventually exited the industry. Finally, political and other environmental risks can be difficult to manage for companies
committed to one or a few national markets, while more internationalized firms can shift production, promotion,
distribution, even development among a number of markets to take advantage of (or avoid) local conditions or to
increase bargaining power.

12.3.4 Industry and Competitor Analysis for Geographic Spread
Classic industry and competitor analysis (Porter 1980 and 1985) can be applied to geographic spread. Firms usually
need an initial competitive advantage that they can leverage into international markets. Recent research by Yip, Gomez,
and Monti (2000) shows that for newly internationalizing firms, the initial competitive advantage is the single greatest
determinant of international success, outweighing the process used in internationalization. In the case of geographic
expansion, this advantage need only be relative to each specific country entered. Hence, a firm with weak competitive
advantages at home may still have a competitive advantage in foreign markets. This would be particularly the case for
firms moving from more developed economies to less developed ones. This effect is illustrated by the ‘pyramid of
international competitive advantage’ in Figure 12.4. In this pyramid, firms selling ‘down’ to less developed economies
(which usually but not always have less demanding markets) find it relatively easy to have a competitive advantage in
the entered market. Firms selling ‘sideways’ to economies of similar development need to
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Fig. 12.4 The Pyramid Of International Competitive Advantage

Source George S. Yip (1999)

work a bit to create an advantage perhaps through local adaptation. Lastly, firms selling ‘up’ to more developed
economies have to work really hard to establish a competitive advantage, perhaps through lower prices or by focusing
on a market niche.

Then, in addition to the initial competitive advantage, companies need to conduct classic industry analysis in each
market, as by using Porter's (1980) five forces framework to establish for each potential foreign market what the likely
prospects are for above average returns. But the Porter (1980) framework does not directly address international
issues. Instead, other industry level frameworks, such as that of Porter (1986), which examines the potential of
industries for international dispersion and coordination of operations, or of Yip (1992), which describes the various
industry drivers of global versus local strategies, may be applied. More comprehensive market-specific frameworks,
especially that of Root (1987), also may be applied. This latter framework examines the classic issues of country
attractiveness as well as whether the individual foreign entrant can build a viable and profitable business and is
followed below.
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12.3.5 Strategic Options for Geographic Spread
In geographic spread, two types of strategic options arise: first, the choice of foreign country or region to enter, and
second, the type of entry or participation mode.

Choice of country to enter: as mentioned above, the choice of country depends first on attractiveness analysis. But after
several individual countries have been analyzed, a method needs to be applied to choose among them, or at least for
the sequence of entry. Here, strategy portfolio techniques such as that of the Boston Consulting Group's growth-share
matrix become very relevant (Henderson 1979). This matrix has been adapted in various ways for arraying countries
rather than businesses or products (see Larréché, 1980; and Yip 1992, ch. 3).

Recent developments in globalization make the issue of sequence less germane. In an era of low transportation, poor
communications, high trade barriers, and large differences between countries, MNEs had to take each country more or
less one at a time. In the modern era of rapid transportation, instant electronic communications, low trade barriers, and
converging country conditions, MNEs increasingly seek simultaneous rather than sequential international expansion.
The ultimate case was provided by Microsoft's launch of Windows 95, which became the first major product in any
category to be launched in virtually every country of the world on the same day. That has become the new standard.
Again, Internet-based products achieve global reach even more quickly, with zero time lags.

The era of global strategies also requires MNEs to look beyond country-by-country choices on the basis of standalone
attractiveness. Instead they also need to consider the global strategic importance of countries. According to Yip (1992,
ch. 3), there are several ways in which a country can be globally strategic as a market:

• large source of revenues or profits
• home market of global customers
• home market of global competitors
• significant market of global competitors
• major source of industry innovation.

Activities of subsidiaries of MNEs in such markets cannot profitably be isolated from other operations in other parts
of the world—they must be integrated into a global system.

Choice of entry mode: an extensive literature exists on the choice of entry mode (summarized in Root 1987 and 1994).
These choices include: export entry modes (indirect, direct agent/distributor, direct branch/subsidiary), contractual
entry modes (licensing, franchising, technical agreements, service contracts, management contracts, construction/
turnkey contracts, co-production
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agreements), and investment entry modes (direct entry, acquisition, joint venture). Many of these considerations are
addressed in other chapters in this book. Suffice it for us to say that the structure of entry mode is absolutely essential
to successful implementation of international strategy.

Johanson and Vahlne (1977) showed that in the postwar era firms tended to internationalize in a typical sequence of
exporting, allying, and investing. However, as more firms have more international experience, this pattern is less
commonly seen. Hill, Hwang, and Kim (1990) provide a useful unifying framework in arguing that a firm's choice of
entry mode depends on the strategic relationship the firm envisages between operations in different countries.
Birkinshaw and Morrison (1995) show that the role and status of the individual subsidiary are dependent on the
industry and strategy of the parent company. Tallman (1992) suggests that the application of capabilities beyond
national boundaries is dependent on the interaction of firm strategy and national market characteristics. Capabilities do
not always translate. Entry mode must be considered in the context of the industry, the overall international strategy,
the management capabilities of the parent firm, and the expected role of the individual subsidiary.

Porter's (1990) Diamond Model, and other models such as Rugman and Verbeke's (1993) Double Diamond of
national competitive advantage, go beyond simple economic development in determining preferred locations for
activities. MNEs can base key product lines in order to access local competencies or regional clusters and then can
apply these skills to the benefit of the entire MNE. Even within general categories of national development, regional
specialization is common to many industries. Firms that plan to excel in a particular industry must be present in such
clusters or industrial districts, but without the ability to move the products of such location-based advantage efficiently
and to combine them with other capabilities, advantage is localized and benefits are severely limited. This is a key point
that distinguishes local adaptation strategies from globally integrated strategies. Those are the topics of the following
two sections.

International spread is generally associated with superior performance (Grant 1987; Hitt, Hoskisson, and Kim 1997),
as might be expected for firms applying their particular capabilities in a wider market. However, other studies have
shown less apparent benefit, even for American firms (Tallman and Li 1996). Longitudinal studies of Japanese
multinational firms suggest that increased international sales actually predict lower levels of accounting performance,
although they are more likely to reflect faster sales growth (Geringer, Tallman, and Olsen 2000). The marginal costs of
entering international market may well surpass the marginal benefits at some point, resulting in an eventual competitive
disadvantage to ever-greater geographical spread.
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12.4 Local Adaptation
As firms move into international markets, they soon discover that all potential customers do not have identical needs
and desires. International expansion is often based, at least initially, on exports or licenses that provide goods identical
to those sold at home to customers abroad. In many cases, though, firms find that foreign customers actually prefer
somewhat different products, and that adapting their outputs to local tastes and preferences provides considerable
competitive advantage in local markets. This is particularly appropriate for products with high cultural content, such as
foods or personal-care products; for products or product mixes that are sensitive to levels of economic development,
such as automobiles or farm equipment; or for services that involve high levels of personal interaction or are regulated,
such as accounting or other professional services. Ohmae (1989) says that consumers do not like averages. That is,
even in products with technology content such as automobiles, customers around the world may not want a ‘world
car’, they may want a vehicle that corresponds to the needs and fashions of their nation. This is not to say that at least
some models will not sell in some numbers in multiple markets, but the mix of models and demand for any one will
vary from market to market.

So the longstanding conventional wisdom has been that the wise MNE will adapt to demand, not continue to sell
standard offerings. (In the next section on Global Integration we will present the arguments questioning this
conventional wisdom.) Political pressures may be high for products that, while lacking any need for different
characteristics, might be seen as strategic goods. This category often includes defense equipment, but may also be
extended to various technology intensive categories—computers, software, telecommunications, transportation, and
many others—that are seen as critical to the nation's functioning. These categories also offer opportunities to improve
the technology base of the host nation if production takes place locally, involving local scientists, engineers, technicians,
and managers. Therefore, host governments often prefer local operations in what they consider sensitive industries.

Whatever the reason, and those given above are only a small sample, preference is often given to local firms, or firms
that operate locally. The influence of the GATT and the WTO has steadily improved the situation for market access
via imports, but many countries still have in place a variety of trade barriers and local subsidies. These may be formal
barriers, such as tariffs and quotas, production subsidies, price supports, or investment incentives, or they may be
informal ‘buy local’ campaigns, nationalistic biases, bureaucratic delays, and the like. Countries or regions also may
have laws or regulations concerning environmental protection, labor practices, consumer protection,
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and so forth that are not intended as trade barriers, but which significantly affect the business environment in local or
regional markets. Beyond barriers, though, MNEs need to be close to customer preferences, particularly in industries
subject to rapid change, in order to shorten logistical lines, to understand how to advertise in a different culture, and to
provide attentive sales and service require local responsiveness in many parts of the value-added chain for most
products. Even among firms that keep their research, product development, and manufacturing centralized at global
or regional levels, downstream operations are very likely to be decentralized and specialized to the demands of
particular locations.

Many popular models of multinational strategy from the last few decades have treated responsiveness and global
integration as competing demands. The more sophisticated approaches, though, have come to see that both pressures
exist simultaneously, and that successful MNEs have learned to provide both. Prahalad (1975) and Prahalad and Doz
(1987) developed the widely used and adapted Integration-Responsiveness Grid which shows these two pressures as
orthogonal, and that companies need to judge the degree of strategic emphasis on both dimensions simultaneously
rather than treating them as alternatives. Ghoshal (1987) proposed further that different businesses within a
corporation, and different activities within a business area, would require different balances of integration and
responsiveness, while Bartlett and Ghoshal's (1989) work on ‘transnational strategies’ set an agenda for the last decade
that calls for both objectives to be satisfied in most industries.

12.4.1 Goals and Objectives of Local Adaptation
The goals and objectives of local adaptation are fairly straightforward—to achieve the maximum fit with local
constituencies whether customers, suppliers, partners, or regulators. Country managers have typically taken such
objectives to heart and tried to run their local business as if it were their own. But it is not quite that simple. The
essence of an MNE is sharing and leverage across countries. Total local adaptation would reduce the MNE to a loose
collection of autonomous businesses that enjoys little synergy while incurring the overheads of a large MNE, as
happened with Philips (the Dutch multinational) and others in the 1980s and 1990s. So MNEs have to constantly
balance the needs of local adaptation and global integration.
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12.4.2 Industry and Competitor Analysis for Local Adaptation
A strategy of local adaptation allows the MNE subsidiary manager to straightforwardly apply industry and competitor
analysis techniques to the local country. But the manager should be aware of extra-country opportunities and threats.
Indeed, a primary criticism of the Porter Five Forces framework is that it does not directly address cross-border issues.
In most cases, but not always, the addition of cross-border possibilities increases the strength of competitive forces.
For individual countries, managers need to consider the openness of the market, not just in terms of government
barriers (trade, investment, and regulatory) but also in terms of logistical access and customer openness to foreign
products. For example, India prior to the reforms of the early 1990s was primarily closed in terms of governmental
barriers and logistical access but somewhat open in terms of customer acceptance. New Zealand after its reforms
became very open in terms of governmental barriers and customer acceptance but still suffers from logistical barriers
given its geographic location at the end of the world. France today has few logistical barriers but some governmental
barriers and significant barriers of customer resistance to foreign products.

The effect of country openness varies for each of Porter's five forces. Particularly for the threat of new entrants and
rivalry among existing firms, increased country openness heightens competition by increasing its geographic scope.
Increased country openness also increases the pressure from substitutes by increasing the geographic scope of where
these substitutes might come from. Country openness reduces the power of suppliers by allowing local subsidiaries to
bring in supplies from outside. Conversely, country openness increases the power of buyers by allowing them to seek
off-shore providers.

Globalization, in general, can also change the fundamental strategy required for managing competitive forces. In
Competitive Strategy, published in 1980, Porter, effectively recommended that companies seek to compete in markets
with weak competitors and weak customers. In The Competitive Advantage of Nations, published in 1990, Porter argues
instead for participating in national markets with the strongest rivals and most demanding customers, in order to build
international competitiveness. One difference between his two positions is explainable by the difference between a
closed, domestic industry and an open, globalized industry. In a closed, domestic industry, a company accustomed to
weak competitors and undemanding customers has little to fear—there is no source of new competitors who might
grow strong in more demanding competitive arenas. In an open, globalized industry, such newly strong competitors
abound. Porter, together with other international
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strategists, has also come to recognize the importance of learning in international environments in addition to simply
exploiting old capabilities in new locations.

12.4.3 Resource and Capability Analysis for Local Adaptation
MNE subsidiaries clearly need resources and capabilities in order to be able to adapt and operate successfully. Conn
and Yip (1997) found that the transfer of critical capabilities was the single most important determinant of subsidiary
success. In addition, country openness and the fact of being a subsidiary of an MNE, typically competing with both
other MNE subsidiaries and local firms, combine to raise a game theoretic issue for resources and capabilities. The
local subsidiary can choose to play a ‘local’ game which may mean a sub-maximal deployment of parent company
resources or can choose a ‘global’ game in which the full resources of the parent are brought to bear. Specifically, the
MNE needs to decide how much to subsidize its activities in particular countries and how much strategic freedom to
give to its subsidiary managers (Birkinshaw, Chapter 14 in this volume). Playing a global game in a specific country
raises the stakes, rivalry, and risks. By definition, an MNE cannot subsidize every country operation unless it brings in
resources from other lines of business, so the MNE has to husband its resources for subsidizing strategic markets, as
defined earlier. In terms of local adaptation, that would typically mean more effort expended. For example, many
Western MNCs recognized in the 1980s and 1990s that Japan was a strategic market and made extra efforts at local
adaptation, while others, notably US automakers, were criticized for insufficient adaptation.

12.4.4 Strategic Options for Local Adaptation
The key strategic choice in local adaptation lies in the combination of actual and presented degree of adaptation. The
MNE subsidiary has to decide not just how much to adapt but how to present its degree of adaptation. In the latter
choice, at one extreme the MNE can present itself and its products as totally local and at the other extreme as totally
foreign or global. The extensive literature on ‘country of origin effects’ deals with this issue (e.g. Johansson 1989). The
pyramid of international competitive advantage (Figure 12.4)
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provides guidance. In general, MNEs selling up the pyramid (from a less advanced home country to more advanced
market countries) will want to hide their country of origin, either by claiming local identity or a third country identity.
MNEs selling down the pyramid (from a more advanced home country to less advanced market countries will want to
emphasize their country of origin. In addition, as is well known and discussed (e.g. Porter 1990) economic
development does not correlate perfectly with sophistication in a given category (e.g. Germany for cars but Italy for
clothing). Adaptation can match the needs of a given set of customers closely, but typically requires certain
compromises with the equally important benefits of targeting a global market, as we see next.

12.5 Global Integration
Globalization is generally defined as integrating the activities of the MNE across international markets. Traditionally,
globalization has been seen as a strategy concerned primarily with efficiency goals, as integrating worldwide operations
permitted larger plants with greater economies of scale, bigger distribution systems with greater economies of scope,
wider brand exploitation, and the like. This ‘simple global’ strategy (Porter 1986) was characterized by Bartlett and
Ghoshal (1989) as a ‘Japanese’ strategy of efficient production and central control. More recently, though, global
integration is recognized as important to differentiation strategies, providing more unique, more usable, more effective
goods and services through the impact of multiple markets, superior intellectual inputs, and new organizational
competencies. Without integration, MNEs act as national firms in multiple markets. While this strategy may exploit
certain firm-specific resources more widely, it limits the ultimate ability of the MNE to take advantage of its geographic
spread. Differentiating activities from location to location while tying these various operations together through
corporate level processes can provide considerable cost benefits and can also generate new capabilities that are based
on combinations of skills and resources from many places. Both efficiency and superior product offerings often are
enhanced by integrating operations around the world.
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12.5.1 Goals and Objectives of Global Integration
Ohmae (1985) and other authors promote the need to compete in all parts of the Industrial Triad (the United States,
Europe, and Japan) in order to exploit fully the benefits of integrated international operations. But with the advance of
developing economies in Asia and Latin America, Ohmae's Triad should be expanded to the ‘Quartet’ of North
America, Latin America, Europe, and Asia—or perhaps simply the entire world. Others, such as Rugman (2000), see
integration taking place primarily within the regional groupings of nations. In either case, looking at markets that are
larger than any single country satisfies a variety of objectives for the MNE. By looking to regional or global markets,
firms can offer wider product ranges to the much larger customer base, and are also likely to find more product
concepts by accessing a larger range of demand in an organized manner. While we no longer see efficiency as the only
benefit of integrating across markets, economies of scale in all value-adding activities are certainly enhanced by global
strategies. Product development, manufacturing, distribution systems, marketing, brands, and so forth are all subject to
certain levels of fixed costs that can be dramatically reduced on an item by item basis through market integration.
Many firms are beginning to centralize administrative services on a regional basis and policies worldwide, reducing the
bureaucratic costs of running the organization—human resource policies, accounting, information systems, reward
systems, and the many other maintenance items of a large company—to a much smaller proportion of the cost of
doing business. Finally, a company's ability to pay for expensive technology and new product development is greatly
enhanced if these innovative activities can be targeted at a larger-than-national customer base.

Global integration offers a variety of advantages, often acting to emphasize or greatly increase some of the benefits of
international spread. Comparative (location or country-specific) and competitive (firm-specific) advantages are
enhanced if the MNE is able to leverage these benefits across its entire range of markets, not just to focus on the single
host market. For instance, the global firm can locate value-adding activities where local conditions are most
appropriate and coordinate its value-added chain globally. Kogut (1985a) shows that even in the simplest economic
terms, different levels of development across nations suggest specialization in different value-adding activities. The
locally responsive MNE can use this idea to determine appropriate products and production processes for each
country. The global firm can move the entire worldwide operation for a value-adding stage to the appropriate
country—labor-intensive steps to NICs, technology-intensive stages to the United States or Japan—and then integrate
transshipment of components and intermediate goods throughout its system to optimize its global efficiencies.
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Global integration also provides benefits to internal organizational capabilities beyond simply exploiting the advantages
of multiple locations worldwide. Again, Kogut (1985b) addresses benefits in market operations. A key advantage is to
be able to arbitrage labor markets, tax benefits, exchange rates, and other location characteristics. The global firm, by
shifting different activities among national markets while continuing to coordinate them on a worldwide basis, can
greatly expand the scope of its ‘buy low, sell high’ efforts, giving it considerable advantage over the local or regional
firm. This ability to shift operations also gives considerable leverage to the global MNE in its relationships with
suppliers, buyers, and other stakeholders. Access to alternative production facilities has allowed MNEs to stave off
nationalization threats, tap large tax concessions, and gain favorable labor settlements. Globalization also permits firms
to shift funds internally, using profit sanctuaries in one region to subsidize expansion efforts in another. Indeed, Hamel
and Prahalad (1985) consider financial cross-subsidy as one of the defining characteristics of the globally integrated
strategy. While more efficient international capital markets may reduce the advantage of simple access to funds, large,
integrated MNEs still can get preferred rates, but even more can use internal funds to support strategic moves that
financial markets might not support.

12.5.2 Industry and Competitor Analysis for Global Integration
The key industry issue in global integration is to figure out which industries lend themselves to more or less global
integration. Clearly, there are differences—at one extreme, the computer industry provides a primarily global industry.
At the other extreme, the food industry is still in many ways a multilocal industry. Global industries have been defined
in various ways: Hout, Porter, and Rudden (1982) defined a global industry, in contrast to a multidomestic industry, as
one in which a firm's competitive position in one country market is significantly affected by its competitive position in
other country markets; Barlett and Ghoshal (1989) defined a ‘transnational industry’ as being driven by simultaneous
demands for global efficiency, national responsiveness, and worldwide learning; Morrison (1990) characterized a global
industry as having intense levels of international competition, competitors marketing a standardized product
worldwide, industry competitors that have a presence in all key international markets and high levels of international
trade. These definitions have the common thread of the need and opportunity to integrate strategy across countries.
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Yip (1989 and 1992), building on Porter (1986), provides a comprehensive framework for diagnosing industry
globalization potential. This framework uses industry globalization drivers: market, cost, government, and competitive.
Each set of drivers has its proponents, with market drivers (e.g. globally common customer tastes) being particularly
associated with Levitt (1983), cost drivers (e.g. global scale economies) with Porter (1986), government drivers (e.g.
absence of trade restrictions) with Doz (1979), and competitive drivers (e.g. cross-country subsidization) with Hamel
and Prahalad (1985). The industry diagnosis then requires certain strategic choices (discussed below). In terms of
cross-industry empirical studies, Kobrin (1991) examined fifty-six manufacturing industries containing US-based firms
and found technological intensity and advertising intensity to be key industry drivers of global integration by firms,
while manufacturing scale economies was not a significant driver. Johansson and Yip (1994) examined industries
involving thirty-six American and Japanese MNCs and found market and cost drivers to be the most significant for
globalization while government and competitive drivers were not significant. Birkinshaw and Morrison (1995), in a
study of 128 foreign subsidiaries in six countries, found that competitive and market drivers, rather than cost drivers,
differentiated industries on their need for local responsiveness.

In terms of single industry empirical studies, Yip and Coundouriotis (1991) found in the chocolate confectionery
business that market and competitive drivers provide the strongest spurs to globalization, while government drivers do
not pose significant barriers, nor are cost drivers crucial. Baden Fuller and Stopford (1991) challenge the common view
that mature industries are always ripe for global strategies. Based on 1975–87 data from the European domestic
appliance industry, they found that changing economic conditions can diminish the value of global strategies. Critical in
these shifts were simultaneous rises in demand for variety (that eroded the benefits of scale and continental market
share) and decreases in manufacturing scale (that permitted new supply options), which reduced the extent of the
strategic market to national dimensions. In contrast, Whirlpool, a leading participant in this worldwide industry is now
aggressively pursuing global strategy both worldwide and in Europe (Maruca 1994).

There is also a strong school of thought that most industries are not global but regional. Rugman (2000) argues that far
from taking place in a single global market, most business activity by large firms takes place in regional blocks. If this is
indeed case, there is no uniform spread of American market capitalism nor are global markets becoming
homogenized. Government regulations and cultural differences divide the world into the triad blocks of North
America, the European Union, and Japan; and rival multinational enterprises from the triad compete for regional
market shares and so enhance economic efficiency. However, other perspectives suggest that regional
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consolidation is a stage in the movement of industries toward global integration. In any case, many of the benefits of
cross-border integrated strategies are as applicable, if on a smaller scale, to regional as to global contexts.

The regionalization and globalization of industry are tied to the evolution of competiton and of capabilities of
individual firms, and are dependent on the development of technology. Cross-border integration has become ever
more feasible as transportation, communication, and data-processing technologies have progressed—could global
‘just-in-time’ inventory systems have existed in the days of telegraph communications, much less sailing ship transport?
At the same time, demands for improved technology and better pricing together with relaxed regulation have allowed
multinationals in various industries to consolidate their operations. The auto industry, for instance, was seen not long
ago as differentiated by unique customer demand. Customer benefits and economic pressures, however, moved it
toward regional competition over the last decades of the twentieth century. Now, as the new millennium dawns,
consolidation across regions—for instance the Daimler-Benz acquisition of Chrysler in the United States in 1998 and
its purchase in 2000 of a controlling share in Mitsubishi's automotive operations (strategic actions matched by several
of their competitors)—presages truly global competition in this traditional industry.

12.5.3 Resource and Capability Analysis for Global Integration
Global integration both requires and develops resources and capabilities. Established MNEs that are run in multilocal
fashion typically need some slack resources before they can become more globally integrated. For example, Ford
incurred heavy organizational costs in its attempts to develop its first world cars (the Escort, Mondeo, and Focus). In
contrast, younger MNEs can save resources by operating on a globally integrated fashion from the start, skipping the
very expensive stage of multilocal value chains. The capabilities developed for operating a loose network of largely
independent subsidiaries are not the same as those needed to integrate worldwide operations, but the organizational
heritage of the MNE, as argued by Bartlett and Ghoshal (1989), is remarkably difficult to change.

Global MNEs also develop new capabilities and competencies as they engage in global activities. Most analysis focuses
on access to location-based advantage, whether from traditional resources or from constructed advantage based on
specialized competitive diamonds. Globally integrated firms, however, also develop and hone capabilities for
transmitting such knowledge
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rapidly throughout their network of subsidiaries and affiliates. In complementary fashion to the advantage of efficient
distribution networks for real goods, described by Hamel and Prahalad (1985), the efficient distribution of knowledge
has become an essential part of competitive advantage in today's information centered world of commerce. Global
integration of organizational learning is a critical advantage, particularly in technology-intensive firms. Companies that
can develop or source knowledge from cutting edge locations; internalize, understand, and incorporate new knowledge
into existing operations and products; and transmit knowledge throughout the firm have considerable benefits over
fragmented, locally focused firms with shorter learning horizons and limited learning capacities. Such sophistication in
knowledge management is the particular focus of multi-product, multi-firm multinationals.

Cantwell and Piscitello (1999) and Hitt, Hoskisson, and Kim (1997) provide evidence to suggest that firms competing
in multiple product markets domestically develop management capabilities for integrating multiple activities that are
convertible into managing multiple national units. At the same time, global firms often begin to find new products and
businesses in foreign markets that they can profitably add to their product portfolio. The skills at operating a complex
international network then get applied to managing the new business as an integral part of the global firm. The
intensity of competition in recent years has driven MNEs in many industries, but especially in technology fields, to find
new products and capabilities not internally, but in other companies. We see increasing rates of merger and acquisition
activity, but in a development tied to the increased capability of communication media, we also see rapidly expanding
use of what Nohria and Ghoshal (1997) call ‘differentiated networks’ of formal and informal alliances. The ‘Flagship
Firm’ of the global network (Rugman and D'Cruz 1997) is no longer the clear-cut hierarchy of the past with internal
subsidiaries and external market relationships. Rather, it has become an integrated network of extended, but not
ownership based, connections. Efficiency calls for long-term supplier relationships, but flexibility demands that these
suppliers can be changed on short notice if they fail to maintain standards for technology, quality, or service. The
capability to manage multiple product lines across multiple countries via a network of multiple differentiated
relationships is an increasing source of advantage to the MNEs that can find it. The competing objectives of cutting
edge product technology, price competitiveness, and local adaptability called for by Bartlett and Ghoshal in their model
of the transnational firm are indeed coming together, but only in this most complex organization. The cost of
managing such complexity is high, and is not yet advantageous in all industries. These issues of global organization are
further discussed in other chapters of this book.
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12.5.4 Strategic Options for Global Integration
Firms already find it hard to choose among strategic options for single country operations. MNEs find it even more
difficult when facing choices of global or regional integration strategy. Prior literature and empirical studies have clearly
established that forms of global strategy are multidimensional. These dimensions include:

1. Global market participation such as building major share in strategic as opposed to profitable countries (Ohmae
1985; Porter 1990; Rugman and D'Cruz 1993).

2. Global product standardization rather than local product adaptation (Levitt 1983; Kogut 1985a; Walters 1986;
Samiee and Roth 1992).

3. Global activity location such as building a global value chain rather than self-sufficient local value chains (Hout,
Porter, and Rudden 1982; Kogut 1985b; Bartlett and Ghoshal 1989), exemplified by the Japanese approach in
many industries (Yip 1995) and increasingly by the MNCs of other countries. A global location strategy also
includes global sourcing (Murray, Masaki, and Wildt 1995).

4. Globally uniform marketing such as global brand names or advertising rather than more locally responsive
approaches (Quelch and Hoff 1986; Takeuchi and Porter 1986; Douglas and Craig 1989; Jain 1989). The use
of global marketing is often criticized. But Syzmanski, Bharadwaj, and Varadarajan (1993), using the PIMS
data base, found that performance relationships to marketing resource allocations were similar for businesses
operating in the United States, Canada, or Western Europe, suggesting that it is possible to use a standardized
approach in serving multiple national markets. Yip (1997) found extensive use of global marketing for certain
elements of the marketing mix, particularly branding. Schuh (1999) found that most MNEs apply global
marketing even in markets significantly different from the home bases of the MNEs, in his study, the markets
of Central and Eastern Europe.

5. Globally integrated competitive moves such as cross-subsidized competitive moves or sequenced moves rather than
only local moves (Hamel and Prahalad 1985; Porter 1986; Kotler, Fahey, and Jatusripitak 1985).

Yip (1989 and 1992) tied these different dimensions into a common framework, and Johansson and Yip (1994)
provided validation on a sample of thirty-six American and Japanese worldwide businesses. Other studies have tried to
identify clusters of strategies, at least one being a global strategy of some sort. Morrison and Roth (1992) identified, in
a study of 115 business units, a ‘quasi-global, combination strategy’ as distinct from a domestic, product specialization
strategy, an exporting, high quality offerings strategy, and an international, product innovation strategy. Roth (1992)
found that
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selective globalization (in which the firm defines its global strategy around a narrow subset of the value chain) may lead
to the most effective outcomes.

A number of case-study type articles have described the global strategies of individual companies with conflicting
emphases. Some stress how these companies succeed via localization in global strategy: Honda (Sugiura 1990), BHP
Broken Hill Proprietary (Lewis 1988), and Vicks/Procter and Gamble (Das 1993). Some stress a balanced global and
local approach: GFT, an Italian company that is the world's largest manufacturer of designer apparel (Howard 1991),
and Asea Brown Boveri (Taylor 1991). Lastly, some studies stress how some companies primarily use globally
integrated strategy: Caterpillar, Ericsson, and Honda Motor (Hout, Porter, and Rudden 1982), Volkswagen (Avishai
1991), Thomson SA (McCormick and Stone 1990), and Whirlpool (Maruca 1994). The differences reported among
companies, and between different articles on the same company (e.g. Honda Motors), suggest inevitably that successful
global strategies have both local and global elements.

The advocates for regional strategy promote regional solutions as balanced compromises to meet both the challenges of
globally efficient integration and local organizational responsiveness (e.g. Morrison, Ricks, and Roth 1991; Morrison
and Roth 1992). These authors suggest that benefits from globalization and localization challenges could indeed be
exploited simultaneously and therefore express skepticism whether global strategies always represent the right choice for
multinationals. Accordingly, Morrison and Roth (1992: 45) define ‘regional strategy’ as the: ‘cross-subsidization of
market-share battles in pursuit of regional production, branding and distribution advantages. A transnational
corporation with a regional strategy locates strategic decision-making within the region; market share battles are
designed, waged and monitored within the region, and company operations are geared to regional-scale requirements.’
Clearly, regions can share commonalities and be distinct from other regions in many ways, sufficient to justify regional
strategies as well as national and global strategies. Yip (1998 and 2000) has developed a regional strategy framework
and applied it to the major economies of Asia-Pacific, and Kozminski and Yip (2000) have done so for the economies
of Central and Eastern Europe.

The ultimate determinant of which type or types of global integration strategies a firm should use depends on
performance. The evidence tends to favor globally integrated strategies. Studies have provided limited evidence, all in
favor of, or at least neutral toward, global strategy. Roth and Morrison (1990) found no significant difference in profit
performance among businesses facing (1) global integration pressures, (2) local responsiveness pressures, and (3) both
pressures. A narrower study, by Kotabe and Omura (1989) found that the market share and profit performance of 71
European and Japanese firms serving the US market was negatively related to the extent to which products were
adapted for the US market, i.e. businesses with globally
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standardized products performed better. More broadly, Johansson and Yip (1994) found a strong positive relationship
between the use of global strategy and superior performance in terms of relative market share and relative profitability.
Morrison (1990) found that in his sample of global industries, companies with a ‘global, combination’ strategy had the
best performance on measures of return on assets and those with an ‘international, product innovation’ strategy had
the best performance on return on investment, while the companies with the worst fit—‘domestic, product
specialization’ strategy—had the poorest performance. Birkinshaw and Morrison (1995) found that subsidiaries that
were ‘Specialized Contributors’ performed significantly worse than either ‘Local Implementors’ or ‘World Mandate’
subsidiaries, perhaps because contributors were so integrated into the worldwide system that they could not
differentiate their real profits from the multinational system. It is not the case that integration into a global system is
always best for a subsidiary, or that an overall integrated strategy is the preferred international solution to world
markets for all firms in all industries.

The limited evidence on performance also argues against regional strategies. Conn and Yip (1997) found in a study of
35 MNEs and their 120 subsidiaries that the use of regional strategies was associated with poorer performance, but the
use of global strategies with better performance. Schlie and Yip (2000) found in a study of the automotive industry that
car producers should first strive to become a global company, in order to efficiently and selectively regionalize only in a
second step. So they recommend the counter-intuitive strategy of regional follows global. Thus, regional strategies could be
associated with a more rather than less advanced stage in the evolution of a company's global strategy.

12.6 Conclusions and Issues for Further Research
International strategy issues can be usefully analyzed with the tools of classic strategy frameworks, but also constitute a
domain in their own right. To a certain extent, international strategies reflect extreme versions of the market
segmentation, size-related efficiencies, market imperfections, and powerful competition that are concerns in all
strategies. However, differences in political,
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legal, currency, macroeconomic, competitive, and technological regimes are so much greater in international markets
than domestic markets that they really represent a new environment. The growth of regional multi-lateral economic
unions has created a world of multi-tiered regulatory regimes that vary dramatically from region to region, exacerbating
any differences and increasing the complexity of the international business environment significantly. Likewise,
capabilities at handling highly diverse customers in many places, coordinating production across a widespread and
highly diverse set of subsidiaries, financing operations in many currencies, and managing widespread and highly
independent subsidiaries go beyond a simple scaling up of ordinary corporate practices. The idea behind the
‘transnational’ of Bartlett and Ghoshal, that MNEs must become adept at satisfying demands for efficiency,
adaptation, and technological competency simultaneously but to a degree that varies across industry, location, and firm,
suggests the complexity of global strategy. Domestic firms just do not need to manage the same degree of complexity.

The pressures of the ‘new economy’ for the information age business, can only make this analysis more difficult and
more important. As we have said, Internet firms are ‘born global’, and must deal with the strategic conditions, issues,
and choices presented here for the large and experienced firm, while still new and inexperienced. At the same time,
their information basis suggests a strong cultural and language component to their content, and the resulting need to
adapt from market to market. Finally, their essential attachment to technology suggests that rapid worldwide
organizational learning, both from competitors in many markets and from successful subordinate units, is the essential
component, the key source of competitive advantage for such companies. Isolation in a single market is a recipe for
failure, but so too is a message that cannot be adapted to sophisticated audiences in many markets.

Several issues require further research. First, the issue of performance remains central, as it does in the broader field of
strategy. Second, the performance issue is tied up with the continuing debate of national versus regional versus global
strategies. It is also related to both home country and choice of foreign markets, as strategies interact with institutional
factors and macro conditions to generate different levels of performance for the same or similar strategy and
governance structure. Third, how can MNEs effectively make transitions from one type of international strategy to
another, without incurring huge costs and delays? Fourth, is size an essential attribute of the successful MNE, or can
global strategies be effectively pursued by lesser competitors? Finally, issues of strategy implementation lie behind most
of our questions and concerns. Many more strategies are destroyed by poor implementation than are disrupted by poor
analysis and planning. This issue will be addressed in subsequent chapters, but must be
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considered in its strategic context at all times. As we have said, the key question for firms is no longer ‘Should we be
international?’ but has become ‘Why should we not be . . . and when, how, and with what resources do we go about it?’
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Chapter 13 The Multinational Enterprise as an
Organization

D. Eleanor Westney

Srilata Zaheer

13.1 Introduction: What Is Special About the Multinational Enterprise
as an Organization?
The study of organizations in international business has focused almost exclusively on the multinational enterprise
(MNE). Its fundamental feature as an organization is that it maintains multiple units operating in multiple
environments, although even within the IB field there is no consistency on the number of countries in which a
company must operate to qualify as a multinational. It is this multi-country organizational presence that defines the
MNE. A leading contemporary organizational theorist, Richard Scott has described the distinctive features of the
MNE as follows:

One of the most influential modern organizational forms—the multinational corporation (MNC)—must
simultaneously adapt to and operate within multiple societies



and, hence, multiple environments . . . Their central management is confronted with the challenge of designing
systems than retain sufficient unity and coherence to operate as a common enterprise and, at the same time, to
allow sufficient latitude and flexibility to adapt to greatly varying circumstances. (Scott 1992: 138)

His description captures two important elements of writing on the multinational: the normative challenges of
managing this complex multi-environment system, and the analytic challenges of understanding the MNE as an
organizational form. This chapter focuses on the latter.

An essential feature of this form is that internationalization of activities is a process that unfolds across time and space.
The basic assumption that the activities and features of its organization change predictably with internationalization
gives models of the MNE a strongly evolutionary character. The organizational changes include the structure and
design of the organization, the distribution of power and the nature of internal conflicts, and the cognitive and
normative patterns within the organization.

Both the theories on which studies of MNE organization have been grounded and the phenomenon of the MNE itself
have changed over the past three decades in significant ways, and show signs of even more radical transformation in
the near future. In this chapter, we survey the changing models of MNE organization over the last three decades,
examine their theoretical underpinnings, and assess their potential for understanding the future evolution of
organizations in international business.

13.2 Evolutionary Theories of Multinational Organization
Change over time has been a central feature of models of the MNE because internationalization is an incremental
process. A company typically starts as a domestic enterprise and becomes more and more international over time, as
the number of countries in which it operates, the number of sub-units which it must manage, and the range of
activities in which it is engaged, expand. Although evolutionary theory has often been associated with highly
deterministic theories of environmental selection, there are many variants that allow for strategic choices and for
multiple evolutionary paths (March 1994; Aldrich 1999). Evolutionary theories of organization are in the broadest
sense theories about patterned change over time, where changes are driven by selection
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pressures that move organizations in a direction common to other organizations that share the same trajectory (as in
life cycle theories) or environment. Those pressures can be either internal (i.e. attributable to the dynamics within the
organization) or external, or both.

Internationalization provides the basis for the selection forces that characterize the evolutionary models of the MNE.
Internal selection pressures arise from the increasing scale, growing complexity and internal diversity, and intensifying
coordination requirements that accompany international expansion. These strain the existing organization to the point
that key features of the organization must change if it is to continue to grow or perhaps even survive. External
selection pressures, those rooted in the environment, can be attributed to two different levels of analysis. The first and
often the most salient, are the multiple country environments, including both home and host nations. There is also a
global meta-environment, whose selection mechanisms can operate at the industry or supranational institutional levels.

13.3 The Early Work: Internal Selection Mechanisms
The early work on MNE organization included three distinct approaches. One focused on the paths by which MNE
organizational structure evolved. A second school, originating in Sweden, dealt with the path by which MNE activities
evolved in terms of mode and location, and a third approach centered on the evolution of managerial mind-sets.

The structural evolution approach had its conceptual roots in one of the most influential evolutionary models of
enterprise, Alfred Chandler's Strategy and Structure (1962) and its empirical roots in the Harvard Multinational
Enterprise Project, which began in 1966 as the first large-scale empirical study of multinational organization. The first
stage of the project included 187 American MNEs, all Fortune 500 firms with manufacturing subsidiaries in five or
more countries. The studies grounded in this database identified a number of MNE organizational structures, and
proposed a model of the stages through which a company changed its structures as it internationalized. Like
Chandler's work, these studies identified internal selection forces, such as the management stresses caused by
diversification, as the primary drivers of structural change. Where Chandler focused on product diversification, the IB
scholars combined this with geographic diversification.
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Fig. 13.1 Evolutionary Model Of MNE Organization (a)

Source J.M. Stopford and L.T. Wells (1972)

The most notable work in this area was done by Fouraker and Stopford (1968) and Stopford and Wells (1972). They
define the different stages through which MNE organization evolved, starting from Chandler's three-stage model of
evolution of domestic firms from the enterprise run by the individual entrepreneur to a functional organization to a
divisional structure (driven first by increasing scale and then by growing product diversity). Stopford and Wells portray
firms as beginning their international expansion by putting foreign activities into a separate international division,
followed by a move to either an area organization or a worldwide product organization or some hybrid of the two.
They portrayed the most advanced structure as a matrix, which they called a grid (Figure 13.1).

Other scholars added alternative forms to the Stopford and Wells model. Larry Franko (1976) found that the first
stage of internationalization for many European companies was not the international division but what he called the
‘mother–daughter’ structure, in which the heads of foreign subsidiaries reported directly to the head of the parent
company. Other characteristics of the mother–daughter structure were relatively autonomous subsidiaries, informal,
personalized relationships, organic rather than mechanistic controls, and the rotation of home-country personnel
internationally (Hedlund 1984). Another structure identified in the 1970s was the worldwide functional
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Fig. 13.2 Evolutionary Model Of MNE Organization (b)

Source J. Daniels, R. Pitts, and M. Tretter (1984)

organization (Dymsza 1972). Both these were variants of the first stage of the evolution of an MNE.

This model did not go unchallenged. Chris Bartlett's dissertation (1979) found the international division structure to be
viable at very high levels of product diversity and international sales. Davidson and Haspeslagh (1982) found that firms
that moved from an international division to a global product organization actually experienced a drop in sales abroad.
Such research implicitly argued against a unilinear model of MNE evolution. Other researchers proposed alternative
models of structural evolution. For example Daniels, Pitts, and Tretter (1984) collected data from ninety-three US
MNEs, and derived an alternative model that positioned the various forms very differently on the product diversity/
dependence on foreign sales grid (Figure 13.2).

The second approach paid little attention to formal organization structure and focused instead on the evolution of
MNE activities in terms of value-adding activities (from export to sales offices to production facilities to full value-
chain subsidiary), mode of operations (from arm's length transaction through partnerships with locals to wholly-owned
operations), and location (from more familiar to less familiar country locations). The force moving a firm across these
stages was what we would now call the enhancement of capabilities: the incremental development of managerial skills
and knowledge
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and of organizational routines and processes that enabled a firm to diversity geographically. In the words of two of its
earliest proponents, it is

a model of the internationalization process of the firm. The model focuses on the development of the individual
firm, and particularly on its gradual acquisition, integration and use of knowledge about foreign markets and
operations and on its successively increasing commitment to foreign markets. (Johanson and Vahlne 1977: 23)

As with the structure approach, the primary drivers of change across stages were internal to the organization, in this
case being the growth in experiential knowledge that changed the calculation of the risks and rewards of
internationalization.

The third approach, which focused on the evolution of managerial mind-sets, was proposed by Perlmutter (1969).
Perlmutter argued that ‘the living reality of an international firm’ (p. 11) could not be captured by data on volume of
foreign sales or by the number of foreign employees but needed to ‘give serious weight to the way executives think
about doing business around the world’. Perlmutter's typology identified three primary attitudes towards building an
MNE: ethnocentric or home-country oriented, polycentric or host-country oriented, and geocentric or world-oriented.
These attitudes shape three distinctive constellations of organizational patterns which involve the locus of decision-
making, standards for evaluation and control, incentive systems, the directional flows of information and staffing
patterns. He saw firms evolving across these three over time, in life-cycle fashion, as they expanded internationally:

There appears to be evidence of a need for evolutionary movement from ethnocentrism to polycentrism to
geocentrism. The polycentric stage is likened to an adolescent protest period during which subsidiary managers gain
their confidence as equals by fighting headquarters and proving ‘their manhood’ after a long period of being under
headquarters' ethnocentric thumb. (Perlmutter 1969: 17)

All three approaches built evolutionary models that were essentially unilinear, in which the features of the MNE itself
(its expanding international activities, its product diversification, its changing level of collective experience and
knowledge) created the impetus to move from stage to stage. The first two focused on different aspects of
organization design: one on formal structure, the other (the learning model) on the distribution and ownership of
value-adding activities across locations. Both approaches were extended in the succeeding decade. William Egelhoff
(1982, 1988a, 1988b) in particular drew on Galbraith's information-processing paradigm of organization design to
provide a more theoretically grounded approach to the evolution of MNE formal structure, in terms of the kind of
information flows facilitated by each type of formal structure. Applying information-processing theory to the

354 D. ELEANOR WESTNEY AND SRILATA ZAHEER



MNE was easier conceptually than empirically, as Egelhoff (1993) has pointed out: the complexity of information
processing and the number of units in the MNE made the actual measurement of flows extremely difficult. The
second approach, the analysis of incremental internationalization, was expanded in the 1980s by Bruce Kogut (1983),
who pointed out that MNEs not only add activities in an existing location; they also often deepen them by, for
example, increasing the sophistication and complexity of products manufactured in an established foreign plant. The
third approach—Perlmutter's focus on mind-sets and managerial culture—was frequently invoked through subsequent
years, as the focus on MNE organization in terms of its culture or social construction became an increasingly
important aspect of the work on the MNE (see for example Hedlund 1986; Kobrin 1994). Influential as the
ethnocentric–polycentric–geocentric model proved to be, by its very nature it did not lend itself to significant extension
and further development.

Both the design and the cultural aspects of MNE organization received considerable attention from the IB field in
these early years. However, there was relatively little focused and systematic exploration of the political aspects of
MNE organization. But in the late 1970s and early 1980s, the potential for conflict and contention for influence over
decision-making from different sets of actors within the MNE provided the touchstone for some major developments
in the analysis of the MNE as an organization.

13.4 The 1980s: External Selection Mechanisms
The early 1980s saw the development of a highly influential framework that brought the environment to the fore as a
selection mechanism for MNE evolution (the Integration-Responsiveness framework), and shifted the analysis of
organization design from formal structure to managerial processes. The 1980s was a particularly fertile period for
organizational studies of the MNE, and the concepts and frameworks developed then have provided much of the
grounding for research and teaching about MNE organization to the present day.

The integration-responsiveness framework was developed by C. K. Prahalad, Yves Doz, and Chris Bartlett, who all
came to the doctoral program at the Harvard Business School in the 1970s with backgrounds as managers in
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international companies, and who shared both an experience-based understanding of the complex internal workings of
MNEs and a strong commitment to managerial relevance (for a brief overview of their dissertations and early work,
see Doz and Prahalad 1993). Individually and jointly they produced a series of papers in which the reader can see the
gradual emergence of a new framework of the environment confronting MNEs, which provided an analytical
grounding for the tension noted by Brooke and Remmers as early as 1970: ‘A characteristic of the multinational
company is the conflict between the geographical and the product-group projections of the organization,’ (Brooke and
Remmers 1970: 14).

In his earliest work, C. K. Prahalad (1976) portrayed this conflict in terms of internal forces—conflicting demands for
managerial diversity and managerial interdependence. Yves Doz (1980: 27) put the locus of the conflict in the
environment, attributing it to the tension between the political imperative (defined as ‘adjustments made necessary by
the demands of host governments’) and the economic imperative (‘requirements for economic survival and success’).
By 1981, an article jointly authored by Doz, Bartlett, and Prahalad described the parameters of the conflict as ‘the
often contradictory demands for global competitiveness and national responsiveness’ (Doz, Bartlett, and Prahalad
1983: 63). The terminology changed somewhat in later work, but this identification of two dimensions of
environmental forces paralleled the contingency theory of Lawrence and Lorsch. By the mid-1980s, Bartlett's labeling
of the two dimensions of the framework made the kinship with organizational contingency theory explicit, with ‘forces
for global integration’ and ‘forces for national differentiation’ (Bartlett 1986: 377), while Doz and Prahalad favored
‘pressures for global integration’ and ‘pressures for local responsiveness’ (Prahalad and Doz 1987). Prahalad and Doz
provide a succinct summary of the various factors included in each of the two dimensions in their 1987 book (Table
13.1).

By identifying two orthogonal sets of environmental forces, the Integration-Responsiveness framework made it
possible to map industries into a more complex conceptual space and allowed greater scope for managerial choice than
did a single continuum from domestic (or multi-domestic) to global (as proposed by Levitt 1983 and Porter 1986). In
part the opportunity for strategic choice stemmed from the fact that ‘both forces are present to some degree in all
businesses’ (Bartlett 1983: 140), and since each ‘force’ was composed of multiple factors, managers could choose to
focus on meeting certain pressures at the cost of ignoring or compensating for others. But equally important, these two
factors clustered complex multi-variable environmental forces in terms of their effects on organization (pressures to
integrate, pressures to differentiate locally), and the strength of those pressures on any particular organization would
obviously be affected by the firm's existing configuration. Therefore, although the primary use of the ‘I-R grid’ was to
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Table 13.1 Environmental Pressures for Global Integration and for Local Responsiveness

Pressures for global integration Pressures for local responsiveness
for strategic coordination for operating integration
Importance of multinational cus-
tomers

Scale economies Differences in customer needs/
tastes

Importance of multinational com-
petitors

Pressures for cost reduction Need for substitutes

Investment intensity Homogenous needs/tastes Market/distribution structures
Technology intensity Host government demands

Source Adapted from Prahalad and Doz (1987)

map industries, and therefore to indicate what strategy a firm should pursue (a global strategy in a business high on
forces for integration and low on forces for national responsiveness, for example), it could also be used for mapping
the strategies of different companies within an industry, whose managers might choose somewhat different positions in
the competitive space based on what Bartlett called ‘their administrative heritage’. Just as the environmental forces
were seen to constrain but not determine organizational strategy, so the firm's organization influenced but did not
dictate the strategy chosen.

The grid could be used to map to some extent the organization designs so central to the research of the 1970s: a global
product structure for high I/low R industries, and an area-based structure for low I/high R industries. But the
strategically most interesting kind of industry, high on both kinds of pressures, defied an easy organization design
solution. Formal matrix structures had proven to be difficult to implement, and no formal structural alternative was
emerging. Instead, Bartlett, Doz, and Prahalad all focused on other elements of organization design—processes and
systems—with an especially strong focus on those that could help manage the inherent conflict built into the MNE.
They pointed out (Doz, Bartlett, and Prahalad 1981) that the conflicting pressures for integration and local
responsiveness were not only external; the very nature of the MNE ensured that they were internalized:
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Some managers, attuned to local needs and sensitive to the power of host governments and national interest
groups, favor, on almost any issue, more subsidiary autonomy and greater freedom in responding to national
demands. Other managers, more concerned with world-wide competitive strategies, strive to increase coordination
and integration across geographic boundaries. In trying to gain power and in defining their own areas of
responsibility, these managers unearth different facts, analyze them differently, and propose different strategic
decisions. (Doz et al.1981: 65)

MNEs trying to balance high demands for both integration and responsiveness therefore had to shape decision-
making processes, the perceived interests of individual managers, and the composition of political coalitions by
carefully designing an array of linking mechanisms such as task forces, committees, teams, integrator roles, and IT
systems, and by aligning resources and incentives with the task requirements of these linking mechanisms and with the
broad strategic needs of the organization. Human resource development systems were critical in this process, especially
the design of training programs and careers that gave managers broad experiences across functions and units and
increased informal networks across units.

In short, organization design was crucially important for MNEs operating in the ‘H/H’ environment, not so much in
terms of formal structure (‘grouping’ in the current language of organization design—see Nadler and Tushman 1998)
as in the expansion of cross-unit linking mechanisms and alignment systems. These produced a shared mind-set that
was an essential condition of success in this type of MNE—‘to develop a group of managers with a willingness and the
ability to represent a particular perspective, an understanding of other needs, and an appreciation that overall corporate
objectives may require different perspectives to prevail’ (Doz et al.1981: 71). Over the course of the 1980s, the power
and politics elements of the organizational analysis of the MNE diminished somewhat, as the proponents of the new
model of the MNE looked to organization design and cultural aspects of the organization for the tools to manage the
political problems that it entailed.

It was not until the latter half of the 1980s that this emerging organizational model had a name. For Bartlett it became
the ‘transnational’ (Bartlett 1986); for Prahalad and Doz (1987) the multi-focus firm. The distinctive labels signaled a
shift towards a more unilinear evolutionary model than can be discerned in the writings of the early 1980s, where
different environments would tend to select for different kinds of model and where the organization trying to cope
with an ‘H/H’ environment was the focus of study not because it was seen as the highest form of the MNE but
because it was the most difficult to manage. By the mid-1980s, however, it became the focus of attention because it
was seen as the model to which most MNEs would evolve, as more and more environments seemed to experience an
intensification of both types of forces. As a growing number of MNEs moved into the terrain of ‘H/H’ on the I-R
grid, this led to a unilinear evolutionary model
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Fig. 13.3 Evolutionary Model Of the 1980s: The Transnational

Source From Bartlett (1986), 377

similar in structure, though not content, to the convergence model of Stopford and Wells (see Figure 13.3).

An alternative term for the multinational of the future was proposed at much the same time by Gunnar Hedlund
(1986), of the Stockholm School of Economics: the ‘heterarchy’. Hedlund's approach had greater continuities with
earlier work in the IB field, in that the drivers of change were portrayed as internal rather than environmental (the drive
to exploit firm-specific advantages, especially the emergent advantages of being multinational, which connected both to
the early work of Hymer and the more recent work of Kogut 1983). In some ways, however, his was a more radical
reconceptualization of the emerging organizational form of the MNE, centered not on decision-making processes but
on innovation and learning. Hedlund's model of the heterarchy shared with the ‘transnational’ and ‘multi-focal’ models
the importance of multiple centers integrated by cross-unit ties unmediated by headquarters, the importance of
integration through normative controls and shared experience, and internal variety. But he went further in suggesting
that the MNE was a ‘meta-institution’ that had both the resources and the strategic incentives to encourage
experimentation and learning in its dispersed units, within units and cooperatively across units, and was constantly
creating new ‘institutional arrangements’, and therefore acting to ‘speed up evolution’ (1986: 23). Hedlund explicitly
invoked the
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evolutionary framework, ascribing the process of MNE evolution not to Darwinian selection mechanisms but to ‘a
“Lamarckian” development, where experience is accumulated, experiments fully exploited and memory over
“generations” kept intact’ (1986: 24). Evolutionary processes are thereby moved inside the MNE.

One more framework of the mid-1980s deserves brief mention: the ‘configuration/coordination’ framework of
Michael Porter (1986a and b). Given that Porter established his reputation by providing frameworks for mapping the
strategic environment of businesses (the Five Forces model in 1980 and the ‘Diamond’ of national competitiveness in
1990), it is somewhat ironic that when he turned his attention to global competition, he eschewed the I-R grid in favor
of his own model that mapped strategies on a two-dimensional grid made up not of environmental but of
organizational variables (coordination and configuration, the latter being defined as a continuum between concentrated
and dispersed). Despite his insistence that the I/R grid didn't capture the complexity of a firm's international strategic
choices, Porter shared the emerging unilinear view of international competition as entailing organizational convergence
on a single model, which he characterized in terms of rising levels of both dispersion and of coordination. Although
many in the IB field found configuration and coordination useful concepts, the main contribution of Porter's brief
foray into the analysis of MNE organization was to reinforce the increasingly widespread perception of convergence
on a single dominant model of the MNE.

The I/R grid became a basic teaching tool in IB even before it became a research framework, thanks in large part to a
portfolio of Harvard Business School cases (with very helpful teaching notes) that provided the anchor for the
organization and management component of IB classes throughout the United States and Europe. The concept of the
transnational, however, quickly entered the mainstream of IB research and drew the attention of strategists and
organization theorists, largely because of the joint work of Chris Bartlett and Sumantra Ghoshal in the mid-1980s,
which expanded significantly the model of the transnational and provided unparalleled comparative information about
organization and management in MNEs from the three major regions of the 1980s Triad world system. Their carefully
designed project focused on managerial and innovation processes in three industries (consumer electronics,
telecommunications switches, and branded package goods), involving three MNEs in each of the industries—one
based in the United States, one in Europe, and one in Japan. The data generated in the project continued to provide
the base for an influential stream of publications into the following decade (Bartlett and Ghoshal 1986, 1987a, 1987b,
1989, 1990; Ghoshal and Bartlett 1988, 1990; Ghoshal and Nohria 1990, 1998).

Bartlett and Ghoshal identified four models of the MNE, depicted in Figure 13.4: two variants of the multi-domestic
firm, the multinational and the
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Fig. 13.4Bartlett and Ghoshal's Models Of MNE Organization

international, which had subsidiaries that were locally oriented and contained most or all of the value chain; the global
firm, where value-adding activities were concentrated in the home country; and the transnational, where capabilities
were distributed across subsidiaries. The first three were ‘hub-and-spoke’ models with the MNE home country as the
hub; the transnational was an integrated network of interdependent subsidiaries.

Bartlett and Ghoshal used the I-R framework not only to map these models and the industries they studied, but also to
map companies within an industry, functions within a company, and activities within a function (Bartlett and Ghoshal
1989: 96–8). But in their discussion of the environmental forces pushing MNEs to the transnational model they added
a third factor: ‘forces for world-wide innovation’: the competitive pressures to leverage the MNE's dispersed
capabilities for innovation. In the Bartlett and Ghoshal work, it is this need for cross-border learning and innovation,
more than
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the need to balance competing pressures in decision-making that was so central in the work of the early 1980s, that
drives the development of processes and systems in the ‘integrated network’ model of the MNE, the alternative label
for the transnational which became increasingly widely used in the 1990s. Organizationally, the transnational is defined
by its networks: in contrast to the hub-and-spoke models of the multidomestic or global firm, the transnational's
subunits are linked to each other directly, in a variety of ways. The nature and density of the cross-unit networks are
shaped by each sub-unit's role, which is in turn shaped by a combination of the resources of the environment, the
capabilities of the subunit itself, and the political and decision-making processes of the MNE (this is discussed in more
detail in Chapter 14 by Julian Birkinshaw).

The Bartlett and Ghoshal work on the transnational had a strong influence on the IB field, in part because of the
richness of the information it provided on the MNEs in the study, and in part because its normative prescriptions for
managing the MNE of the future resonated strongly with managers and MBA students, providing IB faculty with
powerful teaching tools. It also gave researchers and graduate students a demonstration of the power of a careful
research design and a rich data base comprising both quantitative data (see Ghoshal and Bartlett 1990; Ghoshal and
Nohria 1989) and detailed case studies. But it also had an impact well beyond the IB field: it resonated with the
burgeoning organization theory literature on the new ‘network organization’ (see Powell and Smith-Doerr 1994: 370).

While Bartlett, Ghoshal, Doz, and Prahalad themselves tended over the 1990s to move away from the analysis of the
organization and management of the MNE into the field of strategy, others built research agendas on the concept of
the transnational or integrated network. We turn now to those agendas and to the other streams of research that
characterized the 1990s.

13.5 The 1990s: Differentiated Theories and Richness to Rigor
Evolutionary approaches to MNE organization were still in evidence in the 1990s, but they differed considerably from
those of earlier decades, in part because of the continuing dominance of the 1980s models, which portrayed
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the transnational as the endpoint of MNE evolution, and in part because the primary focus of analysis was the large,
established MNE rather than the internationalizing enterprise. However, established MNEs were becoming so large
and so diversified that their complexity defied comprehensive unitary empirical analysis. Even the studies of the 1980s,
including Bartlett and Ghoshal's, had focused on a very few business units within each MNE, rather than on the
company as a whole. Research in the 1990s tended to focus on ever more narrowly-defined and specialized activities
within the multinational such as R&D, innovation, or human resource management (HRM); on a specific line of
business, such as the studies of currency trading (Zaheer, 1995a and b; 2000); or, as discussed in Chapter 14,
headquarters–subsidiary relationships.

The 1990s were dominated by three streams of research, all of which built on the frameworks and models of the
1980s. One extended and deepened the analysis of the transnational model, taking the managerial challenges of the
MNE as the starting point and drawing on management and organization theories as they seemed to fit the context.
The other two approaches began with theory, and focused on bringing together the analysis of the MNE and recent
developments in theory. One centered on organization theory (primarily institutional theory and network theory), the
other on emerging theories in the field of strategy (the resource-based view of the firm and the dynamic capabilities
model). In this respect the study of the MNE was part of a much larger trend: organization theory and strategy
increasingly engaged in dialogue over the 1990s, as strategy framed more of its analyses of competitive advantage in
terms of organizational capabilities, and as even macro-organization theory attempted to integrate strategic choice and
agency into its paradigms. Along with the movement to connect with theory, the nineties also saw the work on MNE
organization move increasingly to large sample studies and accepted canons of empirical rigor, with researchers often
adopting methods currently favored by social science disciplines, such as formal network analysis and survival analyses.
A factor in these changes may well have been that IB researchers faced growing institutional pressures to publish their
work in mainstream journals that were not primarily oriented toward international issues, largely because they
increasingly found themselves located in strategy or organization theory oriented groups within their academic
institutions.

Most of the work in all three streams continued to look at change over time in the organization of MNEs, and in doing
so many researchers attempted to integrate the internal and the external drivers of change, and to move away from
simple unilinear models of evolution. Issues of innovation and knowledge transfers became increasingly central to all
three streams of work, and by the end of the decade, international management researchers were quite far into
integrating the three perspectives.
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The first stream of research, which explicitly addressed the managerial challenges of the integrated network MNE, had
several distinct currents. One, itself part of the growing subfield of the internationalization of R&D (covered elsewhere
in this volume by John Cantwell), centered on the link between the network model of the MNE and the organization
of R&D and innovation (Nonaka 1990; Granstrand, Hakanson, and Sjolander 1992; Hedlund and Ridderstrahle 1995).
Another topic of concern was the change process undergone by MNEs trying to move to the new model. Thomas
Malnight (1996, 2000) employed detailed case studies in financial services and in pharmaceuticals to analyze the
incremental processes by which MNEs actually shifted to a more transnational model. Murtha, Lenway, and Bagozzi
(1998) collected data on changes over time in the ‘mind-sets’ of managers at the corporate and operating unit levels in
terms of integration, local responsiveness, and changing role of country subsidiaries in a company trying to leverage its
international presence more effectively, finding that over the thirty months of the study the attitudes and expectations
of the corporate and operating managers tended to converge. Sölvell and Zander (1995) expanded on two different
models of the MNE of the future: the home-based model advocated by Porter (1990) and the heterarchy or
transnational model of the 1980s IM literature. But perhaps the greatest attention was paid to one of the key elements
of the transnational: the evolution of subsidiary strategy and organizational roles, a literature discussed in detail in
Chapter 14 by Julian Birkinshaw.

In the 1990s, however, much of the literature on MNE used the MNE as a venue for testing and expanding paradigms
in organization theory and in strategy rather than addressing primarily the challenges of management (although of
course these two approaches are far from mutually exclusive, and indeed increasingly drew on each other in the 1990s).
Recognition of the importance of the MNE has been greater in the last decade in the field of strategy, where ‘global
strategy’ became increasingly central in the field (see for example the special issue of Strategic Management Journal vol. 12
on global strategy) than in organization theory (TO). While organization theorists have shown occasional interest in
what the multinational environment can teach them (for example, Hannon, Carroll, Dundon, and Torres 1996), there
has as yet been no sustained interest in MNE organization, despite intermittent pleas from both sides for organization
theorists to pay more attention to the MNE (e.g. Evans 1981; Ghoshal and Westney 1993). A conference held at
INSEAD in 1989 brought together researchers in International Business who focused on MNE organization and a
number of organization theorists whose focus was the interaction of organizations and environments. The papers
presented there (published in revised form in Ghoshal and Westney 1993) looked at the MNE through a number of
organizational theory lenses, but most of the authors were from IB rather than from OT. The conference

364 D. ELEANOR WESTNEY AND SRILATA ZAHEER



revealed some of the sources of resistance in the OT community to the MNE as a venue for organizational research:
the difficulty of assembling in the international domain the kinds of data to which OT researchers are accustomed
domestically, the sheer complexity of MNE organization, and a visceral resistance to the strong pressures for
normative or ‘useful’ theory that could guide the actions of managers.163

However, from the IB side there has been considerable interest in linking organization theory and the study of the
MNE, and one of the principal avenues has been institutional theory. The ‘new institutionalism’ in OT can be traced to
highly influential articles by Meyer and Rowan (1977) and, even more important, DiMaggio and Powell (1983). These
writers argued that established models of environmental pressures on organizations in social and economic theory
(contingency theory and population ecology, for example) over-emphasized evolutionary pressures for competitive
efficiency and ‘fit’ with the resource environment and under-estimated the importance of a very different kind of
evolutionary process: isomorphic pressures on organizations to adapt to other organizations around them—the
‘organization field’ in which they are embedded. Institutional theory was developed largely against the backdrop of the
relatively unitary environment faced by a purely domestic firm, but it clearly had considerable potential for theoretically
grounding the organizational effects of the ‘pressures for integration’ and the ‘pressures for local responsiveness’ of the
I-R framework. An important element of the former is isomorphic pressure from the other units and headquarters of
the MNE and from other MNEs that are defined as significant competitors or reference points, whereas the
organizational field in each host country generates pressures for locally isomorphic organizational patterns (Westney
1988, 1989, 1993; Rosenzweig and Singh 1991).

During the 1990s a number of studies used empirical data to test and further develop institutional analysis of the
MNE, not in terms of the formal structures of the 1970s models or even the managerial processes emphasized in the
work in the 1980s, but in terms of specific routines and practices (reflecting the shifting level of analysis in
organizational research in general). Rosenzweig and Nohria (1994) empirically explored the extent of isomorphism in
organizational patterns and practices, and suggested a set of factors that would moderate the extent of local
isomorphism, which they found in some HRM practices but not in others. Robinson (1994) looked at US owned
subsidiaries in Japan in terms of the similarity of their HRM practices to local versus parent patterns. Zaheer (1995)
linked isomorphism with strategic outcomes, showing that subsidiaries that imported successful home-country
practices showed better performance than those that copied successful local practices.
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Kostova (1997, 1999) developed a multi-level model of individual, organizational, and locational factors that influence
the successful transfer of organizational practices within the MNE. Kostova measured successful transfer along several
dimensions including the extent to which the practice was institutionalized in the receiving subsidiary, by assessing to
what extent individuals in the receiving unit attached value and meaning to the practice. This work also explicitly
examined the extent to which the level of acceptance of a practice by a unit is influenced by the acceptance of the
practice in the country of location. An off-shoot of the work on institutional approaches is the work on organizational
legitimacy of the MNE (Kostova and Zaheer 1999; Miller 1999; Dhanaraj 2000) that takes the MNE as an example of
an organization with multiple subunits in multiple locations and attempts to disaggregate the concept of legitimacy at
the parent and subunit levels of analysis, assessing how positive and negative legitimacy spillovers across MNE
subsidiaries and across firms might occur. In a fashion not always matched by single-country research in the
institutional paradigm but increasingly advocated by leading institutional theorists (e.g. DiMaggio 1988), empirical
research on the MNE in the 1990s tended not only to cover several levels of analysis, but also to incorporate elements
of strategy and choice and agency. Zaheer and Mosakowski (1997) in their study of the factors influencing the liability
of foreignness, for example, examined both local and global competitive pressures as well as factors clearly driven by
managerial choice, such as control systems. And the same authors, in a later paper (Mosakowski and Zaheer 1999),
drew on economic theories of information as well as organization theory to establish that MNEs can gain certain
informational advantages just from their organizational form.

Most of the work using institutional theory has focused on firms that are multinational, as opposed to firms that are
becoming multinational. A notable exception is the work of Mauro Guillen, who combines institutional theory,
development theory, and theories of the MNE to analyze how the institutional environment in middle-income
countries (Argentina, Spain, Korea, and Taiwan) influences the way in which local firms participate in the global
economy (Biggart and Guillen 1999; Campa and Guillen 1999; Guillen 2001).

The networks of the MNE constituted another major area of research and publication in the 1990s where
developments in organization theory served to ground data analysis and advance the understanding of the MNE.
Much of this literature is discussed in Birkinshaw's chapter on MNE subsidiaries, and we shall touch on it only briefly
here. The rich data collected in the course of the Bartlett–Ghoshal studies of the mid-1980s, augmented by
questionnaire data collected from a larger number of MNEs, provided a resource for further developing and testing
the network model of the MNE in terms of three types of linkages: within each national subsidiary, between
headquarters
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and subsidiary, and across subsidiaries (Nohria and Ghoshal 1993, 1997). Nohria and Ghoshal used these linkages to
identify four types of MNE organization—structural uniformity, differentiated fit, ad hoc variation, and the
differentiated network. Only the first of these requires the same design structure across all subsidiaries. While they
clearly portrayed the differentiated network model as superior for innovation, they stopped short of suggesting an
evolution of all firms toward the differentiated network. Gupta and Govindarajan (2000) analyze a larger set of
companies (75 MNCs headquartered in the US, Europe, and Japan) to assess the predictors of seven types of
knowledge flows into and out of subsidiaries (both between headquarters and subsidiary and across subsidiaries). They
found their organizational predictors most successful in explaining parent–subsidiary knowledge flows, and suggest
that this is both because MNEs have more success with such vertical as opposed to horizontal flows, and because ‘the
parent corporation continues to serve as the most active creator and diffuser of knowledge within the corporation’,
(2000: 490).

Interest in knowledge generation and transfer was also becoming increasingly central to work on the MNE that drew
on and extended theories in the strategy field. As other chapters in this volume make clear, theories of the
internationalization of firms had long recognized the importance of the firm's knowledge base as a source of the
competitive advantage that enabled it to internationalize despite the ‘liability of foreignness’. But as the primary interest
of the IB field shifted from the internationalizing firm to the international firm, the focus changed from the advantage
that enabled a firm to internationalize to the strategic competitive advantages that a firm derived from being
international. Over time, the focus also shifted from the financial advantages (Agmon and Lessard 1977) to the
organizational: first, the operating advantages of being able to shift activities in the value chain to advantaged locations
within the MNE (Kogut 1985a and b), then the advantages in generating innovations (Hedlund 1986; Bartlett and
Ghoshal 1989) and, in the 1990s, in transferring knowledge (Kogut and Zander 1995). With these shifts in focus came
a steady increase in interest in the organizational features of the MNE that facilitate the effective generation, transfer,
and use of knowledge within the MNE and the link between the competitive and institutional contexts of MNEs and
the organizational patterns that underlie capabilities in cross-border knowledge management. It is around these issues
that we have seen growing interaction across the three streams of research on MNE organization in the last decade.164
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13.6 Challenges for the Future
Research on MNE organization is quite likely to have an evolutionary framing, either explicitly or implicitly, for the
foreseeable future, as the development of border-crossing capabilities, learning across units in different contexts, and
the adjustments of organizational patterns to changing intra-MNE networks and changing external contexts continue
to be the focus of work on MNE strategy and organization. But evolutionary framing can draw on increasingly
sophisticated theorizing in the social sciences, as the recognition of the importance of a variety of selection forces (both
internal and external), multiple evolutionary paths, strategic choice, and the complexities of the co-evolution of
organizations and environments have reshaped evolutionary thinking (March 1994). MNEs are complex organizations
facing complex environments, and those environments are changing in many ways, opening up new arenas for
research.

The emergence of the new information and communication technologies of the Internet era promises to increase the
variety of options for MNE organization and for the form of the MNE itself. Among these changes are the growing
possibilities for the disaggregation of value chains across locations, the emergence of virtual MNEs, and the potential
for small and medium enterprises (SMEs) to extend their activities across borders. The field is somewhat handicapped
in approaching these issues because of the long-standing bias of research on MNE organization toward the very largest
MNEs. The few studies of third-world MNEs (Wells 1983; Dawar and Frost 1999) and of the internationalization of
small and medium enterprises (Roth 1992) pay less attention to organizational patterns than to strategy and
performance issues. A further handicap stems from the fact that while the MNE is fundamentally defined by
geography, the social and political complexities of location factors and their interactions with the organization of the
MNE have received less attention in the literature than they deserve. When Porter (1986) raised the issue of
‘configuration’, he did a disservice to the field by defining it simply as a continuum between dispersion and
concentration, while the more interesting configurational issues have to do with the MNE's portfolio of locations
worldwide and how it distributes its value adding activities across this portfolio of locations (Zaheer 2000). Another
locational issue is imprinting by sequence—i.e. the way in which learning processes and organizational capabilities of
the firm are shaped by the locations in which it first establishes international operations. Firms from the same home
country and industry might well follow very different sequences in going abroad, and one would expect to find as a
result that they exhibit systematic differences in such factors as how or even whether they transfer knowledge and
capabilities and how they staff key positions in subsidiaries. These questions are going to
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become more important as we attempt to understand the effects of technologies that contribute to increasing
digitization of content and delivery, and to the associated possibility of remotely accessing value-adding activities. The
role of location and nation in international organization may well return to the center-stage, as MNEs strive to benefit
from the new technologies.

Another challenge is that much of the research on the organization and management of cross-border alliances and
external networks has been conducted largely independently of the research on internal MNE networks. The literature
has tended to assume that cross-border activities are either organized through external networks or conducted
internally, whereas MNEs more and more appear to use both, either in parallel or in an integrated fashion. One
example is the use of external but dedicated offshore software development centers by firms such as GE, whose
development teams could include internal and external members. Increasingly, understanding the organization and
management of MNEs requires us to analyze simultaneously their internal and external networks. As Nohria and
Ghoshal (1997) have pointed out, the MNE is not simply an internally integrated network, but an extended network as
well with multiple external linkages. This is even more the case for small firms, particularly in new economy industries
such as software and media, where activities are primarily organized by project and these projects often cross country
as well as firm boundaries.

Finally, the evolutionary bias of the field in the 1970s and the 1980s rested on certain unspoken assumptions that
implied a limited set of evolutionary paths ending in convergence and a certain inevitability in movement along that
path. More sophisticated evolutionary theories allowing for equifinality will be needed to accommodate firms from an
increasing variety of home countries, entering the international arena at different points in time. They face very
different organizational choices from the international economic, institutional, and technological regimes in place when
they internationalize, and from the nature of their domestic business systems at the time their advance abroad begins.
These period effects can cast a long shadow on patterns of organizational evolution, as the field has long recognized (e.
g. Bartlett and Ghoshal 1989). But even more important, the strong unilinear, monotonic bias toward international
expansion found in much evolutionary theory in IB has caused the field to neglect several categories of organizational
change, such as contraction of international operations, or experimentation in location and configuration choices that
produces exits and re-entries and patterns of change not conceivable in terms of standard incremental models. The
field has also paid little attention to the stable international firm, which maintains a limited set of operations in a small
number of countries (usually but not always in the same region). Nor is there much research on the non-MNE that
extends its reach across borders through its networks of suppliers, alliance partners, technology sources, and even
customers. Most important
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are the challenges facing researchers in analyzing the internationalization patterns of the emerging firms of the Internet
age, some of whom engage in border-crossing activities very early in their existence.

Studies of MNE organization will therefore have to deal with two very different categories of MNE in the future: the
large, established multi-country and multi-business MNEs that have for so long been the primary focus of research,
and the internationalizing firms in newly emerging industries and in emerging market economies. This second category
of firms is much more difficult to map; there is no equivalent of the Fortune International 500 to provide a base
mailing list for questionnaires or a population from which to select ‘representative’ case studies. But they will grow in
importance, and their analysis should build on the insights generated by decades of research on internationalization
processes. Researchers must also continue to reach beyond the IB field for conceptual and theoretical tools,
however—to today's more complex models of organization design, which encompass linking mechanisms and
alignment systems as well as formal structures, and rules and routines as well as large-scale systems and processes.
They must also recognize, as the researchers of the early 1980s did so well, that the MNE is a political system as well as
an organization design, with conflicts of interest built into its configuration, and that it is also, as both the institutional
theorists and the cross-cultural comparativists remind us, a social construction with many different ‘constructors’.
Research on MNE organization is demanding and difficult, and calls for careful selection and use of conceptual tools,
but as Dick Scott has pointed out, it is one of the most influential organizational forms in the world today, and few of
the questions that dominate international business today can be answered without taking MNE organization into
account.

Appendix 13.1MNE Organizational Structures
The basic models of formal MNE structure identified in the 1960s and 1970s are still relevant today. This continuity is
hardly surprising: there are three basic parameters involved in ‘drawing the boxes’ of the organization—function,
business or product, and geography. All multi-location companies must decide how to deal with all three (even
domestic companies often have geographic sales territories, for example). The key structural question for the MNE is
how to deal with geography, and the charts in Figures 13.5–10 provide a highly simplified view of the various
architectures for doing this.
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Fig. 13.5MNE Organizational Structures: International Division Organization

For many US MNEs, the structure first used for international expansion involved separating international activities
from the rest of the organization by creating an export division, which, as international activities expanded, evolved
into an international division (Figure 13.5). Geography usually dominates in the next tier of the international division,
which is commonly organized by country or region. Domestic activities can be organized by a completely different
factor, such as function or product. IBM, for example, long maintained a variant of this structure by housing its
international activities in the IBM World Trade Corporation. The advantage of this model is that it fosters a
commitment to international expansion and an accumulation of country-specific and cross-border expertise within the
international division. However, the separation of international activities from the domestic organization can result in a
lack of strategic and operating coordination between international and home country organizations, especially on
product development (which tends to be in the hands of the latter). This can result in tension and conflict between
international and domestic managers. It also tends to foster the development of two distinct cultures: the ‘parochial’
home country and the ‘cosmopolitan’ international division. Chris Bartlett (1983) has discussed some management
processes that firms can use to reduce the potential disadvantages of this structure and leverage its strengths.
The area or geographic structure makes geography the primary vector for the entire company's organization, usually
with regional units supervising the next layer of the organization, which is commonly the country subsidiary (Figure
13.6). The advantage of this structure is that it gives priority to the requirements of local markets and to the strategies
of local responsiveness, making it well suited to the expansion of international activities. The potential disadvantages
are excessive differentiation, inefficient duplication of activities, and lack of cross-regional and cross-country learning
and
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Fig. 13.6MNE Organizational structures: Area (Or Geographic) Organization

strategic coordination. The political tensions in this organization tend to involve country rivalries, which can become
particularly acute in periods of contraction, competitive pressures, and rationalization. Culturally, this structure
epitomizes Perlmutter's ‘polycentric’ environment of multiple different but coexisting mind-sets. A variant of the area
structure is the ‘mother-daughter’ structure described by Franko (1976) and Hedlund (1984), in which the regional
level is missing and country subsidiaries report directly to the CEO.
The global product structure (Figure 13.7) makes each separate business unit responsible for the international
dimensions of its business. In some cases, the country organization ceases to exist, and each business unit sets up a
separately incorporated local subsidiary. More often, the country organization provides an umbrella for support
activities (such as accounting and human resource management) while the main reporting structure follows the lines of
the business unit. This allows for a globally coordinated strategy at the business level, which is especially valuable in
businesses where the firm faces the same competitors in most major markets. Its potential weakness is a lack of
responsiveness to local needs and to local customers whose demands do not fit the profile expected by the business
unit, and an inability to leverage potential synergies across product lines within a country or region. Where the country
organization continues to exist, country managers can feel marginalized by local product managers, and local product
managers can feel over-ridden by the global product managers. Ideally, the culture fits Perlmutter's ‘geocentric’ model,
except where home country product managers take over global responsibilities without shedding their ethnocentric
orientations.
Another approach is this worldwide functional organization (Figure 13.8), in which each local function reports to the
central functional head. Usually R&D is centralized in this structure, and only manufacturing and marketing are
distributed across
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Fig. 13.7MNE Organizational Structures: Global Product Organization

Fig. 13.8MNE Organizational Structures: Global Functional Organization

locations. This structure is appropriate for industries with very long product life cycles and complex systems of
production that are concentrated in a few locations. The main advantage is the ability to leverage strong functional
capabilities worldwide. The principal disadvantage of functional organization in general is slow cross-functional
coordination, and this is magnified when the organization stretches across borders.
To address the longstanding tensions between geography and product, MNEs in the 1970s and early 1980s often
turned to a matrix of geography and business, in which
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Fig. 13.9MNE Organizational Structures: Matrix Organization (Business and Geography)

managers within each country reported both to a worldwide product manager and to a geographic manager (Figure
13.9). The potential advantage of this approach was a balance between two equally important perspectives, but most
companies found great difficulty in keeping the two reporting lines equal in importance and political clout. Moreover,
decision making often became time consuming and riven with conflict. ABB has been a company whose geography-
business matrix has seemed to work well, in part because attempts were made to hold down the complexity of the
matrix by limiting the number of managers with dual reporting lines. ABB also tried to lower the level of conflict by
routinely moving managers across the business and geography sides of the matrix.
One of the few recent additions to the list of MNE structures is the ‘front-end/back-end’ structure, increasingly in use
by Information Techonology companies such as Cisco Systems. Such companies manufacture an array of products
with very different technologies and production processes, including software, and yet customers buy integrated
systems rather than individual products. This organization integrates R&D and production in the ‘back-end’ product
organization, but because the customer wants to see a ‘single face’ it puts sales and service into integrated marketing
organizations that are organized geographically (Figure 13.10). The advantage of this structure is that it provides
efficient integration of technology development and production in the ‘back end’, and customer focus and expertise on
the ‘front end’, without the complexities of the matrix. However, it requires excellent linking mechanisms across the
front and back ends to ensure that customer requirements are adequately integrated into technology development.
Some of the same political struggles between a standardization-oriented technology organization and a locally-oriented
customer organization that characterize both the international division and the global product organization can also be
found here.
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Fig. 13.10MNE Organizational Structures: Front-End/Back-End Organization
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Chapter 14 Strategy and Management in MNE
Subsidiaries

Julian Birkinshaw

14.1 Introduction
The purpose of this chapter is to review the large and growing literature on MNE subsidiaries, and to offer some
perspectives on how it may evolve in the future. There is clearly some overlap between the content of this chapter, and
a number of other chapters—notably those concerned with the strategy and structure of the MNE as a whole, and the
chapter about alliances and joint ventures in MNEs. What makes this chapter distinctive is its focus on the wholly-owned
subsidiary company as the primary unit of analysis (where the subsidiary is defined as a value-adding activity outside the
MNE's home country). The research reviewed here typically is concerned with the activities and/or responsibilities of
the subsidiary company, and how the subsidiary company relates to other entities inside and outside the MNE. And
from an applied perspective, it is typically directed towards the agenda of the subsidiary president.



While this sounds clear, it is important to recognize that the reality is much more complex. Researchers of MNE
subsidiaries, in fact, find themselves in a rather strange position. On the one hand, the subsidiary is at the heart of the
action in the MNE, especially with regard to such issues as integration and responsiveness, inter-unit coordination,
knowledge transfer, and strategic control. On the other hand, the subsidiary company per se is something of an
endangered species. Most MNEs have now moved towards some variant of the global business unit structure in their
international operations, and a corresponding dilution in the power and responsibilities of the country manager. The
result is that the national subsidiary no longer exists in most developed countries.165 Instead, there is a series of discrete
value-adding activities (a sales operation, a manufacturing plant, an R&D centre) each of which reports through its
own business unit or functional line.

So while the issues around managing MNE subsidiaries are as important as ever, the problem of defining the
subsidiary is becoming more acute. The approach taken here is to define the subsidiary as a discrete value-adding
activity outside the home country, in other words at a level below the national subsidiary. This is appropriate because
such entities can readily be identified, and can therefore be compared across countries and across MNEs. It does not
solve all the problems, because there are still important interlinkages between subsidiaries in a single country, but it at
least avoids the potential criticism that the study of MNE subsidiaries is an anachronism.

This chapter is in two parts. The first part is a selective review of the last thirty years of literature on MNE subsidiaries.
The objective of this review is not to cover all studies of MNE subsidiaries, but to provide a roadmap of the field by
highlighting the various empirical and theoretical issues that have been studied over the years. In the course of doing
this, some attempt will also be made to evaluate the prospects for further research in different areas.

The second part of the chapter provides a more detailed examination of the issue of subsidiary strategy. For some
people the term subsidiary strategy is an oxymoron, because they believe the subsidiary should be acting as an
instrument of the MNE. For others (including the author) the idea that the MNE subsidiary has its own strategy is
necessary if the MNE is to make effective use of its far-flung network. This section provides a discussion of what exactly
strategy means at the subsidiary level, and some insights into how it is being affected by changes in the business
environment and in the strategic direction of MNEs as a whole.
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Fig. 14.1 Streams Of MNE Research

14.2 The MNE Subsidiary Literature
The MNE subsidiary literature can be traced back to the 1960s, though most of the early writing focused on the MNE,
or the MNE-subsidiary relationship, as the primary unit of analysis. Thus, if we are to be strict about only considering
literature on the MNE subsidiary per se, the field took shape in the early 1980s (Bartlett and Ghoshal 1986; Otterbeck
1981; Poynter and Rugman 1982; White and Poynter 1984), with a few isolated studies in the 1970s (e.g. Brandt and
Hulbert 1977; Sim 1977).

14.2.1 The Earlier Literature
A previous review by the author sought to capture the shift in perspective from MNE to subsidiary using the
framework in Figure 14.1 (Birkinshaw 1994). Four streams were identified in this review, as follows:
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1. The strategy–structure stream: this literature focused on the strategies and structures of MNEs from a classic
hierarchical perspective (e.g. Daniels et al.1984; Egelhoff 1982; Stopford and Wells 1972). These studies were
concerned with understanding why MNEs adopted certain structures (global product division, area division,
matrix), though with a lack of convergence in their findings. Subsidiaries were given very little explicit
attention in this stream of literature.

2. The HQ–subsidiary relationship stream: while this literature was the first to give explicit attention to MNE
subsidiaries, it was essentially concerned with how the centre could control its subsidiaries. Thus, common
themes in this literature were the centralization and formalization of decision-making, and approaches to
coordination and integration across the portfolio of subsidiaries (Brandt and Hulbert 1977; Cray 1984; Gates
and Egelhoff 1986; Hedlund 1980; Otterbeck 1981; Picard 1980).

3. The MNE process stream: this stream grew out of the strategy process literature, and it focused on such issues as
strategic decision-making and organizational change in MNEs. Whereas the previous two streams of
literature had assumed a traditional hierarchical relationship between the parent company and its subsidiaries,
this body of research showed that reality was far more complex. Subsidiaries often had unique access to key
resources; they often operated with far more degrees of freedom than was officially condoned; and formal
structure was often less important than management systems or culture as a way of controlling subsidiary
managers (Bartlett 1979; Doz 1976; Hedlund 1986; Prahalad 1976; Prahalad and Doz 1981). However, just
as with the strategy–structure stream, the primary unit of analysis was the MNE as a whole, not the
subsidiary.

4. The subsidiary role stream: this stream built explicitly on the MNC process stream by moving the level of analysis
down to the subsidiary. Following Ghoshal's (1986) study of innovation processes, a long line of studies
sought to understand the different roles that subsidiaries play within the MNE. There was also a long
tradition of research in Canada looking at the roles of foreign-owned subsidiaries from both corporate and
public policy perspectives (Crookell 1986; Etemad and Dulude 1986; Rugman and Poynter 1983; White and
Poynter 1984). Underlying all this work was the idea that the subsidiary is not just an instrument of the
parent, but has certain degrees of freedom in shaping its own destiny.

This categorization provides a useful perspective on how the field has evolved, but it also has several limitations. First,
it gives little regard to theoretical issues—it distinguishes between the hierarchical and heterarchical perspectives using
transaction cost economics, but it neglects the other theories that have been developed in the literature. Second, it
stops in the early 1990s (the article was published in 1994), so it gives no sense of how the field has evolved
subsequently. Which is a major
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problem given the large and varied body of literature that has emerged in the 1990s.

So it is important to consider what the new trends and issues are in the MNE subsidiary literature. Most of the recent
literature, in fact, falls into the subsidiary role stream so it is necessary to make a more fine-grained analysis. The
approach taken here is to make a split between the empirical and theoretical literatures, and to pick out the major
streams of work in each.

14.2.2 Recent Empirical Literature
Considering the empirical research first, four distinct streams of research can be discerned. The first focuses on the
increasingly specialized roles taken by subsidiaries within the MNE. The idea that subsidiaries have differentiated roles is now
well established in the literature (Bartlett and Ghoshal 1986; Birkinshaw and Morrison 1996; Jarillo and Martinez 1990;
Taggart 1997; White and Poynter 1984), but over the last decade this idea has been extended in a number of directions.
Research has begun to look at the emergence of so-called centres of excellence, which are typically viewed as specific
functional activities that the subsidiary is recognized for (Fratochii and Holm 1998; Frost, Birkinshaw, and Ensign
2000; Holm and Pedersen 1999; Surlemont 1998). A related line of research has explored the different roles of R&D
units in subsidiaries (Kuemmerle 1998; Nobel and Birkinshaw 1998). There are also several studies looking at the
emergence in subsidiaries of regional headquarters (Lehrer and Asakawa 1999; Schutte 1998), and divisional
headquarters (Forsgren et al.1995; Invest in Sweden Agency 1999).

The second stream of literature is concerned with the evolution of subsidiary roles over time. It has long been recognized in
the international business field that foreign direct investment is a sequential process, whereby the initial investment
leads to waves of additional, typically higher-quality investment (Kogut 1983, Chang 1995; 1996). However it is only
recently that researchers have begun to address how this process of sequential investment affects the subsidiary.
Malnight (1994, 1996) for example, has shown how the roles of subsidiaries evolve with the level of maturity of the
MNE. Chang and Rosenzweig (1998), Delany (1998), Birkinshaw and Hood (1997), and Peters (1999) have
documented case studies of subsidiary evolution, and the factors driving it.

Of central importance to this stream of literature is the idea that subsidiary evolution can be driven from within (i.e.
through the initiative of subsidiary
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managers) or from without (i.e. investment from the parent company or external forces). Not surprisingly, those
studies that are written from the corporate perspective tend to assume that parent company managers drive the
subsidiary evolution process (Chang 1995; Malnight 1996), whereas those that are written from the subsidiary
perspective put more emphasis on subsidiary initiative (Birkinshaw 1997). The reality is some combination of the two
(Birkinshaw and Hood 1998a).

The third stream of literature looks at the flows of information between the subsidiary and its network, where the network can
be either inside or outside the MNE. Considering the internal network first, research by Gupta and Govindarajan
(1991, 1997, 2000) has looked at the patterns of information flow between subsidiaries and HQ, and the factors
explaining that pattern. Arvidsson (1999) has studied the capabilities of foreign subsidiaries, and the flows of
information between them in the search for ‘best practices’. And there is an emerging body of research looking at the
transfer of best practices between units, though not all of it is concerned explicitly with MNEs (Szulanski 1996).

In terms of the subsidiary's external network, research has focused on the nature and strength of the linkages between
the subsidiary and its local business environment. One line of research uses patent citation analysis to show that
subsidiaries draw from and contribute to the knowledge pool in their local environment (Almeida 1996; Almeida and
Kogut 1999; Frost 1998, 2000; also Kuemmerle 1996). A second looks at the extent to which subsidiaries are
‘embedded’ in their local environment and how that affects their internal network relationships (Andersson 1997;
Blankenburg-Holm 1996; Grabher 1993). And a third models the subsidiary as the interface between a leading-edge
industry cluster and a leading-edge MNE (Sölvell and Zander 1998; Sölvell and Birkinshaw 2000; Enright 2000).

The fourth stream of literature is concerned with various aspects of the headquarters–subsidiary relationship. This is
certainly not a new issue, but nonetheless, some interesting new approaches have been put forward in recent years.
Most notable is the line of research by Kim and Mauborgne (1991, 1995a, 1995b; see also Taggart 1997) in which the
concept of procedural justice is applied to the HQ–subsidiary strategic planning process. Gupta and Govindarajan
(1999) examined the related concept of feedback-seeking behaviour in subsidiary managers. And a number of studies
(Arvidsson 1999; Birkinshaw et al.2000; Holm et al.1995) focused on the notion of perception gaps between HQ and
subsidiary managers, and the consequences of such gaps.

This review is certainly not comprehensive, but it provides an overview of the major empirical issues that have
occupied the academic journals over the last decade. Of equal importance, however, is the theoretical perspectives that
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have been used to study MNE subsidiaries. Here the story is rather more complex.

14.2.3 Recent Theoretical Literature
Applying theory to MNE subsidiary research is troublesome for a couple of reasons. First, the relevant level of analysis
for most theory is the MNE as a whole, not the subsidiary. As a result, there is often a problem in translating or
applying the firm-level theory to the subsidiary unit. Second, the theories used in MNE research are eclectic and often
incommensurable,166 with the result that they cannot easily be brought together or compared. But having said that, it is
still valuable to consider how various theories have been applied, and their prospects for further development.

The most widely used theory in MNE research is of course the transaction cost-based theory of international production. This
theory seeks to explain the existence of MNEs in terms of ownership-specific advantages vis-à-vis incumbent domestic
competitors, location-specific advantages that favour investment in the local country, and intermediate market failure
that favours ‘internalization’ over other forms of contractual arrangements (Buckley and Casson 1976; Dunning 1980;
Rugman 1981). Applying this theory to the MNE subsidiary is however troublesome because implicitly it assumes that
ownership advantages originate in the MNE's home country, whereas the reality is that they often arise in subsidiaries
as well.

Rugman and Verbeke (1992, 2000) have done the best job of applying the transaction cost-based theory of
international production to the subsidiary context. In their 1992 paper they argued that ownership-specific advantages
could arise anywhere in the MNE, and could be location-bound or non location-bound. They also suggested that
location-specific advantages could either be leveraged internationally or used in situ. In their 2000 paper, they took this
analysis a stage further by developing the concept of a subsidiary-specific advantage that emerges through the
interaction of ownership- and location-specific advantages (see also Moore 1996).

This is a useful advance, but with the caveat that we are trying to make sense of a phenomenon through a theoretical
lens that was not really designed for the task. The result is a theory that is—with some tweaking—consistent
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with the empirical evidence. Whether this theory then offers any additional insights into the phenomenon under
investigation is more debatable.

As suggested in Figure 14.1, most subsidiary-level research has gravitated towards a network conceptualization of the MNE.
Network thinking has been explicitly applied to the MNE for the last ten years (Ghoshal and Bartlett 1990: Forsgren
and Johanson 1992), though its roots in social exchange theory go much further back (e.g. Emerson 1962).
Increasingly, it is also being applied to subsidiary-level research (e.g. Birkinshaw and Hood 1998b; Gupta and
Govindarajan 2000).

The advantage of the network perspective is that the subsidiary moves from being a subordinate entity (within the
MNE hierarchy) to a node in a network—with links to external and internal actors, greater degrees of freedom, and so
on. For those researchers concerned with how subsidiaries evolve and how they exchange information with other
actors, the network perspective is obviously very attractive. Its weakness, however, is that it is frequently used in a
purely descriptive way, which makes it unfalsifiable, and therefore detracts from its power as a theory. For the network
perspective to fulfil its potential in MNE subsidiary research, then, it needs to be used in a more precise way, perhaps
by drawing on recent advances in social exchange theory and social capital (cf. recent work by Hansen 1999, and Tsai
and Ghoshal 1998).

The resource based view of the firm is currently the dominant conceptual paradigm in strategic management, and as such
would appear to offer great potential to the study of the MNE. It argues that under certain conditions a firm's unique
bundle of resources and capabilities can generate competitive advantage (Barney 1991). There are also related schools
of thought that focus on the development of dynamic capabilities and knowledge as drivers of competitive advantage
(Teece et al.1997; Grant 1996).

Curiously, there has been little explicit attention given to the resource based view of the firm in the MNE literature,
though Rugman and Verbeke (2000) and Birkinshaw and Hood (1998a) are recent exceptions. Part of the reason for
this is again the level of analysis. The resource based view implicitly assumes that resources and capabilities are
developed and held in a monolithic firm, whereas the reality in the MNE is that some are likely to be held at a firm
level while others are held at a subsidiary level. Thus, rather than simply analysing subsidiary-level resources in terms
of their potential for competitive advantage, the issue is more one of combining or leveraging them on a global basis.
This approach would appear to have great potential, and some provisional thoughts are offered in the final part of this
chapter.

Institutional theory became popular as a lens for studying the MNE during the 1990s, through the pioneering work of
Westney (1990, 1994) and Rosenzweig and Singh (1991). Institutional theory provides a way of understanding why
competing firms are often so similar. It argues that through a variety of pressures firms will deliberately adopt practices
and behaviours that are
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similar (‘isomorphic’) to those in their task environment or ‘organizational field’ (Meyer and Rowan 1977; DiMaggio
and Powell 1983). Westney's approach was to argue that MNE subsidiaries face competing isomorphic pulls—from
the host country environment and from the rest of the MNE. Thus, by comparing the practices of the MNE
subsidiary to those in the host country and the MNE, implications could be drawn about the MNE's strategy.

This line of thinking was applied in a number of empirical studies of MNE subsidiaries, including Rosenzweig and
Nohria (1995), Robinson (1995), and Westney (1990). However, enthusiasm for institutional theory in MNE research
appears to have dwindled in recent years, and it remains to be seen if it will be rekindled.

A number of other theoretical perspectives have also been used in MNE subsidiary research. The author (Birkinshaw
1999) has attempted to frame the MNE as an internal market system in which subsidiary companies compete with one
another for charters, but it is not yet clear if this approach will yield any valuable insights. Several concepts have also
been lifted from the social psychology literature, including procedural justice (Kim and Mauborgne 1995a) and feedback-
seeking behaviour (Gupta et al. 1999), to model the HQ–subsidiary relationship. Agency theory has also been used in
this way (Chang and Taylor 1999).

In sum, there would seem to be considerable scope for more careful application of theory to the study of MNE
subsidiaries. Much of the research discussed earlier is well done but lacking in strong theoretical underpinnings, and for
the field to move forward it is important for this deficiency to be remedied. The resource based view and social
exchange theory, in particular, are rich theories that appear to have the potential for generating new insights about
MNE subsidiaries.

14.3 Reconceptualizing Subsidiary Strategy
The second part of this chapter builds on some of the issues raised in the first part, notably the need for more explicit
grounding in existing theory. Its purpose is to reconsider the concept of subsidiary strategy, with a view to providing
some insights into the appropriate role of the subsidiary general manager, and the ways that the subsidiary can add
value to the MNE as a whole.
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14.3.1 Subsidiary Strategy vs. Subsidiary Role
A distinction is often made in the literature between the concepts of subsidiary strategy and subsidiary role. A
subsidiary's role is assigned to it by the parent company—to sell the MNE's products in Australia, or to manufacture a
line of products for the European market—the implication being that the subsidiary is simply following orders.
Subsidiary strategy, by contrast, suggests some level of choice or self-determination on the part of the subsidiary.
Obviously there are constraints on the subsidiary's strategy imposed from above and by the marketplace, but the
underlying premise is that decisions are made by subsidiary managers, not HQ managers on their behalf.

We can, in other words, picture a spectrum of MNE subsidiaries with increasing degrees of freedom. To the left the
subsidiary manager is simply an instrument of the headquarters, working to rather precise instructions about what to
make or who to sell to. This subsidiary has a role that is shaped and managed from headquarters. To the right, the
subsidiary manager is a free agent, operating within certain HQ-defined parameters but basically free to develop the
business as s/he sees fit. Here, we can more usefully use the term ‘strategy’ to describe what the subsidiary is doing
and what it is planning to do in the future. Of course, most cases lie somewhere between these extremes, in that there
is a requirement to operate within certain product/market/resource constraints, but management are still able to take
developmental initiatives within those constraints (Birkinshaw 1997; Birkinshaw and Hood 1998a).

14.3.2 Subsidiary Strategy
Let us now consider the concept of subsidiary strategy in greater detail, on the assumption that most subsidiaries lie
towards the middle or right of the spectrum depicted above.

Subsidiary strategy is defined as the positioning of the subsidiary vis-à-vis its competitors and its customers, and with
regard to its underlying resources and capabilities (Andrews 1971; Porter 1980; Wernerfelt 1984).167 In other words,
there is a market-positioning component to strategy, and there is a
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resource development component. Strategy is about how those two components are brought together. As noted
earlier, a subsidiary is any value-adding unit outside the home country—a sales unit, an R&D centre, or a
manufacturing plant. Thus, it is important to realize that many of the subsidiary's customers and even competitors will
be other units within the corporation.

In the light of the earlier discussion, two questions need to be addressed. First, to what extent can these two
components of strategy be understood at the level of the subsidiary, rather than the level of the MNE as a whole?
Second, how many of the elements of subsidiary strategy are typically under the control of the subsidiary manager?

14.3.3 Market Positioning
According to the traditional model of the MNE, subsidiaries had the conceptually straightforward task of selling the
MNE's products in the local market. The centre would develop new products, and manufacture them as well in the
early stages of the lifecycle (Vernon 1966), but the subsidiary had considerable discretion in figuring out the best way
of selling them in their market.

Today, the situation is much more complex. Staying with the definition introduced earlier, there are sales and marketing
subsidiaries that are responsible for selling locally, sales and marketing subsidiaries with global mandates,
manufacturing subsidiaries with external customers, manufacturing subsidiaries with internal customers, R&D
subsidiaries with internal customers, and so on. The point is that by working with the individual value-adding activity
as the unit of analysis, there end up being many different types of market, only one of which is the ‘traditional’ local
market.

This approach has some important implications, because it suggests that most subsidiaries actually have far less control
over their market positioning than the traditional approach would suggest. Most manufacturing subsidiaries serving
internal customers are part of an integrated supply chain. For example, back in the early 1990s Volkswagen's plant in
Barrie, Ontario made wheels and other parts under precise specifications from assembly plants in Germany and
Mexico. Its customers were those plants, and continued to be so for as long as the plant was part of the VW group.
Equally, many sales subsidiaries are now part of global sales organizations, and have fairly few degrees of freedom in
choosing how they will serve their local customers. Moreover, there are a number of trends underway that all serve to
limit further the subsidiary's degrees of freedom in shaping its market positioning.
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1. In many industries global customers are emerging who are demanding consistent products and services on a
worldwide basis. MNEs are responding to global customers by setting up ‘global accounts’ that allow the
customer to negotiate products, prices, and service agreements centrally. The net result for foreign sales
subsidiaries is that many of their largest customers have been taken out of their hands. They still have to
service such customers on a local basis, but a lot of what they traditionally did locally is now done centrally.

2. Mirroring the emergence of global customers is the global integration of the supply chain. Most large MNEs
have recognized the need to make their purchasing and manufacturing activities more efficient. Some have
opted to outsource major parts of their manufacturing to independent contractors, others have rationalized
their manufacturing processes and stream-lined their purchasing on a global basis. For foreign subsidiaries
involved in such activities, though, the net effect is typically a reduction in their degrees of freedom as their
activities are integrated with those in other parts of the world.

3. The R&D organizations of large MNEs are also coming under pressure to deliver more efficient outputs,
typically through greater use of contract relationships with their business units. Again, the net result for the
individual R&D unit tends to be less degrees of freedom in choosing how they will spend their time.

4. E-commerce is creating an unprecedented level of transparency in the global marketplace, as customers are
able to compare products from multiple suppliers without leaving their office. The implication of this, in the
context of the current chapter, is simply that it increases the pressure on MNEs to integrate and streamline
their global activities in the ways described above.

5. Even in cases where activities are still configured on a local-for-local basis, competition is increasingly global.
In these situations, MNEs have to be able to manage their portfolio of subsidiaries in a coordinated way
(Prahalad and Hamel 1985) rather than as stand-alone entities. All of which again decreases the degrees of
freedom of the individual subsidiary manager.

All these trends have the effect of reducing the MNE subsidiary's degrees of freedom vis-à-vis its customer base. In
other words, the market-oriented aspects of subsidiary strategy are becoming more constrained, and to some degree
being taken out of the hands of subsidiary managers. At very least, we are seeing that choice about what product-
markets to serve and what competitive positions to adopt is increasingly made on a coordinated basis. Thus, there are
increasing interdependencies between subsidiaries that are managed
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through regional and global business teams, board meetings, global account managers, and such like.

What is interesting, however, is that at the same time there is a broad ‘empowerment’ trend in management practice,
through which subsidiary managers are encouraged to act more entrepreneurially (e.g. Ghoshal and Bartlett 1997). So
on the one hand subsidiary managers find their choice of customers and markets constrained by the high-level changes
sweeping through their organizations, while on the other hand they are being exhorted to take initiative and seek out
new ways of adding value. We will return to this dilemma shortly.

14.3.4 Resource Development
The resource side of strategy refers in this case to the internal resources and capabilities held by the subsidiary that are
deployed in the marketplace. Resources are defined here as the stock of available factors owned or controlled by the
firm, and capabilities are a firm's capacity to deploy resources, usually in combination, using organizational processes
to effect a desired end (Amit and Schoemaker 1993). But if—as argued here—the subsidiary is a valid unit of analysis
in its own right, it should be possible to split resources and capabilities up between the subsidiary and the MNE, as
shown in Table 14.1. Considering resources first, most tangible resources (plant, equipment, people) are held primarily
at the subsidiary level, while most intangible resources (financial, organizational, reputational) are held at the firm level.
Of course, there are plenty of exceptions to this rule, such as employees or equipment that are moved between
locations, or a reputation that is specific to the local subsidiary, but the key point is that it is possible to make such a
split in the first place.

Capabilities are much harder to split between firm and subsidiary levels of analysis. Some are clearly held at a firm level
and shared across subsidiaries, such as a particular organizational culture. Others are more likely to be specific to a
particular subsidiary, such as handling local labour relations or working with government contracts. Most capabilities,
however, sit somewhere between the two levels. Consider a hypothetical example like total quality manufacturing in
Ford Motor Company. Ford has around fifty-five assembly plants around the world. Quality levels are measured in
each plant, and it is found that year after year the highest quality ratings are achieved by the same plant in Belgium. The
Belgian plant is therefore used as the bench-mark that other plants should strive for, and it gets a stream of visitors
from these other plants, all of whom are seeking to learn from and apply its ‘best
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Table 14.1 Examples of Resources and Capabilities at Two Levels of Analysis

Subsidiary level Firm level
Resources Physical resources such as plant,

equipment, and locally sourced raw
materials;

Financial resources such as firm's
borrowing capacity;

Human resources employed in the
subsidiary;

Access to suppliers that is controlled
centrally;

Reputation with local customers and
suppliers.

Organizational resources such as the
formal reporting system;
Technological resources such as
patents or trademarks.

Capabilities Rapid product innovation; Firm-specific capabilities such as an
organizational culture supporting
innovation, quality, etc.;

Lean production system; Ability to leverage capabilities from
the left-hand column on a firm-wide
basis.

Effective distribution;
Customer focused marketing;
Data processing skills;
Etc. . . .

Source Adapted from Grant (1997)

practice’. Every year their quality levels creep up, but so does the quality of the Belgian plant.

So is the ‘total quality management’ capability held at the level of the Belgian plant, or at the firm level? The answer is a
bit of both. The capability somehow originated in the Belgian plant, but it has also been successfully leveraged on a
firm-wide basis. The suggestion, in other words, is that many capabilities have their origin in a single location. The
extent to which such capabilities are dispersed throughout the firm depends on the ability of the firm to identify and
leverage them—the so called ‘transfer of best practices’. It also depends on the extent to which they are effective in
different contexts—the adoption of Japanese approaches to lean production in America, for example.

In sum, then, the argument is that many firm resources and capabilities are actually developed at the subsidiary level.
And a key feature of these capabilities is that they are system-dependent or ‘embedded’ to such an extent that they
cannot be easily disentangled from their local context. Furthermore, the ability to nurture and develop such capabilities
is clearly the responsibility of subsidiary managers, because it is they who have the local contacts and the intimate
knowledge of local activities, not the people at HQ.

This discussion helps to clarify an important point, namely that the criteria used to evaluate resources in the resource
based view (valuable, rare, non-imitable,
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non-substitutable) are not really relevant at the subsidiary level. Because the subsidiary is just one part of the whole, its
resources and capabilities need to be complementary to other resources and capabilities elsewhere in the corporation,
not necessarily unique. Each building block has a value in itself, but it is the ability to put those building blocks together
in a unique, non-imitable way that is the source of advantage, not the independent value of the various blocks. As seen
in cases of acquisitions, the price the buyer is prepared to pay is not a function of the stand-alone value of the acquired
firm's resources, but a function of how much those resources are worth when combined with the buying firm's
resources.

14.3.5 Bringing the Two Sides Together
So what are the implications of this discussion for the concept of subsidiary strategy? It has been argued that choices
about product-market positioning are increasingly being taken out of the hands of subsidiary managers and taken up to
a corporate level. But those aspects of subsidiary strategy that are concerned with resource and capability development
are still—and indeed should be—under the control of subsidiary managers. This potentially creates great problems,
because strategy-making is all about ensuring that the market and resource sides of the equation fit together.
Corporate-level managers are ill-equipped to do this because they do not understand the unique resources and
capabilities in the subsidiary, whereas subsidiary managers have the knowledge, but not necessarily the power to fulfil
this role.

How should this dilemma be solved? The easiest way to answer this question is to start by looking at how MNEs
resolve it in practice. Without claiming that this is a comprehensive list, the following are some common approaches
that can be observed.

1. Systems for ensuring that subsidiary managers are involved in market-facing decisions. For example many
MNEs have regional or global business teams with representatives from all the countries involved. These
teams have collective responsibility (at a corporate level) for marketing decisions, but subsidiary managers are
able to provide input about their subsidiary's particular needs or expectations, and they can also feed
information back to their colleagues. Likewise, most global account management programs have supervisory
boards and global account ‘executive’ roles for national subsidiary managers to ensure their buy-in and
involvement.

2. A shift in emphasis in subsidiary roles towards greater depth and less breadth. Thus, rather than having
several factories working on duplicate product lines, each would be given a world mandate for a single
product. This is a way of achieving global economies of scale while still ensuring that
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each individual factory has its own customer. The term ‘focused factory’ is often used to describe this
approach.

3. Internal-market structures. The paradoxical idea here is that efficient global integration can sometimes be
achieved better by disaggregating activities than by leaving them together. ABB, for example, forces its R&D
centres to compete for work, by linking the vast majority of R&D funding to contracts with business units. As
a result, R&D subsidiaries are more closely integrated with the business units than they used to be, while at
the same time they are very customer-oriented because funding is provided on a contract basis. Another
example of this is Ericsson which created profit centres out of its R&D units. Whereas before these R&D
centres were ‘stuck in the bowels of the ship’ they are now managed with a commercial mindset.

4. Systems for sharing knowledge. This involves a host of things from IT-based knowledge exchanges to
informal networks to international teams. The idea in all cases is that subsidiary managers need to be tied into
the corporate network more effectively in order that they can make the link between the market and resource
sides of the strategy equation.

The common theme across these four points is that systems and structures have to be put in place within the MNE to
ensure that the subsidiary manager is her own boss and an integral part of the corporate network. At first glance this is
just a re-expression of the need to be globally integrated and nationally responsive, but it is actually subtly different
because the axes are now reversed. In the traditional model, responsiveness was about tailoring the MNE's offerings to
different national markets, while integration was concerned with managing the MNE's resources efficiently. The
approach proposed here is that the market-facing side of strategy is becoming increasingly integrated, while the
resource side is heterogeneous and needs to be managed with considerable degrees of freedom if it is to be truly
effective.

14.4 Conclusions
This chapter provides a broad overview of the state-of-play in MNE subsidiary research. In the first part the objective
was to cover the breadth of the field by picking up on the evolution of the literature and then considering the various
strands of research that are currently ongoing. The second part provided a more in depth look at one central issue,
namely the concept of subsidiary strategy. The argument, in a nutshell, was that subsidiary strategy
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is increasingly concerned with resource development rather than market positioning, which is the exact opposite of
what we would traditionally argue. Of course, this is a deliberately provocative position to take, and the reality is rather
more complex and nuanced than this bald statement would indicate. But it represents an interesting point for debate as
this field of research moves forward in the years ahead.

References
Amit, R., and Schoemaker, P. (1993). ‘Strategic Assets and Organizational Rent’, Strategic Management Journal, 14: 33–46.
Andersson, U. (1997). ‘Subsidiary Network Embeddedness: Integration, Control and Influence in the Multinational

Corporation’, doctoral thesis, Department of Business Studies, Uppsala University.
Andrews, K. (1971). The Concept of Corporate Strategy. New York: Dow Jones-Irwin.
Arvidsson, N. (1999). The Ignorant MNE: The Role of Perception Gaps in Knowledge Management, doctoral

dissertation, Stockholm School of Economics.
Barney, J. (1991). ‘Firm Resources and Sustained Competitive Advantage’, Journal of Management, 17(1): 99–120.
Bartlett, C. A. (1979). Multinational Structural Evolution: The Changing Decision Environment in International

Divisions, unpub. doctoral dissertation, Harvard University.
Bartlett, C. A., and Ghoshal, S. (1986). ‘Tap Your Subsidiaries for Global Reach’, Harvard Business Review, 64(6): 87–94.
Birkinshaw, J. M. (1994). ‘Approaching Heterarchy: A Review of the Literature on Multinational Strategy and

Structure’, Advances in Comparative Management, Research Annual, 9: 111–44.
—— (1995). Entrepreneurship in Multinational Corporations: The Initiative Process in Canadian Subsidiaries, unpub.

doctoral dissertation, Western Business School, Univ. of Western Ontario.
—— (1997). ‘Entrepreneurship in Multinational Corporations: The Characteristics of Subsidiary Initiatives’, Strategic
Management Journal, 18(3): 207–29.

—— (1999). ‘Globalization and Multinational Corporate Strategy: An Internal Market Perspective’, in N. Hood and S.
Young (eds.), The Globalization of Multinational Enterprise Activity and Economic Development. London: Macmillan.

—— Holm, U., Thilennius, P., and Arvidsson, N. (2000). ‘Impact of Perception Gaps on Control and Cooperation in
HQ-subsidiary Relationships’, International Business Review (forthcoming).

—— and Hood, N. (1997). ‘An Empirical Study of Development Processes in Foreign-owned Subsidiaries in Canada
and Scotland’, Management International Review, 37(4): 339–64.

396 JULIAN BIRKINSHAW



—— —— (1998a). ‘Multinational Subsidiary Development: Capability Evolution and Charter Change in Foreign-
owned Subsidiary Companies’, Academy of Management Review, 23(4): 773–95.

—— —— (1998b). Multinational Corporate Evolution and Subsidiary Development. London: Macmillan.
—— and Morrison, A. (1995). ‘Configurations of Strategy and Structure in Subsidiaries of Multinational

Corporations’, Journal of International Business Studies, 26(4): 729–54.
Blankenburg-Holm, D. (1996). Business Network Connections and International Business Relationships, doctoral

thesis, Department of Business Studies, Uppsala University.
Brandt, W. K., and Hulbert, J. M. (1977). ‘Headquarters Guidance in Marketing Strategy in the Multinational

Subsidiary’, Columbia Journal of World Business, 12 (Winter): 7–14.
Buckley, P. J., and Casson, M. C. (1976). The Future of the Multinational Enterprise. London: Macmillan.
Chang, E., and Taylor, S. (1999). ‘Control in Multinational Corporations (MNCs): The Case of Korean Manufacturing

Subsidiaries’, Journal of Management, 25(4): 541–65.
Chang, S-J. (1995). ‘International Expansion Strategy of Japanese Firms: Capability Building Through Sequential

Entry’, Academy of Management Journal, 38(2): 383–407.
—— (1996). ‘An Evolutionary Perspective on Diversification and Corporate Restructuring: Entry, Exit and Economic

Performance During 1981–1989’, Strategic Management Journal, 17(8): 587–612.
—— and Rosenzweig, P. (1998). ‘Functional and Line of Business Evolution Processes in MNC Subsidiaries: Sony in

the USA, 1972–1995’, in J. M. Birkinshaw and N. Hood (eds.), Multinational Corporate Evolution and Subsidiary
Development. London: Macmillan, 299–332.

Cray, David (1984). ‘Control and Coordination in Multinational Corporations’, Journal of International Business Studies,
15(3): 85–98.

Crookell, Harold H. (1986). ‘Specialization and International Competitiveness’, in Hamid Etemad and Louis Seguin
Dulude (eds.), Managing the Multinational Subsidiary, London: Croom Helm, 102–11.

Daniels, John D., Pitts, Robert A., and Tretter, Maryann J. (1984). ‘Strategy and Structure of US Multinationals: An
Exploratory Study’, Academy of Management Journal, 27(2): 292–307.

Delany, E. (1998). ‘Strategic Development of Multinational Subsidiaries in Ireland’, in J. M. Birkinshaw and N. Hood
(eds.), Multinational Corporate Evolution and Subsidiary Development. London: Macmillan.

DiMaggio, P. J., and Powell, W. W. (1983). ‘The Iron Cage Revisited: Institutional Isomorphism and Collective
Rationality in Organizational Fields’, American Sociological Review, 48: 147–60.

Doz, Yves L. (1976). National Policies and Multinational Management, unpublished doctoral dissertation, Boston: Harvard
Business School.

STRATEGY AND MANAGEMENT OF SUBSIDIARIES 397



Dunning, John H. (1980). ‘Towards an Eclectic Theory of International Production; Some Empirical Tests’, Journal of
International Business Studies, 11: 9–31.

Egelhoff, William G. (1982). ‘Strategy and Structure in Multinational Corporations: An Information-processing View’,
Administrative Science Quarterly, 27: 435–58.

Emerson, R. M. (1962). ‘Power-dependence Relations’, American Sociological Review, 27: 31–41.
Enright, M. (2000). ‘Regional Clusters and Multinational Enterprises: Independence, Dependence or Interdepend-

ence?’, International Studies of Management and Organization, 30(2): 114–38.
Etemad, Hamid, and Dulude, Louis Seguin (1986). Managing the Multinational Subsidiary. London: Croom Helm.
Forsgren, Mats, and Johanson, Jan (1992). Managing Networks in International Business. Philadelphia: Gordon & Breach.
—— Holm, U., and Johanson, J. (1995). ‘Division Headquarters go Abroad: A Step in the Internationalization of the

Multinational Corporation’, Journal of Management Studies, 32(4): 475–91.
Fratocchi, L., and Holm, U. (1998). ‘Centres of Excellence in the International Firm’, in J. M. Birkinshaw and N. Hood

(eds.), Multinational Corporate Evolution and Subsidiary Development. London: Macmillan, 189–212.
Frost, T. S., (1998). ‘The Geographic Sources of Foreign Subsidiaries' Innovations’, working paper, Richard Ivey

School of Business, Ontario.
—— Birkinshaw, J. M., and Ensign, S. (2000). ‘Centres of Excellence in Multinational Corporations’, working paper,

Richard Ivey School of Business.
Gates, Stephen R., and Egelhoff, William G. (1986). ‘Centralization in Headquarters-subsidiary Relationships’, Journal
of International Business Studies, 17(2): 71–92.

Ghoshal, Sumantra (1986). ‘The Innovative Multinational: A Differentiated Network of Organizational Roles and
Management Processes’, unpublished doctoral dissertation, Boston: Harvard Business School.

—— and Bartlett, Christopher A. (1990). ‘The Multinational Corporation as an Interorganizational Network’, Academy
of Management Review, 15(4): 603–25.

—— —— (1997). The Individualized Corporation. London: Harper Business.
Grabher, G. (1993). ‘Rediscovering the Social in the Economics of Inter-firm Relations’, in G. Grabher (ed.), The
Embedded Firm. London: Routledge.

Grant, R. (1998). Contemporary Strategy Analysis. Oxford: Blackwell.
Gupta, Anil K., and Govindarajan, Vijay (1991). ‘Knowledge Flows and the Structure of Control within Multinational

Corporations’, Academy of Management Review, 16(4): 768–92.
—— —— (1994). ‘Organizing for Knowledge within MNCs’, International Business Review, 3(4): 443–57.
—— —— (1999). ‘Feedback-seeking Behaviour within Multinational Corporations’, Strategic Management Journal, 20(3):

205–25.
—— —— (2000). ‘Knowledge Flows within Multinational Corporations’, Strategic Management Journal, 21(4): 473–96.

398 JULIAN BIRKINSHAW



Halal, W. (1994). ‘From Hierarchy to Enterprise: Internal Markets are the New Foundation of Management’, Academy
of Management Executive, 8(4): 69–83.

Hannan, M., and Freeman, J. (1977). ‘The Population Ecology of Organizations’, American Journal of Sociology, 82:
929–64.

Hansen, M. (1996). ‘Knowledge Integration in Organizations’, unpub. Ph.D. dissertation, Stanford University.
Hedlund, G. (1981). ‘Autonomy of Subsidiaries and Formalization of Headquarters-subsidiary Relationships in

Swedish MNCs’, in L. Otterbeck (ed.), The Management of Headquarters-subsidiairy Relations in Multinational Corporations.
Hampshire: Gower Publishing.

—— (1986). ‘The Hypermodern MNC: A Heterarchy?’, Human Resource Management, 25: 9–36.
Holm, U., Johanson, J., and Thilenius, P. (1995). ‘Headquarters' Knowledge of Subsidiary Network Contexts in the

Multinational Corporation’, International Studies of Management and Organization, 25(1–2): 97–120.
—— and Pedersen, T. (1999). The Emergence and Impact of Centres of Excellence. London: Macmillan.
Hymer, Stephen (1960/1976). The International Operations of National Firms: A Study of Foreign Direct Investment, Ph.D.

dissertation, Massachusetts Institute of Technology: MIT Press.
Invest in Sweden Agency (1999). ‘I huvudet på ett företag’ (in the mind/head of the company). Stockholm: Invest in

Sweden Agency.
Jarillo, J-C., and Martinez, J. I. (1990). ‘Different Roles for Subsidiaries: The Case of Multinational Corporations’,
Strategic Management Journal, 11: 501–12.

Kim, C., and Mauborgne, R. (1991). ‘Implementing Global Strategies: The Role of Procedural Justice’, Strategic
Management Journal, 12 (summer special issue): 125–44.

—— (1993a). ‘Effectively Conceiving and Executing Multinationals Worldwide’, Journal of International Business Studies,
24(3): 419–49.

—— (1993b). ‘Procedural Justice, Attitudes, and Subsidiary Top Management’, Academy Of Management Journal, 36(3):
502–27.

Kogut, B. (1983). ‘Foreign Direct Investments as a Sequential Process’, in C. P. Kindleberger and D. Audretsch (eds.),
The Multinational Corporation in the 1980s. Cambridge, Mass.: MIT Press.

Kuemmerle, W. (1996). ‘Home Base and Foreign Direct Investment in Research and Development: An Investigation
into the International Allocation of Research Activity by Multinational Enterprises’, unpub. doctoral dissertation,
Harvard Graduate School of Business.

Lehrer, M., and Asakawa, K. (1999). ‘Unbundling European Operations: Regional Management and Corporate
Flexibility in American and Japanese MNCs’, Journal of World Business, 34(3): 267–86.

Malnight, T. (1994). ‘Globalization of an Ethnocentric Firm: An Evolutionary Perspective’, Strategic Management Journal,
16: 119–41.

—— (1996). ‘The Transition from Decentralized to Network-based MNC Structures: An Evolutionary Perspective’,
Journal of International Business Studies, 27(1): 43–66.

STRATEGY AND MANAGEMENT OF SUBSIDIARIES 399



Meyer, J. W., and Rowan, B. (1977). ‘Institutionalized Organizations: Formal Structure as Myth and Ceremony’,
American Journal of Sociology, 83(2): 340–63.

Moore, Karl (1996). ‘Capturing International Responsibilities in the Canadian Pharmaceutical Industry’, Industry
Canada Working Paper.

Nobel, R., and Birkinshaw, J. M. (1998). ‘Patterns of Control and Communication in International Research and
Development Units’, Strategic Management Journal, 19(5): 479–98.

Otterbeck, Lars (ed.) (1981). The Management of Headquarters-subsidiary Relations in Multinational Corporations. Hampshire:
Gower Publishing.

Penrose, E. T. (1959). The Theory of the Growth of the Firm. Oxford: Basil Blackwell.
Peters, E. (1999). ‘Plant Subsidiary Upgrading: Some Evidence from the Electronics Industry’, in N. Hood and S.

Young (eds.), The Globalization of Multinational Enterprise Activity and Economic Development. London: Macmillan.
Picard, J. (1980). ‘Organizational Structures and Integrative Devices in European Multinational Corporations’,
Columbia Journal of World Business, 15: 30–5.

Porter, M. E. (1996). ‘What is Strategy?’, Harvard Business Review, 74(6): 61–80.
Poynter, Thomas A., and Rugman, Alan M. (1982). ‘World Product Mandates: How Will Multinationals Respond?’,
Business Quarterly, Autumn: 54–61.

Prahalad, C. K. (1976). ‘The Strategic Process in a Multinational Corporation’, unpub. doctoral dissertation, School of
Business Administration, Harvard University.

—— and Doz, Yves L. (1981). ‘An Approach to Strategic Control in MNCs’, Sloan Management Review, Summer: 5–13.
—— and Hamel, G. (1985). ‘Do You Really Have a Global Strategy?’, Harvard Business Review, 63(4): 139–45.
Robinson, Patricia A. (1996). ‘Applying Institutional Theory to the Study of the Multinational Enterprise: Parental

Control and Isomorphism Among Personnel Practices in American Manufacturers in Japan’, unpub. doctoral
dissertation, MIT.

Rosenzweig, P., and Nohria, N. (1995). ‘Influences on Human Resource Management Practices in Multinational
Corporations’, Journal of International Business Studies, 25(2): 229–52.

—— and Singh, J. (1991). ‘Organizational Environments and the Multinational Enterprise’, Academy of Management
Review, 16(2): 340–61.

Rugman, Alan M. (1981). Inside the Multinationals: The Economics of Internal Markets. London: Croom Helm.
—— (1983). Multinationals and Technology Transfer. New York: Praeger.
—— and Bennett, J. (1982). ‘Technology Transfer and World Product Mandating in Canada’, Columbia Journal of World
Business, 17(4): 58–62.

—— and Douglas, S. (1986). ‘The Strategic Management of Multinationals and World Product Mandating’, Canadian
Public Policy, 12(2): 320–28.

—— and Verbeke, Alain. (1992). ‘A Note on the Transnational Solution and the Transaction Cost Theory of
Multinational Strategic Management’, Journal of International Business Studies, 23(4): 761–72.

—— —— (2000). ‘Subsidiary-specific Advantages in Multinational Enterprises’, Strategic Management Journal
(forthcoming).

400 JULIAN BIRKINSHAW



Schutte, H. (1998). ‘Between Headquarters and Subsidiaries: The RHQ Solution’, in J. M. Birkinshaw and N. Hood
(eds.), Multinational Corporate Evolution and Subsidiary Development. London: Macmillan.

Sim, A. B. (1977). ‘Decentralized Management of Subsidiaries and Their Performance’, Management International Review,
2: 45–52.

Sölvell, Ö, and Birkinshaw, J. M. (2000). ‘Leading Edge Multinationals and Leading Edge Clusters’, International Studies
of Management and Organization, 30(2): 3–10.

—— and Zander, I. (1998). ‘International Diffusion of Knowledge: Isolating Mechanisms and the Role of the MNE’,
in A. Chandler, P. Hagstrom, and Ö. Sölvell (eds.), The Dynamic Firm. Oxford: Oxford University Press.

Stopford, John M., and Wells, Louis T. (1972). Managing the Multinational Enterprise: Organisation of the Firm and Ownership
of the Subsidiaries. New York: Basic Books.

Surlemont, B. (1998). ‘A Typology of Centers Within Multinational Corporations: An Emprical Investigation’, in J. M.
Birkinshaw and N. Hood (eds.), Multinational Corporate Evolution and Subsidiary Development. London: Macmillan.

Szulanski, G. (1996). ‘Exploring Internal Stickiness: Impediments to the Transfer of Best Practices Within the Firm’,
Strategic Management Journal, 17 (special issue): 27–44.

Taggart, J. H. (1997). ‘Autonomy and Procedural Justice: A Framework for Evaluating Subsidiary Strategy’, Journal of
International Business Studies, 28(1): 51–76.

Teece, D. J., Pisano, G., and Shuen, A. (1997). ‘Dynamic Capabilities and Strategic Management’, Strategic Management
Journal, 18: 509–34.

Tsai, W., and Ghoshal, S. (1998). ‘Social Capital and Value Creation: The Role of Intrafirm Networks’, Academy of
Management Journal, 41(4): 464–77.

Vernon, Raymond (1966). ‘International Investment and International Trade in the Product Cycle’, Quarterly Journal of
Economics, May: 191–207.

Wernerfelt, B. (1984). ‘A Resource Based View of the Firm’, Strategic Management Journal, 5: 171–80.
Westney, D. Eleanor (1990). ‘Internal and External Linkages in the MNC: The Case of R&D Subsidiaries in Japan’, in

C. A. Bartlett, Y. Doz, and G. Hedlund (eds.), Managing the Global Firm. London: Routledge, 279–302.
—— (1994). ‘Institutionalization Theory and the Multinational Corporation’, in S. Ghoshal and D. E. Westney (eds.),
Organization Theory and the Multinational Corporation. New York: St Martin's Press, 53–76.

White, Roderick E., and Poynter, Thomas A. (1984). ‘Strategies for Foreign-owned Subsidiaries in Canada’, Business
Quarterly, Summer: 59–69.

STRATEGY AND MANAGEMENT OF SUBSIDIARIES 401



Chapter 15 Strategic Alliances

Andrew C. Inkpen

Over the past few decades there has been an enormous increase in the formation of international strategic alliances
and in the research efforts devoted to understanding alliances. This chapter provides an analysis of the major issues
and research questions that have been studied in the international alliance area. Although the objective is to be as
comprehensive as possible, the enormous output in alliance studies, especially in the 1990s, necessitates that various
areas can be discussed only peripherally. The chapter begins with a brief overview of alliance forms and then moves on
to consider alliance formation and governance structures, alliance performance, control issues, bargaining power, the
role of trust, evolutionary processes, and alliance networks. Within each section, key research areas and questions are
identified and the major supporting research and associated findings are discussed.

15.1 Strategic Alliance Forms
Strategic alliances are collaborative organizational arrangements that use resources and/or governance structures from
more than one existing organization.



Strategic alliances have three important characteristics. First, the two (or more) firms partnering remain independent
subsequent to the formation of the alliance. Second, alliances possess the feature of ongoing mutual interdependence,
in which one party is vulnerable to the other (Parkhe 1993). Mutual interdependence leads to shared control and
management, which contributes to the complexity of alliance management and often creates significant administrative
and coordination costs. Third, because the partners remain independent, there is uncertainty as to what one party is
counting on the other party to do (Powell 1996).

The previous alliance definition includes a broad range of organizational forms, including equity joint ventures,
licensing arrangements, and shared product development projects. To this definition we add the notion of cross-border
flows and linkages. Thus, international strategic alliances are the relatively enduring interfirm cooperative arrangements
that utilize resources from autonomous organizations based in two or more countries (Parkhe 1991). Figure 15.1 lists
examples of alliance types. The two types of interfirm relationships excluded from the strategic alliance definition are
market-based transactions undertaken by two firms and the merger of firms. Although some authors have treated
mergers and acquisitions as a form of alliance, this is inconsistent with the concept of an alliance. The new
organization that results from a merger or acquisition does not depend on two or more existing organizations for its
survival, as does an alliance.

Figure 15.1 indicates an ascending order of involvement and interaction by the organizations creating the alliance
(Contractor and Lorange 1988). The first alliance on the list, technical training, has an almost negligible amount of
interorganizational interaction. The last form, equity joint ventures, has an extremely high degree of interorganizational
interaction. In that sense, an equity joint venture is the most ‘intimate’ form of alliance. Until the late 1980s, the equity
joint venture was viewed virtually synonymously with the term alliance. More recently, and concurrent with the vast
number of new alliance formations, researchers have been investigating a much broader set of international
collaborative arrangements (e.g. Hagedoorn 1993).

15.2 Why Alliances Are Formed
A variety of theoretical reasons have been suggested to explain firms' motives for forming international alliances.
These reasons are examined in this section
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Fig. 15.1 Types Of strategic alliances

by addressing two key questions: what are the strategic objectives in forming an alliance and why is an alliance the
preferred organizational arrangement? Although the questions are addressed separately, in practice they are inter-
twined in a firm's decision to collaborate.

15.2.1 Strategic Objectives
The overall strategic objective of alliance partners is the pooling of resources to create value in a way that each of the
parents could not achieve by acting
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alone. Value creation refers to the process of combining the capabilities and resources of the partners to perform a
joint task that has the potential to create monetary or other benefits for the partners. Although the perceived value to
each of the parents need not be the same, each alliance partner must gain some benefits for an alliance to be the
preferred option (Porter and Fuller 1986). For example, GM's strategic objectives for its NUMMI joint venture with
Toyota may have included access to North American production of high quality small cars for the United States
market and access to the Toyota manufacturing technology. Toyota's objectives were very different. As Toyota's first
attempt at building cars in North America, the joint venture provided the company with an opportunity to develop an
understanding of the North American manufacturing environment. Thus, the parties in an alliance will not necessarily
value a relationship in the same way but will see it as a means to their individual ends.

The strategic objectives of alliances are discussed extensively in the alliance literature (e.g. Contractor and Lorange
1988; Gulati 1998; Harrigan 1986; Hennart 1991, 1988; Kogut 1988; Osborn and Hagedoorn 1997; Porter and Fuller
1986). The feature that links the objectives is that they are aimed at improving the firm's strategic positioning vis-à-vis
rivals (Kogut 1988). The objectives, or benefits of alliances, can be broadly classified in several categories. Although
discussed individually, firms will often have concurrent strategic objectives in forming alliances.

The first objective is to gain economies of scale by pooling economic activities such as raw materials supply,
manufacturing, and marketing and distribution. A second objective is to reduce risk and promote stability. Alliances
may be an attractive option for large, risky projects because neither partner bears the full cost of the venture activity. A
third objective is legitimacy (Oliver 1990). Firms may seek established partners to capitalize on the partner's reputation.
This objective may be prevalent in cases where small firms seek cooperative relationships with larger firms. Legitimacy
concerns also may exist when firms try to enter international markets. A local partner may provide the necessary
legitimacy for firms that are unfamiliar and uncertain about local conditions.

A fourth objective is to gain access to another firm's knowledge or ability to perform an activity where there are
asymmetries between firms. Porter and Fuller (1986) referred to this benefit as one of access: firms seek access to such
things as distribution channels and specialized know-how. Using alliances to enter foreign markets or to bring foreign
products to local markets can give the firm access to resources that would not be available if the firm attempted the
strategy alone. Firms may pool complementary resources in order to diversify into new product or geographic
markets. Firms also may seek new technology in their core business area and therefore use an alliance to gain access to
that knowledge.
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The potential costs of alliance strategies must also be considered. First, there are the costs of coordinating the often
divergent interests of the partners (Killing 1983). Second, when proprietary expertise and market access are transferred
to partner firms, alliances have the potential to create competitors. For example, Reich and Mankin (1986) discussed
the competitive implications of sharing technology across borders with potential competitors. Third, alliances can
create an adverse bargaining position when one partner captures a disproportionate share of the value created by an
alliance (Hamel 1991; Inkpen and Beamish 1997).

15.2.2 The Preferred Organizational Arrangement
The four benefits discussed above provide a strategic rationale as to why firms form alliances. However, strategic
explanations alone are not sufficient to explain the formation of an alliance because for each of the objectives,
alternative organizational arrangements or modes could be chosen to achieve the same objective (Buckley and Casson
1996; Hennart 1988). Therefore, the question of why an alliance is preferred to another structure, such as a wholly-
owned subsidiary or a market-based contract, must be addressed. In this section, the question of choice of
organizational arrangement is considered while keeping in mind that theories of strategic and structural choice are
complementary rather than opposing theories.

The transaction cost explanation for the formation of alliances is based on the approach proposed by Williamson
(1981, 1975). Williamson's main argument was that hierarchically organized firms will replace the market for
transactions in situations where the market for intermediate goods is inefficient. This inefficiency arises when there is
uncertainty about the outcome or value of the transactions (i.e. a high degree of asset specificity) and when there is
difficulty in creating the proper performance incentives for each party in the transaction. Williamson proposed that
firms choose how to transact with the objective of minimizing transaction and production costs. These arguments are
similar to those proposed by Thompson (1967) in explaining organization design. Using the concepts of uncertainty
and domain, Thompson argued that organizations attempt to put boundaries around their activities to eliminate
uncertainty.

Transaction cost theories of alliances must explain why a firm prefers an alliance over both arm's-length transactions
and over the options of internal development or mergers and acquisition. Based on the transaction cost perspective,
internalization theory proposes that the rational, profit-maximizing multinational corporation (MNC) would tend to
use wholly-owned
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subsidiaries to achieve its international strategic objectives. According to Calvet (1981), organizing within the MNC
provides channels for the transfer of knowledge and slows the dissipation of information to competitors. However,
using transaction costs theory, persuasive arguments for the formation of alliances as an alternative to the MNC can be
made (e.g. Beamish and Banks 1987; Contractor 1990; Dunning 1995; Hennart 1991, 1988; Madhok 1997). Madhok
(1997) argued that markets may be unable to adequately bundle together the relevant tacit resources and capabilities.
Beamish and Banks (1987) and Contractor (1990) proposed that alliances are preferable to MNCs when the
transactional difficulties of opportunism, bounded rationality, uncertainty, and small numbers condition can efficiently
be dealt with in an alliance. As well, alliances reduce the transaction and coordinating costs of arm's-length market
transactions (Dunning 1995). Specifically, an alliance can be a more rapid means of establishing a competitive position
than through replication or internal development. This implies that alliances may be more likely to occur in industries
undergoing rapid structural change. The telecommunications industry in the late 1990s is a good example of an
industry with rapidly evolving technology and a multitude of international alliances.

Another situation where alliances may be preferable to acquisition occurs when acquiring the desired firm-specific
assets also means acquiring other businesses that are foreign to the buyer (Chi 1994; Hennart 1988). Thus, an alliance
can be more economically feasible and involve a less irreversible commitment than acquisition. Because there is no
transfer of ownership rights, the relationship may be rescinded at a relatively low cost. Hennart (1988) outlined specific
circumstances of narrow imperfect markets that are likely to lead to internalization between parents and alliances.
These include the markets for some raw materials and components, types of knowledge, loan capital, and distribution.
Given the inefficient market for these goods, firms may attempt to bypass the market by forming a cooperative link
with another firm.

Transaction cost explanations provide a compelling economic rationale for the formation of alliances and in particular
for the superiority of the alliance mode of organization under specific circumstances. However, the transaction cost
perspective is somewhat restrictive because it neglects more behavioral issues and implies too strongly a tractable
economic analysis in understanding cooperative relationships. As Robins (1987: 83) argued, the effort to explain
structural change solely on the basis of microeconomic processes obscures the role of historical and social forces that
influence the competitive environment. In addition, the emphasis on structural arrangements and tangible assets
(Lorenzoni and Lipparini 1999) makes some implicit assumptions that organization design can be equated with
structure when in fact, organization design includes variables besides the physical structure. These include

STRATEGIC ALLIANCES 407



the people, task, reward systems, and decision and information processes and in particular the intangible assets
associated with learning and knowledge.

15.2.3 Organizational Learning as an Alliance Motive
Value creation in an alliance occurs after the venture is formed. Much of the alliance research is concerned with how to
manage the collaborative process to maximize value creation. In recent years, there has been much greater attention
focused on individual firm value appropriation through monetary and long-term competitive gains. An organizational
learning motive provides a viable theoretical rationale for alliance formation. Coupled with the strategic objective of
access to a partner's knowledge and skills, a learning motive represents a logical objective for firms involved in
alliances. Therefore, although there are strong economic arguments as to why a firm chooses the alliance mode,
organizational reasons cannot be ignored and may help to explain the prevalence of alliances in the international
environment.

Alliances provide a platform for organizational learning, giving firms access to the knowledge of their partners.
Through the shared execution of the alliance task, mutual interdependence and problem solving, and observation of
alliance activities and outcomes, firms can learn from their partners. Unlike other learning contexts, the formation of
an alliance reduces the risk that the knowledge will dissipate quickly (Powell 1987). Thus, alliances provide an ideal
platform for learning. Two or more organizations are brought together because of their different skills, knowledge, and
strategic complementarity. The differences in partner skills and knowledge provide the catalyst for learning by the
alliance parents.

There is a significant body of theoretical research (Inkpen, 2000; Kogut 1988; Kumar and Nti 1998; Larsson,
Bengtsson, Henriksson, and Sparks 1998; Makhija and Ganesh 1997; Mody 1993; Parkhe 1991; Pucik 1991) and
empirical studies (Dodgson 1993; Hamel 1991; Inkpen and Crossan 1995; Inkpen and Dinur 1998; Lane and Lubatkin
1998; Mowery, Oxley, and Silverman 1996; Powell, Koput, and Smith-Doerr 1996; Simonin 1997, 1999) addressing
the issue of alliances and learning. This stream of research addresses some of the important questions associated with
the conditions under which organizations exploit alliance learning opportunities.

Various different learning perspectives have been examined in the alliance literature. Learning processes, as Doz (1996)
argued, are central to the evolution of an alliance. From the alliance partner's point of view, learning can be examined
from two perspectives: (1) learning about the alliance partner,
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which can be an antecedent to the development of interfirm trust and (2) learning from the alliance partner. Doz and
Hamel (1998) emphasized that the motivations and effects of the two types of partner learning are very different. They
referred to learning about the alliance partner as skill familiarity that supported the alliance partner's ability to jointly
create value. Learning from an alliance partner is a very different type of alliance learning and is a key determinant of
alliance bargaining power (Hamel 1991; Inkpen and Beamish 1997; Yan 1998). In turn, partner learning influences the
extent of control one firm can exert over its alliance. Firms that can learn quickly are able to acquire partner skills,
reducing dependence and increasing bargaining power. Inkpen and Beamish (1997) used these arguments to develop a
framework of instability and international joint ventures.

Taking a different tack, Kogut (1991) suggested that alliances may be investments that provide firms with expansion
opportunities. Faced with uncertainty and a desire to learn, firms may prefer an alliance to acquisition. If one partner
has the option to purchase the other's equity in the venture, that partner can utilize the alliance as a means of acquiring
complex knowledge about the business. Once the party with the option to buy has acquired (i.e. learned) the skills of
the partner firm, further investment in the venture might not be warranted. At this point the buy option may be
exercised and the alliance terminated.

Various other alliance studies have incorporated learning perspectives. For example, Makhija and Ganesh (1997) linked
learning and control in a conceptual framework. Khanna, Gulati, and Nohria (1998) examined how the tension
between cooperation and competition affects the dynamics of learning alliances. The authors developed the concept of
private and common benefits to the alliance partners and suggested that firms often fail to understand the magnitude
of partner asymmetric differences. Lyles and Salk (1996) examined the factors that influenced knowledge acquisition by
the joint venture organization from the foreign parent. Given the interest in learning theories in other business
disciplines it is likely that learning will continue to be a focus for alliance researchers in years to come.

15.3 Alliance Performance
International alliances are often described, particularly in the business press, as inherently unstable organizational
forms that are prone to failure. Gulati
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(1998) listed various factors that practitioners have identified to explain alliance performance: flexibility in management
of the alliance, trust, information exchange, management of conflict, continuity of boundary spanning personnel, and
managing partner expectations. Various researchers have observed that alliances involve significant costs in terms of
coordination, reconciling goals with an independent entity, and creating competitors. Porter (1990) suggested that
these costs make many alliances transitional rather than stable arrangements and therefore, alliances are rarely a
sustainable means for creating competitive advantage. Supporting this argument, several empirical studies of alliances
have found instability rates of close to 50 per cent (e.g. Kogut 1988). Based on the finding that twenty-four of the
forty-nine international alliances they studied were considered failures by one or both partners, Bleeke and Ernst
(1991) suggested that most alliances will terminate, even successful ones.

Despite conventional wisdom about the difficulty of alliance management, the measurement of alliance performance
has bedeviled alliance researchers for decades. The difficulties of measuring alliance performance is rooted in both
theoretical and methodological challenges. Because alliances are formed for a variety of purposes (Contractor and
Lorange 1988; Hennart 1988) and often in highly uncertain settings, performance evaluation becomes a very difficult
task (Anderson 1990). One perspective argues that alliance performance should be evaluated as a mutual outcome and
take into account the perspectives of the multiple partners (Beamish 1988). A different perspective suggests that
performance should be viewed in terms of value creation. Because each partner will have different cooperative
objectives and abilities to appropriate alliance benefits, the focus should be on the individual monetary and competitive
gains of each partner (Hamel 1991). A further perspective is that alliances should be evaluated as stand-alone entities
seeking to maximize their own performance, not the partners' (Anderson 1990). Finally, alliance stability or survival
has been extensively used as an indicator of performance (Gomes-Casseres 1989; Kogut 1989; Park and Russo 1996).

Empirical studies of alliance performance have mainly dealt with equity joint ventures. Geringer and Hebert (1991)
identified the various performance measures used in international joint venture studies: profitability, growth, and cost
position; venture survival; duration; instability of ownership; renegotiation of the alliance contract. Geringer and
Hebert's empirical work found that an objective measure of joint venture performance was correlated with a measure
based on venture performance relative to initial objectives. More recently, authors have developed extensive surveys (e.
g. Parkhe 1993) with the objective of capturing partner asymmetries in perceptions of performance. This area should
prove to be a fruitful avenue for future research.
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15.3.1 Instability
With a focus primarily on equity joint ventures, several definitions of instability have been used in the alliance literature.
Franko (1971) defined a joint venture as unstable when parent holdings changed and crossed 50 per cent or 95 per
cent ownership, a parent sold its joint venture interest, or the venture was liquidated. Killing (1983) considered both a
shift in alliance control and venture termination as evidence of instability. Other researchers have adopted a narrower
view. For example, Kogut (1989) used venture termination as the sole indicator of instability. However, as Kogut
indicated, an alliance cannot be considered unstable simply because its lifespan is short. All relationships between firms
face challenges that threaten to change or terminate the basis for cooperation. Sometimes terminations are planned
and anticipated by the parties involved. Ventures may also be terminated as a matter of policy when there is a change in
parent ownership or management. In other cases, difficulties associated with ending a relationship may create a
rationale for maintaining an existing alliance that would otherwise be terminated.

Inkpen and Beamish (1997) argued that instability in equity joint ventures should be linked with unplanned equity
changes or major reorganizations. They defined instability as a major change in relationship status that was unplanned
and premature from one or both partners' perspectives. Usually, instability will result in premature alliance termination,
either when one partner acquires the alliance business or the venture is dissolved. A complicating factor is that alliance
termination will not always be a mutual decision (Parkhe 1991). Premature termination may be precipitated by the
actions of one partner. For example, when one firm is trying to learn from its partner in order to reduce its
dependency, the partner doing the learning may have very different longevity objectives than the partner that is the
knowledge source. Yan (1998) extended these arguments by drawing on structural instability and structural inertia
perspectives to trace the destabilizing forces in international joint ventures. Yan suggested that alliance researchers
should move away from the assumption that stability produces success whereas instability produces failure.

15.3.2 Culture and Partner Compatibility
Compatibility between the partners and congruency in partner cultural factors are often cited as critical to alliance
success (e.g. Barkema and Vermeulen 1997; Shenkar and Zeira 1992). Compatibility can be viewed from multiple
perspectives, including organizational fit, strategic symmetry,
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resource complementarities, and alliance task-based factors. Research linking partner compatibility with performance,
including partner selection studies (e.g. Beamish 1987), has not yielded consistency in results. One stream of research
posits that the more culturally distant two firms are, the greater the differences in their organizational and
administrative practices, employee expectations, and accordingly, the less likely it is that the alliance will be successful.
For example, Lane and Beamish (1990) argued that cultural compatibility between the partners is the most important
factor in the endurance of an international alliance. Empirical research, however, does not bear this out. In a study of
Japanese—US joint ventures, Park and Ungson (1997) found that organizational measures of compatibility were not
important in dissolution rates. Luo (1997) found that the link between partners' sociocultural distance and joint venture
performance was not significant. One of the problems, as Osborn and Hagedoorn (1997) pointed out, is that
measurement of compatibility is more illusive than its definition.

15.4 Control of Strategic Alliances
Management control is the organizational process which aligns subunits and individuals with the interests and
objectives of the organization (Tannenbaum 1968; Yan and Gray 1994). Control in the alliance context refers to the
process by which partner firms influence an alliance entity to behave in a manner that achieves partner objectives and
satisfactory performance. The process includes the use of power, authority, and a range of bureaucratic, cultural, and
informal mechanisms (Geringer and Hebert 1989).

In alliances, control issues are often at the heart of management conflict between the partners. Alliances are formed
when two or more partners, often with disparate skills and objectives, pool a portion of their resources to form a new
entity. As Killing (1982) pointed out, the primary problems in managing alliances stem from one cause: there is more
than one parent. Thus, the ability of an owner to exercise control over its alliance is a function not only of its influence
over its alliance managers but also of the influence over the other partner (Child, Yan, and Lu 1997). The owners of
alliances are often visible and powerful; they can and will disagree on just about anything. Given the potential for
partner conflict, control issues are usually an important
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consideration for alliance partners (Geringer and Hebert 1989; Killing 1983; Yan and Gray 1994). However, in
comparison with wholly-owned subsidiaries, exercising effective control over alliances is often difficult for the parent
firms, especially if they are unable to rely solely on their ownership position (Geringer and Hebert 1989).

Various approaches have been employed to develop an understanding of alliance control and in particular its
relationship with alliance performance. Geringer and Hebert (1989) made a significant contribution in analyzing the
approaches and identifying three dimensions of control: (1) the mechanisms used by the parents to exercise control; (2)
the extent of control achieved by the parents; and (3) the scope of activities over which parents exercise control. While
Geringer and Hebert argued that the dimensions are complementary and interdependent, there is a paucity of
empirical work to support their arguments. Child, Yan, and Lu (1997) made a distinction between contractual and
noncontractual resource inputs as sources of bargaining power and, hence, control over alliance activities. Empirical
research has tended to focus either on control over a range of decision or activities (e.g. Killing 1983) or mechanisms
of control, such as contribution of key managers, board membership, or alliance structure and policies (e.g. Yan and
Gray 1994). Work in the area of performance and control has been particularly ambiguous and suggests that deeper
study into the roles of trust and learning should contribute valuable insights.

15.4.1 The Control—Performance Relationship
A prominent theme in the literature on international alliances, and especially involving equity joint ventures, is the
relationship between control and performance. A variety of mechanisms are available to parents for exercising effective
control. Various terms have been used to describe different types of control mechanisms (see Martinez and Jarillo
1989 for a review of research on control and coordination mechanisms in multinational firms). To describe alliance
controls, the terms formal and informal have gained acceptance (Makhija and Ganesh 1997). Formal controls tend to
be predictable, regular, and involve explicit information transfers. Informal controls are more uncertain, ambiguous,
and organizationally embedded (Deakin and Wilkinson 1998). Informal and non-contractual safeguards are more likely
when there is a high level of trust between the partners. For example, in cases of high trust, the alliance agreement may
be less detailed because of perceptions of a low probability of opportunism. Governance costs under conditions of
distrust will be greater and procedures will be more formal, such as more

STRATEGIC ALLIANCES 413



detailed contract documentation, more frequent board meetings, closer scrutiny by lawyers, and more communication
between partner headquarters and the alliance. These procedures will result in additional transaction costs to the
alliance partners (Dyer 1997). Parkhe (1993) found support for the hypothesis that elaborateness of safeguards and the
perception of opportunistic behavior are strongly related.

In the equity joint venture area, ownership has most widely been investigated as the basis for establishing parent
control. While ownership and control do not correspond perfectly (Hennart 1991), majority ownership provides the
basis for a high degree of management control. Blodgett (1992), using ownership to measure control and stability to
measure performance, found that 50–50 shared management arrangements had a greater chance for long life than
majority owned ventures. Blodgett argued that when partners have equal ownership, there will be pressure on both
sides to make accommodations to the alliance to protect their investments and, therefore, both partners will be
committed to making the venture successful. In a majority-owned venture, one partner may have the ability to
configure the venture in a manner that is undesirable to the other partner(s).

Conceptualizing control in terms of the locus of decision-making and the extent of control exercised by partner firms
provides the basis for an alternative view of performance and control. Killing's (1982) early work identified three
categories of alliances based on the extent of shared decision-making: dominant parent, shared management, and
independent ventures. The primary determinant of the alliance type was the degree of parent involvement in the
decision-making of the alliances and the extent to which both parents had active roles. In making the link between
control and performance, Killing (1982) found that dominant partner alliances were more likely to be successful than
shared partner ventures. Killing argued that when a single parent controlled the venture's activities, the risks associated
with coordination and potential conflicts were reduced. While there is conflicting evidence about this relationship (see
Beamish and Banks' (1987) study of developing country alliances), Killing's argument is persuasive, especially when
interpreted within a transaction cost framework. Coordination between partners entails significant costs that make
many alliances transitional rather than stable arrangements. Reducing the risks associated with coordination can
minimize transaction costs and stabilize the alliance. Following this logic, alliances in which a dominant partner has
decision-making control should perform better than ventures where control is shared.

In an empirical setting, Mjoen and Tallman (1997) combined an ownership-focused control model with a resource
input-based bargaining power model. Their results rejected an approach to joint venture governance based solely on
ownership as the basis for control, arguing instead for a bargaining power-based model of control. Taking a different
perspective, several studies
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have suggested that firms with different national backgrounds have different preferences in ownership (Erramilli 1996,
Pan 1997). For example, Pan (1997) suggested that North American MNCs were more likely than Japanese firms to
form wholly-owned subsidiaries. Interpreting these results are problematic because of the many strategic variables that
must be controlled for.

Clearly, as Geringer and Hebert (1989) concluded: the relationship between dominant control and alliance
performance is far more complex and less direct than scholars originally perceived. In recent years, the search for
direct links between control and performance have faded as a major issue for alliance researchers, perhaps because of a
renewed emphasis on bargaining power and the dynamics of alliance relationships.

15.5 Alliances and Bargaining Power
Viewing alliances from a bargaining power and dependence perspective is an area that has its roots in work by
Emerson (1962) and generalized to the organizational level in Pfeffer and Salancik's (1978) resource-dependence
model. The essence of the model is that the possession or control of key resources by one entity may make other
organizations dependent on that entity. This notion of resource fit assumes that relationships are terminated for the
inverse of the reasons for which they were formed (Seabright, Levinthal, and Fichman 1992).

In a cooperative relationship, dependence can be a source of power for the firm controlling key resources because to
some degree, each firm can increase, or withhold, resources which are attractive to its partner (Bacharach and Lawler
1980). When one firm controls an ‘irreplaceable’ alliance resource or input, a dependency situation is created (Hamel
1991). While the dependency is voluntary in that firms choose to form alliances, once the alliance is operational, firms
depend on their partners for specific resources and inputs. A firm that has the option to contribute or withhold an
important resource or input can use that option as leverage in bargaining with its partner (Pfeffer 1981).

The notion of ‘cooperative’ may seem at odds with dependence and power. However, the key point is that at the time
an alliance is formed, each partner is dependent on the other(s) for critical alliance inputs. Thus, the firms must
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cooperate to ensure that these critical inputs are transformed into a productive entity, i.e. the alliance. Over time, the
dependence may change and as a result, bargaining power may tilt in favor of one partner. When that happens, the
alliance partner holding the increased bargaining power has access to more available partners and other options,
including venture termination, than does the partner with limited bargaining power (Yan and Gray 1994).

The bargaining power perspective is particularly appropriate for the examination of alliance stability because all
alliances involve a negotiated bargain between the partners. At a general level, bargaining power in alliances arises out
of the relative urgency of cooperation, available resources, commitments, other alternatives, and the strengths and
weaknesses of each partner (Schelling 1956). Yan and Gray's (1994) inductive study, the most systematic exploration of
the concept of bargaining power in international joint ventures to date, identified both resource-based and context-
based components of bargaining power. The resources and capabilities committed by the partners to the alliance were
a major source of bargaining power. Local knowledge in areas such as local sourcing, domestic distribution, and
personnel management was the main resource contributed by the local partners (Yan and Gray 1994). For the foreign
partners, resource contributions included expertise and technology for production management and global support.

To link the partner resource contributions directly to bargaining power and to understand the process of bargaining
power shifts, concepts of organizational knowledge management must be incorporated in the framework. The pace of
knowledge acquisition by one alliance partner is an important process dimension because, as Hamel (1991) argued, this
dimension is very much within the firm's control. Because of this controllability, Hamel identified learning as the most
important element in determining relative bargaining power. Substantial knowledge acquisition by one partner over
time can erode the value of the knowledge contributed by the other partner, breaking down the bargaining relationship
between the partners and enabling one firm to eliminate its dependency on its partner.

15.6 The Role of Trust
International alliance research over the past decades (e.g. Beamish and Banks 1987; Buckley and Casson 1988; Inkpen
and Beamish 1997; Inkpen and Currall 1998; Madhok 1995; Yan and Gray 1994) has repeatedly argued that mutual
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trust is essential for successful alliances. Ariño and de la Torre (1998), in their study of a failed joint venture, concluded
that in the absence of a reserve of trust, alliances that encounter threats to stability will not be sustainable. Yan (1998:
786) wrote that ‘lack of trust between the partners at the international joint venture formation can be a major source of
structural instability’. As noted by Child and Faulkner (1998), trust is particularly fragile in international alliances
because risk and uncertainty involved in a domestic alliance are heightened in the alliance context by cross-national
differences between partner firms with respect to culture, law, politics, and trade policy.

Inkpen and Currall (1998) discussed alliance trust antecedents and consequences and argued that trust plays a crucial
role in the overall nature of alliance processes. As well, alliance trust should be viewed as an evolving rather than static
concept. Over time, as the partners and partner managers learn about each other and the alliance becomes an
operating entity, the level of interpartner trust will change. Trust requires familiarity and mutual understanding and,
hence, depends on time and context (Nooteboom, Berger, and Noorderhaven 1997). As the relationship ages,
previous successes, failures, and partner interactions will influence the level of trust in the alliance. Furthermore, unlike
most economic commodities, trust may grow rather than wear out through use (Hirschman 1984). Trust may also
decrease over the life of the relationship. For example, when an alliance is formed, there is a subjective probability that
a partner will cooperate. Experience will lead to adjustment of the probability, which in turn may lead to a shift in the
level of trust.

Risk is a precondition for the existence of trust, and the trustor must be cognizant of risk (Mayer, Davis, and
Schoorman 1995; Sitkin and Pablo 1992). The risk of negative outcomes must be present for trust to operate and the
trustor must be willing to be vulnerable. In the absence of risk, trust is irrelevant because there is no vulnerability. The
greater the risk, the higher the confidence threshold required to engage in trusting action. The nature of risk and its
relationship with trust has received limited research attention in the international alliance literature.

15.6.1 Trust and Performance
Although it has generally been argued that trust enhances alliance performance (e.g. Harrigan 1986; Saxton 1997), the
argument that performance leads to trust has merit as well. Yan and Gray (1994) suggested that performance may
have a feedback effect on trust. Poor performance may cause distrust between the partners, which in turn leads to
poor long-term alliance
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performance (Killing 1983). A firm's review of past alliance results, in comparison with expectations, can lead to a
firm's prediction of the extent to which the partner firm will follow through on its current promises (i.e. is trust in the
partner warranted?). If alliance performance is worse than expected, alliance partners are likely to question the
competence and capabilities of their partners. The level of trust in the relationship will therefore suffer accordingly. In
turn, performance may suffer because the alliance managers become embroiled in conflict, resulting in a deviation-
amplifying loop where a decrease in alliance performance leads to a decrease in trust, which continues to amplify the
problem with performance.

The strongest empirical support for the trust-to-performance relationship in an interfirm context can be found in the
marketing literature on channel relationships (e.g. Aulakh, Kotabe, and Sahay 1996; Mohr and Spekman 1994;
Robichaux and Coleman 1994; Smith and Barclay 1997). In the equity joint venture literature, despite numerous
conceptual arguments, there is limited empirical support. Using perception of opportunistic behavior as a proxy for
trust, Parkhe (1993) found a strong relationship between perception of opportunistic behavior and alliance
performance. Inkpen and Currall (1997) found support for the argument that trust has an indirect effect on
performance mediated by forbearance. In their qualitative study of United States—China joint ventures, Yan and Gray
(1994) identified trust as a mechanism that moderated the relationship between formal management control and
venture performance. Park and Ungson (1997) and Saxton (1997) found a positive relationship between antecedents of
trust and alliance outcomes.

15.7 Evolutionary Processes in Alliances
Over the course of their life, successful alliances will go through a series of transitions. Alliances must evolve if they are
to survive and, according to Lorange (1997), can be seen as always in a temporal stage and always on the way to
something else. The study of alliance evolution is an area with great promise and, currently, limited output. As Yan
(1998) stated, although the formation and termination events have been studied extensively, there has been limited
attention given to the mid-life of alliances and the developmental dynamics of alliances.

418 ANDREW C. INKPEN



Some recent work provides important understanding in the area of strategic alliance evolution. Doz (1996) proposed
that successful alliances go through an evolutionary process involving sequential interactive cycles of learning,
reevaluation, and readjustment. In contrast, failing projects were highly inertial and characterized by little learning or
divergent learning. Child and Faulkner (1998) considered the evolution of trust-based relationships and suggested that
trust tends to develop gradually over time as the partners move from one stage to the next. Ariño and de la Torre
(1998) examined the interaction between two partners in a failed international joint venture. They found that positive
feedback loops were critical in the evolutionary process and that procedural issues were critical in fostering a climate
for positive reinforcement and mutual trust and confidence in the relationship.

15.7.1 Attachment
In addition to learning processes and structural developments, alliance dynamics are shaped by attachment.
Attachment is the binding of one party to another (Salancik 1977). Attachment between partners develops through
experience in the collaborative relationship and through investments the partners make in the relationship over time
(Seabright, Levinthal, and Fichman 1992). When the partners have developed a strong attachment, there may be
inertial forces that block the pressures for change in relationship status (Blau 1964; Salancik 1977). If firms have
worked together in the past, they will have basic understandings about each other's skills and capabilities (Heide and
Miner 1992). According to Parkhe (1993: 803), ‘the older a relationship, the greater the likelihood it has passed through
a critical shakeout period of conflict and influence attempts by both sides’. Because of prior relationships, firms often
form alliances with firms with whom they have transacted in the past. For example, in a study of forty joint ventures,
Inkpen (1995) found that in twenty-four cases, the partners had previously worked together. An MNC's knowledge
about its local partner, generated through previous interactions, can also play an important role in determining its
equity position in the host country (Sohn 1994).

Attachments in collaborative relationships may be the result of individual or structural ties that reflect the prior history
of the relationship (Seabright, Levinthal, and Fichman 1992). Individual attachment reflects the socialization by
individuals during their involvement in exchange activities. In alliances, individual attachment may be represented by
personal relationships between partner managers. Continuing business relationships often become overlaid
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with social content that generates strong expectations of trust and forbearance (Granovetter 1985). Thus, attachment
can lead to alliances that begin their existence with an existing stock of ‘relationship assets’ (Fichman and Levinthal
1991) and a high degree of inter-partner trust (Gulati 1995). Parkhe (1991) suggested that unplanned alliance
termination is more likely when firms are working together for the first time. Kogut (1989) found that structural ties
between alliance partners were negatively related to alliance dissolution. Kogut's variable for structured ties was a
composite of three types of relationships: supply, other alliances, and licensing agreements.

15.8 Alliances and Networks
The study of interorganizational networks has become a field unto itself, with specialized methodologies and well-
developed theoretical frameworks. As well, the field has introduced some confusing terminology, such as alliance
networks, industry networks, and constellations (Gomes-Casseres 1996). Although the ultimate definition of networks
depends on arbitrary identification of boundaries, from an alliance and collaborative perspective, networks can be
defined as a set of organizations linked by a set of social and business relationships that create strategic interfirm
opportunities for the organizations. Although strategy research in the domestic arena has begun examining the social
context (e.g. Lorenzoni and Lipparani 1999) of networks within which firms are embedded, the international alliance
literature has not yet examined this in any detail. As Gulati (1998) pointed out, a social network perspective on alliances
can have both descriptive and normative outcomes that provide valuable insights for various organizational theories.

The international business research has made some inroads into the examination of networks. Some network research
as been comparative in nature. For example, using Japanese and American automotive suppliers as the basis for
empirical examination, Dyer (1997) examined how firms in a production network could maximize production value.
Other studies have tried to explain international expansion and the role of network affiliation. Along this vein, Sarkar,
Cavusgil, and Aulakh (1999) examined the international expansion of telecommunication carriers and the influence of
network characteristics. Finally, the study by Holm, Eriksson, and Johanson (1996) examined business network
connections for European and US suppliers and
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customers and concluded that the alliance development process has to be coordinated with ongoing processes with
other partner relationships. The authors hypothesized that network connections may play a significant role for market
entry decisions.

15.9 Future Alliances Research Issues
Although the international alliance literature is rich and multi-disciplinary in nature, many exciting research
opportunities remain. Two can be specifically singled out as warranting attention. The first major research opportunity
is in the area of alliance evolutionary processes. There is a real need for greater understanding of what happens once an
alliance is formed. For example, how does trust at one organizational level shape and influence trust at another level?
How do contractual changes in the alliance influence interactions between managers? What are the evolutionary phases
that characterize successful alliances? If, as Madhok and Tallman (1998) suggested, refraining from opportunistic
behavior may have little to do with the development of trust and more to do with good business, how do managers
analyze the cost-benefits associated with the likelihood of opportunism and non-opportunism over the life of the
alliance? These research questions and many others associated with evolutionary processes have the potential to
generate a new chapter in international alliance research.

The second major research opportunity is expanded understanding of new alliance forms and in particular, E-
commerce-based alliances. These new alliance forms promise to challenge accepted wisdom and theories about how
international alliances are formed and managed. In the Internet economy, alliances will become easier to create, and
terminate, and location and firm size will become less critical variables. New forms of open-ended collaboration will be
quickly formed and dissolved. The classic market entry bricks and mortar equity joint venture will decline in relevance
as firms discover that relationships can be easily and efficiently established electronically. In the international arena,
alliances will provide firms with enormous reach and opportunities to partner anywhere in the world. Studying these
new alliance forms will introduce an exciting theoretical and empirical thrust to the field of strategic alliances.
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Chapter 16 Innovation and Information Technology
in MNE

John Cantwell

16.1 From the Transfer of ‘High Technology’ Products to Innovation in
the MNE
In recent years there has been a steady expansion in the literature that relates the internationalization of production to
the development and transfer of technology by multinational enterprises (MNEs). It is a literature that can be dated
back at least to John Dunning's (1958) seminal study of the impact of US MNEs upon UK technology and
productivity, and Ray Vernon's (1966) development of the product cycle model (PCM) as an explanation of the
technological dynamism associated with the growth of US foreign direct investment (FDI) in Europe in the 1950s and
1960s. Most of the issues that have attracted increasingly detailed research attention since that time had



been anticipated in at least outline form in these early studies (see Cantwell 1992, for a discussion of how Dunning's
initial framework was elaborated upon in later research, and Cantwell 1999a, for an elaboration of how Dunning and
Vernon each anticipated key aspects of the current perspective on innovation and the MNE). However, what is new in
subsequent research is the greater focus upon the firm as a unit of analysis, and upon the theory of the firm or a theory
of business, in place of the earlier focus upon the level of the country or the product.

Four lines of investigation suggested by Dunning and Vernon became the subject of extensive later research. First, the
PCM offers one account of how paths of internationalization may be opened up through the technological creativity of
firms in a centre of innovation (an account extended by Magee 1977, in terms of the technological development of an
industry). Some later explanations of the co-evolution of FDI and technological development from the viewpoint of a
wider range of countries, and from the perspective of inward as well as outward FDI, drew a link between the degree
of technological sophistication of the FDI it attracts and to which it gives rise (Lall 1987; Ozawa 1992; Dunning and
Narula 1996). Other work has paid attention to the paths followed by the internationalization of the process of
technology creation itself, which is achieved in large firms through the internationalization of the research and
development (R&D) function (see for example, Mansfield, Teece, and Romeo 1979; Lall 1979; Håkanson and Zander
1988; Kuemmerle 1999a; Pearce 1999). In one such study, Cantwell (1995) discusses the extent to which some of the
original propositions of the PCM still hold good in the light of a wider set of historical and cross-country evidence on
the internationalization of R&D.

Second, Dunning's (1958) book examined the technological impact on indigenous firms of the local presence of
foreign-owned companies that enjoy technological superiority and possess higher levels of productivity, an approach he
later extended from the UK to Europe as a whole (Dunning 1970). Many subsequent country studies have also looked
at the technological effects on national economies of inward and outward FDI (see e.g. Dunning 1985). However, the
greatest interest in the latest research has been over the local technological spillovers generated by foreign-owned firms
(Kokko 1994; Perez 1997), and the localization of the knowledge sources of the foreign-owned affiliates themselves
(Almeida 1996; Cantwell and Iammarino 2000). Allied to these efforts has been an increasing awareness of the
importance of absorptive capacity on the part of recipient firms (Cohen and Levinthal 1989) as a necessary condition
for beneficial spillovers to occur. The role of absorptive capacity has become clearer from empirical evidence on some
of the difficulties of technology transfer between countries (Teece 1977; Zander 1999), and in technology-based
alliances between firms (Mowery and Rosenberg 1989; Sachwald 1998).
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Third, a crucial related theme in both Dunning's and Vernon's work was the association of FDI with technology gaps
between countries, and how FDI may sometimes act (and sometimes not act) to narrow these gaps and permit
‘catching up’. Dosi (1984) extended the framework for analysing technology gaps, while Cantwell (1989) showed how
in the case of US FDI in Europe the local technological impact depended upon the extent of absorptive capacity in
indigenous firms. It was when the local industry in a host European country had inherited a strong technological
tradition from the past (such as in the case of the German chemical industry) that inward FDI precipitated an
indigenous revival and a closing of the postwar technology gap with the US. Thus, technological change is a localized
and context-specific process as argued by Nelson and Winter (1982), and some models of international technology
transfer (such as that of Perez 1998, with some antecedents in Lapan and Bardhan 1973) have attempted to
accommodate the implications of this insight. It is not only the possibility of favourable spillovers from MNE affiliates
to indigenous firms that depends upon the existent level of local capabilities, but also the feasibility of licensing the
technological knowledge of MNEs to local partners as opposed to developing and exploiting technology entirely
internally within the MNE. Indeed, locally technologically creative FDI and inter-firm licensing are generally
complements rather than substitutes, as emphasized in the latest literature (such as Kogut and Chang 1991; Sachwald
1998; or Cantwell, Iammarino, and Noonan 2000) on how MNE affiliates depend upon localized knowledge sources
in their own local knowledge generation.

Indeed, the realization that FDI is both easiest to attract and has the most favourable effects the greater is the
innovativeness of indigenous companies, has led to an increasing interest in corporate capabilities and in the firm as a
level of analysis alongside the country or the product levels. Linked as well to the current understanding that
innovation and imitation or adaptation are complementary parts of a common process rather than alternatives,
attention has shifted from the MNE simply as an agent of technology transfer and towards the MNE as a technology
creator across national boundaries. This fourth stream of ideas was also anticipated in the earliest research to some
extent, which had supposed that FDI was based upon the technological leadership and creativity of MNEs, or what
Dunning (1995) later termed their ‘ownership advantages’. However, while the early question was ‘why do
technologically advantaged firms go abroad to exploit their advantage (and transfer their technology internally to be
able to do so)?’, with the rapid expansion of FDI in now-established MNEs and of FDI from a wider range of home
countries the question became ‘why do existing MNEs source technology creation internationally through an internal
network of geographically dispersed affiliates?’ (see also John Dunning's Chapter 2 in this volume on the shift in the
theoretical focus of attention in the international business
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literature, and Julian Birkinshaw in Chapter 14 on the competence-creating role of affiliates). This has led to a greater
interest in the competence-based theory of the firm in the analysis of the MNE (Cantwell 1991; Cantwell and Piscitello
2000), and in the role of inter-company alliances in the capability generation of partner MNEs (Chesnais 1988a;
Hagedoorn and Narula 1996).

Behind the shift of attention away from technology transfer per se lies another shift in terms of how technology itself is
defined and conceptualized. In the earliest research in accord with the conventional approach in economics,
technology was defined narrowly as scientific and engineering knowledge and blueprints, which in large firms are
principally the outcome of R&D. The transfer of this codified knowledge and blueprints across national boundaries
(whether within the MNE or by licensing to other local companies) then constituted technology transfer. Instead, the
tendency is now to think of technology in broader terms, as encompassing the corporate capability to operationalize
and effectively use in production this knowledge. While innovation can be defined as the introduction of new products
and processes, technology is the capability to efficiently sustain these processes that generate quality products. Indeed,
the creation of technology in this broader sense relies upon the corporate capacity to absorb new knowledge as an
input into further learning in production, and hence in the generation of new capabilities. From this perspective
technology transfer is a misnomer. While codified knowledge and blueprints can be transferred, corporate
technological capabilities cannot be transferred through market-like exchange. These capabilities must be internally
learned, whether the process of learning is externally assisted or not. In the next section we examine the issue of how
to define technology further, before returning in the third section to the relationship between FDI and the
construction of corporate technological capabilities in the MNE, and in the fourth section to a further examination of
intra- and inter-firm international networks for technological development. The fifth section extends the discussion to
the role of information and communications technology (ICT) within such international MNE networks.

16.2 The Conceptualization of Technology
One reason why the narrow definition of technology as an engineering concept was so readily accepted in the literature
on MNEs and innovation
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was that MNEs were regarded as being distinctive from other firms only for their role in international technology
transfer or diffusion. Therefore, even writers whose interests extended beyond technology transfer to issues of
innovation, generally began by considering innovation as it applied to all firms, before considering the particular
contribution of MNEs as agents of technology diffusion (see, for example, Parker 1974). What is internationally
diffused both between firms and within MNEs is principally scientific and engineering knowledge, and so it was
natural to focus upon this. It is only quite recently that attention has shifted away from the MNE for its contribution to
technology transfer, and towards the MNE as an institution for international technology creation and innovation
(Chesnais 1988a). With an increasing intra-firm integration of affiliates since the late 1960s (Dunning 1992), MNEs
have established international networks for combined cross-border technological development (Cantwell 1989). This
involves a coordinated change in production structures, or in other words technological change in its broadest sense
conducted at an international level.

By comparison with the traditional literature on MNEs and technology transfer, some new discussions of MNEs and
innovatory activities have started to find it convenient to take a wider view of technology, even though the
measurement of technology continues to rely on more restrictively defined proxies such as R&D expenditure or patent
counts. The new approach to MNEs and innovation has drawn heavily on an evolutionary view of the firm and the
industry (Nelson and Winter 1982), examining the accumulation of technology within the international networks of
MNEs as a path-dependent corporate learning process (Cantwell 1989, 1991). Other representatives of this new
evolutionary approach have focused on organizational change within the MNE as a learning process (Kogut 1990;
Teece 1991). Successful learning establishes technological competence (Cantwell 1991) or organizational capabilities
(Teece 1991). What is specific about MNEs in this respect is their use of international networks for innovation, which
is one aspect of the recent growth of network organization in the MNE (Hedlund 1986; Bartlett and Ghoshal 1989).
The new approach to MNEs and innovation also implies a different perspective on technology transfer, being
concerned with its interaction with learning processes and not just with the immediate exchange of knowledge.

Under the new broader definition of technology as a system for production, two components of technology can be
distinguished (Cantwell 1991, 1994). First is the potentially public knowledge element of technology, which
encompasses codifiable items as represented in the engineering blueprints and designs and the scientific knowledge
that constitute the narrower definition of technology, and to which can be added management manuals, handbooks
describing organizational methods and the like in the new broader definition. However, even this first element of
technology ranges somewhat beyond the underlying scientific and engineering (or management) principles
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that can be easily written down and (when they are novel) patented. The potentially public element of technology
includes individual practitioners' knowledge of the way such scientific and engineering principles are applied, or in
other words the way things work in practice (Nelson 1992). While this type of knowledge may be difficult or
cumbersome to write down in full and needs to be individually learned through practice to be completely understood,
it is possible to communicate such practical information between those that are already skilled in the art in question.
Taken as a whole, this potentially public aspect of technology is therefore analogous to information, in that in principle
it can be exchanged between knowledgeable scientists, engineers, and practitioners or managers. The term public
knowledge is qualified here as being at least potentially public, since devices such as patents or secrecy may delay its
actual entry into the public domain.

Unlike the first, the second element of technology is not akin to information but is tacit, and is specific to particular
firms or MNEs. This tacit element of technology is embodied in the organizational routines and collective expertise or
skills of specific production teams (Nelson and Winter 1982). This is the part of technology which differentiates firms
or MNEs, and which cannot be exchanged between them as it is derived from and tied to the localized and collective
learning experience of the teams of a given company through their own development of production. Hence, the new
more comprehensive definition of technology incorporates that element which describes firm-specific competence in
production. While the first element of technology may be traded between firms, the second element is the essence of
firm-specific competitive advantage, which is non-tradable and relies instead on internal group learning processes
(Cantwell 1991; Kogut and Zander 1993, 1995).

The two elements of technology are strictly complementary, and cannot be used to create a functioning production
system without one another. Thus, even though potentially public knowledge can be exchanged, to make it operational
it is necessary to develop some supporting expertise of a tacit kind. In doing so it is possible for one firm to imitate the
tacit capability of another, but it can never copy it exactly since the learning experience of each firm and the route
actually followed by a production team is unique. The precise course taken by any firm depends partly on chance but
also upon its own past technological experience as encapsulated in its existing routines and team skills. Where inter-
firm agreements for technological cooperation extend to technical assistance the costs of imitation may be reduced,
but it is still necessary for each firm to go through its own particular learning process, with or without assistance.

The firm-specific character of the tacit element of technology is also likely to lead to a differentiation of the codifiable
knowledge and designs that are actually used, and to lead to some potentially public knowledge remaining firm-specific
for a time. This is obvious where there are major differences in
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the technological competence of firms. The nature and the range of scientific principles and engineering designs
employed by General Electric and by a Latin American based MNE producing electrical goods are quite different,
even where they are serving the same market. Yet there is also a differentiation of the blueprints and knowledge used
by say, General Electric, Westinghouse, and Philips when serving the same market. The specific organizational routines
of each company run in parallel to specialized knowledge in certain branches of science and engineering and to a
particular set of codes devised to represent the designs in use in a style that is familiar to the members of its own
production team. Thus, even the codifiable element of technology requires adaptation if it is exchanged between firms.
Specific blueprints and the practical skills that accompany them sometimes appear to be technological advantages,
partly because the blueprints can be patented, but more importantly because these designs and skills provide a
reflection of a firm's tacit capacity, which is the true source of such competitive advantage.

Nelson (1982, 1992) has described the two complementary components of technology as its public and private
elements. The public element of technology is an expression of generic knowledge, or of knowledge which is
potentially generic in the sense that it is capable of being understood by suitably trained scientists, engineers, and
practitioners or managers in other firms or other countries. All that is needed is some translation of the specific codes
typically used to articulate the knowledge for the purposes of the company that originally developed and applied it.
Summarizing information in a form in which it can be disseminated externally is sometimes undertaken by the firm
itself, where it is involved in the exchange of knowledge or in a patent application. The first element of technology is a
combination of actual and potential generic knowledge. It is a latent public good, in that once it has been created (and
after allowing for the costs of adaptation to a general form) it can be made freely available to others.

16.3 International Expansion and Corporate Technological Accumu-
lation in MNEs
The term ‘technological accumulation’ encapsulates the view that the development of technology within a firm is a
cumulative process. That is, the

INNOVATION AND INFORMATION TECHNOLOGY 437



creation of new technology is to be understood as a gradual and painstaking process of continual adjustment and
refinement, as new productive methods are tested and adapted in the light of experience. In any firm, there is a
continual interaction between the creation of technology and its use in production. For this reason, although a group
of firms in a given industry are likely to have similar lines of technological development (similarities which may be
increased through collaborative R&D projects, through drawing on the results of publicly funded research, and
through imitation), the actual technological path of each is to some degree unique and differentiated. The acquisition
of new skills, and the generation of new technological capacity, partially embodied in new plant and equipment, must
be a goal of every firm in an oligopolistic industry, if it is to maintain and increase its profits. Even where new
technology is acquired from outside the firm, it must be gradually adapted and integrated with its existing production
methods.

The notion of technological accumulation is consistent with the ideas of Rosenberg (1976 and 1982), Usher (1929),
and the earlier work of Marx on technological change through systematic adaptation. More recently, Atkinson and
Stiglitz (1969), Nelson and Winter (1977), and Stiglitz (1987) have spoken of ‘localized’ technological change in the
context of the previous technological evolution and learning experience of the firm.

While the product cycle theory supposed that an individual act of technology creation was then diffused abroad, in the
technological accumulation approach the use of technology in new environments feeds back into fresh adaptation and
(depending upon the state of local scientific and technical capability) new innovation. When production is located in an
area that is itself a centre for innovation in the industry concerned, the firm may gain access to research facilities which
allow it to extend technology creation in what are for it previously untried directions. In recent years technological
accumulation has frequently been organized in international networks, or in other words integrated MNEs. At one
time MNEs may have been simply the providers of technology and finance for scattered international production;
today they have become global organizers of economic systems, including systems for allied technological development
in different parts of the world.

The technological accumulation approach therefore addresses the question of why it is that technology is developed in
international networks, rather than in a series of separately owned plants. Part of the answer is provided by
internalization theory, which focuses on why MNEs as opposed to purely national firms have come into existence
(Buckley and Casson 1976). That is, if the initiating firm is to appropriate a full return on its technological advantage,
and if it is to coordinate the successful introduction of its new technology elsewhere, then it must exercise direct
control over the network as a whole. However, this may be not so much a feature of the market for technological
knowledge which is the focus of internalization theory, as a
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feature of the very nature of technological development itself (Kogut and Zander 1993, 1995). In the alternative
evolutionary view, technological knowledge is not an immediately usable intermediate product in its own right, but is
rather an input into the collective corporate learning process by which tacit capability and hence technology as a whole
is generated. As such, it is an input that normally has its greatest relevance to the learning process of the firm that
created it and set the problem-solving agenda to which it represents a response, and thus it is likely to be of the greatest
value to the originating company (Cantwell 1991, 1994).

The different focus of attention in these two accounts may be understood in terms of two approaches to profits
(Cantwell 1999b). The standard internalization approach addresses concerns over individual opportunism and rent-
seeking behaviour in the context of conventional profit maximization, the objective being to find the organizational
mode that minimizes the transaction costs associated with problems of this kind. In the evolutionary technological
accumulation approach instead firms search for higher profits through innovation (Nelson and Winter 1982), and by
generating new value-creating technological capabilities. From this perspective the firm's incentive to invest is a (usually
positive) function of the intensity of technological competition, which implies that the industry-level interaction
between firms regulates the investment behaviour of each company, rather than simply a set of internal transaction
cost calculations under ‘make or buy’ alternatives. The key indicator of inter-company differences of potential for firm
growth is the ability of each firm to generate tacit capability or corporate technological competence (Cantwell 1991).
While this approach to comparative firm growth became established in the MNE field by around 1990 (Cantwell 1989
and 1991), it has since become very fashionable in the form of the competence-based theory of the firm in economics
and the resource-based view of the firm in management strategy (e.g. Nelson 1991; Foss 1993; Teece, Pisano, and
Shuen 1997; Hodgson 1998; Loasby 1998; Chandler, Hagström, and Sölvell 1998); just as Buckley and Casson's (1976)
work on the MNE preceeded a wave of fascination with transaction cost economics from the 1980s onwards.

Suppose for a moment that the act of exchanging technological knowledge between firms does not present a problem,
in that a reasonable price for such an exchange can always be readily agreed, such as in a framework of cross-licensing
agreements. Now consider an international industry in which constituent firms produce more or less identical products
for the same international markets. However, each firm has its own quite specific process technology, derived from a
distinct technological tradition (say, different chemical processes with a similar end result). In this situation, if
technological accumulation is continuous in each firm, raising its productivity or lowering its costs along a given line of
technological development, then no existing firm would abandon its existing pattern of innovation and buy in all its
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technological knowledge from a competitor. It would be far more costly, and perhaps even infeasible, for an existing
firm to switch into a completely new line of technological development, by comparison with the costs of the potential
seller of technology simply extending its own network. It is because technology is differentiated across countries even
within the same firm, but especially between different firms, that technology transfer is a costly process (as
demonstrated by Teece 1977). Some exchanges of technological knowledge between existing firms will take place,
since alternative lines of technological accumulation in the same industry are often complementary to one another, and
so spillovers occur and may be facilitated through inter-company alliances in which knowledge is exchanged and
occasionally jointly developed. However, where technological knowledge is bought in it must be adapted to the specific
context of the firm's own tacit capability (the other necessary component of any operational technology) and then
incorporated into an existing stream of innovation, and this adaptation becomes part and parcel of the on-going
process within an established firm of generating its own technology.

In the case outlined, the retention of technology within each firm has little to do with any failure or malfunctioning of
the market for technological knowledge, but everything to do with the close association between the generation and
the utilization of a distinctive type of technology within each firm. By extending its own network, each firm extends the
use of its own unique line of technological development, and by extending it into new environments it increases the
complexity of this development. The expansion of international production thereby brings gains to the firms as a
whole, as the experience gained from adapting its technology under new conditions feeds back new ideas for
development to the rest of its system. For this reason, once they have achieved a sufficient level of technological
strength in their own right, firms are particularly keen to produce in the locations from which their major international
rivals have emanated, which offer them access to alternative sources of complementary innovation. This offers one
explanation of the increase in intra-industry FDI in the industrialized countries (Cantwell 1989).

The notion that the geographical dispersion of technological development enhances innovation in the network of the
MNE as a whole is founded on the belief that innovation is location-specific as well as firm-specific (Cantwell 1989).
The scientific and technological traditions of each country, the shared experience of its researchers and production
engineers and the communication between them across companies, the nature of its educational system, and its
common business practices all contribute to the distinctiveness of the path of technology development undertaken in
each location (Nelson 1993, 1995). By drawing on innovations of various kinds depending upon the conditions
prevailing in the relevant local research centre MNEs develop a
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more complex technological system. The attractiveness of locations for other research-related investments may well be
strengthened in the process. The involvement of foreign MNEs in research in centres of innovation has a direct effect
on broadening the scope of local technological capability, and an indirect effect through its competitive stimulus
encouraging other firms to extend their local research programmes. The process helps to establish locational poles of
attraction for research-related activity. The increased role of locationally dispersed sourcing of technology from the
major centres of excellence through the international networks of more globally integrated MNEs (Cantwell 1995) has
led to a growing interest in the asset-acquiring motive for FDI (Cantwell 1989; Kogut and Chang 1991; Dunning 1992,
1995, 1996; Pugel, Kragas, and Kimura 1996; Cantwell and Janne 1999; Cantwell and Piscitello 2000), and in the
greater decentralization in the management of international R&D to capture ‘home-base augmenting’ benefits (Pearce
and Singh 1992; Papanastassiou and Pearce 1997; Pearce 1997, 1999; Kuemmerle 1999a, 1999b).

The technological accumulation approach suggests two major reasons why the growth in international production has
been associated with sustained technological competition between MNEs in manufacturing industries. Firstly,
internationalization has supported technological diversification since the form of technological development varies
between locations as well as between firms (Zander 1997; Cantwell and Janne 1999; Cantwell and Piscitello 2000). By
locating production in an alternative centre of innovation in its industry the MNE gains access to a new but
complementary avenue of technological development, which it integrates with its existing lines. By increasing the
overlap between the technological profile of firms competition between MNEs is raised in each international industry,
but so also are cooperative agreements as the numbers of knowledge spillovers between firms increase as well.
Spillovers occur where technological knowledge is created by a firm which lies outside its own major lines of
development, but which may be of greater use within the main traditions of another firm.

Secondly, and partly because of the first factor, today there are a growing number of connections between technologies
which were formerly quite separate. This greater technological interrelatedness has brought more firms, and especially
MNEs, into competition with one another. These two elements have been associated with the growth of what are
sometimes called ‘technological systems’ in MNEs. Where MNEs in a competitive international industry are all
attracted to certain centres of innovation to maintain their overall strength, then research and research-related
production may tend to agglomerate in these locations (Cantwell 1987). Closely allied to these arguments, a recent
literature has examined the emergence of the multi-technology corporation to take advantage of increased
technological
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interrelatedness (Pavitt, Robson, and Townsend 1989; Granstrand and Sjölander 1990; Kodama 1992; Granstrand,
Patel, and Pavitt 1997; Granstrand 1998; Piscitello 1998; Gambardella and Torrisi 1998; Cantwell and Fai 1999;
Cantwell and Santangelo 2000); and a rise in the number of technologically motivated inter-firm alliances reflecting the
need of companies to draw on a more diversified knowledge base (Teece 1996; Loasby 1998; Mowery, Oxley, and
Silverman 1998; Sachwald 1998).

Inward FDI may have competitive or anti-competitive effects on host country industries (Cantwell 1989). It has been
argued that in modern international industries a competitive impact from MNE growth in one location and an anti-
competitive effect in another are two sides of the same coin (Cantwell 1987). Where indigenous firms enjoy a strong
technological tradition in the sector in question the growth of international production provides a competitive stimulus
which encourages an increase in local research-related activity; while where such a tradition is weaker the research of
local firms may be displaced by simpler assembly types of production organized by foreign MNEs. The faster growth
and upgrading of activity in one location is then achieved at the direct expense of the downgrading of another, as
different stages of production become geographically separated. The positive case in which a field characterized by a
stronger indigenous technological tradition is more likely to be associated with beneficial knowledge and hence
productivity spillovers between foreign-owned and local companies has recently attracted much attention (Blomström
1989; Kokko 1994; Kokko, Tansini, and Zejan 1996; Perez 1997, 1998; Cantwell and Iammarino 1998, 2000).

16.4 Intra- and Inter-Firm International Networks for Innovation and
Learning
The increasing appreciation of the role of technological accumulation and learning within the MNE has been facilitated
by the recent trend for MNEs to establish international networks to support this process. These networks are of two
kinds. First are the networks of international production and international R&D facilities organized within MNEs.
Such networks are the logical outcome of the shift by MNEs away from local market-oriented investments
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towards internationally integrated strategies that began in the late 1960s (Hedlund 1986; Bartlett and Ghoshal 1989;
Dunning 1992). An interactive international network of MNE affiliates replaces a system of satellites or miniature
replicas. Second are the inter-firm networks in which MNEs increasingly participate. These include the growing
number of strategic alliances between MNE competitors, and a greater variety of local networks that link MNE
affiliates with their suppliers and customers. Although each of these networks has various purposes, perhaps the most
prominent motive prompting MNEs to enter into them has been that joint learning processes are believed to be a
means of raising the rate of innovation of the MNE, and hence its technological competitiveness.

The establishment of integrated internal networks of R&D and production within MNEs has helped to foster a
growing interest in the internationalization of R&D, and a gradual change in the way in which the literature has viewed
this phenomenon. The early literature on the internationalization of R&D (reviewed by Pearce 1989) tended to depict
R&D as a centrally provided service within the firm, the location of which may be partially dispersed according to the
strength of centripetal forces relative to the significance of centrifugal forces. In other words, the R&D requirements of
individual affiliates by and large could be treated separately. The central R&D facilities of the firm would provide
knowledge to all the affiliates, and whether particular affiliates had locally supporting R&D of their own depended (for
example) on the size of their local market and on the extent of its differentiation from the home market. The extent of
the need for local testing, the adaptation of products to local requirements, the use of locally available materials, and
meeting local government regulations could then be assessed against the gains from economies of scale in the
locational concentration of R&D.

Many of the early writings on international R&D were also aware that it may have a monitoring function, tapping into
local skills and acquiring foreign knowledge, as is clear in the paper by Mansfield, Teece, and Romeo (1979), and was
originally outlined by Dunning (1958). However, some early articles spoke of this as ‘reverse technology transfer’, the
implication being that knowledge was essentially disseminated outwards from the centre of the MNE, with allowance
for feedbacks from the recipient affiliates. The notion of an active interchange between parts of a MNE network has
only been picked up more recently, as MNEs have adopted internationally integrated strategies in a number of
industries (Granstrand 1979; Granstrand, Håkanson, and Sjölander 1992). One reason why this possibility was not
noted previously is that much of the earlier work understated the significance of the internationalization of R&D,
asserting that as a rule the bulk of R&D is centralized in the parent company. It now seems clear that the empirical
basis for this contention was the relatively low share of R&D located abroad by US
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MNEs. While US and Japanese MNEs incur less than 10 per cent of their total world R&D expenditure in foreign
facilities, for the MNEs that emanate from all the more industrialized European countries the equivalent proportion is
at least 10 per cent (Cantwell and Harding 1998).

For many European MNEs, R&D has been quite strongly internationally dispersed since at least the 1960s. For these
firms it is an easier process to switch towards the establishment of international networks for knowledge generation.
They have often, although not always, geared affiliate R&D towards the fields of local technological specialization as a
means of accessing the most relevant new knowledge being created in other major centres (Cantwell and Hodson
1991).

With the shift towards international networks for technology creation, US and Japanese MNEs have begun to follow
suit. For this purpose, American MNEs have been steadily increasing the internationalization of their R&D facilities.
This has not been true of Japanese MNEs, in which the very rapid growth of R&D in Japan has outstripped the
extension of their operations abroad. However, the R&D of Japanese MNEs located in the US and Europe has also
been growing quite fast, and it seems that such Japanese-owned R&D has been especially aimed at tapping into the
strongest areas of local expertise and skills (Kogut and Chang 1991; Mowery and Teece 1992; Graham 1992; Ozawa
1991, 1992). In other words, in the international R&D that Japanese MNEs have undertaken, technology acquisition
has been a prominent and perhaps the most important motive.

In the formation of a network for technological learning and research the location of R&D may again be subject to
forces that point to either centralization or decentralization. On the one hand, R&D is increasingly drawn to the major
centres of excellence in which the best researchers and most skilled production teams are clustered. This tends to
increase the locational concentration of R&D and its centralization in the home country centre vis-à-vis countries in
which local technological capability is weak. On the other hand, as part of the same process some R&D projects may
be moved out of the home country to important foreign centres better able to undertake them, which contributes to
decentralization. To examine conflicting trends of this kind further it is necessary to move beyond the rather simple
single dimensional measure that has dominated the literature in this area to date, namely the share of R&D located
abroad. A more complex indicator of geographical dispersal is required, and the data that are now available (Casson
1991) make this feasible, although progress in this direction is only just beginning.

Among the issues to be addressed concerning the international location of R&D by MNEs, two strands of analysis can
be discerned. First, there are scholars that are interested in the R&D function as such, and with the changing
requirements for the management of international R&D in the
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MNE (Håkanson 1990; De Meyer 1992; Pearce 1989; Casson, Pearce, and Singh 1991; Pearce, and Singh 1992). This
has become an important area of investigation as MNEs increasingly integrate their international R&D networks, and
as there is a continuing rise in the reliance of innovation on new scientific and engineering know-how, the potentially
public knowledge component of technology. However, this line of enquiry examines only one aspect of the
international creation of technology by MNEs, since as argued above technology is not reducible to the output of
R&D facilities. Instead, the R&D function is one (particularly important) contributor to the learning process that
characterizes innovation, and leads to the creation of new technology in the sense of new production systems.

The second type of analysis directs attention to the international networks of MNEs that support technological
innovation as a whole, through the development of new production systems (Cantwell 1989, 1995; Teece 1986; Patel
and Pavitt 1991). In this kind of study, evidence on the internationalization of R&D and knowledge creation or
invention is typically used as a proxy measure rather than as a means of focusing on the R&D function as such. The
R&D-intensity of production is a measure of the technological sophistication of activity in each location, while the
specific types of knowledge being created reflect the fields in which tacit capability or competence has been especially
accumulated (that is, they provide a measure of technological specialization).

Of course, basic R&D may be located away from tacit capability, feeding knowledge to more development-based R&D
facilities in other production centres. This is one important reason for preferring patent statistics in place of data on
R&D facilities when measuring the international location of inventions by MNEs from the perspective of the broader
process of technological innovation. Patent statistics generally provide a better indication of the location of the
development component of R&D which tends to be linked to local production, rather than the location of pure
research. Hence, patent grants better measure the location of underlying technological capability or competence.
Equally, they may be misleading with respect to the location of basic R&D facilities.

Even where MNEs establish networks in which technological activity is locationally specialized across the major
centres this does not usually destroy the distinctiveness of their national origins. As stressed above, firms follow
differentiated paths to learning even when their fields of research are similar. Hence the nature of their tacit capability
is path-dependent, and reflects their starting point in nationally differentiated types of expertise (see, for example,
Kogut 1987, 1990). Moreover, the home centre of the MNE normally continues to be the most important individual
source of knowledge and capability, a theme that is emphasized by Patel and Pavitt (1991). While the international
R&D of MNEs is certainly significant it is quite possible that by
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reinforcing locational specialization among the major centres it may sustain rather than erode national systems of
innovation (Archibugi and Michie 1995).

Nonetheless, as MNEs have moved towards the construction of international networks so the number of overlaps in
their areas of knowledge creation in a given industry have increased. Nationally specific but overlapping patterns of
technological development have helped to promote international joint ventures (Mowery and Rosenberg 1989). In
addition, technological relatedness has been rising such that formerly separate branches of technology have been
increasingly brought together in recent innovations. An important element in this process has been described as a trend
towards technology fusion (Kodama 1991, 1992). While it is true that, as argued previously, the knowledge created by a
firm is usually of greatest value to itself given its own particular experience in production, it may still be of some value
to other companies after allowing for the costs of converting it for use in a somewhat different setting. R&D projects
also tend to create potential spinoffs that the firm itself decides not to pursue, but which are increasingly likely to be of
interest to some other firms as the extent of technological overlaps rises.

The increasing scope for technological interchanges between MNEs has provided a greater incentive for companies
not to restrict themselves to creating their own intra-firm international networks but also to join with other MNEs in
inter-firm networks in selected areas of parallel lines of activity. There are now a growing number of such technology-
based strategic alliances (Chesnais 1988a, 1988b; Hagedoorn and Schakenraad 1992; Gugler and Dunning 1992;
Hagedoorn and Narula 1996). Their purpose is not only to extend the existing arrangements for information sharing
between firms, by regulating for and promoting the mutual exchange of knowledge. The objective is also to organize
collaborative efforts in joint ventures where the paths of learning being followed by the firms are complementary to
one another (Mowery, Oxley, and Silverman 1998; Sachwald 1998; Cantwell and Colombo 2000). Joint ventures may
be superior to cross-licensing agreements as a means of mutual assistance towards technology improvements where
tacit capability is more complex and most important relative to the sharing of knowledge (Mowery and Rosenberg
1989). The production and research set up in these joint ventures thereby establish a common learning experience on
which all partners to a venture can draw, in return for their own specific contribution. The need for such ventures is
further evidence of the difficulty of technology transfer between firms, requiring close cooperation if the tacit
capabilities of different MNEs are to be combined in some way. Of course, from the viewpoint of the R&D function
as such a further reason for entering into alliances is to share the very high costs of some R&D projects.
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16.5 The Role of Information Technology in the Modern MNE
The increasing significance of technological interrelatedness and fusion is one aspect of what has been described as a
new techno-economic paradigm (Freeman and Perez 1988). In this context a techno-economic paradigm is a system of
scientific and productive activity based on a widespread cluster of innovations that represent a response to a related set
of technological problems, relying on a common set of scientific principles and on similar organizational methods. The
old paradigm was based on energy and oil-related technologies, and on mass production with its economies of scale
and specialized corporate R&D. In recent years this has gradually been displaced by a new paradigm grounded on the
economies of scope derived from the interaction between flexible but linked production facilities, and a greater
diversity of search in R&D. Individual plant flexibility and network linkages both depend upon the new information
and communication technologies.

Part of the reason for the increased extent of technological interactions within and between firms lies in the more
sophisticated modern system of production as well in the more intensive linkages between science and technology in
the current techno-economic paradigm, which relies on flexibility through computerization and diversity through new
combinations drawing upon a wider range of disciplines. Firms increase the returns on their own R&D through
suitably adapting their underlying tacit capability so that they can absorb and apply the complementary knowledge
acquired from other locations or from other firms more intensively in their own internal learning process. This is
especially pertinent for MNEs developing technology in more than one location, as potential opportunities for cross-
border learning have been enhanced by an increased take-up of ICT technologies (Santangelo 1999). ICT specialization
seems to amplify the firm's technological flexibility by enabling it to fuse together a wider range of formerly separate
technologies. In this sense, in the current ICT-based paradigm government intervention is better geared towards the
promotion of cross-firm and cross-border knowledge flows (presuming that firms follow the model of a continually
interactive search for better methods and improved products, and hence a search for higher profits through
experimental innovation); rather than to provisions to protect the monopolistic and separate exploitation of knowledge
by those that have independently invested in its creation (which could be more easily represented through an
underlying model of static profit maximization by firms through the exercise of market power) (Cantwell 1999b).

However, the creation of technology may be locationally concentrated or dispersed according to the degree of
complexity embedded in it. Some kinds
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of technologies are geographically easily dispersed, whilst the uncodified character of others makes cross-border
learning within and across organizations much more difficult. Thus, although multinationals have shown a greater
internationalization of their R&D facilities recently, it depends upon the type of technological activity involved. The
development of science-based fields of activity (e.g. ICT, biotechnology and new materials) and an industry's core
technologies appear to require a greater intensity of face-to-face interaction (Cantwell and Santangelo 2000).
Nonetheless, it may sometimes still be the case that science-based and firm- and industry-specific core technologies are
dispersed internationally. The main factors driving the occasional geographical dispersion of the creation of these kinds
of otherwise highly localized technologies are either locally embedded specialization which cannot be accessed
elsewhere, or company-specific global strategies that utilize the development of an organizationally complex
international network for technological learning (Cantwell and Santangelo 1999).

The more typical pattern of international specialization in innovative activity within the MNE is for the development
of technologies that are core to the firm's industry to be concentrated at home, while other fields of technological
activity may be located abroad, and in this sense the internationalization of research tends to be complementary to the
home base. Thus, when science-based technology creation is internationally dispersed it is most often attributable to
foreign technology acquisition by the firms of ‘other’ industries—for example, chemical industry MNEs developing
electrical technologies abroad, or electrical equipment MNEs developing specialized chemical processes outside their
home countries (Cantwell and Santangelo 1999, 2000).

Evidence has now emerged that the choice of foreign location for technological development in support of what is
done in the home base of the MNE depends upon whether host regions within countries are either major centres for
innovation or not (termed ‘higher order’ or ‘lower order’ regions by Cantwell and Iammarino 1998, 2000). Whereas
most regions are not major centres and tend to be highly specialized in their profile of technological development, and
hence attract foreign-owned activity in the same narrow range of fields; in the major centres much of the locally sited
innovation of foreign-owned MNEs does not match very well the specific fields of local specialization, but is rather
geared towards the development of technologies that are core to the current techno-economic paradigm (notably ICT)
or earlier paradigms (notably mechanical technologies) (Cantwell, Iammarino, and Noonan 2000). The need to develop
these latter technologies is shared by the firms of all industries, and the knowledge spillovers between MNEs and local
firms in this case may be inter-industry in character. Thus, ICT development in centres of excellence is not the
prerequisite of firms of the ICT industries, but instead involves the efforts of the MNEs of other industries in these
common locations.
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It may also be the case that the development of the capability to manage a geographically complex international
network lies in a firm's specialization in ICT. The opportunities created for the fusion of formerly unrelated types of
technology through ICT has made feasible new combinations of activities, the best centres of expertise for which may
be geographically distant from one another. The enhanced expertise in ICT seems to provide a company with greater
flexibility in the management of its geographically dispersed network, and an enhanced ability to combine distant
learning processes in formerly separate activities. If this is the case for manufacturing companies in general, it is all the
more true for electrical equipment and ICT specialist companies. Affiliate networks are increasingly used to source new
technology. Accordingly, global learning has become an important mechanism for corporate technological renewal
within MNEs.

The key importance of ICT to the now more complex management of innovation in MNEs is that it enables firms to
better exploit their corporate technological diversification across national boundaries (Cantwell and Piscitello 2000),
owing to the role of ICT as a means of combining fields of knowledge creation that were previously kept largely apart
(or what Kodama 1992, terms technology fusion). However, while this use of ICT has led many smaller firms to
extend the breadth of their technological diversification to create new combinations, in some of the very largest MNEs
the extent of technological diversification has been reduced, so as to better focus on the most promising possible
combinations from amongst the broader initial dispersion of innovative activity that such companies have inherited
from the past (Cantwell and Santangelo 2000). Thus, we find some convergence in the average degree of technological
diversification across large firms, including amongst others in the pharmaceutical industry (Cantwell and Bachmann
1998).

Freeman and Perez (1998) had argued that in the latest techno-economic paradigm ICT has become a ‘carrier branch’
or a ‘transmission belt’ for the transferral of innovation across sectors, analogous to the role played by the capital
goods sector in the mechanization paradigm in the nineteenth century (Rosenberg 1976). Company evidence now
suggests more than this that ICT has become also a core connector of potential fields of technological development
within firms (or between firms in technology-based alliances) that facilitates the technological fusion of a formerly
disparate spread of innovative activity. Thus, while in the past the machine-building industry simply passed knowledge
of methods from one field of mechanical application to another, ICT potentially combines the variety of technological
fields themselves and so increases the scope for wider innovation. Hence, innovation has become a still more central
part of MNE development in the ICT age. To return to where we began, this role of ICT as a promoter of innovation
within the MNE is a further key factor in the shift from the MNE as an institution for
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technology transfer between established activities frequently organized along miniature replica lines in different
locations, and towards the MNE as a developer of international networks for technology creation, which combine
formerly unconnected streams of innovation. Internationalization through the MNE and the corporate development
and application of ICT have become intertwined in a new era of innovative capitalism.
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Chapter 17 Contemporary Research Trends in
International Marketing: The 1990s168

Masaaki Kotabe

International marketing underwent fundamental changes over the last two decades. Global, political, and economic
liberalization trends created tremendous business opportunities and challenges for international marketers. The
opening up of new markets in Eastern Europe and a tendency toward economic liberalization in the developing world
have spawned new business opportunities. Similarly, the emergence of regional trading blocs in the form of the EU
(European Union), the NAFTA (North American Free Trade Agreement), and MERCOSUR (Mercado Común del
Sur) have necessitated reorganization in the production and marketing strategies of

168 The author acknowledges Shruti Gupta for providing research assistance during this project.



firms. The changes in strategy include serving different markets from one production source or the shifting of
production facilities for greater efficiency.

At the same time, the Asian financial crisis in the latter half of the 1990s provided a significant reality check on the
wisdom of globally integrated strategy development. Wildly fluctuating exchange rates make it difficult for
multinational companies to manage globally integrated but geographically scattered activities. Indeed, many companies
are scurrying to speed steps toward making their procurement, manufacturing, and marketing operations in Asian
countries more local. Japanese companies seem to be one step ahead of US and European competitors in this
localization strategy. Since the yen's sharp appreciation in the mid-1980s, Japanese manufacturers have moved to build
an international production system less vulnerable to currency fluctuations by investing in local procurement and local
marketing (Nikkei Weekly1998).

Two fundamental counteracting forces have always shaped the nature of marketing in the international arena over the
years. The same counteracting forces have been revisited by many authors in such terms as ‘standardization vs.
adaptation’ (1970s), ‘globalization vs. localization’ (1980s), and ‘global integration vs. local responsiveness’ (1990s).
Terms have changed, but the quintessence of the strategic dilemma that multinational firms face today has not
changed and will probably remain unchanged for years to come. However, they are no longer an either/or
dichotomous issue. Forward-looking, proactive firms have the ability and willingness as well as the necessity to strive to
accomplish both tasks simultaneously.

The importance of these changes is reflected in the development of new research streams in international marketing
(Li and Cavusgil 1991; Douglas and Craig 1992; Aulakh and Kotabe 1993; Pieters et al.1999), those of market
globalization (Levitt 1983; Douglas and Wind 1987; Jain 1989; Firat 1997), and collaborative business arrangements
(including strategic alliances) (Thorelli 1986; Harrigan 1988; Contractor 1990; Beamish and Killing 1997).

These trends have imparted added importance to research in international marketing, but it is not clear how research
in the field has coped with this broadened responsibility in a fast-changing environment. Past reviews of international
marketing research (Boddewyn 1981; Bilkey and Nes 1982; Albaum and Peterson 1984; Bradley 1987; Aulakh and
Kotabe 1993) highlighted deficiencies of the discipline in two aspects: that international marketing research was
fragmentary and exploratory without a strong theoretical framework, and that it lacked the methodological rigor
compared to the generic (or domestic) research in marketing. While the first deficiency in international marketing
research was attributed to the opportunistic nature (Albaum and Peterson 1984) and lack of synthesis (Bradley 1987)
of
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international marketing research, the latter was attributed to the inherent difficulties encountered in research involving
more than one country (Aulakh and Kotabe 1993). Difficulties stemmed from financial constraints in data collection,
problems of data comparability in cross-cultural research and the implementation of methodological techniques in
foreign markets. There have been various attempts to address the problems encountered in international marketing
research (e.g. Craig and Douglas 2000).

We examine the state of the art in research in international marketing in the 1990–9 period, with particular emphasis
on the conceptual framework and theory development in the field. This decade is deliberate as it provides a fairly
broad time frame to probe any significant changes in the field, both in terms of the substance of research and
methodologies used, and to see to what extent these two fundamental concerns raised in the 1980s have been
addressed. Thus the study takes stock of research in international marketing to see if the discipline has overcome the
deficiencies outlined in the previous review articles.

Earlier review articles (e.g. Li and Cavusgil 1991; Cavusgil and Li 1992; Douglas and Craig 1992; Aulakh and Kotabe
1993) classified the research streams fairly broadly, encompassing macro-environment issues to marketing
management to consumer behavior. To make this decade-long review of the international marketing literature
comparable to those of the 1980s, the literature classification employed in Douglas and Craig (1992) is also employed
here.

17.1 Advances in International Marketing (1990–9)
This chapter reviews both macro- and micro-environmental topics in international marketing. Research for this review
spanned more than 200 articles in the journals from marketing and other related business areas that are listed on the
ProQuest database. A list of journals represented in this survey is provided in the Appendix at the end of this chapter.
Although the list is not comprehensive, it covers sufficiently the domain of research international marketing. A large
majority of articles published in the 1990s deal specifically with issues related to marketing management rather than
macro-environments that affect marketing management practices.
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17.1.1 The Macro-Context
The macro-environmental context in which the issues of area studies, consumerism in society, and institutional
infrastructure are addressed is not examined in detail here. It is due primarily to the lack of substantial and specific
research addressing those macro-environmental issues in the 1990s. As can be seen from the rest of this chapter,
research focus in the 1990s was predominantly on international marketing strategy issues. However, the discussion on
the micro-environmental issues familiarizes the reader with the countries or regions that have captured the attention of
the researchers in the area of international marketing. No articles were identified on the issue of consumerism in
society. As for the issue of institutional infrastructure, the discussion centered around international retailing, with just
two articles cited in the review spanning ten years. Those two articles are summarized here as follows:

The standardization/differentiation debate is discussed in the context of the international retail sector and the
contribution that such factors as consumer homogeneity and the creation of trading blocs make to this debate is
explored (Segal-Horn and Davison 1992). It is suggested that retail companies can derive economies from sourcing,
distribution, and many aspects of marketing, both within and across trading blocs. The need for definitional clarity of
retail internationalization is advanced which provides the basis for internationalization in order to understand fully the
extent and degree of standardization that can take place within the international retail context (Brown and Burt 1992).

17.1.2 The Micro-Context
The micro-context of research in international marketing constitutes the bulk of research conducted in the field.
Although there is no single best way to arrange various topics, they are arranged as follows. First, we examine research
in both organizational and personal consumer behavior as it represents the initial interfaces between firms and
customers. In particular, the effect of country of origin in consumer behavior received a significant amount of research
attention. Second, research in various modes of entry and their performance implications is examined. Third, the
literature on the marketing mix strategy is highlighted as it constitutes the crux of marketing. Fourth, research in global
strategy and strategic alliances is covered. Both marketing and strategy researchers generally share common research
interest in these strategy-related issues. Researchers in marketing tend to be more interested in
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Table 17.1 A Mapping of the Topics Covered Under the Micro-Context

1. Organizational and consumer behavior 1.1 Organizational buying behavior
1.2 International negotiations
1.3 Consumer behavior
1.4 Country of origin (COO)

2. Market entry decisions 2.1 Initial mode of entry
2.2 Specific modes of entry2.2.1

Exporting
2.2.2 Joint ventures

3. Local market expansion: marketing mix decisions 3.1 Global standardization vs. local responsiveness
3.2 Marketing mix3.2.1

Product policy
3.2.2 Advertising
3.2.3 Pricing
3.2.4 Distribution

4. Global strategy 4.1 Competitive strategy4.1.1
Conceptual development

4.1.2 Competitive advantage versus competitive
positioning

4.1.3 Sources of competitive advantage and per-
formance implications

4.2 Strategic alliances4.2.1
Learning and trust

4.2.2 Recipes for alliance success
4.2.3 Performance for different types of alliances

4.3 Global sourcing4.3.1
Global sourcing in a service context

4.3.2 Benefits of global sourcing
4.3.3 Country of origin issues in global sourcing

4.4 Multinational performance4.4.1
Determinants of performance

4.4.2 A different interpretation of performance

5. Analytical techniques in cross-national research 5.1 Measurement issues
5.2 Reliability and validity issues
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market performance implications of global strategy and strategic alliances, while strategy researchers seem to place
more emphasis on theoretical reasoning for those strategies. Fifth, we review research methodologies examined in the
literature. A mapping of the topics covered under the micro-context is summarized in Table 17.1.

17.2 Organizational and Consumer Behavior

17.2.1 Organizational Buying Behavior
Only one article was cited in this area. A study of organizational buyer behavior of the Gulf states was examined by
Baker and Abu-Ismail (1993). In examining the organizational environment and its impact on buying decisions, five
specific issues were considered—buying tasks, the composition of the buying group and its behavior, the impact of
bureaucracy on buying decisions, the concept of time, and the influence of country of origin effects.

17.2.1.1 International Negotiations
The review in this area revealed a paucity of research. The articles identified mostly focused on building a conceptual
framework to understand the dynamics of cross-cultural/national negotiation process. In addition, two articles also
offered some dos and don'ts for managers engaged in international negotiations.
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Conceptual Framework: International negotiations project a complexity that makes them a challenge to describe, explain,
and improve (Weiss 1993). To meet the challenge, the same author proposes a new analytic perspective that focuses on
three key facets of negotiation (also labeled the RBC perspective)—parties' relationships, parties' behavior and
influencing conditions, and their basic interaction. The RBC framework has the following distinct characteristics: first,
a relationship orientation that emphasizes the interactive nature of negotiation process. Second, multiple levels and
units for behavioral analysis and third, an internationally applicable representation of influencing conditions.

The process and outcomes of international negotiations are an outcome of the two contextual variables—envir-
onmental and immediate (Phatak and Habib 1996). The environmental context refers to the forces in the environment
that are beyond the control of either party involved in the negotiations. The immediate context includes such aspects as
the relative power of the negotiators and the nature of their interdependence. Additionally, Trumbore (1998) examined
the conditions under which public opinion can act as a domestic constraint on the ability of international negotiators to
reach agreement.

Dos and Don'ts of Successful Negotiations: With globalization of American business, a study examines how international
negotiations are different from domestic negotiations on the cross-cultural platform and provides some guidelines for
increasing one's likelihood for success when conducting international cross-cultural negotiations (Mayfield et al.1998).
Factors that lead to successful cross-cultural negotiations are discussed by Herbig and Kramer (1992). The key success
factors are: to understand the national negotiating style, to understand what each party wants from the negotiations, to
accept and respect their cultural beliefs, and to be conscious of personal mannerisms.

17.2.1.2 Consumer Behavior
International consumer behavior studies provide an alternative to international marketing research by focusing on
consumers, instead of relying on countries as a basis for analysis (Wang 1999). However, it is noted by the same author
that the area of international consumer behavior suffers from three key problems—a lack of theories, a lack of
measurement reliability, and an ignorance of moderating variables. Research in this area has been extensive and mostly
can be grouped under the following subtitles:

(1) impact of culture on consumer behavior;
(2) universality of American consumer behavior models to the international context;
(3) debate over global consumer homogeneity versus heterogeneity;
(4) descriptions of international consumer behavior.
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Culture and Consumer Behavior: The impact of culture on salient consumer behavior constructs of perception,
information processing, value systems, and self concept is reviewed (McCort and Malhotra 1993). The impact of
religion (a key determinant of culture) on consumer behavior is studied with a sample of Japanese and American
Protestant consumers (Sood and Nasu 1995). The impact of culture in moderating consumer's opinion exchange
behavior is explored by Dawar, Parker, and Price (1996). Results indicate that the cultural characteristics of power
distance and uncertainty avoidance influence the focus of consumers' product information search activities, but not
their tendencies to share product-related opinions with others.

Universality of American Consumer Behavior Models: Samli, Wills, and Jacobs (1993) alert the reader to the assumption that
existing American consumer behavior knowledge is applicable to all cultures is a deterrent to international consumer
behavior theory development. The effectiveness of international marketing strategies depends largely on the
understanding of international markets at the macro level, and of consumer behaviors. It is in this context that Wills,
Samli, and Jacobs (1991) suggest that separately developed consumer behavior models versus a global one would
prove to be more effective in international marketing strategy. Such a consumer behavior model would incorporate the
following dimensions—learning, involvement, diffusion-adoption, and culture context. Samli (1994) offers an
international consumer behavior model that focuses on environmental and cultural factors and dwells on the theory
that culture forms personality, which in turn modifies consumer behavior. Another consumer behavior framework
called the A-B-C-D paradigm is proposed by Raju (1995). The framework suggests that the marketer should examine
four stages—access, buying behavior, consumption characteristics, and disposal covering the entire spectrum of
consumer behaviors with respect to product/service. Chao (1993) questions how international consumers evaluate
products that are produced by strategic alliances involving multiple firms and multiple countries. In this research, a
more complex form of the country of origin effect of product evaluation is examined.

Despite the above, Lee and Green (1991) found support for the applicability of the Fishbein's Behavioral Intentions
Model in a South Korean consumer sample.

Descriptive Consumer Behavior: Research was conducted on the attitudes of Japanese consumers towards foreign countries
and products (Nishina 1990). The results showed that in comparison to domestic products, foreign products were
thought to be appealing in terms of design and individuality, but, not necessarily in terms of function and quality. From
the impact that global philanthropy has on consumer behavior, Collins (1993) makes the observation that in the 1990s,
on a global scale, a more ‘caring’ global
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consumer seems to be evolving. Difference between the consumer behavior of oil producing and non-oil producing
nations in their decisions to purchase imported goods is observed by Metwally (1993). In a sample drawn from
Japanese consumers, the study revealed differences on issues of ethics among the consumers that provide theoretical
support for expanded research in the domain of cross-national consumer ethics and highlights the needs for managers
to consider possible differences in the ethical behavior of consumers when entering a new international market
(Erffmeyer, Keillor, and LeClair 1999).

Consumer heterogeneity versus homogeneity: In a consumer behavior survey of comparable samples from the United States,
Mexico, Netherlands, Turkey, Thailand, and Saudi Arabia, the results suggest the existence of both a global consumer
segment that transcends national boundaries and a local consumer segment (Yavas, Verhage, and Green 1992). In a
sample representing thirty-eight nationalities, it is found that there are few differences in the use of quality signals
across cultures for a high priority segment of consumers globally (Dawar and Parker 1994).

17.2.1.3 Country of Origin (COO)
Although the COO research falls under the domain of consumer behavior research, it will be treated separately as it
has carved out its own niche in international marketing research. This line of research has continued to be a breeding
ground for extensive academic research. The pattern of research in this domain can be traced to the following themes:

(1) conceptual refinement;
(2) COO and information processing;
(3) establishing further proof for robustness of COO measure;
(4) proof against robustness of COO measure;
(5) measurement issues.

Conceptual Refinement: The COO construct is decomposed into the following components—country of product design,
country of parts manufacture, and country of product assembly—by Insch and McBride (1998). Their results indicate
that these three country-of-origin components do affect consumer perceptions of design quality, manufacturing quality,
and overall quality for each product in distinctly different ways. In a cross-national survey of Chinese and Canadian
respondents, it was indicated that both sets of consumers put more emphasis on country of design and country of
assembly than on brand names in their product evaluations (Ahmed and d'Astous 1999). A study reveals that COO
effects can only be understood with respect to consumer ethnocentrism, where low ethnocentric consumers are more
likely to use country cues as objective information
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about product quality (Brodowsky 1998). Further, Klein, Ettenson, and Morris (1998) add that consumer animosity
toward a country has a significant negative impact on buying decisions above and beyond the effect of consumer
ethnocentrism.

COO and Consumer Information Processing: A schema based knowledge representation framework is developed to examine
the effects of COO on product evaluations (Kochunny et al.1993). Results indicate that consumers possess a COO
schema and that COO schema affect consumers' retention of information about products as well as their judgments.
The cognitive structures that influence a person's use of the COO factor in product evaluation are discussed (Janda
and Rao 1997). Its is suggested that the COO may be an outcome of a combination of two processes—cultural
stereotypes and personal beliefs

Establishing Further Proof for Robustness of COO Measure: Research was conducted to identify consumer expertise and the
type of attribute information as moderating the effects of COO on product evaluations (Maheswaran 1994). A study
found that in buying foreign products, US consumers base their decision not simply on COO cue, but on tradeoffs
with price, warranty, and other product attributes (Lee and Kim 1992). Research shows that perception of quality was
most strongly affected by COO followed by product evaluations other than quality. COO had its smallest effect on
purchase intention (Lim, Darley, and Summer 1994). The extent to which the risk attitudes, political convictions, and
COO associations of individuals affect the buying decision of a product from a controversial source country is
explored with special reference to Eastern Europe (Johansson, Ronkainen, and Czinkota 1994). Chao and Gupta
(1996) found that while COO did not affect the amount of pre-purchase search, it had a significant impact on the
efficiency of consumer choices. In a meta analysis, it is indicated that COO has a larger effect on perceived quality than
on attitude towards the product or purchase intention (Verlegh and Steenkamp 1999). COO with brand name is found
to be a robust determinant in consumer decision making in a cross-cultural context (Hulland 1999). An initial test of
the animosity model of foreign product purchase in PRC revealed that animosity towards a foreign nation will
negatively affect the purchase of products produced by that country independent of judgment of product quality
(Klein, Ettenson, and Morris 1998). In an experimental setting, the salience of COO was tested along with global
brand name on product evaluation (Tse and Gorn 1993). In contrast to the general notion that a well-known global
brand will override the COO effect, it was found that the COO was an equally salient and more enduring factor in
consumer product evaluation. Research by Thakor and Katsanis (1997) indicates that while foreign branding affects
product evaluations more than COO, the uni-cultural or multi-cultural nature of the research context is influential in
determining which brands are seen as ‘foreign’.
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Proof Against Robustness of COO Measure: In a large scale, cross-national consumer survey conducted in US, Canada, UK,
Netherlands, France, West Germany, Greece, and Hungary, the study provided some tentative evidence that product
images may influence, or may be influenced by country images (Papadopoulos and Heslop 1990). Using conjoint
analysis, the study found that the influence of COO on product evaluation is relatively weak when examined in the
context of multi-attribute modeling (Akaah and Yaprak 1993). In two separate studies, Ahmed and d'Astous (1996)
found that favorableness of a brand or country of origin cue is considerably modified when a consumer is provided
with additional product-related information. In a study of Dutch consumers, they were found to place little importance
on country of origin as a choice cue and trusted more on their ability to evaluate the product themselves (Liefeld et al.
1996).

Measurement Issues: Tests of internal reliability and validity were conducted across different countries and samples to
assess the strength of a final fourteen-item semantic differential scale with success (Martin and Eroglu 1993).

17.3 Market Entry Decisions

17.3.1 Initial Mode of Entry
Research in this area has focused its attention in four areas:

(1) to lay a conceptual foundation for understanding the choice of entry mode;
(2) entry mode choice in service firms and how they differ from manufacturing firms;
(3) managerial how-tos—in other words, how managers make their decisions on the choice of entry mode;
(4) tools for market entry.

Conceptual Foundation: The literature continues to draw from the transaction cost/internalization and organizational
capability perspectives, and even draws on concepts from the economics of industrial organization (Otto 1997).

Bjorkman and Eklund (1996) address the question why some companies follow the sequence of operational modes
used by foreign investors as explained by the Uppsala internationalization model, while others deviate from the
‘traditional’ establishment chain as proposed in the above model.
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Buckley and Casson (1998) present a fully integrated analysis of foreign market entry decisions encompassing a choice
between exporting, licensing, joint venturing, and wholly owned foreign investment. A special feature of the model is
the distinction between investment in production facilities and investment in distribution facilities—a distinction that
according to the authors has been overlooked in international business literature.

An evolutionary perspective in analyzing MNEs' entry and expansion in the global market proposes four stages of
development—preparation, entry, expansion, and experienced (Geng 1998). The model explores the evolving
objectives of the MNE at each stage and discusses the strategic transitions with respect to mode and scale, operations
management, marketing strategies, and human resources. However, the above study was based on the experiences of
MNEs in China.

Camino and Cazorla (1998) examine the foreign market entry decisions by small and medium sized enterprises and
indicate that meaningful differences in the internationalization of firms do exist, although most SMEs follow the
sequential or evolutionary process predicted by internationalization theory. Using the case of Upjohn company, the test
for reliability and validity of the internalization and internationalization theories in the context of market entry is
performed by Fina and Rugman (1996).

A multi-dimensional measure of managers' perception of international market entry risk is developed by Tan (1996).
Lampert and Jaffe (1996) examine the country of origin effects on international market entry that determines the
consumer protection of imported products and their value. A study examines the contraction of foreign market
operations and exit from foreign markets when MNEs face market turbulence and decline (Hadjikhani and Johanson
1996).

A comparison and contrast of the mode of foreign market entry decision is presented with the recommendation that
the organizational capacity framework is better adapted to today's business context (Madhok 1997). Using the theories
of transaction cost, internalization, and resource based view of the firm, a new framework of entry mode choice is
developed where six different types of entry modes are distinguished based on location factors and complementarity
(Moon 1997). A conceptual framework examines how host country, home country, and industry specific factors, along
with operation related factors such as location and the level of local government, affect the mode of entry decision and
formation of alliances (Tse and Yigang 1997).

Entry mode choice in service firms: A mail survey of 175 US service firms exhibited a wide diversity in the choice of entry
mode patterns (Erramilli 1990). Foreign market entry behavior in industries dominated by hard services, such as
software and engineering, appears to be similar to that observed in the manufacturing sector. However, wide
differences were observed in the behavior of soft-service industries and manufacturing firms. Further findings
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from the survey reveal that customized services are more likely to be marketed via highly integrated entry modes that
give the firm a great degree of control over its international marketing operations.

Following debate over how service firms choose their modes of entry, this study advances a classification scheme that
allows some services to be grouped with manufactured goods in terms of entry mode choice (Ikechi and Sivakumar
1998). A conceptual model of factors affecting the entry mode choice of service firms is also proposed.

Managerial how-tos: Based on a series of interviews with managers at two international companies, the results of this
study reveal that managers' mental models or representations developed for domestic markets guide the choice of
entry mode for international markets (Maignan and Lukas 1997). Another study attempts to devise a strategy for entry
into the Chinese market by British companies (Zhang and Kelvin 1999). This can be achieved by forming appropriate
relationships with organizations to promote sales of products and technology into Chinese enterprises. In a study
examining the experience of entering the Chinese market by six UK companies, it is suggested that equity joint
ventures are a major route into the Chinese market (Wilson 1997). A list of strategies for US firms entering the
restructured markets of Poland, Hungary, and Czechoslovakia are offered by DeDee and Pearce (1995). Further, in
another study, baseline information about how US companies entered the opening markets of the former Soviet bloc
countries that are fraught with risk of different types and of different levels is provided by Sharma (1995).

Tools for market entry: The approach of brand alliances is suggested as a more effective market entry tool given the large
expenditures that firms face in order to build brand awareness and brand image in a foreign market (Voss and
Tansuhaj 1999). A systematic understanding of the new product learning that takes place between consumers in two
countries—a pair of lead and lag countries—can provide insights for a firm's international market entry decisions
(Ganesh, Kumar, and Subramaniam 1997). Market entry strategy is also identified by Li (1995) as one of the
determinants of survival of foreign subsidiaries in international markets. Another study by Mitchell, Shaver, and
Yeoung (1994) reveals that successful foreign market entry is related to the extent of foreign presence in an industry at
the time of entry.

17.3.2 Specic Modes of Entry

17.3.2.1 Exporting
Exporting has been one of the most frequently studied areas in the literature. Most of the academic work revolved
around the following issues:
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• conceptual understanding
• exporting and the marketing mix
• determinants of exporting
• export performance
• exporting and small business
• factors of export success
• barriers to exporting
• exporting and strategic alliances.

Conceptual foundation: Leonidou and Katsikeas (1996) provide a comprehensive review of the main models on the
export development process, identify their structural characteristics, evaluate the methodologies used for their
validation, and analyze the key conceptual issues emerging from their assessment. An integrative approach that
combines the behavioral and attitudinal dimensions is offered to define export commitment (Stump, Athaide, and
Axinn 1998). The concept of relational exchange between exporters and importers is explored through a model that
hypothesizes that cultural distance influences relational exchange which is in turn mediated by exporting performance
and opportunism (Lee 1998a).

Exporting and the marketing mix: A study defines export pricing strategies and processes currently being used by
exporting firms, what influences the adoption of these strategies, and how these strategies differ across cultures (Myers
1997). The transformation of the export product portfolios is examined from a sample in Greece (Chryssochoidis
1996). According to the main findings, the foreign versus domestic market dependence of the focus exporters had a
major effect in the transformation of the export product portfolios from initiation to development of exports. Export
market characteristics such as local government regulation, infrastructure differences, export market lag, cultural
differences, end-user differences in tastes and preferences, and competitive intensity affecting ideal and actual product
adaptation are investigated by Johnson and Arunthanes (1995).

Determinants of exporting: The impact of organizational culture in a firm's export intention is explored by Dosoglu-
Guner (1999). The four dimensions of organizational culture are market, adhocracy, hierarchy, and clan cultures. The
results indicate that clan culture decreases and adhocracy culture increases the firm's probability of exporting.

Export performance: A longitudinal study of exporting firms examines the relationships among the managers' beliefs
about exporting, their export intentions, subsequent exporting behavior, and future exporting intentions (Axinn et al.
1995). A structural model for the prediction of export performance conceived in Austria is outlined by Holzmuller and
Stottinger (1996). Using a sample of New Zealand exporting firms, the study indicated that segmenting the managers
based on their awareness levels of export schemes
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can lead to better export performance (Brendan 1997). Patterson, Cicic, and Shoham (1997) suggest that the
satisfaction with the export relationship contributes to export performance and future export intentions. Morgan and
Katsikeas (1998) discovered that the strength of perceived exporting problem is inversely related to the export
intensity of the firm. The role of managerial characteristics as influences on the export behavior of the firm are
reviewed (Leonidou, Katsikeas, and Piercy 1998). A generalized export performance measure, the EXPERF scale that
can be applied to multiple countries is developed by Zou, Taylor, and Osland (1998).

Exporting and small business: In the context of small and medium size firms, the factors that make a small firm a
successful exporter are discussed (Gray 1997; Nakos, Brouthers, and Brouthers 1998; Zafarullah, Ali, and Young
1998). Earlier, Calof (1994) examined the direct and indirect effects of firm size by studying three dimensions of
export behavior—propensity to export, countries exporting to, and export attitudes for manufacturers. A survey of
characteristics of the internationalization processes pursued by small Italian exporting companies confirms the validity
of some premises of the stages theory, but it noted that companies are free to follow other routes and/or pursue
individualized processes of development abroad (Dalli 1994).

Factors for export success: The adequacy of government export incentive programs as well as managers' awareness of
these incentives are identified as the two key determinants of the success of export development strategies (Kotabe and
Czinkota 1992; Kumcu, Harcar, and Kumcu 1995). The findings show that level of export interest, export exploration
and company size have a higher explanatory power on awareness than other company characteristics. When exporting
to developing countries, the findings of the study by Sriram and Manu (1995) highlight the importance of taking the
country of destination into account when planning export marketing strategies. Two marketing factors identified to be
most important to successful exporting were gathering marketing information and communicating with markets
(Howard 1995). Finally, a study investigates managerial characteristics as influences on the export behavior of firms
(Leonidou, Katsikeas, and Piercy 1998).

Barriers to exporting: An attempt is made to review, assess, and synthesize existing empirical research on factors impeding
the initiation, development, or sustainment of export activities (Leonidou 1995). The role of cultural distance and
managerial decision-making style are explored, as are explanatory variables as to why some firms perceive barriers to
export as being more important than other firms, or why some firms perceive a given barrier as more important than it
is for another company (Shoham and Albaum 1995).

Exporting and strategic alliances: A model is advanced that suggests the determinants of exporters' intentions to form
strategic alliances with their foreign exchange partners (Lee 1998b). Relational exchange, exporting
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performance, and the duration of the business relationship are identified as factors affecting exporters' intentions to
form strategic alliances.

17.3.2.2 Joint Ventures
Research in this area examined the following issues:

• joint venture performance
• selection of international joint ventures
• the element of learning in joint ventures.

JV performance: One study examined the performance of international joint ventures in the context of a global
aerospace industry (Dussauge and Garrette 1995). Strategic value analysis as an indicator of performance is applied in
the evaluation of a Chinese joint venture (Mills and Chen 1996). In the context of international strategic technology
partnerships, joint ventures are disproportionately represented in relatively mature industries (Hagedoorn and Narula
1996). Factors that explain joint ventures performance in China are identified as level of partner commitment, the
number of joint venture partners, sociocultural distance among partners, product/industry characteristics, foreign
control, and joint venture location in China (Hu and Chen 1996). International joint ventures in the context of
developing countries are studied to reveal four types of IJVs, and four patterns of IJV development (Kim 1996).

Selection of international joint ventures: In a study that examines whether wholly owned subsidiaries are better than joint
ventures, Chao and Yu (1996) indicate that for a small open economy under tariff protection, the desirable policy is
100 per cent foreign ownership of subsidiaries, coupled with export-share requirement. A model offers a range of
predictions about the formation of joint ventures within industries, across industries, across locations, and over time
(Buckley and Casson 1996).

Learning in joint ventures: Organizational characteristics, structural mechanisms, and contextual factors that influence
knowledge acquisition from the foreign parent in international joint ventures are examined (Lyles and Salk 1996).

17.3.2.3 Country-Choice Strategies
In order for product introduction to be successful, corporations must identify countries and test market cities that
offer a good fit with the firm's overall marketing strategy (Hoffman 1997). A two-stage model is presented by the
author that combines the concepts of marketing strategy, the management science technique of goal programming,
and micro computer technology for an efficient and effective evaluation of international markets.
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International market choice of small entrepreneurial high-tech firms is largely shaped by the interests of various
network players (Coviello and Munro 1995). These influential networks can be both formal and informal. Early
relationships with large firms are recognized as being particularly influential in the entrepreneurial high-tech firm's
internationalization process.

17.4 Local Market Expansion: Marketing Mix Decisions
This section examines the studies relating to the global standardization debate, followed by a discussion on the
international marketing mix variables of product policy, advertising, pricing, and distribution.

17.4.1 Global Standardization vs. Local Responsiveness
Four isolated studies were identified in the international marketing literature reviewed for this chapter. The findings of
each study are summarized below:

1. Kotabe and Duhan (1991, 1993) examine Japanese executives' perceptions of the veracity of various PIMS
(profit impact of market strategy) strategy principles developed from analysis of the pooled experience of
businesses in the United States. While some differences exist, their findings generally suggest that most of the
PIMS principles and strategic orientations found to exist in the United States are perceived by Japanese
executives to apply in Japan.

2. A new perspective on the marketing mix standardization debate suggests that clusters should be a function of
the marketing mix elements instead of the more popular country clustering approach (Ayal and Nachum
1994).

3. Sullivan (1992) points to the conflict or tension between global standardization and local responsiveness in
multinationals.

4. An empirical investigation of MNEs that implement a global standardization program versus those that do
not revealed that there were no

RESEARCH IN INTERNATIONAL MARKETING 473



identifiable performance differences between the two samples (Samiee and Roth 1992).

The common theme in the above studies is that focus amongst the academicians seems to be on evaluating the
effectiveness of a global standardization program in the context of multinationals.

17.4.2 Marketing Mix

17.4.2.1 Product Policy
The bulk of the studies in this domain examined the following two key concepts: (1) determinants of new product
development and management in international markets, and (2) the success of new products.

Determinants of new product development: As new technologies are becoming more complicated, R&D consortia are
becoming a popular tool for new product development (Hongcharu 1999). The marketing-R&D interface exerts a
positive impact on new product performance in foreign markets (Li 1999). In a study of thirteen Japanese, American,
and European multinational companies, observations reveal that global new product development processes vary in
terms of the involvement of overseas subsidiaries in project teams and the generation of new product concepts
(Mohan, Rosenthal, and Hatten 1998). It was found that when the knowledge about different product design
requirements among overseas markets or plants is tacit, firms employ cross-national product development teams and
use overseas subsidiaries as sources of new product concepts. The literature suggests that product innovation
introduced later in a country results in faster diffusion as the consumers in the lag market have an opportunity to learn
about the new product from the consumers in the lead market. This finding is used to provide some preliminary
guidelines for manufacturers regarding the selection of foreign markets and the timing and order of entry decisions for
new products (Ganesh, Kumar, and Subramaniam 1997). Investigating the relationship between marketing and new
product development, a study based on East Asia revealed that marketing skills derived from marketing resources and
the proficiency in conducted marketing activities are important in new product development (Song, Montoya-Weiss,
and Schmidt 1997). The role of the Internet overseas in new product development is also examined (Quelch and Klein
1996).

Success of new products: Speed in new product introduction in the market is a critical dimension of competition faced by
many firms in the global marketplace. A model explains that new product success is largely determined by the
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speed to market, which in turn is an outcome of technological familiarity, product differentiation, competitive intensity,
and internal R&D skills (Yeoh 1994). A study conducted in PRC indicated that relative product advantage and the
acquisition of marketing information were highly correlated with new product success (Parry and Song 1994). Unlike
the findings from Canadian firms, the level of competitive activity, the timing of the product launch, and the level of
proficiency in executing activities in the early stages of the product development process were identified as other
indicators of new product success in China. A country's innovativeness contributes to the successful introduction of
new products in the global markets (Lee 1990).

On a more applied setting, with the emergence of the European Union, diffusion rates of new products were found to
be different between those introduced during the first and second half of the unification process (Ganesh 1998).

In addition to the above two discussed core areas, isolated studies examined the ability of a firm to develop new
products as being crucial for an industrial firm to start exporting (Rynning and Anderson 1994); and how in a
multicountry environment, variations in media availability has predictable effects on the speed and pattern of new
product sales (Tellefsen and Takada 1999).

17.4.2.2 Advertising
The bulk of the literature in this domain has struggled with the issues surrounding the standardization versus
adaptation debate, as can be seen in the volume of studies cited below. Some work has also been conducted in the area
of international advertising strategy and its impact on other marketing related decisions. Therefore, the two key areas
that have received most of the research attention are:

(1) advertising standardization versus customization;
(2) international advertising strategy.

Other studies have also examined advertising effectiveness in an international context. Here, the use of culturally
relevant stimuli in international advertising is investigated to determine how these culturally relevant aspects are
interpreted by the intended audience (Leach and Liu 1998). Visual advertisements have been found to be more
effective than verbal ones in a global campaign (Kernan and Domzal 1993). Attitude toward the ad and advertised
product in a collectivist cultural setting is found to be more positive when the advertisements depict consistencies in
cultural norms and roles than when inconsistencies exist (Gregory and Munch 1997).

Advertising standardization: In a review of a forty-year debate over standardization versus adaptation advertising issues,
Agarwal (1995) indicates that
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academicians have mostly advocated the adaptation approach, while the practitioners have alternated between the two
approaches with a trend towards standardization. The degree of advertising standardization adopted by firms, and
what is standardized varies across a standardization spectrum (Harris 1994). However, the opportunities for
advertising standardization are most likely to occur in less affluent, developing markets (James and Hill 1991).
Additionally, advertising standardization is more likely to be effective in country clusters which are segregated based on
their economic and cultural similarity and their media availability and usage (Sriram and Gopalakrishna 1991). In spite
of this finding, another study found US firms to generally prefer localized advertising over standardized versions
(Kanso 1991).

In the context of Asian markets such as Hong Kong, Taiwan, Singapore, and PRC, a regionalization approach is found
to be more effective than a global standardization perspective for advertising (Tai 1997). Contrasting this finding,
Zandpour and Harich (1997) provide evidence that countries that are not necessarily a part of a geographic region may
exhibit similar advertising preferences in spite of cultural differences and lack of regional proximity. Counteracting the
benefits of a regionalization approach, Nevett (1992) indicated that British and American consumers had very different
preferences in terms of their advertising needs. However, in terms of standardization, Alexander and King (1995)
highlight the universality of leisure themes in international advertising across a sample of 500 billboard and print
advertisements from thirty-three nationalities.

The scope of multi-country campaigns has deserved much attention and has often been overshadowed by the
standardization-adaptation debate (Hill and Shao 1994). Additionally, the role of the advertising agency has been found
to be negligible in the decision to standardize. One study has found evidence that suggests that standardization of
advertising is on the decline (Kanso 1992).

International advertising strategy: One study showed unique characteristics at each stage of internationalization for a firm
from a newly industrialized country (Cho, Choi, and Yi 1994). International advertising in addition to several other
factors was identified as one of the major factors affecting the decisions of Middle Eastern consumers to purchase
imported goods (Metwally 1993). The impact of international advertising of processed foods and beverages,
pharmaceuticals, tobacco, and alcoholic beverages has also been examined (Baudot 1991).

17.4.2.3 Pricing
Many authors note that research in international pricing issues is a neglected area in international marketing
management when compared to the other
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marketing mix variables (Aulakh and Kotabe 1993; Samli and Jacobs 1994; Myers and Cavusgil 1996). Therefore our
literature search revealed that research in this domain tends to be scattered with no observable pattern or trend.

In a conceptual framework, Myers and Cavusgil (1996) identify the factors that influence the export pricing process
and the reasons why firms adopt the export pricing strategies that they do. The relationship between a firm's strategies
in international pricing and performance is explored. Research has tried to build a set of rules and processes for
international price setting (Cavusgil 1996). An empirical study investigated the relationship between international
pricing and Western European economic integration (Gaul and Lutz 1994). The results suggested that price
differences that can be observed in the Western European market decrease when the influence on final prices exerted
by exporting firms increases. A survey of US multinationals revealed that most firms tend to standardize their prices in
the world markets and that this type of procedure is more successful in the short run (Samli and Jacobs 1994).
Research on how to set international pricing suggests a technique called strategic choice that can help a manager
understand tradeoffs made by different customer segments to set price discrimination and product differentiation
policies (Sinclair 1993). More recently, Clark, Kotabe, and Rajaratnam (1999) have developed a conceptual framework
to link international marketers' pricing strategy to the impact of exchange rate pass-through on international pricing
and offered testable propositions.

17.4.2.4 Distribution
The only article that reflected on the conceptual underpinnings of international channels of distribution was the
research by Kale and McIntyre (1991). The study suggested that international channel relationships should reflect the
underlying cultural tenets of the society. Research in this area focused on the following broad issues:

• channel cooperation and conflict
• channel performance
• channels and MNE performance
• standardization versus adaptation debate
• applied issues.

Channel cooperation and conflict: This is a popular area of research in this field. Shoham, Rose, and Kropp (1997) examine
this issue within the context of international channels. Two determinants of international channel conflict are
identified—distribution system quality and cultural distance between exporters' home and international target
countries. In a
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study of 135 British International Trade intermediaries, discussion centered around the factors that enhance
cooperation and reduce conflict between an intermediary and its suppliers, and the impact of conflict and cooperation
on the maintenance of long-term relationships (Balabanis 1998).

Channel performance: Channel performance can be enhanced by relying on certain nonmarket forms of
governance—control and flexibility (Gilliland and Bello 1997). Of the two forms of control, output control along
with flexibility is identified as enhancing export channel performance, with process control having no performance
effect. Gillespie and McBride (1996) indicate that with smuggling as a popular form of illegal channel in emerging
markets competing with more legitimate channels of distribution, US multinationals will face new challenges relating to
strategic planning, etc. With respect to Canadian operations, a mail survey revealed that the lower the financial
performance in the foreign market relative to Canadian operations, the lower the satisfaction with the international
marketing channel (Klein and Roth 1993). Within the context of the Saudi car market, it is indicated that the level of
economic development and culture affect the channel structure, operations, and its performance (Ahmed and Al-
Motawa 1997).

Channels and MNE performance: Appropriate distribution channels along with high commitment of top management are
identified as important determinants of international marketing success in large multinational corporations (Cavusgil
and Kirpalani 1993). Access to the distribution channel is identified as a market entry barrier (among several others) in
international consumer markets (Karakaya 1993).

Standardization vs. adaptation debate: It is noted that in the existing literature on this issue, both academicians and
practitioners concur that market channels cannot be standardized. However, given this challenge, a conceptual
framework for the possible standardization of global marketing channels is presented (Rosenbloom, Larsen, and
Mehta 1997).

Applied issues: Fahy and Taguchi (1995) point to the changing landscape of the Japanese distribution system that is less
intimidating and relatively more easily accessible by US multinationals. However, three years later, research continues
to point to the complexity of the Japanese distribution system as a signal to foreign firms to use non-store retailing
(Grossman 1998). On a last note, how to pick the right foreign distributors by small and medium sized firms (who lack
sophisticated market research/decision analysis tools to assist them) is answered by the Analytical Hierarchy Process,
which serves as a highly flexible and versatile substitute (Yeoh and Calantone 1995).
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17.5 Global Strategy
The literature review was performed to advance the knowledge in the four sub-areas as identified by Douglas and
Craig (1992). They are: competitive strategy, strategic alliances, sourcing, and multinational company performance.
Search for articles in these four areas was conducted within an international or global context.

17.5.1 Competitive Strategy
Three broad issues seem to be dominant in the mainstream research:

(1) theoretical and conceptual development to help in understanding the role of competitive strategy;
(2) difference between competitive advantage and competitive positioning; and
(3) sources of competitive advantage in international marketing strategy and performance implications.

17.5.1.2 Conceptual Development
A resource-based strategic management model of MNE market entry demonstrates the value of this new conceptual
framework to the understanding of competitive strategy of MNEs (Tallman 1991). The integration-responsiveness
framework in the choice of the models of international strategy is less helpful for devising competitive strategy
(Taggart 1998). A contingency framework illustrates how national and political institutions of a country impact the
effectiveness of an MNE's international strategies (Murtha and Lenway 1994). Application of the Porter-Dunning
Diamond model of international competitiveness is used to explain the current situation and the further development
of the international competitive strategy of mainland China's manufacturing sector (Liu and Song 1997).

17.5.1.3 Competitive Advantage Versus Competitive Positioning
Strategy literature in the 1990s has tried to differentiate between two sources of competitive strategy—competitive
advantage and competitive positioning. A firm experiences competitive advantage in terms of its core competencies. A
firm's competitive positioning, on the other hand, raises the need for important strategy choices beyond the core
competencies of a single corporation.
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Such an overall strategy then combines the internal competencies of each company as core competencies of the entire
competitive system. Competitive positioning strategy interacts with internationalization strategy in the formulation of
an overall strategy (Morrison and Roth 1992).

17.5.1.4 Sources of Competitive Advantage and Performance Implications
Firms' competitive strategy along with other key variables such as market orientation, experience, and product
characteristics, plays an important role in the development of International Manufacturing Configuration (IMC)
strategies (DuBois, Toyne, and Oliff 1993). Competitive advantage is a key determinant of international marketing
strategy (Lim, Sharkey, and Kim 1993). In a study of fifty-six large US-based multinational firms in Latin America,
competitive advantages were found to be significant in firm performance. The only advantages that were consistently
significant were, proprietary technology, firm's goodwill based on brand or company name, and economies of scale in
production (Grosse 1992). This study identifies the sources of competitive advantage that significantly impact firm
performance. Manufacturing policies are identified as a primary source of sustainable competitive advantage (Carr
1993). The three additional Ps of service firms (physical evidence, participants, and process) are also identified as
sources of competitive advantage (Collier 1991).

Samli and Jacobs (1995) suggest that in order to achieve the strongest international competitive advantage, there must
be cooperation between the public and business sectors. In other words, a nation will maximize its competitive
advantage when both government and firms pool their competitive advantages together. Competitive advantage along
with locationspecific advantages should be integrated in the design of a firm's overall international strategy. In other
words, the basic task of strategy is to identify the geographical location of firm's functional activities and to integrate
these activities across the various locations. The study suggests that selective globalization (when a firm defines its
global strategy around a narrow subset of the value chain) may lead to the most effective outcomes (Roth 1992).

17.5.2 Strategic Alliances
The value of cooperation realized in the 1980s in the strategy literature is still recognized as an important contributor
to firm success in a global economy (Amin, Hagen, and Sterrett 1995). The only article identified on the conceptual
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foundation of strategic alliances defines it as a manifestation of interorganizational cooperative strategies, entailing the
pooling of specific resources and skills by the cooperating organizations in order to achieve common goals
(Varadarajan and Cunningham 1995). The motives for firms to enter into strategic alliances as identified by the above
authors are: gaining access to new markets, accelerating the pace of entry into new markets, sharing of research and
development, manufacturing, and/or marketing costs, broadening the product line/filling product, and learning new
skills.

With the exception of the above research piece, literature in this area has focused its interest in three broad areas:

(1) issues of learning and trust in alliances
(2) recipes for alliance success
(3) performance issues for different types of alliances.

17.5.2.1 Learning and Trust
Work by Varadarajan and Cunningham (1995) provides a conceptual foundation for understanding strategic alliances
and the role of marketing in the nature of such alliances. Inkpen (1998) investigates into the potential of international
strategic alliances for learning and knowledge acquisition. A study by Hamel (1991) suggests that not all alliance
partners are equally adept at learning and that asymmetries in learning might alter the relative bargaining power of
partners. A difference between convenience- and strategic-alliances affects the nature of learning. It is maintained that
although all international corporate alliances provide for learning, this learning does not necessarily always lead to
strategic learning (Samli, Kaynak, and Sharif 1996). The notion of trust in a special form of strategic alliance—non-
equity based international cooperative alliance—was examined. Results showed that partner cultural sensitivity was an
important contributor to trust building in such alliances (Johnson, Cullen, and Sakano 1996).

17.5.2.2 Recipes for Alliance Success
Interfirm relationship networks are strategic resources that can be shaped by managerial action and industry events
(Ravindranath, Balaji, and Prescott 1998). Managing relationships with strategic alliance partners in addition with their
customers, employees, channel partners, etc. is key to a firm's long-term success in a global economy (Beckett-
Camarata, Camarata, and Barker 1998). There are different types of alliances each with its own type of performance
implication (Dussauge and Garrette 1995). A framework is developed to analyze the likely success factors of
international strategic alliances and to assist companies in their efforts to avoid picking the wrong alliance partners
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(Brouthers, Brouthers, and Wilkinson 1995). Strategic alliances defined as interfirm partnering analyze the stability of
alliance networks in a global context and whether market leaders tend to dominate the alliance partnership. To achieve
a mature and coherent global order in a rapidly changing world, it is suggested that governments and businesses must
reconcile economic interests by fostering collaborative international alliances (Halal 1993).

17.5.2.3 Performance for Different Types of Alliances
Patterns of similarities and differences in the forms of strategic alliances among the triad powers are examined. The US
and Europe are similar to each other in that they each have a balanced distribution of joint ventures, contractual
agreements, and equity participation forms. Equity participation plays a somewhat larger role in the USA. Japan on the
other hand, was characterized by a dominance of contractual agreements over joint ventures and equity participation
forms (Terpstra and Simonin 1993). An analysis of 473 strategic alliances revealed that equity joint ventures are
preferred to contracts when cultural differences between partner firms are greater and when alliances involve upstream
rather than downstream value chain activities (Sengupta and Perry 1997). Real application of the performance of
international strategic alliances (ISA) is examined in the case of China, where results show that ISAs outperform joint
ventures and wholly owned subsidiaries. However, ISAs also bear more financial risks in terms of liquidity and
solvency (Luo 1996).

17.6 Global Sourcing
Isolated studies examined the role of global sourcing as a critical factor in a variety of competitive strategies,
differentiated between opportunistic and strategic sourcing (Samli, Browning, and Busbia 1998) and offered suggestion
on how to reduce uncertainty associated with supplier selection in global markets (Min, LaTour, and Williams 1994).
However, the three broad areas most popularly studied in this domain are the following:

(1) global sourcing in a service context
(2) benefits of global sourcing
(3) country of origin effects.
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17.6.1 Global Sourcing in a Service Context
A growing area of interest has been to investigate into the comparability of product versus services sourcing strategy.
The market performance of global sourcing strategy of service firms is investigated by Kotabe, Murray, and Javalgi
(1998). Using the TCA paradigm, Murray and Kotabe (1999) investigate the locational (domestic vs. global sourcing)
and the ownership (internal vs. external sourcing) aspects of service sourcing strategy. Performance implications are
also discussed.

17.6.2 Benets of Global Sourcing
Despite eroding market share, US firms have consolidated their global profitability levels by skillfully exploiting their
technological prowess through technology transfer and offshore sourcing (Kotabe and Swan 1994). The sourcing
strategies used by European and Japanese firms hold implications for the transferability of the firm's product and
manufacturing process technology (Kotabe 1993). Lower costs are not the only benefit of global sourcing. Some of the
other more strategic benefits include potential for a lasting advantage in technical supremacy, penetration of growth
markets, and high speed (Fagan 1991). Global sourcing is identified as one of the reasons that allows for relationship
building between firms and their suppliers (Sharma and Sheth 1997). A contingency framework studies the moderating
influence of product innovation, process innovation, and asset specificity on the relationship between the sourcing
strategy and the product's strategic and financial performance (Murray and Kotabe 1995). The results show that the
moderators are significant for only financial performance, and not strategic. In a study of US-based subsidiaries of
foreign MNEs, the study shows that internal component sourcing and internal sourcing of non-standardized
components from abroad is related to the highest sales growth (Murray, Kotabe, and Wildt 1995a; Murray, Wildt, and
Kotabe 1995b).

17.6.3 Country of Origin Issues in Global Sourcing
Global sourcing is addressed as a type of commodity bundling of components with implications for the country of
origin effect (Choi 1993). In this case, the ‘made in a developing country’ might pose as a problem for the company
(Choi 1993; Witt and Rao 1992).
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17.7 Multinational Performance
The literature here has focused on two sets of issues:

(1) determinants of performance—what leads to high MNE performance
(2) an environmental interpretation of performance.

17.7.1 Determinants of Performance
The chosen mode of ownership (joint ventures or wholly-owned subsidiaries) is associated with the behavior and
performance of overseas subsidiaries (Chowdhury 1992). Financial performance was found to be higher when
management practices in the multinational work unit were congruent with the national culture (Newman and Nollen
1996). Performance was found to be enhanced by budget communication between subunits of multinationals when
reliance on budget control and environmental dynamism are high (Hassel and Cunningham 1996). Sources of
competitive advantage such as proprietary technology, goodwill based on the firm's brand and company name, and
economies of scale in production are significant predictors of multinational performance (Grosse 1992). The need to
develop better international products and to improve the multinational performance in international marketing efforts
is mentioned by Wills, Samli, and Jacobs (1991), which, simply stated, means that managers should know when to
globalize or localize marketing practices. Kotabe (1990) notes that the interaction between product and process
innovation is a crucial determinant of market performance of European and Japanese multinationals.

17.7.2 A Different Interpretation of Performance
Corporate environmental performance is different from the traditional interpretation of performance in financial
terms (Epstein and Roy 1998). In this perspective, a multinational's performance depends on whether it adopts global
or local standards to meet the environmental requirements. Yet another determinant of performance is stakeholder
satisfaction (Greeno and Robinson 1992). The study revealed that companies that aggressively consider the
environmental implications of all parts of their organization, processes, and
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products, as they set strategies for the future to satisfy stakeholder needs, will be high performers in the future.

17.8 Analytical Techniques in National and Cross-National Research
The two broad concerns with cross-national research still pertain to measurement and reliability and validity issues of
scales and measures used. These two concerns are reflected in the research review as follows:

17.8.1 Measurement Issues
A measurement instrument developed by Keillor et al. (1996) provides a means by which the results of cross-culture
and cross-national research can be empirically tested and on which more rigorous theory building can be based.

Four measurement issues involved in cross-national research that lead to risk of inferential errors are discussed in a
paper by Singh (1995). They are: standardized versus unstandardized coefficients, the impact of measurement error
and unequal reliability, the overall error rate, and simultaneous analysis and construct equivalence. Additionally, the
nature of each of these problems, the likely impact they can have on substantive conclusions, and the approaches for
tackling these problems are explained.

Three aspects of cross-national comparative research—measurement equivalence, translation equivalence, and
calibration equivalence are identified as being critical to establish cross-national reliability and the validity of items used
to measure theoretical constructs (Mullen 1995). Two techniques of multiple group LISREL and optimal scaling are
suggested for use in diagnosing cross-national measurement equivalence. Optimal scaling is suggested by Mullen,
Milne, and Didow (1996) as a technique for examining metric equivalence for the practice of comparing means cross-
nationally in survey research.
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17.8.2 Reliability and Validity Issues
A study tests the factor structure and reliability along with the nomological validity of the CETSCALE (consumer
ethnocentrism) using samples from the US, Japan, France, and West Germany (Netemeyer, Durvasula, and
Lichtenstein 1991). Variances in how cross-cultural or national respondents understand and evaluate the value
measurement task are studied in a sample from Canada and Denmark (Grunert and Muller 1996). The findings
revealed significant differences between the two samples on the understanding of real and ideal life values. This
highlights the need for greater attention to be paid to the measurement methodology for obtaining value data. The
validity of the CYMYC cosmopolitanism scale for Korean consumers is reported which provides some support for the
scale (Yoon, Cannon, and Yaprak 1996).

17.9 Critique and Directions for Future Research
Having surveyed the international marketing literature published in the 1990s, we have to ask if the research
deficiencies addressed in the last two decades have been addressed. In the early 1990s, Douglas and Craig (1992)
lamented that strategy issues were a sadly neglected area in international marketing and that marketing's role in global
strategy was largely ignored. Based on the 1990–9 international marketing literature, we have to repeat the same
concern. Researchers in international marketing continue to borrow concepts and theories from the management and
strategy literature, and tend to relate them to market performance. Management and strategy researchers tend to focus
on the supply side of the dyadic relationships between firms and customers, while marketing researchers tend to focus
on the demand side of the relationships. In a positive light, international marketing researchers complement
management and strategy researchers in subjecting supply-side theories to demand-side considerations. However,
studies in international marketing do not appear to have affected the direction of management and strategy research in
any significant way.

Market segmentation and target marketing are two major concepts uniquely developed in the marketing literature with
focus on the demand (customer) side. Yet, studies in these areas are scarce in both domestic and
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international marketing literature. This area of research would have some profound impact on supply-side strategy
research if sufficiently developed. In particular, benefit and intermarket segmentation concepts appear promising for
further development in the international marketing literature.

In the generic (domestic) context, marketing as a discipline has gradually migrated away from economic issues to
behavioral issues. For example, marketing was developed as a study of distribution channels and logistics at the dawn
of the twentieth century. Today, logistics is not generally considered as part of the marketing discipline. Even the
economics of new product development is increasingly considered as being outside the mainstream marketing field.
On the other hand, behavioral research, as well as quantitative applications, in consumer behavior, promotion, and
channel management has become mainstream. In the international area, the same forces have been at work.
Consequently, there have been an unproportionately large number of studies in consumer behavior (particularly
country-of-origin effects), modes of entry (particularly exporting), and channel performance.

The focal area of marketing is the marketing mix strategy, encompassing product, price, promotion, and distribution
management. Studies that address various aspects of the marketing mix were limited to the standardization vs.
adaptation issue. Part of the limited attention to each aspect of the marketing mix is due to the difficulty of conducting
empirical research. Product development has become so technically and technologically complex that this area is
increasingly better examined by researchers in the engineering fields, or jointly by those in engineering and marketing
fields. Pricing has always been one of the most difficult areas of research in marketing as firms are not willing to share
pricing and cost information. Promotion—in particular, advertising-related research, such as advertising effectiveness
and global advertising—as well as consumer behavior has attracted many marketing researchers. It is due mainly to the
relative ease of collecting data and theory development from psychology literature. Research in distribution
management is more or less limited to such behavioral issues as dyadic trust and power (control) relationships.
Although global sourcing issues (including procurement and supply chain management) are considered part of the
broadly defined domain of marketing (Douglas and Craig 1992), studies in these areas appear to be gradually migrating
into the strategy literature away from the contemporary domain of marketing.

One area where marketing has genuine strengths is in research methodology. As the marketing discipline has evolved
into a strongly psychology-based behavioral discipline, researchers have paid serious attention to the reliability and
validity of measurement issues. In the last decade, we have seen a trickledown effect of an increased call for more
methodological scrutiny in international marketing research. However, it should be noted that international marketing
research is faced with many more operational difficulties and
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pitfalls in conducting empirical research than is generic, domestic-bound research (Craig and Douglas 2000).
Consequently, international marketing researchers may not be able to address those measurement and other
methodological issues as effectively as would be possible in domestic research.

Another issue that shaped the nature of international business in the 1990s is that of regionalization as evidenced by
the formation of various trading blocs including the European Union, the NAFTA, and the MERCOSUR, among
others and by regional crises in South East Asia and Latin America. As a result, the fundamental strategic dilemma
between integration (supplyside consideration) and local responsiveness (demand-side consideration) has intensified
rather than attenuated. Until the mid-1990s the frame of mind of most business researchers and practitioners was that
management of the configuration and coordination of globally scattered value-chain activities was possible. But since
the second half of the 1990s we have begun to doubt the wisdom of such simplicity. We posit that a more self-
contained localized ‘delivery’ systems perspective will gain prominence as the unexpected and wild fluctuations of the
exchange rates will prevent multinational firms from effectively managing the set of globally scattered value-chain
activities. Regional trade blocs will form currency areas in which exchange rates are stable relative to each other, which
will reinforce localization of production and marketing. Regionalization of global strategy may be an apt
characterization. If so, then how to manage global marketing in fragmented production and delivery systems can
become an important managerial issue that begs for further investigation.

The emergence of E-commerce in recent years will also have a pervasive impact on the way marketing is practised
around the world. Due to some time lag in conducting research, and the publication process, we expect a flurry of
research publications on E-commerce to start appearing in the first decade of the twenty-first century. Thanks to the
Internet revolution, information lag as well as geographical distance between countries has shrunk enormously. One
fundamental assumption about the physical and mental distance behind the international product cycle thesis has
become irrelevant for strategy development. It does not necessarily mean, however, that market needs are converging.
Indeed, people around the world are expressing their ethnic and cultural differences more openly than ever before.
Therefore, despite some regional integrations on the rise, other regions are Balkanizing across cultural and religious
lines even within the same country (e.g. the Basque region in Spain, and Scotland in the UK). Thus, the fundamental
strategic dilemma between integration and local responsiveness remains. With the advancement of the Internet and E-
commerce in international business, the first decade of the twenty-first century may well be characterized by an online
scale vs. offline market sensitivity dilemma.
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In general, international marketing researchers have always been interested in the ever-changing market environments
and/or methodological rigor as cherished by their domestic counterparts for research publication purposes. As a
result, international marketing researchers have tended to focus their research attention either on topics de jour or on
research areas in which a large database can be developed. The first group of international marketing researchers tends
to focus on interesting but unstructured topics that are difficult to theorize on or apply existing theory to, and thus
engage in exploratory research. Although exploratory research is interesting, it tends to lack transferability of its
research framework and findings in explaining other related topics. The second group of international marketing
researchers tends to focus on such behavioral research areas as country-of-origin, modes of entry, and trust/power
relationships in the marketing channel, in which rigorous research methodology is applied for scholarly publication.
Both groups of international marketing researchers face different criticisms. The first group is criticized as conducting
atheoretical research, while the second group is criticized as overdoing research in mature areas in which additional
contribution to the literature is increasingly very limited.

In conclusion, there remain many important research areas that have eluded serious academic inquiry. The increased
technical complexity of marketing issues, particularly the marketing mix strategy, calls for more interdisciplinary work
across traditional functional confines than in the past. Collaborative work by a group of researchers across national
boundaries also facilitates data collection and promotes cultural sensitivity in conducting marketing research.

Appendix 17.1 List of Journals Reviewed
Marketing Journals General Business Journals
European Journal of Marketing Academy of Management Journal
Industrial Marketing Management Business Horizons
International Journal of Advertising International Journal of Management
International Journal of Research in Marketing Journal of Business Research

Journal of Business Strategy
International Marketing Review Journal of Economic Psychology
Journal of Consumer Marketing Journal of International Business Studies
Journal of Advertising Research
Journal of Consumer Research Journal of Management Studies
Journal of Euro-Marketing Journal of Product Innovation Management
Journal of Global Marketing
Journal of International Consumer Marketing Journal of World Business

Long Range Planning
Journal of International Marketing Management International Review
Journal of International Marketing and Marketing Research Organization Science

Review of Business
Journal of Macromarketing Sloan Management Review
Journal of Marketing Strategic Management Journal
Journal of Marketing Research
Journal of Marketing Theory and Practice
Journal of the Academy of Marketing Science
Psychology and Marketing
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Chapter 18 Culture and Human Resources
Management

John L. Graham

. . . different people have to be managed differently.
Peter Drucker

18.1 Introduction
The efficient transaction of international business is made more challenging because of several kinds of
obstacles—geographical, financial, legal/political, and cultural. Cultural barriers include several factors that make
human interactions more difficult—differences in language, values, and behaviors.



In many ways this last category is the most daunting because cultural differences are often hidden and are certainly the
most difficult to quantify. Miles, time zones, exchange rates and such are easily measured. Laws and policies are stated
in black and white, although enforcement is obviously a key issue. Alternatively, cultural differences are often not
obvious and associated problems are neither easily diagnosed nor corrected. The focus here is on these ‘mushy’
cultural issues that often have a huge impact on the efficiency of international enterprise, and particularly on the
management of people.

Every year for the last seven years senior executives of 250 southern California firms have been surveyed regarding
their firms' international business activities (Aigner and Kraemer 1994–2000). Through these years executives have
identified ‘cultural differences’ as the most serious and persistent problem affecting their international sales and
operations. ‘Financial considerations’ were particularly important during the Mexican and Asian financial crises during
1994–5 and 1998–9, respectively. ‘Foreign government regulations’ were also consistently mentioned as problem areas.
But, the problems associated with cultural differences have been most salient for these American executives managing
mostly high technology companies. This was found to be so even though, as mentioned above, the cultural barriers are
often hidden. The good news in the data is that during these years the ‘heights’ of all these barriers have been
apparently shrinking. International business is becoming easier to conduct. The interviewees suggest that the Internet
is helping overcome time and distance barriers and is making communications, even the cross-cultural ones, more
efficient. European unification has also played a role. These trends are very encouraging. Although, it may be that the
unusually large cash flows typical at southern California companies in the late 1990s has made all problems seem less
severe.

Culture has a pervasive impact on the management of human resources (Adler 1997). Culture influences how blue-
and white-collar workers respond to pay and non-pay incentives, how international firms are organized, and even how
executives compose and implement business strategies. Thus, the remainder of this chapter is organized as follows:
First, the central notion of culture will be defined including discussion of its dimensions and measurement. Next,
culture's influences on interpersonal behaviors and negotiation styles are presented. Third, human resources policies
are outlined that take into account cultural differences in employee groups. The final section focuses on culture's
impact on managers' strategic thinking.
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18.2 Culture: Its Denitions and Dimensions
Perhaps the most instructional definitions of culture are the metaphorical ones. Geert Hofstede (1991) refers to culture
as the ‘software of the mind’. James Day Hodgson, former US Ambassador to Japan describes culture as a ‘thicket’,
that is, difficult to traverse, but with effort and insight it is something you can get through (Hodgson, Sano, and
Graham 2000). Then there is anthropologist Edward T. Hall, the seminal writer in this area—he reports:

The people we were advising [State Department] kept bumping their heads against an invisible barrier . . . We knew
that what they were up against was a completely different way of organizing life, of thinking, and of conceiving the
underlying assumptions about the family and the state, the economic system, and even Man himself. (Hall 1959: 23)

Hall's first point is an important one. If managers and policy makers do not take culture into account they will
experience pain. Think of the last time you bumped your head really hard—it hurt. Executives, companies, and even
countries get hurt if cultural differences are ignored.

Most scientific definitions of culture revolve around the notion that it is represented by the values, expectations, and
behaviors that are learned, shared by a group of people (i.e. a ‘cultural group’), and transmitted from generation to
generation (cf. Erez and Earley 1993). Most often country or nation is used to define cultural groups even though
most researchers working in the area fully recognize the associated limitations. That is, all countries are culturally
diverse—India, for example, includes the eleven principle languages spoken on the subcontinent on each ten-rupee
note. Or, consider Belgium and Canada where substantial portions of the population speak different first languages.
However, most international data available have been collected at the national level, so using national culture as a point
of departure in the area is convenient. Moreover, despite the obvious limitations, using nation as a proxy unit for
culture has proven quite useful.

A second key limitation associated with the notion of culture has to do with the extent to which its study promotes
stereotypes. That is, not everyone in a culture behaves the same way. Yes, culture does influence values, expectations,
and behaviors. But, so do personality, economic status, social context, and a wide variety of other factors. Therefore,
implied in most writing and research on the topic are the descriptors of cultural norms, behavioral averages, or typical
behaviors. For example, the typical American will use threats during business negotiations (e.g. ‘If you can't give me a
lower price, I'll buy from someone else.’). However, not every American will use threats. Au (1999)

CULTURE AND HUMAN RESOURCES MANAGEMENT 505



provides a very important discussion of the potential problems of such intra-cultural variation.

Finally, despite both limitations, culture has proven a most useful concept. Knowing employees' or business partners'
cultural backgrounds helps managers predict and understand their values, expectations, and behaviors. Taking into
account cultural background helps managers do a better job. Next we describe the most important dimensions of
culture as reported in the management literature.

18.2.1 Silent Languages (Edward T.Hall)
The leading thinker in the area of culture and international business is anthropologist Edward Hall. His own
background is pertinent. When he began writing about culture and business contexts in the 1960s his colleagues in
anthropology eschewed the topic (Graham and Gronhaug 1988). In the field there was a general disdain for
multinational companies—they were seen to ‘disrupt’ cultures. Hall did not share this phobia of international
business—his father was an advertising executive for a multinational company (MNC). Growing up in an ad man's
house (Hall 1992) taught him to appreciate the connections between commerce and culture that his associates seemed
to have forgotten about until the 1990s.

His article, ‘The Silent Language in Overseas Business’, which appeared in the Harvard Business Review in 1960 remains
a most worthwhile read. Based on his book published a year earlier (Hall 1959) it makes the fundamental point that we
are not aware of the power of culture, because it tends to communicate below our level of consciousness in ‘silent
languages’. Hall specifies five such silent languages, those of time, space, things, friendship, and agreements. Thus, he
defined five useful dimensions of culture using his years of fieldwork (among Native Americans, African-Americans,
Japanese, Latin Americans, and other peoples) as evidence for their veracity.

Hall describes in much detail how time communicates differently across cultures. Schedules are important in Germany
and not so important in Mexico. Such cross-cultural differences in the salience of time seem to be born out in recent
empirical work—see Table 18.1 wherein thirty-one countries are compared. More recently, Hall and Hall (1990) have
more deeply delineated cultural differences in perceptions of time. Space also communicates. The size of one's office is
important in the United States, but says little about executives' status in Arab countries. Hall contrasts the materialism
(a love of things) of Americans with the spirituality of India. He compares the quick friendships common in the US to the
slow developing, but hugely
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Table 18.1 A Measure of the Relative Importance of Time

Rank of 31 countries for overall pace of life (combination of three measures: minutes downtown pedestrians take to
walk 60 feet; minutes it takes a postal clerk to complete a stamp-purchase transaction; and accuracy in minutes of
public clocks)

Overall ranking Walking 60 feet Postal service Public clocks
Switzerland 1 3 2 1
Ireland 2 1 3 11
Germany 3 5 1 8
Japan 4 7 4 6
Italy 5 10 12 2
England 6 4 9 13
Sweden 7 13 5 7
Austria 8 23 8 3
Netherlands 9 2 14 25
Hong Kong 10 14 6 14
France 11 8 18 10
Poland 12 12 15 8
Costa Rica 13 16 10 15
Taiwan 14 18 7 21
Singapore 15 25 11 4
United States 16 6 23 20
Canada 17 11 21 22
South Korea 18 20 20 16
Hungary 19 19 19 18
Czech Republic 20 21 17 23
Greece 21 14 13 29
Kenya 22 9 30 24
China 23 24 25 12
Bulgaria 24 27 22 17
Romania 25 30 29 5
Jordan 26 28 27 19
Syria 27 29 28 27
El Salvador 28 22 16 31
Brazil 29 31 24 28
Indonesia 30 26 26 30
Mexico 31 17 31 26
Source Levine 1997
Reprinted with permission from American Demographies. Copyright 1997.
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important strong social ties and reciprocity in Latin America. Finally, he discusses the differences in agreements—in
America the details of a written contract are crucial, in other places the qualities of the interpersonal relationship
between business people are much more salient than any piece of paper.

In a subsequent book Hall (1976) details another important dimension of cultural difference. He distinguishes between
low-context cultures and high-context cultures. In low-context cultures the social context of communication (e.g. who
says it, when it is said, how it is said, where it is said, etc.) has little to do with the interpretation of what is said.
Alternatively, in high-context cultures what is said can be understood only with a deep knowledge of the important
social contextual factors surrounding the communication. In high-context cultures social hierarchy and relationships
are important—‘it's not what you know, it's who you know that's important’. Hall identifies the United States and
Germany as low-context countries (information is salient) and Japan and Mexico as high-context countries (personal
relationships are salient).

18.2.2 Cultural Values (Geert Hofstede)
Hofstede is the most frequently cited author in international management, and with good reason. Hofstede's
background is also pertinent—he grew up in the Netherlands, a country, as he puts it, on the ‘cultural’ border between
northern (Protestant) and southern (Catholic) Europe. Hofstede's work (1980, 1991) draws heavily on Hall's ideas and
the empirical work of Haire, Ghiselli, and Porter (1966) and Triandis (1972, 1995) for the theoretical justification of his
empirical explorations.

Between 1968 and 1972 Hofstede had more than 100,000 employees of IBM in more than fifty countries complete a
questionnaire regarding work values. Based on analyses of those data he defined four dimensions of
culture—individualism/collectivism index (IND), power distance index (PDI), uncertainty avoidance index (UAI),
and masculinity/femininity index (MAS). Moreover, he assigned numerical scores to each of fifty-one countries and
two regions for each of the dimensions. In subsequent work with Michael Bond (Hofstede and Bond 1988), a
Canadian teaching in Hong Kong, he identified a fifth dimension, long-term orientation (LTO).

Hofstede's work is important theoretically. But, its primary utility is based upon the scores he reports for the fifty-one
countries and regions. These scores have been incorporated into hundreds of international management studies. His
work has been heavily criticized (see West and Graham 1998, or Erez and Earley 1993 for summaries). However, three
of the dimensions he
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Table 18.2 Several Dimensions of Culture
Country IND PDI UAI TICPI 1999 Df Eng Primary language
Australia 90 36 51 8.7 0 English
Great Britain 89 35 35 8.6 0 English
Ireland 70 28 35 7.7 0 English
New Zealand 79 22 49 9.4 0 English
US 91 40 46 7.5 0 English
South Africa* 65 49 49 5 0.6 Afrikaans
Canada* 80 39 48 9.2 0.9 English
Austria 55 11 70 7.6 1 German
Germany 67 35 65 8.0 1 German
Jamaica* 39 45 13 3.8 1 Creole
Netherlands 80 38 53 9.0 1 Dutch
Switzerland* 68 34 58 8.9 1.6 German
Belgium* 75 65 94 5.3 1.7 Flemish
Denmark 74 18 23 10.0 2 Danish
Norway 69 31 50 8.9 2 Norwegian
Sweden 71 31 29 9.4 2 Swedish
Argentina 46 49 86 3.0 3 Spanish
Brazil 38 69 76 4.1 3 Portuguese
Chile 23 63 86 6.9 3 Spanish
Columbia 13 67 80 2.9 3 Spanish
Costa Rica 15 35 86 5.1 3 Spanish
El Salvador 19 66 94 3.9 3 Spanish
Ecuador 8 78 67 2.4 3 Spanish
France 71 68 86 6.6 3 French
Greece 35 60 112 4.9 3 Greek
Guatemala 6 95 101 3.2 3 Spanish
Iran 41 58 59 – 3 Farsi
Italy 76 50 75 4.7 3 Italian
Mexico 30 81 82 3.4 3 Spanish
Pakistan 14 55 70 2.2 3 Panjabi
Panama 11 95 86 – 3 Spanish
Peru 16 64 87 4.5 3 Spanish
Portugal 27 63 104 6.7 3 Portuguese
Spain 51 57 86 6.6 3 Spanish
Uruguay 36 61 100 4.4 3 Spanish
Venezuela 12 81 76 2.6 3 Spanish
Yugoslavia 27 76 88 2 3 Serbo-Croatian
India* 48 77 40 2.9 3.7 Indo-Aryan
Finland 63 33 59 9.8 4 Finnish
Japan 46 54 92 6.0 4 Japanese
Korea 18 60 85 3.8 4 Korean
Turkey 37 66 85 3.6 4 Turkish
Israel 54 13 81 6.8 5 Hebrew
Arabic countries 38 80 68 – 5 Arabic
Hong Kong 25 68 29 7.7 6 Cantonese
Singapore* 20 74 8 9.1 6 Taiwanese
Taiwan 17 58 69 5.6 6 Taiwanese
Indonesia 14 78 48 1.7 7 Bahasa
Malaysia* 26 104 36 5.1 7 Malay
Philippines* 32 94 44 3.6 7 Tagalog
Thailand 20 64 64 3.2 7 Thai

* A substantial portion of the population is bilingual.
Columns = 1. (IND) Individualism Index (Hofstede 1991); 2. (PDI) Power Distance Index (Hofstede 1991); 3. (UAI) Uncertainty
Avoidance Index (Hofstede 1991); 4. (TICPI) Transparency International Corruption Perception Index (www.transparency.de), 10 = least
corrupt, 0 = most corrupt; 5. (Df Eng) Distance from English (West and Graham 2000); in some countries a secondary language is
prevalent. For example, in South Africa 60% of the people speak Afrikaans as their first language and 40% speak English as their first
language. The Distance from English of Afrikaans is 1, so the weighted average for the country is 0.6. The scores for the other mixed-
language countries such as Canada and Belgium are calculated in the same way; 6. Primary language spoken.
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identifies have been shown to be useful in many studies—IND, PDI, and UAI—so those three are discussed in some
detail here. Readers interested in more detail regarding MAS and LTO are referred to the articles cited above and
Hostede's new book on MAS (1998).

Hofstede's scores for each of the fifty-one countries he studied are listed in Table 18.2. In the more individualistic
countries (e.g. the United States is rated highest on the IND scale with a score of 91) group membership is not so
important and social ties are relatively loose. In highly collectivistic countries
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such as Japan group cohesion is a central value. In high power distance countries like Mexico social hierarchies are
salient and behaviors, even language use, differ according to social status. In low PDI countries like Australia
egalitarian values strongly influence behavior and social status distinctions are often ignored and even denigrated.
Differences in uncertainty avoidance are perhaps demonstrated by a comparison of Japan (quite high on UAI) and
Hong Kong (quite low). Hofstede would explain that while Japanese avoid risks the Chinese in Hong Kong are
attracted to risky situations and uncertainties. Perhaps UAI helps explain the great affinity for horse racing in Hong
Kong!

Hofstede (1980) notes a high correlation between IND and PDI (r = .67, p < 0.05) suggesting that the two values
frequently coincide. He also bases his theoretical discussions of both concepts on Hall's (1976) high/low context
concept. That is, cultures such as the Japanese Hall labels high-context, and they tend to be collectivistic and
hierarchical. This has led Houston and Graham (2001) to propose a single dimension of culture subsuming IND, PDI,
and high/low context labeled ‘Social Context Salient Cultures’ (SCSC). Japan and Mexico would be examples of
countries where social context is salient, or high SCSC.

Most recently the Project GLOBE group consisting of some 160 scholars around the world has collected data in 64
countries and identified eight dimensions of leadership-related values (House et al.2000). Similar to Hofstede they
include uncertainty avoidance, power distance, and collectivism; they distinguish between gender egalitarianism and
assertiveness; and they add future orientation, performance orientation, and humane orientation. These new data and
dimensions will allow for even better understandings of how cultures differ with regard to managerially relevant values.

18.2.3 A Measure of Corruption (Transparency International)
Ethics and notions of corrupt behavior are known to vary across cultures. During the last few years a non-
governmental organization headquartered in Germany has endeavored to develop an accurate measure of the
corruptness of countries. The Corruption Perception Index produced by Transparency International (TICPI) is now
widely recognized as the best such measure. The TI website (www.transparency.de) provides a wealth of information
regarding methodological details which are only summarized here. The TICPI integrates scores from six survey
sources such as Gallup International and the DRI/McGraw-Hill
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Global Risk Service. The reported correlations among the diverse sources range between 0.64 and 0.97. ‘The index is a
poll of polls, putting together the subjective evaluations of business people, political analysts, and the general public.’ TI
defines corruption in a very western way as, ‘the misuse of public power for private benefits, e.g. the bribing of public
officials, taking kickbacks in public procurement, or embezzling public funds’. A sampling of the 98 countries they rate
is included in Table 18.3, and the complete listing can be downloaded from their website. They explain the meaning of
their scores, ‘A ten stands for a highly clean country while a zero equals a country where business transactions are
entirely dominated by kickbacks, extortion, bribery, etc.’

Houston and Graham (2001) report the TICPI to have good validity characteristics (i.e. both convergent and
nomological). They also describe in some detail the Western European bias inherent in the definition of corruption
specified in the TI survey materials. Even so, they conclude the TICPI provides international managers an answer to
the question about which countries have a ‘widespread history of corruption’. Further, the TICPI definition of
corruption as bribery is quite close to those serving as the bases for the American Foreign Corrupt Practices Act and
the other similar policies being adopted in the European Union, the OECD, and the Organization of American States.
The information provided in the TICPI, in conjunction with other sources, can be useful in making both strategic and
operational decisions about foreign sales and operations.

18.2.4 Linguistic Distance
Language is a crucial aspect of culture. The important role of language spoken on management styles is most clearly
articulated by Jean-Claude Usunier (1998). Relatedly, recent empirical studies (West and Graham 1998) indicate that a
new concept, linguistic distance, may prove to be another useful metric for cultural differences. Over the years
linguistics researchers have determined that languages around the world conform to ‘family trees’ based on the
similarity of their forms and development (Chen, Sokal, and Huhlen 1995). For example, Spanish, Catalan, Italian,
French, and Portuguese are all classified as Romance languages because of their common roots in Latin. Distances can
be measured on these linguistic trees. If we assume English to be the starting point, German is one branch away,
Danish two, Spanish three, Japanese four, Arabic five, Chinese six, and Thai seven. These ‘Distance from English’
scores are listed for the fifty-one cultures in Table 18.2.
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We are now learning that this measure of distance from English predicts other important aspects of culture—some of
Hofstede's (and the Project GLOBE) cultural values and the Transparency International Corruption Perception Index
(Houston and Graham 2001). That is, as linguistic distance from English increases Hofstede's individualism decreases
(correlation coefficient r = .71, p < 0.05), power distance increases (r = .56, p < 0.05), and corruption increases (r =
.58, p < 0.05). These studies are the first in this genre and much more work needs to be done. However, the notion of
linguistic distance appears to hold promise for better understanding and predicting cultural differences in management
behaviors and values.

18.2.5 Summary
So far we have presented the most salient dimensions of cultural differences as yet developed. They are related to one
another conceptually and empirically. Hofstede's data include fifty-one countries, the Project GLOBE data at least
sixty, the Transparency International ninety-eight countries, and the Linguistic Distance data provide a metric for
culture for all countries. Indeed, the Linguistic Distance may prove the most useful of all because it can be applied for
ethnic/cultural groups, indeed even individuals within countries as well. The fundamental point is that knowing what
language someone speaks appears to provide some information for predictions about values and behaviors.

Moreover, the relationship between language spoken and cultural values holds even deeper implications. That is, as
English spreads around the world circa 2000 via school systems and the Internet (American Prospect2000), cultural
values of individualism and egalitarianism will spread with it. For example, both Chinese Mandarin speakers and
Spanish speakers must learn two words for ‘you’ (ni and nin, and tu and usted, respectively). The proper usage of the
two depends completely on knowledge of the social context of the conversation. Respect for status is communicated
by use of nin and usted. In English there is only one form of ‘you’. Speakers can ignore social context and status and still
speak correctly. It is easier and social status becomes less important.

Now we turn to the implications of culture for managers of international human resources.
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18.3 Interpersonal Behaviors and International Negotiation Styles
International managers negotiate in a wide variety of circumstances—with customers, distributors, licensees, suppliers,
labor unions, governmental officials, headquarters or subsidiary personnel, joint venture partners, and supervisors. We
know from a variety of studies that culture influences how people behave in interpersonal job situations such as
teamwork (e.g. Song, Xie, and Dyer 2000), job interviews, and supervisor/subordinate interactions. However, because
face-to-face negotiations are ubiquitous in international business our discussion focuses on that fundamental
management activity. And, certainly much of the information provided regarding negotiations applies to these other
kinds of work-related interactions.

The material in this section is based on a systematic study (Graham, Mintu, and Rodgers 1994; Hodgson, Sano, and
Graham 2000) over the last two decades in which the negotiation styles of more than 1,000 businesspeople in eighteen
countries (twenty cultures) were considered. The countries studied were: Japan, Korea, Taiwan, China (northern and
southern), Hong Kong, Vietnam, the Philippines, Russia, the Czech Republic, Norway, Germany, France, the UK,
Spain, Brazil, Mexico, Canada (English speakers and French speakers), and the United States.

Looking broadly across the several cultures two important lessons stand out. The first is that regional generalizations
usually are not correct. For example, Japanese and Korean negotiation styles are quite similar in some ways, but in
other ways they could not be more different. The second lesson learned from these studies is that Japan is an
exceptional place: On almost every dimension of negotiation style considered, the Japanese are on or near the end of
the scale. Sometimes, Americans are on the other end. But actually, most of the time Americans are somewhere in the
middle. The reader will see this evinced in the data presented below. The Japanese approach, however, is most distinct,
even sui generis.

Cultural differences cause four kinds of problems in international business negotiations—at the levels of:

(1) language
(2) nonverbal behaviors
(3) values
(4) thinking and decision-making processes.

The order is important; the problems lower on the list are more serious because they are more subtle. For example,
two negotiators would notice
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immediately if one is speaking Japanese and the other German. The solution to the problem may be as simple as hiring
an interpreter or talking in a common third language, or it may be as difficult as learning a language. Regardless of the
solution, the problem is obvious. Cultural differences in nonverbal behaviors, on the other hand, are almost always
hidden below our awareness. That is to say, in face-to-face negotiations participants nonverbally—and more
subtly—give off and take in a great deal of information. Some experts argue that this information is more important
than the verbal information. Almost all this signaling goes on below our levels of consciousness. When the nonverbal
signals from foreign partners are different, negotiators are most apt to misinterpret them without even being conscious
of the mistake. For example, when a French client consistently interrupts, Americans tend to feel uncomfortable
without noticing exactly why. In this manner, interpersonal friction often colors business relationships, goes on
undetected, and, consequently, uncorrected. Differences in values and thinking and decision-making processes are
hidden even deeper and therefore are even harder to cure. We discuss these differences below, starting with language
and nonverbal behaviors.

18.3.1 Differences in Language and Nonverbal Behaviors
The verbal behaviors of negotiators in fourteen of the cultures (six negotiators in each of the fourteen groups) were
videotaped. The numbers in the body of Table 18.3 represent the percentages of statements that were classified into
each category listed. That is, 7 per cent of the statements made by Japanese negotiators were classified as promises, 4
per cent were threats, 7 per cent were recommendations, and so on. The verbal bargaining behaviors used by the
negotiators during the simulations proved to be surprisingly similar across cultures. Negotiations in all fourteen
cultures studied were comprised primarily of information-exchange tactics—questions and self-disclosures. Note that
the Japanese appear on the low end of the continuum of self-disclosures. Their 34 per cent (along with the Spaniards
and the English-speaking Canadians) was the lowest across all fourteen groups, suggesting that they are the most
reticent about giving information. Overall, however, the verbal tactics used were surprisingly similar across the diverse
cultures.

Table 18.4 provides the analyses of some linguistic aspects and nonverbal behaviors for the fourteen videotaped
groups. While these efforts merely scratch the surface of these kinds of behavioral analyses, they still provide
indications of substantial cultural differences. Note that, once again, the Japanese are at or next to the end of the
continuum on almost every
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Table 18.3 Verbal Negotiation Tactics (The ‘What’ Of Communications)
Bargaining
behaviors

Cultures (for each group, n = 6)
JPN KOR TWN CHN* RUSS GRM UK FRN SPN BRZ MEX FCAN ECAN USA

Promise.
A statement
in which the
source indi-
cated its in-
tentions to
provide the
target with a
reinforcing
conse-
quence,
which
source an-
ticipates tar-
get will
evaluate as
pleasant,
positive, or
rewarding.

7† 4 9 6 5 7 11 5 11 3 7 8 6 8

Threat.
Same as
promise, ex-
cept that the
reinforcing
consequen-
ces are
thought to
be noxious,
unpleasant,
or punish-
ing.

4 2 2 1 3 3 3 5 2 2 1 3 0 4

Recom-
menda-
tion. A
statement in
which the
source pre-
dicts that a
pleasant en-
vironmental
consequence
will occur to
the target.
Its occur-
rence is not
under sour-
ce's control.

7 1 5 2 4 5 6 3 4 5 8 5 4 4

Warning.
Same as
recommen-
dation, ex-
cept that the
consequen-
ces are
thought to
be unpleas-
ant.

2 0 3 1 0 1 1 3 1 1 2 5 0 1

Reward.
A statement
by the
source that
is thought to
create pleas-
ant conse-
quences for
the target.

1 3 2 1 3 4 5 3 3 2 1 1 3 2

Punish-
ment.
Same as re-
ward, except
that the
consequen-
ces are
thought to
be unpleas-
ant.

1 5 1 0 1 2 0 3 2 3 0 2 1 3
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Positive
normative
appeal. A
statement in
which the
source indi-
cates that
the target's
past,
present, or
future be-
havior was
or will be in
conformity
with social
norms.

1 1 0 1 0 0 0 0 0 0 0 1 0 1

Negative
normative
appeal.
Same as
positive nor-
mative ap-
peal except
that the tar-
get's behav-
ior is in
violation of
social
norms.

3 2 1 0 0 1 1 0 1 1 1 2 1 1

Commit-
ment. A
statement by
the source
to the effect
that its fu-
ture bids will
not go be-
low or
above a cer-
tain level.

15 13 9 10 11 9 13 10 9 8 9 8 14 13

Self-disclo-
sure. A
statement in
which the
source re-
veals infor-
mation
about itself.

34 36 42 36 40 47 39 42 34 39 38 42 34 36

Question.
A statement
in which the
source asks
the target to
reveal infor-
mation
about itself.

20 21 14 34 27 11 15 18 17 22 27 19 26 20

Command.
A statement
in which the
source sug-
gests that
the target
perform a
certain be-
havior.

8 13 11 7 7 12 9 9 17 14 7 5 10 6

* Northern China (Tianjin and environs).
† Read ‘7 percent of the statements made by Japanese negotiators were promises’.
Source Cateora and Graham, forthcoming 2002
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Table 18.4 Structural Aspects of Language and Nonverbal Behaviors (‘How’ Things Are Said)
Bargaining
behaviors
(per 30
minutes)

Cultures (for each group, n = 6)
JPN KOR TWN CHN* RUSS GRM UK FRN SPN BRZ MEX FCAN ECAN USA

Structural aspects
‘No's.’
The num-
ber of
times the
word ‘no’
was used
by each
negotiator.

1.9 7.4 5.9 1.5 2.3 6.7 5.4 11.3 23.2 41.9 4.5 7.0 10.1 4.5

‘You's.’
The num-
ber of
times the
word ‘you’
was used
by each
negotiator.

31.5 34.2 36.6 26.8 23.6 39.7 54.8 70.2 73.3 90.4 56.3 72.4 64.4 54.1

Nonverbal behaviors
Silent pe-
riods.
The num-
ber of
conversa-
tional gaps
of 10 sec-
onds or
longer.

2.5 0 0 2.3 3.7 0 2.5 1.0 0 0 1.1 0.2 2.9 1.7

Conversa-
tional
overlaps.
Number
of inter-
ruptions.

6.2 22.0 12.3 17.1 13.3 20.8 5.3 20.7 28.0 14.3 10.6 24.0 17.0 5.1

Facial
gazing.
Number
of minutes
negotia-
tors spent
looking at
oppo-
nent's
face.

3.9 9.9 19.7 11.1 8.7 10.2 9.0 16.0 13.7 15.6 14.7 18.8 10.4 10.0

Touch-
ing. Inci-
dents of
bargainers
touching
one an-
other (not
including
handshak-
ing).

0 0 0 0 0 0 0 0.1 0 4.7 0 0 0 0

* Northern China (Tianjin and environs).
Source Cateora and Graham, forthcoming 2002
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dimension of the behaviors listed. Their facial gazing and touching are the least among the fourteen groups. Only the
northern Chinese used the words ‘no’ less frequently and only the Russians used more silent periods than did the
Japanese.

A broader examination of the data in Tables 18.3 and 18.4 reveals a more meaningful conclusion: The variation across
cultures is greater when comparing linguistic aspects of language and nonverbal behaviors than when the verbal
content of negotiations is considered. For example, notice the great differences between Japanese and Brazilians in
Table 18.3vis-à-vis Table 18.4.

Following are further descriptions of the distinctive aspects of each of the fourteen cultural groups videotaped.
Certainly, conclusions about the individual cultures cannot be drawn from an analysis of only six business people in
each culture, but the suggested cultural differences are worthwhile to consider briefly:

Japan: Consistent with most descriptions of Japanese negotiation behavior, the results of this analysis suggest their style
of interaction is among the least aggressive (or most polite). Threats, commands, and warnings appear to be
deemphasized in favor of the more positive promises, recommendations, and commitments. Particularly indicative of
their polite conversational style was their infrequent use of ‘no’ and ‘you’ and facial gazing, as well as more frequent
silent periods.

Korea: Perhaps one of the more interesting aspects of the analysis is the contrast of the Asian styles of negotiations.
Non-Asians often generalize about the Orient; the findings demonstrate, however, that this is a mistake. Korean
negotiators used considerably more punishments and commands than did the Japanese. Koreans used the word ‘no’
and interrupted more than three times as frequently as the Japanese. Moreover, no silent periods occurred between
Korean negotiators.

China (northern): The behaviors of the negotiators from northern China (i.e. in and around Tianjin) are most remarkable
in the emphasis on asking questions at 34 per cent. Indeed, 70 per cent of the statements made by the Chinese
negotiators were classified as information-exchange tactics. Other aspects of their behavior were quite similar to the
Japanese, particularly the use of ‘no’ and ‘you’ and silent periods.

Taiwan: The behavior of the businesspeople in Taiwan was quite different from that in China and Japan but similar to
that in Korea. The Chinese on Taiwan were exceptional in the time of facial gazing—on the average almost 20 out of
30 minutes. They asked fewer questions and provided more information (self-disclosures) than did any of the other
Asian groups.

Russia: The Russians' style was quite different from that of any other European group, and, indeed, was quite similar in
many respects to the style of the Japanese. They used ‘no’ and ‘you’ infrequently and used the
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most silent periods of any group. Only the Japanese did less facial gazing, and only the Chinese asked a greater
percentage of questions.

Germany: The behaviors of the Western Germans are difficult to characterize because they fell toward the center of
almost all the continua. However, the Germans were exceptional in the high percentage of self-disclosures at 47 per
cent, and the low percentage of questions at 11 per cent.

United Kingdom: The behaviors of the British negotiators are remarkably similar to those of the Americans in all
respects.

Spain: Diga is perhaps a good metaphor for the Spanish approach to negotiations evinced in our data. When you make
a phone call in Madrid, the usual greeting on the other end is not hola (hello) but is, instead, diga (speak). It is not
surprising, then, that the Spaniards in the videotaped negotiations likewise used the highest percentage of commands
(17 per cent) of any of the groups and gave comparatively little information (self-disclosures, 34 per cent). Moreover,
they interrupted one another more frequently than any other group, and they used the terms ‘no’ and ‘you’ very
frequently.

France: The style of the French negotiators is perhaps the most aggressive of all the groups. In particular, they used the
highest percentage of threats and warnings (together, 8 per cent). They also used interruptions, facial gazing, and ‘no’
and ‘you’ very frequently compared to the other groups, and one of the French negotiators touched his partner on the
arm during the simulation.

Brazil: The Brazilian businesspeople, like the French and Spanish, were quite aggressive. They used the second highest
percentage of commands of all the groups. On average, the Brazilians said the word ‘no’ 42 times, ‘you’ 90 times, and
touched one another on the arm about 5 times during 30 minutes of negotiation. Facial gazing was also high.

Mexico: The patterns of Mexican behavior in our negotiations are good reminders of the dangers of regional or
language-group generalizations. Both verbal and nonverbal behaviors are quite different than those of their Latin
American (Brazilian) or continental (Spanish) cousins. Indeed, Mexicans answer the telephone with the much less
demanding bueno (short for good day). In many respects, the Mexican behavior is very similar to that of the negotiators
from the United States.

French-speaking Canada: The French-speaking Canadians behaved quite similarly to their continental cousins. Like the
negotiators from France, they too used high percentages of threats and warnings, and even more interruptions and eye
contact. Such an aggressive interaction style would not mix well with some of the more low-key styles of some of the
Asian groups or with English speakers, including English-speaking Canadians.

English-speaking Canada: The Canadians who speak English as their first language used the lowest percentage of
aggressive persuasive tactics (threats, warnings, and punishments totaled only 1 per cent) of all fourteen groups.
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Perhaps, as communications researchers suggest, such stylistic differences are the seeds of interethnic discord as
witnessed in Canada over the years. With respect to international negotiations, the English-speaking Canadians used
noticeably more interruptions and ‘no's’ than negotiators from either of Canada's major trading partners, the United
States and Japan.

United States: Like the Germans and the British, the Americans fell in the middle of most continua. They did interrupt
one another less frequently than all the others, but that was their sole distinction.

18.3.2 Differences in Values
Three values—objectivity, competitiveness, and punctuality—which are held strongly and deeply by most Americans
seem to frequently cause misunderstandings and bad feelings in international business negotiations.

Objectivity: ‘Americans make decisions based upon the bottom line and on cold, hard facts.’ ‘Americans don't play
favorites.’ ‘Economics and performance count, not people.’ ‘Business is business.’ Such statements well reflect
American notions of the importance of objectivity.

The single most important book on the topic of negotiation, Getting to YES (Fisher, Ury, and Patton 1991), is highly
recommended for both American and foreign readers. The latter will learn not only about negotiations but, perhaps
more important, about how Americans think about negotiations. The authors are quite emphatic about ‘separating the
people from the problem’, and they state, ‘Every negotiator has two kinds of interests: in the substance and in the
relationship.’ This advice may be worthwhile in the United States or perhaps in low SCSC Germany, but in most places
in the world such advice is nonsense. In most places in the world, personalities and substance are not separate issues
and cannot be made so.

For example, consider how important nepotism is in Chinese or Hispanic cultures. Experts tell us that businesses don't
grow beyond the bounds and bonds of tight family control in the burgeoning ‘Chinese Commonwealth’ (Redding
1993). Things work the same way in Spain, Mexico, and the Philippines by nature. And, just as naturally, negotiators
from such countries not only will take things personally but will be personally affected by negotiation outcomes. What
happens to them at the negotiation table will affect the business relationship regardless of the economics involved.

Competitiveness:One of the most important sentences written in English appears in Adam Smith's The Wealth of Nations
(1776): ‘By pursuing his own interests he frequently promotes that of society more effectually than when he really
intends to promote it.’ This ‘invisible hand’ justification is the
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philosophical underpinning of Western capitalism as it spreads across the globe circa 2000. This philosophy also
underpins the approach to negotiations commonly accepted among American businesspeople. Thus, Americans take
what Rubin and Brown (1975) called an individualistic approach to negotiations. They tend to see it as a competitive
‘game’ wherein each side takes care of itself. This is very different from the approach taken in more collectivistic
cultures where long-term, mutually beneficial relationships are the goal. Perhaps managers in places like Japan and
Mexico focus on the word ‘frequently’ in their interpretations of Smith's central sentence. From their perspective a
business negotiation is one of those circumstances where competitiveness is dysfunctional and cooperation should be
emphasized. Indeed, a recent study by Esteban, Ockova, Tang, and Graham (2000) provides empirical evidence that
businesspeople in more individualistic cultures behave more competitively.

Time: ‘Just make them wait.’ This is one of the most powerful negotiation tactics when the opponents are from cultures
that place high value on time (Hall 1960; Hodgson et al.2000). See the top of the list in Table 18.1 for countries where
time is more highly valued, and time-related negotiation strategies and tactics can be expected to be more effective.

18.3.3 Differences in Thinking and Decision-Making Processes
When faced with a complex negotiation task, most Westerners (notice the generalization here with which some will
disagree, e.g. Allinson and Hayes, 2000) divide the large task up into a series of smaller tasks. Issues such as prices,
delivery, warranty, and service contracts may be settled one issue at a time, with the final agreement being the sum of
the sequence of smaller agreements. In Asia, however, a different approach is more often taken wherein all the issues
are discussed at once, in no apparent order, and concessions are made on all issues at the end of the discussion. The
Western sequential approach and the Eastern holistic approach do not mix well.

For example, American managers report great difficulties in measuring progress in Japan. After all, in America, you are
half done when half the issues are settled. But in Japan, nothing seems to get settled. Then, surprise, you are done.
Often, Americans make unnecessary concessions right before agreements are announced by the Japanese (Hodgson et
al.2000). In negotiations with Chinese managers Americans were found to complain often about the Chinese bringing
up issues they thought were already settled (Lee and Graham 2001).
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Western bargainers should anticipate such a holistic approach and be prepared to discuss all issues simultaneously and
in an apparently haphazard order. Progress in the talks should not be measured by how many issues have been settled.
Rather, Western negotiators must try to gauge the quality of the business relationship.

All these differences across the cultures are quite complex, and this material by itself should not be used to predict the
behaviors of foreign counterparts. Instead, great care should be taken with respect to the aforementioned dangers of
stereotypes. The key here is to be aware of these kinds of differences so that the Japanese silence, the French threat, or
the ‘Chinese lack of organization’ are not over- or misinterpreted.

18.4HRM in the International Context
The design and management of an international workforce must of course take into account all the cultural differences
in values, expectations, behaviors, and negotiation and communication styles described above. The implications of
culture for organizational design and employee recruiting, selection, training, motivation, compensation, evaluation,
and control are now considered.

18.4.1 Designing the Organization
The first step in managing an organization is its design. Based on analyses of current and potential market conditions,
the local work environment, competition, and the firm's resources and capabilities, decisions must be made regarding
the numbers, characteristics, and assignments of personnel. All these design decisions are made more challenging by
the wide variety of circumstances in the global work- and marketplaces.

Mode of entry is the initial design decision to be made. In sourcing products and services the decision ranges from
arm's-length purchasing agreements with foreign suppliers, to contract manufacturing agreements, to establishing
green-field manufacturing facilities. Foreign market entry decisions range from simply selling to home country
exporters, to working
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with a variety of foreign intermediaries, to establishing a local sales force. The discussion to follow assumes the last two
options—choosing to establish either a green-field manufacturing operation or a local sales force in a foreign country.

In either case the second decision to be made is the make up of the management team—particularly how many
expatriates (see Black, Gregersen, Mendenhall, and Stroh 1999 for the most complete discussion of expatriate issues),
local nationals, and/or third-country nationals. The input of local nationals will be crucial in all the next steps. Factory
and labor force design will consider available skill levels and culturally appropriate work flow patterns. For example,
the prevalence of labor unions will affect all such decisions (Warner 2000). Sales force design must comprehend
aspects such as territory allocation and customer call plans. Many of the most advanced operations research tools can
be applied in foreign markets, of course, with appropriate adaptation of inputs.

For example, one company has provided such tools to help international firms create balanced territories and find
optimal locations for sales offices in Canada, Mexico, and Australia (www.terralign.com). However, the use of such
high-tech resource allocation tools requires the most intricate knowledge of not only geographical details, but also
appropriate call routines. Many things can differ across cultures—length of sales cycles, the kinds of customer
relationships, and the kinds of interactions with customers. Indeed, more than one study has identified substantial
differences in the importance of referrals in the sales of industrial services in Japan vis-à-vis the United States (Money,
Gilly, and Graham 1999; Pornpitakpan 2000). The implications are that in Japan sales calls must be made not only on
customers, but also on the other key people, such as bankers, in the all-important referral networks.

18.4.2 Recruiting Labor, Service, Sales, and Management Personnel
The job of recruiting a labor force has received little attention in the literature. However, with unemployment levels at
record lows in the United States, companies are paying more attention to the problem. ‘Signing bonuses’ are now being
given at some McDonald's restaurants! Of course, the labor market works very differently across countries. In China
contractors are hired to recruit factory workers from rural provinces in the center of the country to work in the coastal
manufacturing areas. In Tijuana, Mexico where unemployment is now virtually zero, large vans prowl city streets with
loudspeakers blaring to attract workers that have flocked from southern states and other
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Central American countries. Indeed, workers there are encouraged to bring in family members to apply for factory
jobs. American phobias about nepotism make no sense at all in such a high SCSC culture and such a ‘hot’ job market.

The number of management personnel from the home country assigned to foreign countries varies according to the
size of the operation and the availability of qualified locals. Increasingly, the number of home-country nationals
(expatriates) assigned to foreign posts is smaller (Forster 2000) as the pool of trained, experienced locals grows. Several
American MNCs, including PepsiCo, Black & Decker, and Hewlett-Packard, have established policies to minimize the
number of expatriate personnel.

The largest white-collar personnel requirement abroad for most companies is the sales force, recruited from three
sources: expatriates, local nationals, and third-country nationals. A company's staffing pattern may include all three
types in any single foreign operation, depending on qualifications, availability, and a company's needs. Sales and other
executives can be recruited via the traditional media of advertising (including newspapers, magazines, job fairs, and the
Internet), employment agencies/executive search firms, and the all-important personal referrals. The last source will be
even more crucial in many foreign countries, particularly the high SCSC ones.

Finally, while it is common practice in some countries (e.g. the US) to hire away experienced managers from
competitors, suppliers, and/or even customers, the same approach in other countries will not work well, if at all. In
places like Japan employees are more loyal to their companies and therefore are difficult to lure away even for big
money. College recruits can also be hard to hire in Japan because the smartest students are heavily recruited by the
largest Japanese firms. Smaller firms and foreign firms are seen in Japan as much more risky employment
opportunities. In this way problems relating to recruiting can prove to be a substantial entry barrier to Japan.

18.4.3 Selecting Personnel
The selection of employees in most circumstances will depend on the advice and perhaps the consent of local
managers. In international settings MNC policies can conflict with local laws and customs. For example, many
American firms refuse to do business with other firms that ‘discriminate either in hiring or in employment practices’ or
that use ‘child labor’ (Mattel 2000).

To select personnel for international management positions effectively, management must define precisely what is
expected of its people. A formal job description can aid management in expressing those desires for long-range
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needs as well as for current needs. In addition to descriptions for each management or marketing position, the criteria
should include special requirements indigenous to various countries. Most selection criteria lists include several
characteristics essential for overseas success (Rykken 2000; Cateora and Graham, forthcoming 2002): maturity,
emotional stability, breadth of knowledge, a positive outlook, flexibility, cultural empathy, and an affinity for travel.

Most of these traits can be assessed during interviews and perhaps during role-playing exercises (Kirazov, Sullivan, and
Tu 2000). Paper and pencil ability tests, biographical information, and reference checks will be of secondary
importance. Indeed, as previously mentioned, in many countries referrals will be the best way to recruit managers and
sales representatives, making reference checks during evaluation and selection processes irrelevant.

There is also some evidence that some traits that make for successful new hires in one country may not be important
in other countries. In one study, sales representatives in the electronics industries in Japan and the United States were
compared. For the American representatives, valence for pay and education were both found to be positively related to
performance and job satisfaction. In Japan they were not. That is, the Americans who cared more about money and
were more educated tended to perform better in and to be more satisfied with their sales jobs. Alternatively, the
Japanese sales representatives tended to be more satisfied with their jobs when their values were consistent with those
of their company (Money and Graham 1999). The few systematic studies in this genre suggest that selection criteria
must be localized, and management practices must be adapted in foreign markets.

18.4.4 Training
Training for expatriates focuses on the customs and the special foreign management and marketing problems that will
be encountered, whereas local personnel require greater emphasis on the company, its products, technical information,
and selling methods. In training either type of personnel, the training activity is burdened with problems stemming
from long-established behaviors and attitudes. Local personnel, for instance, cling to habits continually reinforced by
local culture. Nowhere is the problem greater than in China or Russia (Clarke and Metalina 2000), where the legacy of
the communist tradition lingers. The attitude that whether you work hard or not, you get the same rewards, has to be
changed if training is going to hold. Expatriates, as well, are captives of their own habits and patterns. Before any
training can be effective, open-minded attitudes must be established.
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Continual training may be more important in foreign markets than in domestic ones because of the lack of routine
contact with the parent company and its marketing personnel. In addition, training of foreign employees must be
tailored to the recipients' ways of learning and communicating. For example, the Dilbert cartoon characters theme that
worked so well in ethics training courses with a company's American employees did not translate well in many of its
foreign offices.

Finally, one aspect of training is frequently overlooked: Home-office personnel dealing with international operations
need training designed to make them responsive to the needs of the foreign operations. In most companies, the
requisite sensitivities are expected to be developed by osmosis in the process of dealing with foreign affairs. However,
the best companies provide home-office personnel with cross-cultural training and send them abroad periodically to
increase their awareness of the problems of the foreign operations (Forster 2000).

The Internet now makes some kinds of training much more efficient. Users can study text on screen and participate in
interactive assessment tests. Sun Microsystems estimates that its use of the Internet can shorten training cycles by as
much as 75 per cent. And in some parts of the world where telecommunications facilities are more limited, CD-ROM
approaches have proven quite successful. Lockheed-Martin uses an interactive CD-ROM based system to train its
employees worldwide on the nuances of the Foreign Corrupt Practices Act and associated corporate policies and
ethics.

18.4.5 Motivation
Motivation is especially complicated because the firm is dealing with different cultures, different sources, and different
philosophies (Neelankavil, Mathur, and Zhang 2000). In one study (Money and Graham 1999) sales representatives in
comparable Japanese and American sales organizations were asked to allocate 100 points across an array of potential
rewards from work. The results were surprisingly similar. Both groups allocated the most points to an ‘increase in pay’.
The only real difference between the two groups was in ‘social recognition’, which predictably, the Japanese rated as
more important. However, the authors of the study concluded that although individual values for rewards may be
similar, the social and competitive contexts still require different motivational systems.

Individual incentives that work effectively in individualistic cultures like the US can fail completely in other cultures.
For example, with Japan's emphasis on paternalism and collectivism and its system of lifetime employment and
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seniority, motivation through individual incentive does not work well because Japanese employees seem to derive the
greatest satisfaction from being comfortable members of a group. Thus, an offer of an individual financial reward for
outstanding individual effort could be turned down because an employee would prefer not to appear different from
peers and possibly attract their resentment. As such, Japanese bonus systems are usually based on group effort, and
individual commission systems are quite rare. Japanese employees are more motivated by the social pressure of their
peers than the prospect of making more money based on individual effort. Likewise, compensation packages in
Eastern European countries typically involve a substantially greater emphasis on base pay than in the US (Kiriazov et
al.2000) and performance-based incentives have been found to be less effective (Fey, Bjorkman, and Pavlovskaya
2000). While some point out that motivational practices are changing even in Japan (Shibata 2000), such patterns do
not change very quickly or without substantial efforts (Gupta and Govindarajan 2000).

Working conditions are a crucial aspect of motivation. With increasing frequency the working conditions that may be
acceptable in less developed countries are being scrutinized by labor and humanitarian groups in the more affluent
countries. This scrutiny is producing positive changes in many countries. For example, Mattel's (2000) manufacturing
principles now include positive statements about factory and living quarters conditions and prohibitions against
corporal punishment.

Communications are also important in maintaining high levels of motivation; foreign managers need to know the
home office is interested in their operations, and, in turn, they want to know what is happening in the parent country.
Everyone performs better when well informed. However, differences in languages, culture (Harvey and Novincevic
2000), and communication styles can make mutual understanding between managers and sales representatives more
difficult. Cultural differences can even be expected to influence the adoption of new communication media, that is the
Internet (Cateora and Graham, forthcoming 2002).

18.4.6 Designing Compensation Systems
Developing an equitable and functional compensation plan that combines balance, consistent motivation, and
flexibility is extremely challenging in international operations. This is especially true when a company operates in a
number of countries, when it has individuals who work in a number of countries, and/or when the management and/
or sales force is composed of expatriate and local personnel. Fringe benefits play a major role in many
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Fig. 18.1 Global Similarity To US Compensation Plans (From Schick and Cichelli 1996)

countries (Peterson, Napier, and Shul-Shim 2000). Those working in high-tax countries prefer liberal expense accounts
and fringe benefits that are nontaxable instead of direct income subject to high taxes.

The issue of compensation plans becomes particularly difficult for global companies. Compensation plans of any one
firm often vary substantially around the globe, reflecting the economic and cultural differences in the diverse markets
served. As reflected in Figure 18.1, some experts feel compensation plans are most different from the standard US
approach in Japan and Southern Europe.

One company has gone possibly the farthest to homogenize its worldwide compensation scheme. Beginning in 1996
IBM rolled out what is perhaps the most global approach to compensating a worldwide sales force (Marchetti 1998).
The plan was developed in response to ‘global’ complaints from sales representatives that the old plan was confusing,
that it did not provide for work done outside one's territory (e.g. when global customers are involved), and therefore
did not promote cross-border team work. At first glance it may appear that IBM is making the cardinal error of trying
to force a plan
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developed centrally onto sales offices literally spread around the world and across diverse cultures; however, the
compensation plan still allows substantial latitude for local managers. Compensation managers in each country
determine the frequency of incentive payouts and the split between base and incentive pay, while still following a global
scheme of performance measures. Thus, the system allows for a high incentive component in countries like the US and
high base-salary components in countries like Japan.

Of course, the trend for manufacturing firms is to follow the low wages wherever they might lead. Most MNCs have
found that once the right motivational mix has been discovered workers in most countries are capable of efficiently
producing to global standards. Circa 2000 wages vary within China as follows (Mattel 2000): in Hong Kong the typical
plastics molder makes $1735/month and an engineer $4400/month; in Shenzhen the labor prices are $190/month for
a molder and $1100 for an engineer; and in Nanjing the prices drop to $140/month and $800/month respectively. So,
Mattel is now developing sourcing from two new factories in Nanjing.

18.4.7 Evaluating and Controlling
Evaluation and control of employees in the US is a relatively simple task. Emphasis is placed on individual
performance measures. However, in many countries the evaluation problem is more complex, particularly in the more
collectivistic cultures, where teamwork is favored over individual effort. Performance measures require closer
observation and may include the opinions of customers, peers, and supervisors. Of course, on the other hand,
managers operating in more collectivistic cultures may see measures of individual performance as relatively
unimportant. Shibata (2000) and others report that things are changing even on the factory floor in Japan where some
companies are trying individual performance measures and incentives. However, the obstacles to change remain great.

One study comparing American and Japanese sales representatives' performance illustrates such differences (Money
and Graham 1999). Supervisors' ratings of the representatives on identical performance scales were used in both
countries. The distribution of performance of the Japanese was statistically normal—a few high performers, a few low,
but most in the middle. The American distribution was different—a few high, most in the middle, but almost no low
performers. In the US poor performers either quit (because they are not making any money) or they are fired. In Japan
the poor performers stay with the company and are seldom fired. Thus, sales managers in Japan have a problem their
American counterparts do not: how

530 JOHN L. GRAHAM



to motivate poor performers. Indeed, sales management textbooks in the United States usually include material on
how to deal with ‘plateaued’ sales-people, but say little about poor performers because the latter are not a problem.

The primary control tool used by American sales managers is the incentive system. With the Internet and fax
machines, more and more American sales representatives operate out of offices in their homes and see supervisors
infrequently. Organizations have become quite flat and spans of control increasingly broad in recent years. However, in
many other countries spans of control can be quite narrow by American standards—even in Australia and particularly
in Japan. In the latter country, supervisors spend much more time with fewer subordinates. Corporate culture and
frequent interactions with peers and supervisors are the means of motivation and control of sales representatives in
more collectivistic and hierarchical cultures like Japan.

18.5 Culture's Inuence on Strategic Thinking
Perhaps Lester Thurow in his book Head to Head (1992) provides the most articulate description of how culture
influences managers' thinking about business strategy. He distinguished between the British–American ‘individualistic’
kind of capitalism and the ‘communtarian’ form of capitalism in Japan and Germany. The business systems in the
latter two countries are typified by cooperation among government, management, and labor, particularly in Japan.
Contrarily, adversarial relationships among labor, management, and government are more the norm in the UK, and
particularly in the United States. We see these cultural differences reflected in Hofstede's (1991) results—on the IND
scale the US is 91, the UK is 89, Germany is 67, and Japan is 46.

We also find evidence of these differences in a comparison of the performance of American, German, and Japanese
firms (Anterasian, Graham, and Money 1996). In the less individualistic cultures labor and management cooperate—in
Germany labor is represented on corporate boards, and in Japan management takes responsibility for the welfare of
the labor force. Because the welfare of the workforce matters to Japanese and German firms their sales revenues are
more stable over time. American style layoffs are eschewed. The individualistic American approach to
labor–management
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relations is adversarial—each side takes care of itself. So we see damaging strikes and huge layoffs that result in a more
volatile performance for American firms.

Circa 2000 the American emphasis on competition looks like the best approach. But, it is important to recall that key
word in Adam Smith's justification for competition—‘frequently’. It's worth repeating here, ‘By pursuing his own
interest he frequently promotes that of society . . . ’ Smith wrote frequently, not always, most of the time, or even often. A
competitive, individualistic approach works well in a context of economic boom. During the late 1990s American
firms have dominated Japanese and European ones. The latter seem stodgy, conservative, and slow in the current hot
global information economy. However, downturns in a competitive culture can be ugly things. A review of the
performance and layoffs at Boeing during the commercial aircraft bust of the late 1990s is instructive.

It should also be mentioned that Thurow and the others writing in the area omitted a fourth kind of capitalism—that
common in Chinese cultures. Its distinguishing characteristics are a more entrepreneurial approach and an emphasis on
guanxi (see Standifird and Marshall 2000) as the coordination principle among firms. Gordon Redding's excellent book,
The Spirit of Chinese Capitalism (1993), provides the best description of this fourth form of capitalism. And this fourth
form is predicted by culture as well. Chinese cultures tend to be high on the salience of social context (SCSC) and the
strong reciprocity implied by the notion of guanxi fits well. Additionally, the Chinese firms tend to be smaller, limited
by the size of extended family relations. Indeed, Leslie Young (1998) at Chinese University in Hong Kong points out
an additional distinction in the evolving Chinese business system. He suggests that in southern China the emphasis will
be on small, entrepreneurial firms while in northern China the big, state-owned heavy industries will evolve into a
structure similar to that of the Japanese keiretsu forms of families of large companies.

18.6 Closing Thoughts
In the first half of this chapter my purpose was to quantify culture. Most anthropologists will have disdain for this
approach—they would argue that culture can only be truly understood in the richness of the field. Culture must be
experienced, not added up! While I appreciate this view, I do not share it.
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I would certainly agree that not much credence should be put in any one number supplied, particularly when careers
and/or cash are being decided upon. Rather the numbers provide the reader with a notion of how different cultures
can be. Swiss and Mexicans do indeed think very differently about time, and both Swiss managers and Mexican
managers benefit from this knowledge when they are involved commercially. This knowledge allows both to be more
patient.

In the second half of the chapter the evidence is quite clear that culture affects thinking and behavior of both factory
floor workers and CEOs (Harrison, McKinnon, Wu, and Chow 2000; Shane 1994; Wiersema and Bird 1993). Thus,
two conclusions are paramount here: (1) Human Resources Management practices must be applied globally with
consideration of cultural differences and consultation with locals. The latter is crucial, but a point often lost on
ethnocentric home-office folks. (2) Corporate executive boards dominated by one cultural group, as they are in the
United States, are bound to make huge mistakes of omission. Breadth of thinking is crucial in the culturally diverse
global marketplace. I agree with Nick Forster (2000) that there are no global managers. Global management teams are the
real key to future success in international enterprise.

In closing I am quite encouraged by the publication of the new book, Culture Matters (Harrison and Huntington 2000).
It is an edited book including some twenty-two articles on topics related to culture and its influence on economic
progress. My favorite title among them is Lucian Pye's ‘Asian Values: from Dynamos to Dominos’. Hopefully the book
will help rekindle the interest in culture's pervasive influences that Max Weber (1930) and others initiated so long ago.
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Chapter 19 Environmental Policy and International
Business

Alan M. Rugman

Alain Verbeke

19.1 Introduction
This chapter analyses the interactions between environmental policy and international business. More specifically, a
conceptual framework is developed which allows us to classify the various types of environmental regulations facing
firms engaged in international business. In addition, an analysis is performed of the different environmental strategies
that can be pursued by multinational enterprises (MNEs).

During the past few decades, environmental issues have increasingly come to the forefront, both on public policy
agendas and in corporate boardrooms. Specialized academic journals have been introduced that focus exclusively on
environmental issues; these include the Journal of Environmental Economics



and Management, Ecological Economics, Journal of Environmental Management, Business Strategy and the Environment, and Journal of
Environmental Planning and Management.

Moreover, many of the mainstream economics and management journals now regularly publish articles dealing with
the environmental policy–corporate strategy interface. However, only a few publications have, so far, included
conceptual insights specifically useful to international business. In contrast, this chapter focuses specifically on
international business research issues.

In the area of environmental policy, two issues are of particular importance to international business thinking. First, the
implications for business of the rapid increase in international environmental regulations. Second, the specific
challenges and strategic opportunities faced by MNEs as compared to domestic firms.

19.2 The Increase in International Environmental Regulations
Table 19.1 clarifies from an institutional perspective what can and should be included in research on the linkages
between environmental policy and international business. The horizontal axis suggests that environmental regulations
can be imposed at five levels of government:

(1) multilateral rules, such as those established under the General Agreement on Tariffs and Trade (GATT) and
World Trade Organization (WTO);

(2) regional level rules, such as in the European Union (EU) and in the North American Free Trade Agreement
(NAFTA);

(3) national State level rules;
(4) sub-national rules, such as state and provincial laws;
(5) municipal or local regulations, in cases where these are not under provincial or state jurisdiction.

The vertical axis distinguishes among four types of firms potentially affected by environmental regulations, namely (a)
domestic firms; (b) home based exporters; (c) home based (centrally run) MNEs; and (d) transnational (decentralized)
MNEs. Each type of firm may be affected in a very different
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Table 19.1 Environmental Regulation–Business Linkages

Level of environmental regulations
Type of corpora-
tion

Multilateral
(GATT/WTO)

Regional (EU/
NAFTA)

National Sub-national
(State/Province)

Municipal

Domestic firms 1 2 3 4 5
Home-based ex-
porter

6 7 8 9 10

Home-based
MNE

11 12 13 14 15

Transnational
(decentralized)
MNE

16 17 18 19 20

way and may also react differently to environmental regulation at each institutional level. Rugman, Kirton, and Soloway
(1997) (1999) and Rugman and Verbeke (2000a) provide an analysis.

The critical point to be made is that while all twenty cells are potentially relevant to firm and government policy
interactions, in this chapter we shall focus on the international business scholarship in cells 11, 12, 13, 16, 17, and 18 of
Table 19.1. These six cells capture the key linkages between international and national environmental regulations and
the behaviour of multinational enterprises. These linkages are explored in the remainder of this chapter.

International environmental regulation is growing rapidly for five reasons. First, many environmental challenges have
an international or even a global scale and can therefore be ‘managed’ most effectively at this level of policy making,
especially to avoid ‘free rider’ problems (Esty 1994; Vogel 1995; Haas 1999).

Second, when a change in environmental policy entails ‘winners’ and ‘losers’ international cooperation is required, inter
alia, to negotiate adequate compensations for the ‘losers’ (e.g. the nations trailing in environmental regulation and
performance) (Kolk 1998).

Third, even if environmental problems can, in principle, be dealt with adequately at the national or subnational levels, a
divergence in policies across jurisdictions may have economic effects in terms of influencing the relative competitive
position of domestic versus foreign firms (Nehrt 1998).
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Fourth, the increase in regional integration, e.g. through institutions such as the European Union (EU) and the North
American Free Trade Agreement (NAFTA) has led to the inclusion of environmental issues as one component of a
much broader array of issues in regional policy integration (Rugman, Kirton, and Soloway 1999; and Buysse, Coeck,
and Verbeke 1999).

Fifth, many of the most important environmental problems at the global level, such as the pollution of the oceans, the
ozone layer depletion, and the disposal of nuclear waste will have mainly long-term rather than short-term effects,
perhaps exerting their full blown influence only on future generations. There is usually substantial uncertainty as
regards optimal public policy as well as high ‘costs’ associated with effectively managing such problems. These costs
may be highly visible and strongly felt today by firms and other pollution generating actors, whereas the benefits may
only materialize in the distant future. Thus, a (perverse) incentive arises for governments at the national and
subnational level to bring these issues to an international policy forum. In this way, domestic pressure groups pushing
for environmental policy reform can be appeased and the difficult dossiers which can bring little rewards in terms of
voting gains are removed from the domestic policy agenda.

19.3 The Impact of International Environmental Agreements
A substantial body of literature now exists on international environmental agreements. First, it exists within the context
of regional/multilateral environmental policy initiatives signed by governments (see for example Abbott 1996; Audley
1997; Esty 1994; Levy 1997; Haas et al.1993; Keohane and Levy 1996; Mitchell 1994; Rugman and Kirton 1999;
Young 1994). Second, it exists in the form of voluntary agreements among firms and sometimes other stake-holders
such as international institutions, environmental non-government organizations (ENGOs), trade unions, and
professional associations (Kolk et al.1999; Prakash 1999; Rondinelli and Vastag 1996; UNCTAD 1996).

Both types of international agreements lead to specific compliance problems. In the case of regional/multilateral
agreements, the question arises whether the governments involved are both willing and capable to introduce an
effective administrative enforcement apparatus. This is not always easy as
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each country may be characterized by a very different national environmental policy regime and its economic system
may be affected in a special manner by a new international policy regime (Andrew 1994; OECD 1993; Scholl 1996;
Wallace 1995).

The voluntary initiatives include behavioural guidelines, i.e. general codes of conduct such as the International
Chamber of Commerce Business Charter for Sustainable Development, and sectoral codes such as Responsible Care
in the chemical industry. They also include environmental management standards such as ISO 14001 (adopted by the
International Organization for Standardization) and EMAS (the Eco-Management and Audit Scheme). Kolk (2000)
provides a comparative analysis. Self-regulation has the advantage that it is voluntary and allows flexibility in its
implementation. Its main weakness is the free-rider problem, whereby non-subscribing or non-complying firms may
benefit from the self-regulation of other firms.

At the level of the firm targeted by international environmental initiatives, the corporate response in terms of
compliance depends upon its expected economic benefits (Rugman and Verbeke 1998b). These economic benefits can
be high or low, as shown on the vertical axis of Figure 19.1. A second issue (on the horizontal axis) is whether these
benefits are driven primarily by expected improvements in industrial performance (for example market share,
profitability, growth, etc.) as is usually the case with voluntary initiatives, or by sanctions associated with non-
compliance. In the latter case, it is mainly the strength of the administrative enforcement apparatus which determines
compliance. For a discussion on the benefits of compliance see Barrett 1991; Henriques and Sadorsky 1996; Nehrt
1998; Walley and Whitehead 1994; Prakash 2000.

The four possible managerial responses are the following. In quadrant 1, performance driven compliance prevails.
International environmental regulation is welcomed, for example, because it facilitates global benchmarking efforts
irrespective of enforcement, which is viewed from a strategy perspective as a non-issue. This is the opposite situation
to quadrant 3, where economic benefits consist primarily of avoiding costly sanctions, that is, compliance is
enforcement driven.

Quadrants 2 and 4 reflect cases for which compliance leads to low net economic benefits. In quadrant 2, administrative
enforcement is not an issue as compared to the absence of any contribution to improving the firm's industrial
performance, which leads to unconditional non-compliance. This occurs, for example, when international
environmental regulation is viewed by firms as political lip service to environmental pressure groups, without any
serious government commitment to implementation. In contrast, quadrant 4 reflects conditional non-compliance. This
is the case of environmental regulations for which government shows a genuine interest in implementation, but the
design or operationalization of an administrative enforcement
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Fig. 19.1 A managerial perspective on compliance with international environmental policies

apparatus is lagging because of a lack of resources or other implementation barriers. Once the administrative
enforcement apparatus functions properly, a shift to enforcement driven compliance (quadrant 3) may occur.

The four types of compliance behaviour that emerge from Figure 19.1 are induced by the characteristics of the
environmental regimes faced by firms. Thus, we have placed, for illustrative purposes, in each of the four quadrants of
Figure 19.1, a number of major international environmentally related policies, regulations, and environmental
agreements on the basis of the firm responses that they have induced. In this way the agreements can be classified as
follows:

Quadrant 1:
OECD non-binding environmental regulations, policies, and principles.

Quadrant 2:
International agreements with weak enforcement provisions, e.g. the United Nations Conference on
Environmental Development's (UNCED) Rio Declaration of 1992 and the Kyoto Conference of 1997.

Quadrant 3:
The environmental standards of the EU, and its ‘eco-labels’. Multilateral Environmental Agreements (MEAs)
with strong enforcement provisions, such as the Montreal Protocol.
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Quadrant 4:
NAFTA and the Commission for Environmental Cooperation (CEC). GATT/WTO trade disciplines on
environmental regulations.

The positioning of these international agreements requires further explanation. In the remainder of this section we
shall highlight the key provisions in each agreement which determine placement in the framework. It should be
emphasized that the positioning of each agreement on the horizontal axis of Figure 19.1 was determined on the basis
of the main driver of firm behaviour (issue of contribution to industrial performance versus issue of administrative
enforcement). A position on the left hand side of Figure 19.1 implies that firms fundamentally do not take into account
enforcement issues.

The environmental measures of the OECD are in quadrant 1 of Figure 19.1. The OECD does not enact binding
environmental regulations on its members, yet its recommendations about environmental policy are extremely
influential with firms who see the OECD as setting useful benchmarks for international business. Especially,
multinational enterprises (MNEs) have been highly responsive to the OECD's investment codes (Safarian 1993;
Rugman and Gestrin 1997).

However, in quadrant 2 of Figure 19.1, firms do not adjust their behaviour to respond to environmental regulations.
This is because such regulations are not perceived as contributing positively to industrial performance. For example,
although the UNCED has promoted international environmental concerns, as evidenced by the attendance of over
100 heads of state at the Rio Summit in 1992, it has not been taken seriously by most firms. Many firms viewed the
Summit as a mere public relations exercise dominated by ENGOs with poor political commitment to actual
realization. Similarly, while the Kyoto conference declaration of December 1997 requires states to adopt carbon
emissions standards, most potentially affected firms fail to see any micro-level benefit potentially contributing to their
industrial performance. More importantly, they also assume that many states worrying about its costs will refuse to
ratify the declaration and offset the ENGOs, except in the stronger advocacy areas such as the EU.

NAFTA is largely in quadrant 4 of Figure 19.1, since its relatively strong environmental provisions have certainly
captured the attention of most firms doing business in North America. However, only when the CEC becomes a
credible bureaucracy to administer trade and environmental interaction, consistent with the intent of the three NAFTA
signatories, with active dispute settlement procedures and active investigations to prevent trade-related environmental
disputes (as its mandate permits), will NAFTA likely move from quadrant 4 to quadrant 3. To date, there is no
evidence to support the placement of NAFTA in quadrant 3, since the CEC has not yet become active in seeking to
investigate and mediate any of the trade-related environmental
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disputes identified in Vogel and Rugman (1997), of which there have been over twenty between the United States and
Canada in the first five years of NAFTA, 1994–8.

In contrast to NAFTA, the EU has, through the actual enforcement by the European Commission, been able to make
its environmental regulations widely applied by most EU companies, placing environmental regulations, such as the
EU ‘eco-labels’ in quadrant 3. The eco-labels (on fine paper, for example), can even be used as a barrier to entry
against foreign firms unable to comply with them (Rugman 1995; Vogel 1995). Similarly, MEAs such as the Montreal
Protocol on Ozone Depletion are also in quadrant 3, as the signing governments have taken measures to guarantee
enforcement in the form of specific domestic legislation. Other MEAs with trade-related environmental measures
(TREMs) which may be in quadrant 3 include the Basle Convention of Hazardous Wastes (1989), and the convention
on the International Trade in Endangered Species (CITES) (1973). In all these cases the main driver of compliance is
not related to any potential improvement of industrial performance, but rather the negative sanctions associated with
non-compliance.

19.4 The Complexity of Environmental Policy for MNEs
The interactions between environmental policy and the strategies of multinational enterprises are much more complex
than the equivalent business–government interactions at the national level. This complexity results from six elements:

First, environmental policies often diverge across countries. In such cases, a choice needs to be made by MNEs to
either tailor their environmental strategies to individual country regulations (including subnational regulations) or to set
global standards, which must meet the most stringent regulatory requirements. In addition, environmental policy
differences among countries may change the MNE's configuration of country specific advantages benefiting its value
added activities in various locations; they could therefore, in principle, affect location choices. A further complexity is
that a number of developing countries such as China may actually impose more stringent environmental regulations on
foreign MNEs than on domestic firms (Tsai and Child 1997).
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Second, given the option to implement global standards, and to diffuse ‘best practices’ across borders to the entire
MNE network, substantial potential may exist to gain scope economies in the environmental strategy area.
International knowledge transfer is, however, usually associated with a number of managerial and organizational
challenges.

Third, given the potential to gain scope economies, MNEs face stronger incentives than domestic firms to interact
with public policy makers so as to develop international environmental standards, for example through supranational
regulations (Cairncross 1992; Schmidheiny 1992).

Fourth, when engaging in pro-active environmental strategies, MNEs may choose to develop green firm specific
advantages (FSAs), i.e. proprietary assets and skills in the environmental area that may contribute to competitive
advantage. A key challenge is then to develop an ‘optimal mix’ between ‘location bound’ and ‘non-location bound’
FSAs (these concepts are explained in the next section).

Fifth, the MNE's environmental reputation at the international level may be strongly affected by environmental
problems occurring in one specific country. The danger of a negative externality affecting the entire MNE network
requires a set of effective environmental strategy monitoring mechanisms.

Sixth, environmental policy may be used as a tool to create shelter, i.e. entry barriers against foreign rivals. The impact
of such shelter-driven behaviour (by the firm itself or by competitors) should be taken into account by the MNE.

The practical relevance of the above elements has been demonstrated by Rugman and Verbeke (2000b), who have
developed a new framework to analyse the greening strategies of multinational enterprises in response to
environmental regulations. In this framework government regulations are added as an explicit ‘sixth force’ to Porter's
basic ‘five forces’ model to guide strategy development. The new framework consists of three parts. First, shifts in
corporate strategy are shown to occur as a response to either market forces or regulators, recognizing that it is possible
for simultaneous shifts in strategy to occur. Second, the advantage of being a first mover is examined, again in
response to either market forces or regulators. This recognizes that first mover behaviour is a multidimensional
strategic issue. Third, a resource-based perspective on ‘green’ strategies is developed in an explicit international context.
It is shown that firms can develop either ‘location bound’ or ‘non-location bound’ (internationally transferable) ‘green’
capabilities. When applying this three-part framework to the strategies of six MNEs, it is found that four of these
MNEs have developed internationally transferable green capabilities (DuPont, Honeywell, McDonald's, and Xerox).
One (Laidlaw) has a location bound capability and one has none (Allied Signal).
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19.5 Environmental Practices of MNEs
The environmental practices of MNEs have been analysed in a number of recent studies. Levy's (1995) study on the
environmental practices in US plants of eighty large MNEs from the triad (North America, Europe, Japan) led to three
important conclusions.

First, a high degree of multinationality (in terms of proportion of sales outside the home country) is associated with a
better environmental performance. The reasons why this is the case are not entirely straightforward: (a) a higher degree
of multinationality may lead to more potential for scope economies, when diffusing ‘best practices’ abroad; (b) the
United States represent a high cost location for pollution intensive production, given the relatively stringent
environmental regulations in most sectors, so that firms with a higher degree of multinationality may choose to locate
their worst environmental performance activities in, for example, developing countries. The present empirical validity
of such a ‘pollution haven’ hypothesis remains doubtful however (OECD 1997; Rugman and Verbeke 1998a; Rugman,
Kirton, and Soloway 1999; Walter 1982; Leonard 1988; and Low 1992); (c) a higher degree of multinationality leads to
a higher public visibility, for example as a result of global brand names, and to higher pressure by external stakeholders
to improve environmental performance. The danger of negative externalities affecting the entire MNE network when
faced with environmental performance problems in one location may also be much stronger.

Second, larger MNEs appeared to have more advanced environmental policies and procedures but a poorer
environmental performance. This implies that, for example, their better dissemination of environmental information
and more comprehensive environmental policies did not translate into lower emissions. Therefore, good
environmental policy formulation is not necessarily associated with effective environmental policy implementation.
The latter may be severely hampered by a greater inertia and bureaucratic complexity in larger firms.

Third, a major difference appeared to exist between Japanese and European owned plants in the United States. The
Japanese owned plants showed a consistently worse environmental performance than the other plants, perhaps
because the Japanese companies built their production facilities very fast in the rapidly expanding US markets. In the
European plants, a positive relationship was found between environmental policies and environmental performance, in
contrast to the sample as a whole.

The above findings suggest that there is a country (or regional) effect in both environmental practices and
performance. This should not be surprising
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as the Levy (1995) study was based on the UNCTAD (1993) report on corporate environmental management of large
MNEs. The UNCTAD report concluded that home country legislation was the single most important factor leading to
changes in environmental management. This factor was cited as a catalyst for change by 60 per cent of respondents.
Host country legislation was mentioned by only one fifth of firms. However, Asian firms attached more importance to
domestic legislation than North American and especially European firms. In contrast, North American firms
experienced much more change, driven by host country legislation, than did European and Asian firms.

Andrews (1994) has described government policies to encourage the adoption of clean technologies and found
substantial differences in regulatory tradition among countries, especially in terms of the openness of the decision-
making process and the flexibility of regulatory enforcement. The United States has both a very open decision-making
process with wide public participation and information diffusion in the policy formulation stage, but a very rigid and
legalistic approach to enforcement, with a high probability of litigation in cases of conflict. The EU is characterized by
a kaleidoscopic situation in terms of policy instruments used (Scholl 1996), but in general the policy formulation
process is much less transparent than in the United States, whereas the enforcement process is much more flexible,
leaving ample room for ex post negotiation. The Japanese situation is positioned closer to the EU than the US situation
(see also Kolk 2000). Here, it should be recognized that environmental regulation is changing rapidly, whereby, for
example, the conventional US liability and litigation approach is now being complemented by regulation that allows
more flexibility, including voluntary agreements.

Domestic environmental policy does not appear to have, by itself, negative effects on international competitiveness at
the macro level, according to a survey of more than 100 empirical studies in the US manufacturing industry (Jaffe et al.
1995). The difficulties faced by MNEs result, however, precisely from being faced simultaneously with environmental
regulation at the global level, the level of regional trade and investment blocks (e.g. EU and NAFTA), the level of
various individual countries, the subnational level, and the local level (see Rugman and Verbeke 2000a).

In this context, a recent empirical study conducted by Buysse, Verbeke, and Coeck (2001) on the differences in
environmental strategies between domestic firms in a small open economy and foreign MNEs led to five important
conclusions.

First, foreign MNEs appeared to have much more pro-active environmental strategies than domestic firms.

Second, the regulatory pressures exerted by the government of the small open country had an impact on the
environmental strategies of domestic
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firms, in terms of shifting from a reactive to a proactive mode whereas this was not the case for the foreign MNE
subsidiary strategies.

Third, and this is in contrast with the impact of conventional views on the impact of home country regulation on
MNE subsidiaries, MNEs do not appear to design environmental strategies based primarily on their home country
regulations. Therefore, the Porter and van der Linde (1995) perspective, which argues that stringent environmental
regulation at home can offer home producers a competitive edge as first-movers in international markets, was not
supported.

Fourth, both shareholder pressures and perceived economic opportunities are important drivers of proactive
environmental management, whereas other individual stakeholder pressures exert less influence.

Fifth, the choice of a proactive environmental strategy in MNEs also appears to be affected by the pressure exerted by
rivals and the importance attached to good relationships with local communities (i.e. a nationally responsive approach).

Rondinelli and Berry (2000) provide an overview of the wide diversity of elements present in a modern, proactive
environmental strategy in large MNEs, building upon a content analysis of the environmental performance reports of
thirty-eight MNEs. Their conclusions are largely consistent with the above analysis: the potential to improve industrial
performance as well as environmental performance is a key driver of proactive environmental strategies, whereas
government regulation clearly is somewhat less important. In this context, it also appears that the projects geared
directly towards environmental improvement, building upon interactions with external stakeholders, are far less
important in terms of environmental expenditures than internal environmental practices intended to generate both
financial returns and beneficial environmental results. They also point out that international environmental regulation
(including self regulation) is viewed as increasingly important by MNEs.

19.6 The Development of Green FSAs in MNEs
A large literature has emerged on the interactions between environmental policy and corporate strategy. Rugman and
Verbeke (1998a) and Nehrt (1998)

548 ALAN M. RUGMAN AND ALAIN VERBEKE



Fig. 19.2 The development of ‘green’ firm-specific advantages

provide recent syntheses of this work. Two key questions face managers in MNEs. First, whether or not to develop an
FSA in greening, i.e. a capability in the environmental area that would allow the firm to outperform its rivals and would
ultimately contribute to the firm's industrial performance. Second, whether to develop such a capability in a location
bound or non-location bound fashion.

A location bound FSA reflects a strength in environmental management that is unique, difficult to imitate, and
perceived as valuable by relevant stakeholders (consumers, shareholders, etc.) However, this strength is not
transferable internationally, but can only be exploited in one or a limited number of locations, for example when it was
developed in response to the specific stakeholders' pressures prevailing in one nation. In contrast, a non-location
bound FSA represents a ‘best practice’ which, in so far as it consists of knowledge, is easily transferable internationally.

The choice that often needs to be made in MNEs between developing location bound and non-location bound FSAs,
is represented on the horizontal axis of Figure 19.2. The drivers of green FSA development include both national and
international environmental regulation. Rugman and Verbeke (1998a) have argued that green FSA development will
usually only take place in the presence of leveraging effects benefiting industrial performance and
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flexibility of resource commitments to environmental improvements. In addition, proactive environmental strategies
may have many other drivers than environmental regulation (Prakash 2000).

However, assuming that the above boundary conditions are met, i.e. that environmental improvements are consistent
with stakeholder pressures and complementary to the firm's industrial performance, national and international
environmental regulations can then be viewed as the actual co-drivers for the development of location bound and/or
non-location bound FSAs.

Figure 19.2 represents a reinterpretation of the now conventional work on corporate strategy and globalization by
Bartlett and Ghoshal (1989). It is a relatively simple resource based application of their integration-national
responsiveness matrix, in which the strategic capabilities of MNEs can be analysed. In their matrix, Bartlett and
Ghoshal (1989) describe the tensions faced by managers of MNEs, between responding to pressures for integration
(often leading to global scope economies) and pressures for national responsiveness (requiring global standards to be
adapted to national requirements).

In Quadrant 1 of Figure 19.2, MNE affiliates attempt to develop location bound FSAs driven by the national
regulation of the country in which they operate. In Quadrant 2, it is international regulation that invites firms to
develop such location bound FSAs. In both cases, this implies that the MNE's affiliates in each country are given
substantial autonomy to engage in proactive environmental behaviour most appropriate to their specific local
circumstances. Quadrant 3 reflects the situation whereby the firm's response to national environmental regulation is
used to develop non-location bound FSAs in the environmental area. The potential occurrence of this situation
constitutes a powerful incentive for governments to introduce stringent environmental regulation, so as to trigger
innovation and thereby provide a first mover advantage to domestic firms operating in international markets (Porter
and van der Linde 1995). However, the validity of the claim that such ‘environmental innovation policy’ can be
effective is doubtful (Rugman and Verbeke 1998a). In any case, it is possible that stringent environmental regulations
in one country may push MNEs to develop more advanced global benchmarks and company wide best practices, for
example in the area of production technology (Lundan 1996).

Finally, in Quadrant 4 it is international regulations that push firms to develop non-location bound FSAs (Rugman,
Kirton, and Soloway 1999). In practice, it appears that various types of regulations facing MNEs may lead to a
differentiated response, covering the four cells of Figure 19.2 depending upon, for example, the type of foreign direct
investment (FDI) undertaken (resource seeking, market seeking, efficiency seeking, strategic asset seeking), the specific
value activity involved, the requirements imposed by customers, the age of the production equipment in a specific
country, the environmental
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strategies of local business system partners (suppliers, joint-venture partners, etc.) (Kolk 2000).

19.7 The Porter Hypothesis on Home-Based Environmental Regu-
lations
The previous section contrasted domestic (home country) and international environmental regulations. In this section,
we focus on the specific case of two countries with strong trading relationships, in which one country has a much
larger market size than the second one. It should be noted that there is no discussion here of the use of green strategies
in relation to other market-based firm strategies, such as the three generic strategies of Porter (1980). Such work is
attempted by Rugman and Verbeke (1998a) and Shrivastava (1995).

Porter and van der Linde (1995) argue that it is good policy for a government to pass strict environmental regulations.
Then firms based in that country (e.g. the United States) will have to develop new core competencies in
environmentally sensitive manufacturing. Eventually, these firms can go abroad and use their strong home base as a
staging ground to outperform other less environmentally sensitive firms in global markets. This point has been
endorsed by US Vice-President Al Gore (1992). The Porter hypothesis presumes that other countries will not
‘compete’ by inconveniently raising their own domestic environmental regulations too soon (before the US-based
firms have developed innovations at home), and that the regional and multilateral organizations also follow along,
rather than initiate new and diverging environmental regulations. Thus it is a matter of timing. If the US government is
a first mover, it can spur US-based firms to be the first green MNEs, and their environmental credentials should help
them outperform competitor firms on the world stage, once the world stage also becomes green.

In Figure 19.3 on the impact of environmental regulations on firms, the Porter and van der Linde (1995) propositions
can be illustrated. Actually, the same point can be traced back to Porter (1990), where he first argued that stringent
environmental standards and regulations could put pressure on firms to upgrade the foundations of their competitive
advantage. If the home government imposes strong environmental regulations and enforces these tightly, then
domestic firms are forced to comply. In time, the
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Fig. 19.3 Impact of home versus host government environmental regulations

investments made by such home firms will improve their environmentally related competitive advantages. Porter also
states that home-based firms could then expect to go abroad and be able to outperform foreign firms which have not
yet been exposed to such tight environmental regulations. Two caveats are important. First, this only happens when the
home government has sufficient foresight to anticipate the environmental regulations of all other countries, which will
be modelled after those of the home country. Second, it only works for a very large, triad-based economy (like the
United States or Germany) whose economic influence on the world economy is immense; it will not work for smaller
countries, as discussed below.

The horizontal axis of Figure 19.3 measures the long run consistency between home and host country environmental
regulations. The vertical axis identifies whether a particular firm has a small or large country as its home base. The
Porter and van der Linde hypothesis is placed in quadrant 3 of Figure 19.3. Domestic firms from a large country are
highly responsive to home government regulations, and a long run consistency of domestic environmental policy with
that prevailing in a small host country provides competitive advantages to domestic firms.
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In contrast, the case described by Rugman (1995) is positioned in quadrant 2 of Figure 19.3. Even large MNEs in
smaller countries will not benefit from tight domestic environmental regulations, according to Rugman, since the
relevant environmental regulations are those of their foreign customers. These firms, from smaller countries, need to
monitor the environmental regulations of host countries, rather than those of the home country. Only rarely will a
small country's home government (like Canada) be able to anticipate international environmental trends for the benefit
of home-based MNEs, which thus reflects a ‘green illusion’ in quadrant 4.

The problem with the Porter hypothesis, from a Canadian perspective, is that it is difficult to think of any sector where
it could be applied. Virtually all of Canada's larger MNEs sell far more abroad than at home. The average ratio of
foreign to total sales for Canada's largest twenty MNEs is over 70 per cent (Rugman 1990). Thus, if the Canadian
government were to impose tight new environmental regulations, Canadian-based MNEs would have to invest and
restructure for a market which takes a minority of their sales. These firms would prefer to adapt their manufacturing,
and possibly increase outward FDI to suit the environmental regulations of their major customers abroad (especially
when the big market for Canadian firms is the United States). In short, as far as Canadian competitiveness is
concerned, the Porter hypothesis could be misleading. By forcing Canadian-based firms to take on board stronger, new
environmental regulations, the Canadian government would likely reduce the international competitiveness of such
firms, or force them to engage in outward FDI. In contrast, if the US government incorrectly anticipates consistency
between its own standards and Canadian standards, this would be an ‘inconsequential mistake’ for most US firms
(quadrant 1 of Figure 19.3), given the relatively small size of the Canadian market compared to the US one.

Conclusion
This chapter has focused on the managerial choice of specific environmental strategies in MNEs. It has been argued
that these choices are strongly influenced by external elements such as compliance incentives provided by public
agencies, the divergence/consistency among national environmental policy regimes, regional integration trends, etc.

ENVIRONMENTAL POLICY AND IB 553



In addition, the chapter has highlighted the particular opportunities and threats faced by MNEs when designing
environmental strategies. We found that important choices need to be made regarding the development of location
bound (poorly internationally transferable) or non-location bound (internationally transferable) green capabilities. The
presence or absence of leveraging effects benefiting industrial performance, as well as the flexibility of resource
commitments to environmental improvements, are critical in the choice to develop green capabilities. However, little
research so far has been conducted on the internal, firm-specific variables that determine the development of green
capabilities in MNEs.

A resource-based perspective, with an emphasis on the requirement of complementary assets in the MNE, may be a
fruitful avenue for further research. Christmann (2000) has adopted such an approach, albeit in the context of
domestic firms. Her approach does suggest, however, that the successful development and international transfer of
global best practices in the environment area is unlikely to be suitable to all MNEs. For example, the impact on
performance of early timing of environmental innovations and their international transfer is very likely to depend on
the MNE's general capability to obtain first-mover advantages through process innovations and their rapid
international transfer, within the MNE network.
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Chapter 20 International Financial Management
and Multinational Enterprises169

Michael Bowe

James W.Dean

20.1 Introduction
This chapter provides a selective, critical survey of the academic literature on the financial management policy of
multinational enterprises (MNEs). The focus of much current research interest can be captured in two major themes
which also dominate this analysis. The first is financial management policy in

169 The authors wish to thank Mo Yamin and Laura Stanciu for their comments on a previous draft. The support of ESRC grant R022250131 in facilitating part of this research
is gratefully acknowledged.



relationship to the increasing volatility of real and financial asset prices in the international financial environment within
which MNEs operate. This dictates one theme of this chapter: the impact of financial risk, in particular market risk,170
on MNEs and an appraisal of evolving financial risk management practices.

The second theme is international market segmentation (Choi and Rajan 1997). The globalization of international
business activity has evolved along with increasing financial market integration, particularly in capital markets. To a
limited extent this has been accompanied by increased harmonization and standardization of both international
regulatory and accounting practices (Roberts et al.1998). Despite such trends, the asymmetric incidence of accounting
standards, regulations, and taxation has had significant tactical and strategic financial management implications for
MNEs (Choi and Levich 1990, 1997; Gray et al.1995; Meek et al.1995; Oxelheim et al.1998). We evaluate the nature,
incidence, and implications of such market segmentation for selected aspects of MNE financial management activity.

It is clear from the context of our analysis that we believe financial factors to have important implications for the
comparative advantage of MNEs located in different jurisdictions, and also that financial management plays a critical
role in deciding an MNE's competitive prosperity. This belief is supported by surveys of MNEs (Rawls and Smithson
1990; Marshall 2000). Marshall (2000) reports the results of a survey of the 200 largest MNEs which reveal that 87 per
cent of Asian Pacific-based MNEs, 68 per cent of UK-based MNEs, and 55 per cent of the US-based MNEs state that
foreign exchange risk management is at least as important as business risk management. Nonetheless, to date no
generally accepted theoretical underpinning has yet been provided demonstrating that financial factors alone are both
necessary and sufficient to rationalize the existence of MNEs.171 We further discuss this issue in the context of modes
of market entry and participation in a later section.

The remainder of the chapter is easily summarized. Section 2 discusses the enhanced importance of recent increases in
asset price volatility, relating it to
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170 To define financial risk, we must first select the financial variable(s) of interest. The value of the MNE's portfolio of assets and liabilities, corporate earnings, equity capital, or
a specific cash flow arising from an operating or contractual exposure, are all natural candidates. Focusing on the former variable for illustrative purposes, financial risk can
be defined as unexpected changes in the valuation of a multinational corporation's portfolio of assets and/or liabilities arising either: (i) from changes in the value of financial
instruments, or (ii) consequent upon the corporation's activities in financial markets. Unexpected movements in the prices of financial instruments, such as exchange rates,
interest rates, commodity and equity prices, collectively termed market risk, are the major sources of financial risk for most MNEs.

171 The irony of this fact has not escaped the attention of many commentators (see e.g. Lessard 1997), given that many of the building blocks for the modern theory of the
MNE were established following Hymer's critique of the ‘international capital flow’ theory of FDI which stimulated much early theoretical work on MNEs.



country risk and international investment appraisal. The classification and measurement of risk exposure is considered
in section 3. Particular attention is given to recently developed techniques such as value-at-risk and cash-flow-at-risk.
Section 4 is concerned with the management of financial risk by MNEs. In particular, a distinction is made between
management policies designed primarily to hedge risk, and those intending to exploit its potential to create competitive
advantage. This section also evaluates empirical studies of MNE risk management. Section 5 addresses issues relating
to the effective implementation of a risk management system within the governance structure of an MNE. Brief
concluding remarks follow together with some suggestions for future research.

20.2 The Nature of Financial Risk
Our emphasis on financial risk and the evolution of MNE risk management practices has been motivated by a number
of factors, the most important being the trend toward increasing global financial market integration (Lessard 1997) and
the enhanced volatility in the financial environment within which MNEs operate.172 We later evaluate studies which
argue that these factors can confer certain advantages to internationalization of a firm's activities. In preparation for
this analysis we chronicle certain major recent developments in the global financial environment, which indicate the
increasing importance of market risk in global financial markets.

20.2.1 Exchange Rate Variability
Following the collapse of the Bretton Woods system of fixed exchange rates in the early 1970s, exchange rate
fluctuations have become increasingly volatile, punctuated by occasional episodes of exchange rate crises. Between
1970 and
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market’. For further discussion of the impact of debt on capital market access see Bowe and Dean 1997.



mid-2000, the Yen/US dollar exchange rate has moved from 361 to 107 and the Deutschmark/US dollar rate has
fallen from 4.2 to 1.9. However, the dollar has appreciated by about two-thirds against sterling over the same period.
The crisis in the European Monetary System (ERM) in September 1992 led to significant falls in the value of sterling
and the Italian Lira, while the currencies of Thailand, Indonesia, Malaysia, the Philippines, and South Korea lost
between one-third and three-quarters of their value in the second half of 1997. There have also been major
movements in exchange rates following shifts in the monetary policy stance of certain governments, such as the tighter
monetary policy followed in the early days of the Thatcher administration in the UK. Indeed, the average volatility of
exchange rates, which is in the region of 10–15 per cent per year, is sufficient to eliminate the average profit margin for
the typical multinational corporation.

20.2.2 Interest Rate Variability
Interest rate volatility has similarly affected corporate funding costs, cash flows, and net asset values since the early
1970s. Inflationary pressures caused interest rates to increase in the first half of the 1970s in the US, and although they
subsequently declined, a change in policy by the Federal Reserve caused a sharp increase in both the level and volatility
of rates in 1979. Interest rates peaked in 1981, and then fell slowly. Since 1983, there have been four more US interest
rate cycles. According to Jorion (1996), the increase in 1994 eliminated over $1.5 trillion dollars from fixed income
portfolios. Interest rates have also become more volatile since many central banks began to abandon targeting interest
rates as a policy objective in favour of targeting money supply growth or inflation. In the UK, interest rates shot up in
the late 1980s and early 1990s due to inflationary pressures caused by a relaxation in monetary policy, but then fell
substantially with sterling's withdrawal from the ERM in September 1992.

20.2.3 Equity Market Variability
Equity markets have also become extremely volatile. During the inflationary periods of the early 1970s, prices
increased significantly only to fall sharply during the bear market of 1974–5 following a 300 per cent hike in the price
of oil. A global recovery then ensued, with minor price reversals in 1982–3, and
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the market peaked in 1987. On Black Monday, 19 October 1987, prices plunged. US equities lost 23 per cent of their
value, equivalent to over US$1 trillion in equity capital. This was followed by another recovery over the next ten years,
sustained worldwide with the exception of Japan, where the Nikkei index fell from 39,000 in 1989 to 17,000 in 1992, a
capital loss of US $2.7 trillion. Finally from mid- to end 1997, the stock markets of Bangkok, Jakarta, Kuala Lumpur,
and Manila lost US $370 billion, or 63 per cent of the four countries' combined GDP, while the Seoul stock market
declined 60 per cent.

20.2.4 Commodity Price Variability and Other Sources of Increased Risk
Commodity prices, particularly those in primary product markets, have also been subject to large fluctuations since the
1970s, a trend established subsequent to the oil price rises of 1973–4. This variability also had spillover effects in other
financial markets, particularly equity markets, thereby corroborating the view that it is fundamentally incorrect to treat
financial markets in isolation from one another. Significant regulatory and legal changes, the globalization of the
financial services industry, and the emergence of offshore financial activity have also increased financial risks. Finally,
risk associated with the enhanced global nature of competition has become apparent. Systemic regional and global risk
has resulted from increased levels of world trade, major changes in trade policy, the economic and political transition of
the former Soviet bloc, the growth of the EU, and the emergence of the Asian ‘tiger’ economies as economic powers.173

20.2.5 Country Risk174

This increasing financial market volatility has potentially important consequences for both the issue of international
investment appraisal, and also the appropriate measure of country risk.175 Before we consider methodological
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174 This section draws heavily on an excellent series of papers on equity risk premiums by Aswath Damodaran which can be found on http://www.stern.nyu.edu/∼adamodar .
175 This analysis makes no attempt to consider the important issues surrounding the appropriate theoretical framework for international capital budgeting decisions in terms of
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issues relating to the measurement of country risk, there are some commentators who argue that country risk is
diversifiable (unsystematic) and that there should be no correction for country risk premium in evaluating international
investment decisions. Recent asset pricing behaviour in international financial markets provides substantial evidence of
cross-market correlation (systematic risk) suggesting country risk is non-diversifiable even in a global portfolio, and
hence should be incorporated.176 On the measurement aspects, Damodoran (2000) has argued that the risk premium in
any equity market can be conceptualized as:

Equity Market Risk Premium in Country A = Base Premium for Mature Equity Market (US) + Country Premium for Country A.

In calculating the base premium for the US market, an approach based upon historical premium remains standard.
Here, actual equity returns are estimated over a sufficiently long time frame and compared to the actual returns earned
on default-free (usually government) securities. The annualized difference is then calculated and represents the
historical premium. This method yields substantial differences in the premiums we observe being used in practice:
even for the case of the USA estimates range from 4 per cent to 12 per cent. This is all the more surprising given that
most calculations use identical data, the Ibbotson Associates database of historical returns.

We conjecture several reasons exist for this divergence. First: differences in time periods used. Proponents of the use
of shorter time periods argue that such estimates are more relevant, as the average risk aversion of investors changes
over time. This consideration is likely overwhelmed by the fact that to obtain reasonable standard errors one requires
very long time periods (at least twenty-five years).177 Indeed, the standard errors from ten-year estimates often exceed
the risk premium estimates, making the estimates redundant.178 Second, the risk-free rate chosen in estimating the
premium must be consistent with the risk-free rate used in calculating expected returns, in other words the method
must match up the duration of the cash flows being discounted (Damodoran 2000). If the yield curve is upward
sloping, the risk premium will be larger when estimated relative to short-term government securities.
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Consistency is required and given the previous comments, the use of equity premium calculated relative to long-dated
government bonds seems appropriate for most cases. Third, a debate exists over how to compute the average returns
on stocks and bonds, in particular whether to use arithmetic or geometric averages. While conventional wisdom argues
for use of arithmetic averages, strong arguments can be made in favour of the geometric alternative. Specifically,
empirical studies indicate equity returns are negatively correlated over time, implying the use of arithmetic averages
(which assume zero correlation) will exaggerate the premium. Moreover, while assets pricing models are typically single
period models, their use to generate expected returns over long periods (say ten years) suggests the ‘single period’ is
much longer than the data period used in their estimation (typically one year). In such a case the argument for
geometric premiums is enhanced.

A further issue questions whether one should incorporate a country premium, and if so how it is to be estimated. The
first question has already been answered in the affirmative. The second issue requires an ability to: (i) measure country
risk, (ii) convert the estimate into a risk premium, and then (iii) evaluate individual MNE's exposure. On measurement,
country sovereign bond ratings provided by rating agencies incorporate current market risk perceptions, and have the
advantage of being measured as spreads relative to US treasuries. However, they only measure default risk, not equity
risk. A crude method of converting them to the latter involves adjusting the default spread of the country concerned
for the volatility of its equity market in relation to its bond market (σ (equity)/σ (bond)). The country's equity premium
is set equal to the country default spread multiplied by (σ (equity)/σ (bond)). This equity premium will increase if either
the country's rating drops or its equity market volatility increases.179 Finally, on evaluating MNEs' individual exposure,
one has to identify the MNE's exposure to country risk in relation to all other market risks it faces. This requires
detailed analysis of the process used to estimate beta. Not only is this beyond the scope of this paper, but it also
represents an ongoing research activity over which a concensus has yet to emerge.180

Finally, we contend that further research attention should be given to alternative methods of estimating country risk
premium that do not require corrections for country risk in the manner indicated above. Damodoran (2000) suggests
use of implied equity premiums derived from the following equity market valuation model, which essentially measures
the present value of dividends growing at a constant rate:
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Value of Corporation = Expected Dividends next period/(required rate of return of equity − expected growth rate in dividends).

The only unobservable input in this model is the required rate of return on equity. This relation can therefore be solved
to generate an implied expected return on equity, which in turn will generate an equity risk premium once a correction
is incorporated for the risk free rate. This approach has two main advantages. It does not require historical data and it
reflects current market perceptions. The drawback is that it assumes the market overall is accurately priced, which is
problematic in the case of emerging markets. More analysis in this important area would be most welcome.

20.3 The Classication and Measurement of Risk Exposure
With increased volatility in financial markets, MNEs have learned that their value has become more subject to the risks
occasioned by changes in their financial environment. There are a number of approaches MNEs have adopted to deal
with this risk. Some early commentators (Rodriguez 1981) report that the overall strategy of many MNEs in foreign
exchange risk management is defensive in that they attempt to minimize the impact of market risk.181 However, more
recent analysis has identified that the key MNE objectives when managing market risk are cash flow management
(Copeland and Joshi 1996; Cummins et al.1998; Marshall 2000) and the smoothing of earnings fluctuations (Marshall
2000). While both are important for UK and US-based MNEs, smoothing earnings is of particular relevance for the
larger MNEs and those based in the Asia Pacific region, while cash flow management is held to be more important for
MNEs with a high degree of internationalization. These findings for MNEs are consistent with previous single country
studies of domestically domiciled firms in the UK and US (see Bodnar et al.1995, 1996, 1998; and Grant and Marshall
1995). One avenue for further exploration is to what extent the regional differences noted above can be explained by
company characteristics.
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20.3.1 Classifying a Multinational Firm's Exposure to Market Risk
The central question confronted by an MNE's financial director or treasury department is to what extent the value of
the firm's cash flows or earnings are exposed to changes in financial asset prices. In the context of foreign exchange
risk, three classifications are commonly adopted in the literature, namely transaction or contractual exposure,
translation exposure, and economic or operating exposure. These are not mutually exclusive, rather they are over-
lapping. They are also easily generalized to other sources of market risk. MNEs are normally exposed to more than
one type, and there is still no general agreement as to which exposure needs to be emphasized from the financial
management perspective, although several authors have taken a strong stance on this issue.

Contractual exposure arises from a MNE's fixed contractual obligations: accounts payable/receivable, long-term
purchase/sale contracts, and financial positions expressed in foreign currency. If the source of information on
contractual exposure is accounting data, then it becomes relatively transparent and easy to quantify for most types of
market risk. Moreover, contractual cash flows are fixed either in domestic (reference) currency units or in units of the
firm's output. Their nominal value in domestic currency then changes in the same proportion as the change in the
exchange rate, foreign currency price, or amount sold, other things equal. Alternatively stated, contractual exposures
have an elasticity of one.

Empirical studies of MNEs based in the UK, US, and Asia Pacific suggest that most tend to focus upon the
management of contractual rather than translation or economic exposure. Berkman and Bradbury (1996), Berkman et
al. (1997), Belk and Edelshain (1997), Duangploy et al. (1997), Khoury and Chan (1988), Joseph (2000), and Marshall
(2000) all report that MNE foreign exchange risk management focuses on contractual exposure. This emphasis is
understandable in view of the immediate impact of contractual risk on cash flows and earnings, and the relative ease
with which it is measured.

There is a wide-ranging debate as to whether translation exposures, the effect of unexpected foreign exchange
fluctuations upon a MNE subsidiary's financial statements, should be actively managed. Many authors (Shapiro 1999;
and Sercu and Uppal 1995; among others), argue that as translation exposure is purely an accounting concept with no
impact on future cash flows it need not be actively managed. However, surveys by Rodriguez (1977) for the USA,
Collier et al. (1992), and Joseph (2000) for the UK, and Marshall (2000) for both the above regions plus the Asia
Pacific, confirm that translation exposure is actively managed by most MNEs, particularly in the
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Asia Pacific.182 We conjecture that the decision to manage such exposure is influenced by market segmentation
considerations, in particular differential financial reporting requirements in the reporting country, which will affect the
MNE's financial statements (Hakkarainen et al.1998).183 The importance Asia Pacific MNEs attribute to translation
exposure could also be explained by survey timing, especially in relation to the relative strength of the reporting
currency in the context of this parameter's influence on the value of overseas assets and liabilities.

Buckley (2000), Sercu and Uppal (1995), Glaum (1990), and Kohn (1990) all maintain that a central, if not the most
important, risk management activity for an MNE is the management of economic exposure. Moreover, the
importance of this type of exposure is recognized by MNEs. In this context, it is perhaps surprising that it has not
been more systematically managed. In an early survey, Blin et al. (1980) found that adjustment was made for economic
exposure in less than one third of companies. One possible explanation is that economic exposure is very difficult to
quantify, as it requires a detailed understanding of the firm's competitive position and the macroeconomic
environment in which it operates (Oxelheim and Wihlborg 1987, 1989a,b).184

We consider some recent developments in the complex task of measuring economic exposure in the following section.
However, despite these advances, Marshall's (2000) survey results indicate that it generally continues to receive less risk
management emphasis than other forms of exposure. The exception is for the MNEs based in the Asia Pacific, where
the 1997 financial crisis may have eroded competitive advantage beyond the realm of managing transaction and
translation exposures.

20.3.2 Quantifying MNE Exposure to Market Risk
There are several means available to MNE treasury departments for quantifying exposure to market risk. As many of
these techniques are relatively recent,
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we will discuss them in some detail. Broadly speaking, they can be divided into two types: internal and market-based
measures. We begin with the former.

20.3.2.1 Internal Measures of Market Risk: Value at Risk (VaR)
Most of the recently developed internal techniques for measuring financial risk recognize that market risk should not
be considered as exposure to individual financial asset price changes, but rather as exposure to an integrated set of
interrelated asset price changes. Moreover, any proposed definition must be both easily understood, and easily
communicated to the MNE's senior management. This has led to the development of probability-based summary
measures of exposure, the most notable being value-at-risk (VaR).

VaR is a valuation technique based upon the current net asset value of the portfolio. It is specified in terms of a
confidence level (Jorion 1996), and enables the risk manager to calculate the maximum that the corporation can lose
over a specified time horizon at a specified probability level. This calculation is undertaken using historical simulation
of past data, Monte Carlo simulation, or analytic variance-covariance methods. The method chosen should depend on
the composition of the portfolio and the desired time horizon. The calculated VaR is then translated in to a probability
statement about likely changes in portfolio valuation resulting from financial asset price changes over a given time
period. For example, the risk manager should be able to define the maximum loss for a one-day, one-week, one-month
period that the firm will incur with 95 per cent probability (implying that this loss should be exceeded on only five
occasions in one hundred).

20.3.2.2 The Relevance of VaR
The VaR concept, while not a panacea for risk measurement difficulties, has been embraced by many multinational
corporations, particularly those where the MNE's value is linked closely to the current net asset value of its portfolio.
These firms are market value driven, with business assets marked to market daily. Typically securities and derivatives
trading is a primary business focus, and the company's investment horizon is measured over short time periods. They
would, therefore, have a keen interest in managing the volatility of their current asset value. Hence, VaR is particularly
suitable for financial
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institutions, institutional investors, and the treasury divisions located in manufacturing corporations where such trading
divisions function as profit centres. An example of the later is British Petroleum, where BP Finance not only manages
the company's natural financial risk exposures, but is also expected to trade foreign exchange and interest rate financial
instruments with the intention of contributing to BP's profits.

20.3.2.3 Alternatives to VaR: Cash Flow at Risk
For other multinational corporations, however, the VaR approach is potentially less relevant. These corporations can
be characterized as cash flow driven, and their value is linked closely to the judicial exercise of the real growth options
arising from their investment and research and development activities. In these corporations, business assets are
marked to market infrequently, derivatives are used only as tools to manage financial risks, and investment horizons are
measured in months or even years. Their primary focus therefore is to manage cash flow volatility so that they can
judicially exercise their growth options at the appropriate time.

Corroboration of such an interpretation is provided by the surveys of MNEs mentioned earlier, which concluded that
a majority of MNEs stated that their primary risk management objective was to reduce cash flow volatility. The issue
then becomes how best to translate this information into a summary, operational measure of financial exposure which
focuses on the impact of price changes on the firm's cash flows: in other words, a cash flow analogue to VaR. This
would relate the magnitude and timing of cash inflows to a corporation's contractually committed liabilities and
investment opportunities, as suggested by Froot et al. (1993). Smithson (1998) refers to this as cash flow sensitivity analysis,
while Dowd (1998) terms it cash flow at risk. Smithson proposes the following cash flow based measure of exposure: A
corporation's consolidated exposure to financial risk is the probability that the company will fail to satisfy its performance targets over a
given time period as the result of unexpected changes in financial asset prices.

The practical relevance of these internal risk measurement procedures revolves around identifying the appropriate
procedures for their implementation. Smithson (1998) argues that the desired model must be sufficiently rich to
capture the interactions between commodity inputs, product prices, foreign and domestic operations, and contractual
payment obligations. The corporation's planning model could provide a useful place to begin this exercise, but it would
have to be supplemented to address two critical short-comings. First, appropriate simulation exercises would have to
be undertaken with variable prices in order to model realistically the various pricing scenarios that the firm is likely to
face in the future. Second, an acceptable method would have to be found for modelling the relationship between the
impact of
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market risk and MNE cash flows.185 This is complex because the operating cash flows of the corporation depend on
both the economic environment the firm faces, and how, given this competitive environment, the corporation's
strategy is impacted by unexpected changes in financial asset prices, including the exchange rate.

20.3.2.4 Market Based Measures of Financial Risk
As their name suggests, market based measures of financial risk utilize market determined values of financial data to
measure the market's perception of how changes in the corporation's value (or other preselected measure of financial
performance) are related to changes in the prices of financial assets. Market based approaches to risk measurement
vary in the details of their implementation, but can be broadly be said to use economic and/or statistical models to
estimate the sensitivity of a corporation's earnings, cash flow or share price to movements in the value of selected
financial prices. These include changes in selected exchange rates, interest rates, and commodity prices. The models
can also be used to estimate the exposures of the MNE's main competitors, providing an input into the firm's strategic
decision making, and contributing insights into the competitive environment. Whether the firm chooses to use internal
or market based systems, the following section considers the appropriate organizing framework within which an MNE
can coordinate its risk management policies.

20.4 The Management of Financial Risk Exposure by MNEs
Froot (1994) highlights the lack of a comprehensive framework for the MNE's management of market risk exposures.
Clearly, any risk management strategy should be undertaken if and only if it increases the expected discounted value of
the MNE's cash flows or earnings. It is of critical importance, however, to distinguish between two classes of risk
management policies. In the first class
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are those policies commonly denoted hedging, which serve purely to reduce the long term volatility of the MNE's cash
flows or earnings, thereby reducing the expected costs of financial distress. The second class consists of policies
designed to respond to financial risk by tactically and/or strategically exploiting asset price volatility to create
competitive advantage. The emphasis in the financial risk management literature is overwhelmingly placed on the
hedging aspects. We believe this focus on hedging may have generated a misplaced emphasis in the empirical literature
which attempts to identify MNE's risk management practices, a point to which we return below. At this point, it is
sufficient to note that using exposure to financial price volatility to create competitive advantage requires adjustments
in operational decisions which involve a complex set of tactical, strategic, and organizational issues additional to
hedging. We note that neither the hedging nor the responsive motives for dealing with financial risk rely on the MNE's
management exhibiting risk averse behaviour.

In view of these considerations, it is clear that in practice MNEs would adopt a variety of risk management techniques,
usually identified in the literature under the categories of internal and external (Hakkarainen et al.1998). Internal
techniques are an integral component of the MNE's financial management, and do not give rise to special contractual
arrangements outside the core-subsidiary network. External techniques use bilateral external contractual arrangements
for risk management purposes. For short-run risk management considerations, the major internal techniques identified
in the literature are balance sheet hedging, currency matching, leading and lagging, netting of cash flows, and pricing
policy. To generate flexibility in the management of longer term cash flows or earnings volatility, the literature
highlights international diversification in manufacturing and distribution, which confer the MNE with enhanced
operational flexibility, thereby enhancing its competitive advantage (Allen and Pantzalis 1996; Kogut and Kulatilka
1994; Buckley and Casson 1998; Rangan 1998).186

External techniques focus on the management of financial risk using off-balance sheet financial instruments, generally
known as derivatives: forwards, futures, swaps, and options. These instruments provide the building blocks that enable
MNEs to use both standardized exchange-traded instruments and customized financial products obtained in over-the-
counter markets, to manage the risks associated with currency, interest rate, and commodity price fluctuations far
more flexibly, cheaply, and efficiently than is possible with on-balance sheet strategies. We begin with a discussion of
the more conventional hedging motives.
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20.4.1 Risk Management and Motives for Hedging Financial Risk
Theories of optimal hedging are designed to demonstrate how financial risk management can increase firm value in the
presence of capital market imperfections by reducing the volatility of cash flows or earnings. The relation between the
present value of a corporation's cash flow and its financial policies was demonstrated in a classic paper by Modigliani
and Miller (1958), which developed the seminal ‘M&M’ propositions. These propositions imply that in the absence of
capital market imperfections, investors can undertake their own hedging policies just as effectively as the firm's
managers, by holding diversified investment portfolios. The relevance of the M&M proposition for strategic risk
management becomes evident by considering its corollary: a necessary condition for strategic risk management to
affect firm value is that it impacts upon the firm's taxes, transaction costs, or investment decision. While necessary, this
is not sufficient. Given the incentives created by capital market imperfections, a corporation's choice to use derivative
instruments depends also on its level of financial risk exposure, the availability of internal hedging mechanisms, and the
costs of managing financial risk. In the following section we adopt a framework developed by Geczy et al. (1997) in
order to organize the various theories explaining a firm's hedging strategy.

20.4.1.1 Managers
Managers of international firms invest much of their human capital or intangible wealth in the corporation. They may
also hold significant amounts of common shares. If management are averse to bearing uncompensated risk, the value
of these two components of their wealth will be significantly adversely affected by volatility in the corporation's
earnings. As hedging reduces the volatility of the value of the firm, management will direct the firm to hedge if it can
do so at a lower cost than compensating the managers for bearing the additional risk through, for example, a
management compensation scheme containing share options (Smith 1983; Stultz 1984; Smith and Stultz 1985).
DeMarzo and Duffie (1995) suggest an alternative but complementary argument focusing upon managerial reputation.
A corporation's value is determined both by the quality of managerial decisions relating to its core business
competencies, and also by financial risk, which impacts on the firm's earnings but which lies outside the domain of
managerial control. Managers may choose to manage the effect of financial risk through hedging, as the information
content of corporate earnings as a signal of managerial ability is thereby enhanced. Managerial labour markets and the
market for
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corporate control are then more able to isolate the effects of good luck from good judgement when assessing
managerial performance.

20.4.1.2 Bondholders
Bondholders of the corporation have an incentive to support strategic risk management activity in order to reduce the
probability, and therefore the expected costs of financial distress (or bankruptcy). Financial distress arises when the
firm's income stream is insufficient to cover its liabilities, or its probability of default rises to due increased volatility in
its income stream. The associated costs include not only the direct costs associated with bankruptcy or liquidation, but
also the indirect costs of a deterioration or loss of long-term relationships with suppliers and customers or a reduction
in the firm's borrowing capacity through a downgrading of its credit rating. We note that a risk management strategy
will only reduce expected financial distress costs if the firm can credibly commit to following a hedging strategy,
through for example bond covenants or credit agreements.

As first demonstrated by Myers (1977), financial distress costs also induce suboptimal investment decisions (see also
Bessimbinder 1991). As the perception that the firm may encounter financial distress increases, it becomes more
difficult and costly to raise external finance. This leads to capital rationing constraints and the consequent rejection of
profitable investment opportunities. Froot et al. (1993) develop this argument, noting that hedging mitigates this
underinvestment problem by reducing not only the costs of raising finance externally, but also the firm's reliance on
external funds.

20.4.1.3 Equityholders
Smith and Stultz (1985) were the first to demonstrate that risk management can increase shareholders' expected wealth
when the firm operates in a fiscal environment where corporate tax rates increase more than in proportion to
corporate income. This is known as a convex tax liability schedule. The existence of tax preference items, such as
various forms of tax credits, which are subtracted from pre-tax income, indirectly create convexity in the tax liability
schedule, since the present value of unused tax shields decreases as they are postponed to future periods. As Mian
(1996) among others has pointed out, by reducing the variance of corporate earnings, risk management increases the
expected value of tax shields because the probability of using preference items increases with the level of a firm's
taxable income. DeMarzo and Duffie (1991) have also shown that equityholders in the corporation will support risk
management when the firm's managers have better information about the risks which affect the corporation's
earnings. As hedging reduces the volatility of the firm's earnings, it enables equityholders to better distinguish
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the effects of luck and managerial ability, and consequently make better informed portfolio optimization decisions.

We now consider those financial risk management policies which are motivated primarily by a desire to respond to real
and financial asset price volatility in order to exploit an MNE's comparative and competitive advantage. This risk
management response incorporates both a tactical and a strategic dimension, and we begin with the former.

20.4.2 Risk Management to Create Competitive Advantage
Many of the tactical responses to financial risk, especially over short time horizons, involve the exploitation of arbitrage
opportunities which create a comparative advantage for certain MNEs in a particular segment of the international
capital markets (see Oxelheim et al.1998). These situations arise as a result of international financial market
segmentation in one form or another, and can be utilized by MNEs to create a competitive advantage, for example by
reducing corporate funding costs, or the costs of capital, in a manner not open to single country firms.

20.4.2.1 Reducing Funding Costs by Arbitraging Markets
The appropriate use of derivative instruments can exploit artificial market segmentation caused by an asymmetric
incidence of governmental regulation or tax treatment. Barriers to entry are standard in many international capital
markets. For example, prior to 1992, the Subcommittee for Foreign Issues of the Central Capital Markets Committee
regulated the timing and amount of new issues in the German external bond markets by establishing monthly quotas
for deutschmark-denominated bond issuance. Since the supply of securities was thereby artificially restricted, their
price was higher than the market determined price, and accordingly the instruments carried below market interest
rates. The corporations or other end users with privileged access to the market could exploit this anomaly through
judicious borrowing combined with the appropriate derivative positions.

Differences in national taxation practices can also present arbitrage opportunities; these can again be exploited through
derivative portfolios and other balance sheet strategies (Kramer et al.1993).187 Withholding taxes on offshore
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borrowings in certain countries give rise to such opportunities. In the 1980s the Australian government levied a
withholding tax on interest payments made by Australian companies on all offshore borrowings denominated in
Australian dollars. This tax, combined with high interest rates in Australia and a relatively stable currency prompted a
substantial volume of currency swap-driven Australian dollar eurobond issues in early 1986. A similar situation arose in
New Zealand in 1990. Other examples arise when differences in taxation laws provide incentives to raise capital in one
country to finance investment in another. Historically, generous capital consumption allowances in some European
countries, such as France, implied that interest expenses provided only a minimal tax shield in those countries. MNEs
then had an incentive to raise finance in countries where interest expenses provide a considerable tax shield, and to
invest the funds in countries with high depreciation allowances.188 This procedure, while reducing funding costs,
provides a foreign exchange exposure in at least one currency, the risk of which can be managed with the appropriate
derivatives portfolio.

In the same context of corporate funding requirements, there is some evidence that the choice of location for an
MNE's equity market listing is infuenced by differential international accounting and regulatory disclosure
requirements. Saudagaran and Biddle (1995) analysed over 450 internationally traded MNEs listed on nine stock
exchanges in eight countries at the end of 1992. They found that choice of listing location is significantly determined by
financial disclosure variables, in addition to an MNE's business profile, measured by the level of exports from the
MNE to the listing locality.

Froot (1989, 1990) argues that MNEs based in countries with currencies that have undergone significant real
appreciation can benefit from a reduced liquidity premium in that currency. This generates a window of opportunity
enabling them to place a higher value on overseas investments, thereby acting as a stimulus for overseas asset
acquisition or capital expenditure. Such opportunities may not be reciprocally shared by overseas competitors (Kester
and Luehrman 1989). However, it still remains an open question why this should take the form of real, as opposed to
portfolio investment.

20.4.2.2 Reducing Funding Costs through Embedded Options
MNEs may also be able to reduce their funding costs by issuing hybrid debt, essentially debt which contains an implicit
or embedded option: for example a bond with an equity warrant attached, a convertible bond, or a callable bond.
There is some evidence to suggest that historically this option feature of the
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debt has been underpriced by investors in the terms of the debt contract. Astute financial management would lead the
corporation to sell an asset (perhaps another option) with the same or similar features after issuing such a bond.
Following amortization of the price received for this asset, the corporation has effectively issued debt at below market
rates.

20.4.2.3 Reducing Funding Costs by Reducing Transaction Costs
Transaction costs such as the bid-ask spread in a financial market, the costs of acquiring information, and those
associated with liquidity, are the natural consequences of raising funds in any financial market. MNEs can to some
extent mitigate these costs by the appropriate use of certain derivative instruments which allow them to separate the
cash flow obligations on their original borrowing from the ultimate cash flow characteristics they face. For example, a
MNE may be able to exploit a comparative advantage across different segments of the international capital market
with a currency swap.189 This is undertaken by raising funding in that currency segment of the international capital
markets where it can be obtained relatively cheaply. This is then swapped to create synthetic funding in the most
appropriate currency for business purposes.

20.4.3 Market Segmentation, Competitive Advantage, and Costs of Capital
The evidence is now fairly convincing that models which are based upon complete international capital market
integration have difficulty in explaining the extant pattern of the international distribution of portfolio holdings or the
behaviour of financial asset returns. (See Cooper and Kalpanis 1986, 1994; Jorion and Schwartz 1986; Hietela 1989;
French and Poterba 1991; Tessar and Werner 1995.) It follows that in order to generate a framework for international
capital market decision making, it is necessary not only to introduce costs of international investment which induce
market segmentation into international investment models (Black 1984, Stultz 1981), but also to modify the standard
capital budgeting rules found in corporate finance (Adler and Dumas 1975a, b, 1983; and Stapleton and
Subrahmanyan 1977).
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The implication for MNE real investment decisions is that it is necessary to incorporate market segmentation
considerations when calculating the costs of capital for international investment decisions. Most existing models either
assume complete market integration or complete segmentation or introduce it in an ad hoc fashion (Errunza and Losq
1985; Abuaf and Chu 1994; Godfrey and Espinosa 1996; and Stultz 1995).190 Cooper and Kaplanis (2000) by deriving
optimal capital budgeting rules in an extension of the Stultz (1981) model, is the only example in the literature familiar
to us which provides a robust framework for devising corporate finance decision rules for MNEs in segmented
markets.

In this model, differential costs of access to capital arises not from money illusion, or segmentation between money
and bond markets inducing different effective real interest rates to companies domiciled in different countries,191 but
from equity market segmentation. Required returns differ for MNEs undertaking the same investment differ as the
investment has different marginal risks and returns for their investor clients. This in turn affects MNEs' international
competitiveness and motives for FDI as shown by Lessard (1991).192 An interesting avenue for future research is
suggested in that in principle one could estimate the required rates of return for different projects, (which will depend
on the MNE making the investment), and link this back to motives for FDI and its impact upon competition in
product markets.

20.4.4 Market Segmentation and Strategy: The Choice of Participation Mode
The consequences of international capital market segmentation are relevant not only in terms of investment evaluation
as addressed in the previous section, but also in terms of its impact upon modes of market participation and entry.
Consider the choice of alternatives to full equity ownership such as: joint ventures, strategic alliances, licensing
agreements, project finance, or incentive management contracts. These financial arrangements are customarily viewed
as motivated by the need to provide contractual structures which align incentives for those participants who are able to
influence outcomes. Our view is that financial factors are possibly a major if largely neglected component in the
determination of these contractual structures. Devoting
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further attention to this issue is perhaps more important in the context of recent evidence that certain mergers and
acquisitions often reduce corporate value (for example, Berger and Ofek 1995).

To take a particular example, consider market entry or participation by an MNE through a joint venture. The motives
and gains for joint ventures are usually rationalized in terms of synergy sharing (McConnell and Nantell 1985;
Berkovitch and Narayanan 1993; Maquiera et al.1998); the efficient governance of expropriation threats, hold-up
problems, or other transactional barriers arising for example from asset specificity (Alchian and Woodward 1987; Klein
et al.1978; Williamson 1979, 1983); or efficient risk sharing between upstream and downstream firms (Weston et al.
1990).193

An additional, complementary rationale relates to their use as financing vehicles (Johnson and Houston 2000), in
particular for vertical joint ventures. Under a market length contract the supplier typically owns and finances the
productive capacity. Using standard asymmetric information arguments (Myers and Majluf 1984), one can demonstrate
that firms may face constraints in raising external financing which leads them to refuse orders from buyers which
require new production capacity if the seller has exhausted internal sources of funds. This is a standard
underinvestment problem. Organizing a market participation or new entry as a vertical joint venture enables the
supplier to provide non-financial resources while the buyer provides financing. This financing is provided at lower cost
than another provider, as the buyer can more easily monitor the joint venture, and has more secure collateral. To test
this motive one could refer to the literature on finance constraints and investment (Fazzari et al.1988) to find proxy
variables for firms facing financing constraints. For example it has been suggested that firms which pay little or no
dividends in the period immediately prior to the joint venture may be ‘internal funds constrained’. A similar logic could
be applied to the analysis of strategic alliances, although the fact that they do not involve equity investments or the
creation of a third organizational form suggests that they have less well-defined property rights (Chan et al.1997). We
believe these would be profitable areas for future research.

20.4.5 Empirical Evidence on MNEs' Financial Management Approaches
Evidence indicates that the vast majority of large MNEs use both internal and external risk management instruments
(Stanley and Block 1980; Khoury and
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Chan 1988; Tufano 1996; Hakkarainen et al.1998). The choice of instrument reflects both the types of exposure they
face, and certain characteristics of the firm, in particular its size and degree of internationalization.194 Moreover, the use
of external hedging instruments by MNEs is much more widespread than for domestic firms, as evidenced by
comparing the survey results in Joseph (2000) with those of, for example, Bodnar et al. (1995).

In terms of internal techniques, Joseph (2000) suggests the following. For contractual exposure, inter-company netting
and home currency invoicing are the most commonly used hedging techniques; for translation and economic exposure
matching currency inflows and outflows and asset/liability management are the dominant hedging techniques. Phillips
(1995), Joseph (2000), and Marshall (2000) all report that forward contracts are the main external method for
managing contractual exposure, while Joseph (2000) indicates that foreign currency borrowing and lending is the
primary method for hedging translation and economic exposure, especially the former. The use of foreign exchange
options and futures are relatively how for all classes of exposure, although options are more widely used than futures
(Glaum and Belk 1992; Phillips 1995; Joseph 2000). The low use of futures may be due to the daily settlement
characteristic of these contracts which may impact adversely on liquidity and cash flow management.

We are now in a position to ask to what extent is the available empirical evidence on the use of risk management
techniques consistent with the motives which have been identified? As the recent evidence indicates both that external
techniques play a more important role in risk management than internal techniques, and that the explanatory power of
empirical procedures is much stronger for external techniques, we focus on evidence relating thereto.195 Concerning
managerial motives for hedging, Geczy et al. (1997) argue that empirical proxies for managerial risk aversion are
positively correlated with derivatives usage, while Francis and Stephan (1990) found strong evidence for the managerial
signalling arguments using multivariate and time series empirical techniques. Both sets of results are in accordance with
a priori theoretical expectations. The available evidence is also broadly consistent with the use of risk management tools
to avoid the costs of financial distress as advocated by Froot et al. (1993) and Smith and Stultz (1985). A significant
relationship has been found between a corporation's derivative usage and the following variables: its level of debt
service coverage (negative), its leverage (positive), its level of foreign operations (positive), and changes in its credit
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rating (negative). The signs in parentheses refer to the directions of the relationships, which are in accordance with the
theory. Finally, the available evidence is also weakly consistent with the view that risk management is used to increase
shareholder wealth by reducing taxes. Positive relationships have been uncovered between both tax loss carryforwards
and tax credits and the use of derivatives. These results are encouraging in the sense that not only do theoretical
arguments demonstrate how corporations should be managing risk in order to maximize their shareholders wealth, but
empirical evidence demonstrates they appear to be behaving in accordance with the theory.

However, one interesting finding which we believe merits further research is contained in Joseph (2000), who argues
that the use of certain risk management techniques is (surprisingly) associated with an increase in variability of certain
financial measures. Apart from the implications for leverage in some hedging decisions, the maturity mis-match of
exposures and certain derivatives,196 and the concerns related to the non-linearity of options payoffs raised by Giddy
and Dufey (1995),197 the rationale for these findings is not addressed in the existing theoretical or empirical literature. In
the light of previous discussion, we conjecture that one possible explanation may lie in the distinction introduced
earlier between risk management techniques which respond to volatility to create competitive advantage, and those
which are intended explicitly for hedging purposes. If the MNEs are using external techniques to secure funding or
cost of capital advantages, then their use may clearly increase the volatility of cash flows or earnings in the short-term.

20.5 Implementing an Effective Risk Management Strategy Within an
MNE
Implementing an effective risk management strategy within an MNE basically involves establishing corporate
governance processes which deliver the requisite knowledge and ensure appropriate accountability. Once the objective
of financial management activity is clarified, and financial risks have been identified and measured, it is important they
are not considered in isolation,

580 MICHAEL BOWE AND JAMES W. DEAN

196 See Mello and Parsons 1995.
197 A closely related reference is Ware and Winter 1988.



but rather form part of some integrated corporate strategy for dealing with risk. Smithson (1998) suggests how this
might be achieved. The framework he proposes is now presented in increasing order of strategic complexity in terms
of management requirements.

1. Integrate market risks: Many non-financial firms such as Intel, Hewlett-Packard, and Hyundai attempt to implement a
portfolio measure of risk by combining all the sources of risk arising from changes in financial prices, and considering
their net impact. However, according to Bodnar et al. (1996), two out of three derivatives users still manage risk on a
transaction by transaction basis. Corroboration of this finding is provided in another survey, which concluded that of
over 500 multinational firms, only one quarter had centralized treasury operations.

2. Integrate market risk and insurance: Effectively this requires the combination of these two risk management functions,
and involves a realization that the distinction between financial risk and insurance is becoming blurred. Indeed, certain
insurance corporations such as Swiss Re and Cigna Property & Casualty now offer insurance policies resembling
options on financial price variables. MNEs such as Honeywell and Union Carbide are proponents of such a risk
management strategy, and have integrated financial price risk management with the corporation's insurance activities.

3. Integrate financial with manufacturing and marketing risks: This is the most complex approach to risk management, and
involves integrating the treasury department's activities, decisions on how best to handle liquidity, operational and legal
risk, and the firm's core businesses. Smithson (1998) notes that the most prominent example of this practice is Merck
& Company, which requires that the treasury function become an integral part of managing the corporation rather
than simply providing the financing once business decisions have been made. Such a system of ‘enterprise-wide risk
management’ potentially involves major structural changes, and commitments of managerial time. Oldfield and
Santomero (1995) suggest that this requires a comprehensive review of all the major business activities along the
following lines. First, the specific risks of each business activity must be identified and measured, where possible.
Second, risk management must ‘begin at the point nearest to the assumption of risk’ in order to ensure that
management control is maintained, data is generated in a consistent fashion, and needless exposure to risk is
eliminated. Finally, senior management (the Board of Directors) must have a clearly formulated and effective overall
risk management strategy, closely integrated into the corporation's business planning and management control
processes.198
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20.5.1 Monitoring and Evaluation of the Corporate Risk Management Strategy
The data derived from the selected risk management strategy must be used as an informational input into a centralized
system of evaluation and performance monitoring. It is crucial that this system of monitoring and evaluation should be
independent of the activity itself, and that whatever the strategy selected, corporate management be constantly
appraised of the value of the portfolio of risk management instruments. The analytics of such a system have been
concisely summarized by Dowd (1998), and include: (i) data verification procedures, (ii) systems to monitor
compliance with constraints imposed on those taking decisions (for example position limits on traders), (iii) systems to
acquire and analyse data for performance evaluation and adjustments in the riskiness of the MNE's position, and (iv)
ensuring that risk management systems are valid and appropriate for the task at hand. Research in this area is still in its
infancy. In particular, we await the results of comparative analysis of the success rates of different corporate
governance structures established to implement an MNE's overall risk management strategy.

20.6 Conclusion
This chapter maintains that the advent of an increasingly integrated global capital market system, characterized by
volatility in real and financial asset prices and macroeconomic risks, enhances not only the competitive impact of MNE
financial risk management, but augments the potential gains from integrating financial management considerations into
key strategic and operating decisions. With the possible exception of routine hedging, financial decisions are not a
function which can be isolated from the underlying strategic and operating decisions which effectively determine an
MNE's cash flows or earnings in a volatile macroeconomic environment.

Several areas have been identified where further work is needed. First, attention should be given to alternative methods
of estimating country risk
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premium that do not rely on the analysis of historical data. The use of implied equity premiums derived from equity
market valuation models is one possibility which is identified. Second, more investigation is required of the reasons for
regional differences observed in MNEs' stated risk management objectives and revealed risk management practices.
Third, attention must be given to the appropriate procedures MNEs should adopt when implementing internal risk
management processes such as cash-flow-at-risk or variants of value-at-risk. Fourth, the implications of differences in
capital costs arising from equity market segmentation (Oxelheim et al.1998; Cooper and Kaplanis 2000) on the motives
for FDI and its impact upon competition in international product markets needs investigating. Finally, a case has been
made that financing considerations are a relevant, but largely neglected, determinant of the choice of mode of market
entry. Further attention should be paid to this issue, particularly in the light of recent findings that certain mechanisms
for market entry appear to reduce corporate value.
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Chapter 21 Taxes, Transfer Pricing, and the
Multinational Enterprise

Lorraine Eden

21.1 Introduction
I can find only one functional area in which governments have made a serious effort to reduce the conflicts or
resolve the ambiguities that go with the operations of multinational enterprises. The industrial countries have
managed to develop a rather extraordinary web of bilateral agreements among themselves that deal with conflicts in
the application of national tax laws. Where such laws seemed to be biting twice into the same morsel of profit,
governments have agreed on a division of the fare. Why governments have moved to solve the jurisdictional
conflict in this field but not in others is an interesting question. Perhaps it was because, in the case of taxation, the
multinational enterprises themselves had a major stake in seeing to the consummation of the necessary agreements.
(Vernon 1985: 256)

Transfer pricing—the pricing of cross-border intrafirm transactions between related parties—used to be a term known
only to a few international



tax specialists. No longer. Transfer pricing is now the top international taxation issue faced by multinational enterprises
(MNEs) according to surveys (Ernst and Young 1997, 1999). Books on transfer pricing, particularly professional
books written by international tax lawyers and accountants, are multiplying rapidly.199 In the past year, both the United
Nations (UNCTAD 1999) and The Economist (2000) have published major pieces on transfer pricing. Thus, the transfer
pricing domain has spread from an obscure area to a subject of informed public knowledge.

The reasons for this change are not hard to understand. Since every cross-border transaction means that two
governments are involved in regulating the transfer price, there is always the possibility for conflict. First, as Rugman
and Eden (1985) argued, the MNE sees differences in corporate income taxation systems as exogenous market
imperfections that can be arbitraged through tax avoidance strategies, such as tax deferral, financial maneuvers (for
example double dipping), and transfer price manipulation (over- or underinvoicing intrafirm transfers of goods,
services, or intangibles).200 Second, concern about inappropriate (too much or too little, but particularly too little) tax
paid by the MNE has led national tax authorities to devise evermore sophisticated national tax systems to regulate
transfer pricing. Third, disputes between home and host governments over MNE taxes has led national tax authorities
to reach out to the international level to devise a series of bilateral and international institutional responses.

Over the 1986–94 period, the US Treasury revised its corporate income tax legislation and regulations in this area,
responding to pressures of globalization, heavy inward foreign direct investment (FDI), and the growing international
trade in services and intangibles. The 1994 US rules are much more complicated, detailed, and onerous than their
predecessors (Eden 1998). In addition, in 1995, the OECD's Committee of Fiscal Affairs (CFA) issued the first major
update of its 1979 transfer pricing guidelines for its member states (OECD 1995). These regulatory changes have
generated a domino-like round of changes in other jurisdictions, including Canada, Mexico, Australia, New Zealand,
and most recently the United Kingdom (Eden, Dacin, and Wan, forthcoming). At the dawn of the twenty-first century,
an international
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transfer pricing regime, administered by national tax authorities, for regulating cross-border intrafirm transactions is
now visible.

The purpose of this chapter is to outline, for the reader, the complex issue of transfer pricing, as seen by MNE
managers and by governments faced with the daunting task of taxing business profits. The paper is organized as
follows. First, we briefly discuss transfer pricing from the MNE's perspective and the problems that this raises for
national governments. We then review the basic rules of international taxation as they apply to MNE profits. The
specific rules and procedures that apply to transfer pricing, as practiced in the United States and recommended by the
OECD, are then outlined. We conclude with a discussion of unresolved problems that are likely to plague transfer
pricing from 2000 to 2005.

21.2 Motivations for Transfer Pricing
A transfer price is the price charged in transactions between firms that are related, for example, trade between a parent
company and its foreign subsidiary or between two foreign affiliates. MNEs normally set their transfer prices based on
either production costs or market prices; surveys suggest that about two-thirds of transfer prices are cost based (Tang
1997, 1993).

There are both internal and external motivations for the MNE to establish transfer prices for intrafirm trade in goods,
business services and/or intangibles, which have been well established in the literature. Many foreign affiliates are run
as profit centers; as a result, the rewards of the top management team in these affiliates depend on their affiliate's
profits. The setting of transfer pricing can therefore be internally driven, as a way to both motivate managers and
monitor subsidiary performance. Externally, MNEs have to pay corporate income taxes on their domestic and foreign
source income, necessitating that they set transfer prices for cross-border trade flows. Customs authorities also require
transfer prices for intrafirm imports of parts, components, and finished goods, either for customs duties or rules of
origin purposes.

Transfer price manipulation—as distinct from transfer pricing—is the over- or under-invoicing of related party
transactions in order to avoid government regulations (e.g. underinvoicing to avoid paying ad valorem tariffs) or to
exploit cross-border differences in these rates (for example, shifting deductible expenses to the high tax location and
revenues to the low tax location in order to reduce overall corporate tax payments). It is not transfer
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pricing that is the problem; it is the potential for transfer price manipulation that governments fear and want to prevent
through regulation. However, what one party sees as legitimate forms of price setting may be seen by the other as
evasive and illegitimate manipulation.

Ernst and Young (1997, 1999) surveyed more than 500 tax and finance directors of major multinationals about their
internal and external motivations for setting transfer pricing policies. Table 21.1 reports these results. In 1997,
maximizing operating performance was the main priority for 45 per cent of respondents; another 29 per cent identified
operating performance as important but not the top priority. Financial efficiencies, another internal motivation, was
the main priority for 24 per cent of respondents, and a second-level priority for 48 per cent. Two external motivations
were addressed in the survey: optimizing tax arrangements (25 per cent top priority, 51 per cent second tier priority)
and preparing transfer pricing documentation in preparation for a tax audit (25 per cent top priority, 48 per cent
second tier). Performance incentives, another internal motivation, was ranked as the lowest motivation by the
participants.

In 1999, Ernst and Young repeated the survey but split the respondents into parents and foreign subsidiaries. The
noticeable change in the table is the rise in documentation as the main priority, up from 25 per cent to 35 per cent for
parents and an astonishing 52 per cent for subsidiary respondents. As we show below, this change reflects the new
emphasis, particularly in the United States, on contemporaneous documentation of the MNE's transfer pricing policies
for tax purposes. The ‘bottom line’, as evidenced in this recent survey, is that multinationals continue to see transfer
pricing policies as primarily driven by internal resource allocation issues, and not by tax minimization reasons. To the
extent that taxes are driving transfer pricing policies, the motivations used to be equally split between optimizing tax
arrangements and documenting transfer pricing policies; now documentation requirements have surpassed minimizing
taxes as the primary external motivation for establishing transfer pricing policies within the multinational enterprise.

21.3 The Problem: How to Tax Multinationals?
Multinational enterprises create particular problems for tax authorities that do not occur when taxing domestic firms.
The MNE is an integrated business
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Table 21.1 Factors Shaping MNE Transfer Pricing Policies

Factors
shap-
ing
MNE
trans-
fer
pricing
policies

Percent of respondents who identify factor as:
Main priority Important but not main

priority
Not very important Not important at all

1999 1997 1999 1997 1999 1997 1999 1997
Parents Subs Parents Subs Parents Subs Parents Subs

Internal motivations
Maxi-
mizing
operat-
ing
per-
for-
mance

40 42 45 33 32 29 19 14 22 8 8 4

Finan-
cial ef-
ficien-
cies

25 25 24 45 42 48 22 24 48 8 6 6

Per-
for-
mance
incen-
tives

12 15 11 27 26 27 39 37 44 22 18 18

External (tax-related) motivations
Opti-
mizing
tax ar-
range-
ments

23 23 25 45 51 51 25 16 20 7 7 4

Docu-
menta-
tion in
prepa-
ration
for
trans-
fer
pricing
audit

35 52 25 38 29 48 20 14 21 7 1 6

Source Ernst and Young (1999: 14; 1997: 10)
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group consisting of several related affiliates located in different countries, under common control, with common goals,
and sharing a common pool of resources. Governments are defined, and limited, by their borders; MNEs have a
global reach. Ipso facto, the MNE's activities cross national borders and create interjurisdictional issues for national tax
authorities.

From the MNE's perspective, as the number of jurisdictions rises, the costs and risks of multiple levels of authority
increase. The enterprise is faced with higher cross-border transactions costs, greater interaction costs with a wider
variety and number of governments, and increased levels of political risks (Sundaram and Black 1992; Kostova and
Zaheer 1999). As Vernon (1998: 38) notes:

where taxes are involved, multinationals have always been obliged to navigate through a sea of conflicting national
claims. With every national tax code differing from the code of its neighbor, the multinationals have constantly been
exposed to the risk that the same dollar of their global profit might be taxed by more than one tax authority.

From the government's perspective, the global reach of the multinational raises three types of taxation problems:
jurisdiction, allocation, and valuation. The first issue, jurisdiction, asks which government has the right to tax the
multinational's income, and if two governments both claim the same right to tax, should one government's claim have
priority over the other's? What if the tax base arises in more than one country? Which government should have the
right to tax this income base? Should tax relief be given by one of the governments in order to prevent double taxation
of the MNE's income?

The global reach of MNEs raises additional jurisdictional issues since it gives multinational enterprises the ability to
avoid the national reach of government regulations, engaging in practices that reduce their overall tax payments. Low
tax jurisdictions, such as tax havens, provide inviting locations for MNEs, but at the same time create tax competition
between nation-states. How can governments prevent MNEs from using these multiple jurisdictions to hide profits
and reduce taxes on a worldwide basis? How can governments curtail destructive international tax competition among
national tax authorities, preventing a ‘race to the bottom’?

A second issue is allocational. Affiliates of the MNE share common overheads and resources. From the MNE's
perspective, these resources should be allocated where they provide the greatest overall advantage to the MNE group.
National trade and tax barriers distort this allocation and raise transactions and governance costs for the MNE. From
the government's perspective, how should the costs of, and income from, these resources be allocated among
jurisdictions? Common resources are a source of competitive advantage for the members of the MNE family, but they
are also a source of interdependencies that make it difficult to disentangle the MNE's global income for tax purposes.
Setting transfer prices for intragroup transactions
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in services and intangibles is therefore an activity prone to international disputes.

A third issue is valuation. The MNE's income and expenses must not only be allocated to one or more members of
the MNE group, but they must also be valued. This directly leads us to the issue of transfer pricing: the valuation of
intrafirm transfers. Because the MNE is an integrated entity, with the ability to exploit international differentials and
generate integration economies not available to domestic firms, transfer prices are unlikely to be the same prices arm's-
length parties would negotiate. The prices of traded tangibles, intangibles, and services within the various units of the
enterprise are basically accounting or bookkeeping prices set for internal reasons. However, since MNE activities cross
national borders, transfer prices must be provided to tax authorities and used to calculate both border taxes (tariffs,
export taxes) and corporate income taxes. Therefore internal and external factors will influence the MNE's choice of
transfer prices. The fear of tax authorities is that external factors will dominate and the MNE will set its transfer prices
so as to avoid or evade taxes.

Lastly and more generally, the common goals and common control of the MNE group are also potential sources of
conflict. The MNE group has an overarching goal, the maximization of global after-tax profits, which brings the
individual units into immediate conflict with the geographically limited but overall broader economic, social, and
political goals of nation-states. ‘There is one and only one social responsibility of business—to use its resources and
engage in activities designed to increase its profits so long as it stays within the rules of the game.’201 Overall control by
the parent firm implies that key output, sales, trade, and pricing decisions are generally made outside national
jurisdictions, creating potential conflicts between MNEs and host country governments concerned with eroding
sovereignty (the MNE evading national regulations) and extraterritoriality (the MNE as Trojan horse for the home
country government). At the same time, ‘ownership’ and ‘control’ are becoming increasingly fuzzy terms since non-
equity alliances may involve de facto control (for example auto assemblers and their first tier suppliers) and the same
opportunities to manipulate cross-border prices as traditional intrafirm transactions. Thus, the boundaries of the MNE
for tax purposes are becoming increasingly fuzzy.

The basic problem for national tax authorities is that the MNE is an integrated, complex network of related firms that spans
across multiple tax jurisdictions but has externally fuzzy organizational boundaries, much like a multi-headed ever-moving hydra.
The integrated nature of the multinational enterprise makes it difficult to regulate MNEs at the domestic level alone.
The characteristics of the MNE—common control, common goals, and common
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resources—complicate international allocation and valuation of the MNE revenues and expenses, and thus the
taxation of its worldwide profits, creating interjurisdictional conflicts not only between MNEs and nation-states but
also between home and host governments.

In any international tax situation, there are, in effect, three parties: the MNE and the two tax authorities. When one
government taxes an MNE unit (parent, subsidiary, branch), it has implications for the tax base of the other country
since, in any intrafirm transaction, a higher tax base in country A implies a lower base in country B. Thus, Stopford's
(1994) model of triangular bargaining best applies to the conflicts between home and host countries over which
country has the right to tax (the jurisdiction issue), what the tax base and tax rates should be (the allocation issue), and
how the MNE's revenues and expenses should be priced (the valuation issue).

21.4 The Solution: Creating an International Tax Regime

21.4.1 International Regimes
International regimes are sets of functional and behavioral relationships among national governments that have been
established in response to problems at the international level in particular issue areas. For example, in situations where
there is no clear legal framework establishing property rights and liability, markets for information are imperfect, or
there are incentives for governments or MNEs to behave opportunistically, setting up an international regime can
improve global welfare by providing rules of behavior, supplying information and formalizing dispute settlement
mechanisms. Thus, international regimes can be useful for managing interdependencies among nations. Regimes
embody principles, norms, rules, and procedures.

Regimes can be defined as sets of implicit or explicit principles, norms, rules, and decision-making procedures
around which actors' expectations converge in a given area of international relations. Principles are beliefs of fact,
causation, and rectitude. Norms are standards of behavior defined in terms of rights and obligations. Rules are
specific prescriptions or proscriptions for action. Decision-making procedures are prevailing practices for making and
implementing collective choice. (Krasner 1983: 2; italics added)
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21.4.2 The International Tax Regime
In the international tax area there are a variety of national tax policies, bilateral tax treaties (BTTs), and model treaties
and guidelines developed by institutions such as the Organization for Economic Cooperation and Development
(OECD), and the United Nations. International bodies of experts such as the OECD's Committee on Fiscal Affairs
(CFA) and the International Fiscal Association (IFA) have played important roles in developing international policies
and norms.

At the bilateral level, most OECD countries have negotiated bilateral tax treaties (BTTs) to define the tax base, set up
transfer pricing rules, and arrange for dispute settlement procedures under so-called competent authority provisions. At
the multilateral level, the CFA, made up of senior tax officials from the OECD's member countries, has played the
major role in developing tax codes and guidelines for its members. These are not binding commitments, but most
member countries have used the OECD codes and guidelines to set up their own tax systems. Within the CFA, the key
policy-maker country (not surprisingly since it is home to the largest number of MNEs) has been the United States as
represented by the US Treasury and the Internal Revenue Service (IRS).

We argue that the combination of these government policies can be seen as constituting an international tax regime, albeit
one that is at present primarily confined to OECD countries (Eden 1998, ch. 2). The regime reduces transactions costs
associated with international capital and trade flows; resolves tax disputes between tax authorities and multinationals,
and between home and host governments; and reduces the possibilities for opportunistic behavior by MNEs and
nation-states by formalizing rules and dispute procedures. The Committee on Fiscal Affairs at the OECD has been the
critical international organization developing international norms, rules, and procedures for taxing MNEs:

Since 1956 the OECD has sought to build up a set of internationally accepted ‘rules of the game’ which govern the
ways in which Member countries tax profits arising from international transactions. The main instrument used to
achieve an internationally consistent approach to the taxation relating to such international transactions has been the
development of an OECD Model Tax Convention . . . . [Its] purpose is the avoidance of international double
taxation and to assist tax authorities in counter-acting tax evasion and avoidance. (OECD 1993: 1)

The OECD has, since its 1963 model tax convention, endorsed the concept of the separate entity as the underlying basis
for allocating taxing rights to business income between countries. The right to tax depends on the existence of a
connection or nexus between the taxing jurisdiction and the business enterprise. The nexus differs under the source and
residence principles.
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Under the source principle, a government has the right to tax business profits if the firm has a permanent establishment
(fixed place of business) in the country. Permanent establishments within a country are treated as separate legal entities
from their parents. The tax authority has jurisdiction over the income and assets of this separate entity, earned or
received within the country, up to its water's edge. Where MNEs are involved, affiliates are treated as separate legal
entities and income is apportioned between them assuming intrafirm transactions take place at arm's length prices. The
traditional tax on business profits is the corporate income tax (CIT). In addition, withholding taxes, at rates from 5–30
per cent, are levied on business income that leaves the country; for example, interest, dividends, rents, royalties, and
management fees normally attract a withholding tax.

Under the residence principle, the definition of residency can vary between countries. In some countries (e.g. the United
States), a business is resident in the jurisdiction where it is incorporated; in others (e.g. Canada, the United Kingdom,
Australia), location of the ‘seat of management’ exercising de facto control over the entity determines residency. The
residence country normally levies a corporate income tax on the enterprise's business profits, allowing the enterprise to
deduct expenses incurred in the production of the income. Generally, the net income from all business units within a
country are consolidated for tax purposes. The residence country has the right to choose to tax businesses on either
their domestic income only (exempting foreign source income from tax), on their worldwide income (taxing all income
wherever earned), or some combination of the two. The most common method is to defer taxation of foreign source
income until it is remitted from the MNE's foreign affiliates.202

Since both home and host countries have the right to tax business profits, double taxation of MNE income is a clear
possibility. As a result, under the jurisdictional norms promoted by the OECD's Model Income Tax Convention, the
‘first crack’ (primary) right to tax business profits is given to the source country, with the residence country having the
primary right to tax most other categories of income. The residence country is then obligated to eliminate double
taxation of business profits by modifying its own tax rules so as to take account of source country taxation. The most
common method is to give a tax credit, against the home country corporate income tax, for foreign income taxes
(including the withholding tax) paid on repatriated profits.

The tax boundaries established in OECD countries are therefore basically the same: each government taxes the
worldwide income of its residents and the domestic source income of its nonresidents. Many governments, including
the United States, tax the worldwide income of their residents
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but allow tax deferral on foreign source income until it is repatriated. Once the income is repatriated, a foreign tax
credit is granted for the corporate income taxes and withholding taxes paid in the host country, up to the level of the
home country tax. A few governments (e.g. France) exempt foreign source income from tax, while others exempt
certain categories of foreign source income while taxing others as earned (e.g. Canada exempts active business income
but taxes passive income in tax havens on an accrual basis).

Most bilateral tax treaties are based on the OECD Model Tax Convention. A BTT clarifies which income and
transactions can be taxed, the share of the tax base assigned to each country, and a method for settling tax disputes.
One key purpose of a BTT is to determine the types and levels of withholding taxes levied by the source country on
income outflows. Where two countries do not have a BTT, withholding rates tend to be high and there is no easy
method for resolving interjurisdictional taxation disputes.

21.5 The Tax Transfer Pricing Regime
Nested within the international tax regime is the international tax transfer pricing regime, centered around the international
norm of the arm's length standard (Eden 1998, ch. 2). Government cooperation in the transfer pricing area is based on
national corporate income tax regulations and bilateral tax treaties. The OECD's Committee on Fiscal Affairs and the
US Treasury have played the two key roles in developing the arm's length standard as the centerpiece of this regime.

21.5.1 The Arm's Length Standard
The solution that tax authorities in OECD countries have adopted to reduce the probability of transfer price
manipulation is to develop specific transfer pricing regulations as part of the corporate income tax code. These
regulations are based on the concept of the arm's length standard (ALS), which requires two related parties to set the
same transfer price for an intrafirm
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Fig. 21.1 The Arm's Length Standard

transaction as two unrelated parties would have set if they had been engaged in the same or similar transaction under
the same or similar circumstances. Under the arm's length standard, the associated enterprises are treated as separate
entities for tax purposes, rather than as parts of an integrated multinational enterprise. Each entity must price its
related party transactions as if (i.e. under the hypothetical assumption that) the entities are at arm's length. The arm's
length price is therefore the price two unrelated parties would reach through bargaining in a competitive market. The
OECD guidelines recognize that it may be impossible to determine a single one arm's length price so an arm's length
range of ‘equally reliable’ prices may be acceptable because ‘transfer pricing is not an exact science’ (OECD 1995: 1.45).

The arm's length standard asks the question: What price would the parties have negotiated if the entities had been
unrelated? Since the firms are related, the answer to this question has to be hypothetical. The OECD and US Treasury
argue that the best answer is a proxy calculated in one of two ways.

In the first method, the price set by one of the related parties in a comparable transaction under comparable
circumstances with an unrelated party could be used as an estimate. Where the MNE either buys outside or sells
outside, under comparable circumstances, the price negotiated with unrelated parties can be used as the arm's length
price. That is, in the left hand graph in Figure 21.1, suppose A buys an intermediate good from its sister affiliate B, and
also buys the same good from unrelated party C. Then the price that A pays to C is used as a proxy for the transfer
price that A should pay to B in order to satisfy the arm's length standard. This arm's length price is
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called an internal comparable. Similarly, if A sells the same product to B and to C, the price charged to C can be used to
proxy for the transfer price for B.

In the second method, the price negotiated by two other unrelated parties which were engaged in a comparable
transaction under comparable circumstances is a proxy for the arm's length price in the transaction in question. In this
case, the regulator looks for two other firms, unrelated and engaged in similar activities as the related parties in
question, and then uses the price negotiated by the unrelated firms, adjusted if necessary for differences in product and
functional characteristics, as the arm's length price. As Figure 21.1 shows, the arm's length price negotiated between
firms C and D is used to proxy for the transfer price between the related firms A and B. This arm's length price is
called an external comparable.

In summary, the fundamental principle underlying the tax rules on transfer pricing is that transfer prices should
approximate the arm's length price which two unrelated parties would have chosen if the transaction had taken place in
the external market. For example, the preamble to the 1994 IRS Section 482 regulations states this quite clearly (IRS
1994):

The purpose of section 482 is to ensure that taxpayers clearly reflect income attributable to controlled transactions,
and to prevent the avoidance of taxes with respect to such transactions. Section 482 places a controlled taxpayer on
a tax parity with an uncontrolled taxpayer by determining the true taxable income of the controlled taxpayer . . . The
district director may allocate income, deductions, credits, allowances, basis, or any other item or element affecting
taxable income. In determining the true taxable income of a controlled taxpayer, the standard to be applied in every
case is that of a taxpayer dealing at arm's length with an uncontrolled taxpayer. A controlled transaction meets the
arm's length standard if the results of the transaction are consistent with the results that would have been realized if
uncontrolled taxpayers had engaged in the same transaction under the same circumstances (arm's length result).

The key to determining an arm's length price is comparability of the related party and independent transactions.
Comparability means there should be no differences in the ‘economically relevant characteristics’ of the two situations
that could materially affect the pricing method or that such differences can be taken into account (OECD 1995: 1.15).
The economically relevant characteristics include:

characteristics of the property or services transferred, the functions performed by the parties (taking into account
assets used and risks assumed), the contractual terms, the economic circumstances of the parties, and the business
strategies pursued by the parties. (OECD 1995: 1.17)

The OECD's 1995 transfer pricing guidelines are in the process of being adopted by all OECD members and some
non-OECD countries (e.g. Brazil, Argentina, Chile, China). Thus, the arm's length standard has been widely
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adopted as the international norm for pricing cross-border intrafirm transactions. The currently acceptable transfer
pricing methods within the OECD are outlined below.

21.5.2 Transfer Pricing Rules
Since the mid-1990s, there has been a growing uniformity in acceptable transfer pricing methods (the rules of the
transfer pricing regime) across OECD countries. Led by the Internal Revenue Service, which published new section
482 regulations in 1994, and the OECD, which issued new transfer pricing guidelines for its member states a year later,
these methods diffused first to Mexico and Canada, and more recently to countries as geographically dispersed as New
Zealand, the United Kingdom, and Venezuela. From 2000–2005 these methods are likely to be adopted and used by
most tax authorities in the developed and emerging market economies. As the tax rules for pricing intrafirm
transactions spread and become more similar across the globe, tax disputes might in theory be expected to decline.
However, transfer pricing is a question of fact and circumstances. Which method to use and how to employ it will
remain contentious issues, even as the understanding of the methods improves for all parties.

Figure 21.2 outlines the currently acceptable methods for pricing intrafirm transactions in goods, services, and
intangibles.203 There are two main categories of methods: transactional and profit based. The old or ‘traditional’
methods are transactional, so-called because they focus on finding a price for a transaction. Within the transactional
methods, are two groups: product comparables and functional comparables, so distinguished by the way each
calculates the transfer price.

21.5.2.1 Transaction-Based Methods
In 1968, the US Internal Revenue Service issued its first set of transfer pricing regulations. The regulations specified
five types of intrafirm transactions: loans, rentals, or sales of tangible property, transfer or use of intangible property,
and performance of various business services. General rules were established for all five types to satisfy the arm's
length standard. In addition,
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Fig. 21.2 Acceptable Transfer Pricing Methods

for sales of tangible property (goods), three specific transfer pricing methods were developed: the comparable
uncontrolled price method (CUP), the resale price method (RPM), and the cost plus method (C+).

The comparable uncontrolled price (CUP) is a product comparable method. Under CUP, the price of a transaction between
two unrelated parties for the same product traded under the same circumstances is used as the transfer price. CUP
looks for a comparable product to the transaction in question, either in terms of the same product being bought or
sold by the MNE in a comparable transaction with an unrelated party, or the same or similar product being traded
between two unrelated parties under the same or similar circumstances. The product so identified is called a product
comparable. All the facts and circumstances that could materially affect the price must be considered, for example the
characteristics of the product, the market location, the trade level of the firms, and the risks involved. Adjustments are
made to the external price to more closely estimate the arm's length price.

Where a product comparable is not available, so that the CUP method cannot be used, an alternative method is to
focus on one side of the transaction, either the manufacturer or the distributor, and to estimate the transfer
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price using a functional approach. Here there are two functional comparable methods: resale price (RPM) and cost plus
(C+); both are also considered as gross margin methods for reasons outlined below.

Under the resale price method (RPM), the tax auditor looks for firms at similar trade levels that perform similar
distribution functions (i.e. a functional comparable). The assumption behind RPM is that competition among
distributors means that similar margins (returns) on sales are earned for similar functions. A distributor is likely to
charge the same or a similar sales margin for carrying TV sets as for carrying washing machines or other white goods.
Given a large number of distributors, averaging over these unrelated firms can be used to proxy for the margin that the
distribution affiliate would have earned in an arm's length transaction. Subtracting this margin from the retail price (the
price to the consumer, which is known), one can estimate the transfer price. The resale price method therefore ‘backs
into’ the transfer price by subtracting a gross profit margin, derived from gross margins earned by comparable
distributors engaged in comparable functions, from the known retail price to determine the transfer price. The method
ensures that the buyer receives an arm's length return consistent with returns earned by similar firms engaged in
similar transactions.

Since the gross profit margin for the distributor is determined in an arm's length manner, but nothing is done to
ensure that the manufacturer's profit margin is consistent with margins earned by other manufacturers, the adjustment
is only one-sided. Under RPM, having determined the buyer's arm's length margin, all excess profit on the transaction
is assigned to the seller. Because RPM is a one-sided method, it tends to overestimate the transfer price, giving all
unallocated profits on the transaction to the upstream manufacturer. RPM is best used when the distributor adds
relatively little value to the product so that the value of its functions is easier to estimate and intangibles are less likely to
be missed or under-valued. In effect, this method assumes the affiliate is a contract distributor, contracting out the
distribution stage to the lowest bidder.

The other functional comparable method is the cost plus method (C+), where the gross markup that would be charged by
unrelated firms performing the same function(s) as the related-party seller under the same circumstances is added to
the standard cost of the related party to determine the transfer price. In C+, the tax auditor looks at the other side of
the transaction: the manufacturer or supplier. The method starts with the costs of production, measured using
recognized accounting principles,204 and then adds an appropriate
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markup over costs. The appropriate markup is estimated from those earned by similar manufacturers. The assumption
is that in a competitive market the percentage markups over cost that could be earned by other arm's length
manufacturers would be roughly the same. Thus, this method is also a functional comparable like RPM.

As a one-sided method, the cost plus method focuses only on the profit markup of the seller and insists that the seller
should earn only what arm's length sellers engaging in similar transactions would earn in a competitive market.
Therefore C+ tends to underestimate the transfer price because it gives all unallocated profits from the transaction to
the buyer, implicitly assuming the supplier is a contract manufacturer. Therefore, C+ works best when the producer is
a simple manufacturer without complicated activities so that its costs and returns can be more easily estimated.

21.5.2.2 Prot-Based Methods
Until 1995, these three were the only acceptable transfer pricing methods within the OECD countries, with the
exception of ‘other methods’. Unfortunately, actual experience in the United States showed that both IRS auditors and
the US tax courts relied more and more heavily in the 1980s on ‘other methods’ such as profit splits and profit ratio
comparisons. The most serious problem was (and remains) the lack of arm's length comparables, making CUP, RPM,
and C+ difficult to use in practice and necessitating the use of fourth methods. This was particularly true in the case of
intangibles where external market prices were often nonexistent. In addition, existing US tax law allowed American
multinationals to transfer the ownership of intangibles generated from (tax deductible) R&D expenditures to offshore
affiliates where the income from these intangibles could remain untaxed by the US government. These problems were
aggravated when foreign MNEs were involved since foreign information was often not available. As a result, in the
1980s, transfer pricing regulation was an acrimonious area of US tax law with dozens of tax court cases, many dragging
on for up to a decade and more through the court process.

In order to deal with these problems, the US Congress in 1986 added a sentence to section 482 requiring that transfers
of intangibles be priced commensurate with the income (CWI) from the intangibles. For eight years, the Internal Revenue
Service drafted a variety of regulations designed to integrate the CWI standard into the 482 regulations. The outcome,
the 1994 section 482 regulations, applies the CWI standard to all intrafirm transactions. The new regulations require
that MNEs select and apply the ‘best method’, taking into account the facts and circumstances of the case, and
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the quality and quantity of available data. Taxpayers must prepare a functional analysis (an economic evaluation of the
activities, responsibilities, resources, and risks of each of the related parties) and provide contemporaneous
documentation of their transfer pricing policies. Periodic adjustments (re-evaluations) of intangible prices can be made
be the IRS if transfer prices diverge from the CWI standard. In addition, two new profit-based methods were added to
supplement the transactions methods: the comparable profits method (CPM) and the profit split method.

The comparable profits method (CPM) is a profit-based method, whereby the industry average net profit margin earned by
comparable firms is used to ‘back into’ the transfer price. One of the two related firms is chosen as the tested party,
usually the one with the simplest functions and for which the best data are available. Unrelated firms engaged in the
same product(s) or business segment are selected as comparable firms, with adjustments to their balance sheets being
made for differences in responsibilities, risks assumed, resource capabilities, and any other material differences relative
to the tested party. A profit level indicator (e.g. return on assets, return on sales) is used to calculate a net profit margin
for each of the uncontrolled firms. The net profit margin for the tested party is then compared to the interquartile
range of the unrelated firms, and if the margin falls within the interquartile range, the transfer price is deemed to be
inside the arm's length range. If the firm's net profit margin lies outside the interquartile range, the tax authority sets
the margin at the median of the range, and then ‘solves backwards’ for the arm's length transfer price. All remaining
profit on the transactions or line of business in question is assigned to the other related party. CPM is therefore a one-
sided method since it focuses only on the net margins of the tested party. In addition, the method ensures that the
tested party is as profitable as the median of the comparable unrelated firms.

A very different approach is taken by the profit split method (PSM). PSM assumes that the profit on an intrafirm
transaction should be split between the two related parties based on their relative contributions to the transaction.
Various ratios can be used to split the profits; the most commonly recommended ones are return on operating assets
or return on sales. A second version of this method is the residual profit split, which first allocates an arm's length
return to basic functions performed by each party, and then splits any residual profit between the two parties based on
their shares of output, sales, or capital employed.

Both CPM and PSM were very controversial when first proposed by the Internal Revenue Service because the
methods were based on profit comparables rather than product or functional comparability. The profit split was
criticized for ignoring both external and internal comparables (the foundation of the arm's length standard) and for
simply relying on a ratio (pulling a rabbit out of a hat) to allocate profits between the two affiliates.
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The key criticism of CPM was that, in practice, the method would degenerate into simply finding the transfer price that
ensured the tested party earned the average rate of return of other firms in the same industry. Given the widespread
use of COMPUSTAT data, and its equivalents, it would be very easy to calculate average rates of returns and back into
meaningless transfer prices. For example, one transfer pricing expert commented that ‘CPM is destined to be widely
used because it is so simple to apply . . . As with alcohol, tobacco, and firearms, “widely used” ultimately may mean
“widely abused”, rather than “wisely used” ’ (Horst 1993: 1444).

In the early 1990s, the OECD's Committee on Fiscal Affairs (CFA), made up of senior tax officials from the OECD's
member countries, first strongly criticized the proposed and temporary IRS transfer pricing regulations (OECD 1993),
but then finally adopted similar versions of the same five methods in its 1995 guidelines. As a fig leaf to the arm's
length standard, CPM was given the awkward name of transactional net margin method (TNMM) and governments were
told to apply the method from the bottom up (focusing on comparable transactions) rather than from the top down
(focusing on comparable firms). That is, TNMM calculates the industry average net profit margin earned by arm's
length parties on comparable transactions and uses that net margin to ‘back into’ the transfer price.

In practice, there is little difference between CPM and TNMM. Culbertson (1995), who developed CPM while in the
US Treasury, argues that they get to the same destination (the arm's length range) by different routes (comparability of
firms for CPM, comparability of transactions for TNMM):

The OECD guidelines use a transactional emphasis as a shortcut to get to the same place that the US regulations
reach via their lengthy comparability analysis. Accordingly, the final guidelines' emphasis on the transactional
character of its TNM[M] method is fully consistent with the comparability-based CPM set forth in the US
regulations. (Culbertson 1995: 1344)

In effect, CPM starts by searching for comparable parties, and then works down to the most narrowly identifiable
business activity that incorporates the intrafirm transaction. TNMM starts by searching for comparable transactions
and scales up to a set of transactions for which data can be found. Culbertson also argues that CPM can trump the
gross margin methods (resale price and cost plus) in cases where publicly available data are insufficiently detailed to
allow the application of a gross margin method. He suggests three possible cases: where data are reported on a
business segment basis, cost accounting adjustments are needed but the particular costs cannot be identified, or the
firms perform different functions (Culbertson 1995: 1343).

Table 21.2 lists a variety of intrafirm transactions, ranging from sales of goods to technology sharing arrangements, the
percentage of firms which see these transactions as vulnerable to government tax audits, and the percentage
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of firms applying different transfer pricing methods for each transaction category. The top four vulnerable transactions
are: administrative/managerial charges (39 per cent); sales of finished goods (36 per cent); royalties (26 per cent); and
technical services (25 per cent). The most cited transfer pricing methods are cost plus (cited by more than 60 per cent
of all respondents for all nine transactions categories) and CUP (cited by more than 50 per cent for all categories).
Resale price is cited by approximately 30 per cent of the respondents. The profit-based methods (CPM, TNMM, profit
splits) are cited significantly less often (15 per cent for CPM and PSM, about 7 per cent for TNMM). Overall, the
Ernst and Young survey suggests that the transactional methods are used significantly more often than the profit-
based methods in practice.

Partly, the lower reliance on profit-based methods stems from their lower acceptability by OECD governments. Table
21.3 summarizes the currently acceptable transfer pricing methods in selected countries. It is clear, for example, that
the US Internal Revenue Service is an outlier in its support for the comparable profits method. What is also clear from
the table is how the transactional and profit based methods are being widely adopted, not just by OECD countries, but
more generally.

21.5.3 Dispute Settlement Procedures
Under the corporate income tax, governments normally tax the net income of firms located in their jurisdictions,
minus any tax deductions or credits. Net income is defined as gross revenues (product sales to households and other
firms, royalty income, license fees, etc.) minus cost of goods sold (factor costs, purchased materials), general expenses,
and other allowable expenses. Where buyers and sellers are unrelated, governments take intermediate and final product
prices as market based (at arm's length) and accept the transactions as being determined in the market place. However,
where the firms are related, governments insist that the MNE prove that its transfer prices are equivalent to those that
would have been negotiated by unrelated parties engaged in comparable transactions, or the national tax authority will
substitute its calculation of arm's length prices for the MNE's transfer prices.

At the national level, most bargaining games occur behind closed doors between ‘large case’ tax auditors and MNE tax
departments. The negotiations take place over several years, from the date of the first tax audit through to the
completion (win, lose) of enormously complicated tax court cases that can cost millions of dollars. Only at the last
stage, if the negotiations end up in tax court, is the bargaining made public. As a result of the growing number and
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Table 21.2 Transfer Pricing Methods Used by Multinationals by Type of Transaction

Type of
intrafirm
transac-
tion

Number
of re-
sponses

Percent
of re-
spond-
ents that
see
transac-
tion as
vulnera-
ble

Percent of respondents using transfer pricing method
Transaction-based methods Profit-based methods Other methods
CUP CUT Resale

price
Cost
plus

Cost CPM TNMM Profit
split

Historic
practice

Other

Sales of
finished
goods

363 36 52 11 31 60 12 17 7 11 20 12

Sales of
raw ma-
terials

254 18 57 13 33 61 13 18 6 13 19 13

Admin-
istrative
or man-
agerial
services

418 39 53 11 21 66 14 14 7 9 18 16

Techni-
cal serv-
ices

352 25 55 12 25 64 15 15 8 9 17 16

Com-
missions
for sales
of goods

232 19 56 12 27 61 12 16 6 14 20 13

Technol-
ogy cost
sharing
agree-
ments

191 15 54 11 26 71 20 16 6 12 16 19

Royalties
for i
ntangi-
bles

247 26 55 15 30 68 13 18 8 12 20 15

Inter-co-
mpany
financ-
ing

456 23 51 11 23 61 13 14 7 10 19 15

Others 52 – 61 13 15 65 15 15 – 10 17 19

Note Multiple selections allowed.
Source Ernst and Young (1999: 21, 28)
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Table 21.3 Transfer Pricing Methods Accepted in Selected Countries

Transaction-based methods Profit-based methods
CUP CUT Resale price Cost plus CPM TNMM Profit split

Australia yes yes yes no yes yes
Belgium yes yes yes no yes yes
Brazil yes yes yes no no no
Canada yes yes yes no unless as

TNMM
last resort yes

China yes yes yes no yes deemed profit
Denmark yes yes yes no yes yes
France yes yes yes no yes yes
Germany yes yes yes no last resort last resort
Japan yes yes yes no no yes
Italy yes yes yes yes? (profit

comparisons)
yes yes

Korea yes yes yes no last resort last resort
Mexico yes yes yes no yes yes
Netherlands yes yes yes no yes yes
New Zealand yes yes yes yes yes yes
South Africa yes yes yes no yes yes
Spain yes yes yes no no yes
United King-
dom

yes yes yes last resort last resort last resort

United States yes yes yes yes seen as same
as CPM

yes

OECD guide-
lines

yes yes yes no last resort last resort

Source Based on UNCTAD (1999: 33); and Aitkinson and Tyrrall (1999: 232)
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length of these cases, and the IRS's propensity to lose the cases in tax court, the procedures used by the IRS to handle
transfer pricing disputes are also changing. A new Advance Pricing Agreement procedure was introduced in 1991 whereby
a taxpayer and the IRS negotiate an agreed transfer pricing methodology that is binding on both parties for a specified
time period, generally three years. In 1994, the Service and Apple Computer first used binding arbitration to settle their
transfer pricing dispute rather than going to the tax courts; however, even though both parties were happy with the
outcome, the method has not been used since. New penalty regulations for transfer pricing misvaluations were also added
to the Internal Revenue Code in order to ensure MNE compliance with the new section 482 rules.

The traditional bilateral approach has been through competent authority provisions of bilateral tax treaties that bring the
two tax authorities together to settle transfer pricing disputes. Given that most intrafirm trade takes place within the
Triad, where tax rates are roughly similar, real disputes can arise over apportionment of the MNE's tax base between
the two tax jurisdictions, not just between the MNE and the nation-state. Where tax rates are the same, the location of
the tax base determines which country has the right to tax under the first crack principle and therefore which
government will receive most or all of the tax revenues. Since the jurisdiction rules (i.e. which country has the right to
tax which income) are seldom changed, transfer pricing policies are a second method by which national governments
can reallocate taxable income in their favor. Double taxation is more likely when governments engage in confiscatory
transfer pricing policies.

With the development of the global economy, it is estimated that over 90 per cent of current transfer pricing
disputes concern two or more developed (and high-tax) countries in which an MNE conducts operations, each
taking a different view of what the MNE's pricing policy on a particular transaction should be. Each country is
concerned with protecting its own share of tax take; tax avoidance, as such, is not the real issue. (Pagan 1994: 163)

21.6 An Alternative Approach to Taxing MNEs: Formulary Apportion-
ment
The arm's length standard is based on the separate accounting or separate entity approach. The borders of a firm are defined
according to national
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boundaries; this is known as the ‘water's edge’. Domestic affiliates and foreign branches are consolidated with the
parent firm for tax purposes, but foreign subsidiaries and other affiliates of the MNE are treated as separate firms.
Income of the multinational is measured using separate accounting for the domestic and international units of the
MNE. Since the parent's tax return is consolidated with its domestic affiliates and foreign branches, transfer prices for
intrafirm transactions among these affiliated parts of the MNE are not required for tax purposes. However, intrafirm
transactions between the parent and its foreign affiliates must be measured and accounted for.

The arm's length standard is not the only norm that could be used to guide the international tax transfer pricing
regime, nor is the standard without its critics. A basic criticism is that a separate accounting approach to taxing MNEs
is inappropriate because it is difficult to separate out the contribution each affiliate makes within an integrated MNE
group. More specifically, the transactional methods are difficult to apply in practice and the profit-based methods are
easily abused. As Vernon notes:

The underlying problem of course, is that the national tax authorities are trying to place an exact figure on a concept
that does not exist, namely, the ‘true’ profit that arises in each national taxing jurisdiction. In the real world, the
profit allocated to each country by a multinational enterprise commonly is an artifact whose size is determined
largely by precedent and by the debating skills of lawyers and accountants . . . . When round pegs are being shoved
into square holes, both the pegs and the holes are bound to get heated in the process. (Vernon 1998: 40–41)

The alternative would be to tax multinationals on a worldwide consolidated basis using a global formulary method (a.k.a.
unitary taxation) for taxing MNE profits. Under a global formulary approach, each affiliate's share of certain factors (e.
g. sales, employment, assets), as a percentage of the worldwide MNE amount of these factors (however weighted),
would be multiplied by the MNE's total worldwide income to compute the tax to be paid in that jurisdiction. A global
formulary approach requires three steps: (1) determining the boundaries of the MNE for tax purposes, (2) accurately
estimating the MNE's global profits, and (3) establishing the formula for allocating the global profits among the
various national tax jurisdictions (OECD 1995: para 3.59).

Unitary taxation has been little used in practice. As Table 21.3 shows, most of the countries listed do not allow
formulary approaches to transfer pricing. The US states and Canadian provinces use formulary methods to allocate
subfederal corporate tax revenues among themselves. A few US states, notably California, have attempted, mostly
unsuccessfully, to tax MNEs in their jurisdiction on a pro rata share of the MNE's worldwide income. Most recently,
the IRS has signed several advance pricing agreements with international banks, using a formulary approach to allocate
their income from global (24–hour) trading.
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Respected academics such as Ray Vernon (1985, 1998), Richard Bird (1986, 1988), Charles McLure (1984), and Stanley
Langbein (1986) have been strongly supportive of formulary approaches. However, the OECD dislikes and has
actively discouraged the use of global formulary methods on the grounds that they are arbitrary and do not satisfy the
norm of the arm's length standard (OECD 1995: paras 3.58–3.74).

21.7 Where Do We Go from Here?
At the end of the twentieth century, there are three trends that will have major impacts on international taxation and
the regulation of MNE transfer prices. The first driver is globalization. Globalization increases the spread and mobility
of multinational enterprises. Transnational strategies encourage the fragmentation of MNE value adding activities, with
each plant distributed according to its highest value adding location. This means that national tax authorities are faced
with a disarticulated MNE (a part of the whole) for tax purposes, where the local unit is heavily engaged in network-
like complex forms with sister affiliates, subcontractors, and strategic alliance partners of intrafirm two-way flows of
goods, services, and intangibles. This suggests that MNE-state disputes should increase in number and intensity, with
more governments involved and more difficulty in assigning tax bases and determining transfer prices.

The second driver is regionalization. The growing number of preferential trading arrangements, and the deepening and
broadening of existing arrangements such as the European Union and NAFTA, suggests that MNEs will be
developing and strengthening their regional core networks. Thus, the need for regionally based tax systems becomes
more acute, in order to avoid a growing number of bilateral disputes. One might expect increasing use of formulary
apportionment models as a way to allocate tax bases at the regional level. Withholding tax rates are likely to be reduced
to zero within regional trading areas. Financial and real intrafirm trade flows are likely to increase in number and
complexity as a result.

The third driver is the Internet. The Internet creates the possibility to buy and sell globally without a nexus for tax
purposes. It allows and encourages the development of supplier–buyer intranets that engage in intrafirm transactions
in E-space. New industries, such as 24–hour global trading and out-sourcing of business services such as airline
reservations, are created by the
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ability to move funds and intangibles around the world instantaneously. The taxation implications have only just begun
to be understood (e.g. the US Treasury, Revenue Canada, and the OECD all are studying the E-commerce issue), and
are particularly acute in the financial sector.

These three drivers have, at the present time, unclear implications for global governance in terms of deepening and
broadening the international tax and tax transfer pricing regimes. Why and how is the regime likely to spread and
deepen? Many non-OECD countries are adopting the arm's length standard (e.g. Venezuela, Brazil, Chile), suggesting
that the geographic scope of the regime is broadening; is this likely to continue? As MNEs adopt more transnational
network structures, will harmonization of national dispute settlement mechanisms (APAs, penalties, documentation
requirements) occur? Will regionalization facilitate deepening within the regime, for example, could North America
shift from three bilateral tax treaties to one trilateral tax treaty?

New types of transfer pricing and taxation problems are also caused by globalization and the Internet. As the
knowledge content of MNE activity continues to rise, intrafirm services and intangible transfers will displace physical
transfers as the primary form of intrafirm trade. Historically, for intangible assets, royalty rates based on downstream
sales were used to price these assets; now rapidly growing cost sharing arrangements among strategic alliances suggest
that the traditional arm's length methods may become increasingly inappropriate.

Twenty-four hour global trading may be the bell-wether industry here, just as the automotive industry has traditionally
been the bell-wether for other manufacturing industries. As MNEs adopt complex network structures based on
mutual interdependence among their affiliates, will some form of formula apportionment be the only way to value
intrafirm transactions and MNE group profits? The new IRS global dealing regulations suggest this may be the case.

21.8 Conclusions
Taxing multinational enterprises has always been a difficult and complex task. Globalization is likely to make it more
so. Governments have responded by developing a network of bilateral tax treaties, based on the OECD model tax
convention, designed around the source and residence principles and the
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arm's length standard. This separate accounting framework worked reasonably well in the ‘horse and buggy’ days when
multinationals were stand-alone replicas of their parents and most intrafirm transactions were in finished goods. As E-
business spreads and more MNEs adopt transnational strategies and complex matrix structures, it will become
increasingly difficult to apply separate accounting rules. The IRS has led the way by applying a formulary
apportionment method to the global trading industry; perhaps this will be a bell-wether for future approaches to taxing
MNEs in the twenty-first century.
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Chapter 22Japan

D. Eleanor Westney

The rapid expansion of Japanese multinational enterprises in the 1980s changed the nature of competition in several
major industries and attracted wide popular and scholarly attention. Japanese MNEs are arguably the most studied
population of MNEs next to those from the United States, and in some aspects—particularly the extent to which
home country practices and systems are carried across borders—they have been more exhaustively analyzed than
those from any other country. In part, the volume of research can be attributed to the rapidity of the emergence of
Japanese firms as international competitors, and in part to the fact that they constitute the first population of non-
Western MNEs. But perhaps the most significant factor is that they are seen to differ significantly from both US and
European MNEs, and this has attracted attention from a broad spectrum of researchers: International Business
scholars for whom the Japanese MNE is a special case of the MNE; scholars of Japanese business for whom it is a
special case of Japanese management and organization; and researchers in comparative organizations and the sociology
of work, for whom the efforts of Japanese MNEs to instill their systems in their subsidiaries provide a rich case of
change in established patterns of work practices and management systems.

Summarizing this extensive literature poses a formidable challenge. This chapter tries to accomplish three things. First,
it provides an overview of the scope, timing, and destination of Japanese foreign direct investment (FDI)—three of the
fundamental topics of interest in international business—in order to supply a basic map of when and where Japanese



companies extended their operations abroad. Second, it takes the research on Japanese MNEs conducted in the 1970s
as a benchmark to examine their evolution over time. Finally, it briefly looks at Japan as a host country for foreign
multinationals.

22.1 The Patterns of Internationalization: Scale, Destination, and
Timing

22.1.1 The First Century: 1884–1971
The prevailing image of Japanese MNCs today is shaped by the auto transplants and electronics factories in North
America and England that have been the focus of so much academic research and media attention in the last two
decades. But the first century of Japanese FDI was dominated not by manufacturing firms but by trading companies,
banks, and companies in other service sectors, and the main destination was not the West but Japan's Asian neighbors
(Taiwan, Korea, and China).

The trading companies were the first Japanese companies to set up international subsidiaries. Mitsui and Company, one
of Japan's first sogo shosha (general trading companies) set up its first overseas office in Shanghai in 1874; by 1910 it had
forty-six branches in Asia, five in Europe, two in the United States, and one in Australia (Mason 1999: 18–19). Other
trading companies and other Japanese service firms (primarily banks and transport services) followed, providing the
infrastructure for Japanese trade. Mira Wilkins's observation about Japanese trade with the United States before World
War II applies to Japan's activities throughout the world:

Japanese banks in the United States financed Japanese trade; Japanese insurance companies insured the cargoes; the
Japanese trading companies with offices in the United States handled the bulk of Japanese commerce (including the
movement of intangibles, technology transfer, and assisting the arrangements for American companies' joint
ventures in Japan), and last but not least, Japanese ships transported the goods in both directions. (Wilkins 1994:
264)

In Asia, one would have to add the key role of Japanese-financed and owned railways, which transported the goods on
land.
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Japanese manufacturing companies were somewhat slower to set up operations abroad, but Japan's growing colonial
possessions (Taiwan was annexed in 1895, Korea in 1910) and spheres of influence in China drew increasing numbers
of Japanese manufacturers into ventures abroad. For example, in a pattern that prefigures the market-defending nature
of much of Japan's postwar FDI, Japanese textile firms set up factories in China in the 1920s to defend local markets
won by their exports, and by 1936 Japanese-owned cotton mills accounted for 40 per cent of China's total production
of machine-spun yarn and 57 per cent of its machine-woven cloth (Duus 1989: 79). Japan's military expansion into
China in the 1930s drew further infrastructure and manufacturing investment from Japan, often into army-affiliated
ventures: by the early 1940s, 159 of 522 Japanese-owned operations in China were either owned or controlled by the
Japanese military (Mason 1999: 22).

Defeat in the Pacific War marked a major disruption in some aspects of Japanese FDI. Japanese overseas assets were
confiscated, and many of Japan's most international companies were the targets of anti-zaibatsu ‘trust-busting’: the
largest prewar multinational firm, the Mitsui trading company, for example, was split into over 100 separate entities,
which gradually coalesced over the ensuing decade. Japanese companies in general faced severe restrictions on any
movement of capital out of Japan. Moreover, they had more urgent concerns than resuming overseas operations; they
were preoccupied with surviving the hardships of the postwar economy, the transformation of industrial relations, and
Occupation policies that targeted firms associated with the wartime regime (Dower 1999: 532). Even when the
Occupation ended and postwar recovery was well underway, Japanese companies continued to face severe government
regulations on capital outflows. Moreover, the markets that Japanese firms had dominated before 1945 were now
closed to them: China and North Korea by Communist revolution, and South Korea by nationalist revulsion at
Japanese colonialism (South Korea prohibited Japanese investments completely until 1965). When in the late 1950s
Japanese companies once again began to extend their activities abroad, Taiwan, Hong Kong, and Singapore were the
major destinations.

Although the geographic pattern of Japanese FDI within Asia changed considerably after World War II, however, Asia
remained the primary target of Japanese companies' FDI. Indeed, the overall continuities with prewar patterns were
considerable, and remained so until the early 1970s. Non-manufacturing companies predominated, led again by the
trading companies, which were granted government permission to set up offices overseas as early as 1950. The banks,
insurance companies, and shipping companies that had provided the infrastructure of Japanese trade in the prewar
period also resumed their activities in the 1950s. The anxiety about Japan's low domestic supplies of key natural
resources meant that much of this infrastructure in the
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1950s and 1960s was directed to natural resource projects and to facilitating trade in commodities (Tsuru 1993: 193).
Trading companies were the leaders in such activities, and were also active in helping Japanese manufacturing
companies set up operations abroad, especially medium and smaller-scale enterprises. Yoshi Tsurumi found that
‘approximately one-half of the Japanese manufacturing subsidiaries abroad that had been established by 1972 included
at least one Japanese trading firm as one of its initial participants’ (Tsurumi 1976: 138). The facilitating role played by
the trading company is widely seen as one of the reasons for the unusually large part of pre-1970s Japanese FDI
attributable to small and medium-sized firms (Yoshino 1976).

When Japan's manufacturing firms did begin to extend their operations internationally in the late 1950s and the 1960s,
they continued to face obstacles put up by a government determined to foster a favorable balance of trade and to
restrict capital outflows. In general, offshore subsidiaries were not allowed to produce for the home market: the
Japanese government made a prohibition of reverse imports a condition of allowing such investments to be made
(Mason 1999: 29–30). Most of the ventures abroad by Japanese firms, therefore, were driven by a desire to keep or
expand local markets that had initially been won by exports. One of the industries that was most aggressive in
developing production abroad was the textile industry, which accounted for 25 per cent of the stock of Japanese
manufacturing FDI as late as the early 1970s, making it the most international of Japan's industries. Firms in consumer
products, whose goods were often well-suited to Asian markets, began to expand in the late 1950s and the 1960s.
Consumer electronics and appliance firms were especially active, setting up locally focused assembly plants first in
Taiwan and then in Southeast Asia to reach expanding but protected local markets. Some firms ventured beyond Asia:
NEC set up its first foreign venture in Taiwan in 1958, and then expanded to Pakistan in 1965, Mexico and Brazil in
1968—focusing its FDI in this period, like nearly all Japanese manufacturing firms, on developing countries
(Kobayashi 1989: 101–2). By 1971, approximately 66 per cent of Japanese manufacturing subsidiaries abroad were
located in Asia, and another 20 per cent in Latin America (Tsurumi 1976: 71).

In markets which could be served by exports from Japan—primarily the developed country markets such as the
United States—Japan's manufacturing firms set up sales offices to expand the penetration of Japan-produced goods.
In a pattern subsequently followed by other Asian firms, Japanese consumer electronics firms were particularly
successful in exporting to the world's largest single market through America's mass market retailers (Gereffi 1997).
One account estimates that between 1963 and 1975, Sears alone sold over 60 per cent of all Japanese color television
sets made for export (Wolf 1983: 20). In Asia, in contrast, the leading Japanese firms followed their home country
pattern of building a retail and service network of brand-exclusive shops to

626 D. ELEANOR WESTNEY



reach consumers with their entire product range of household appliances and electronics. These extensive distribution
and service activities were usually housed in a sales and distribution subsidiary; manufacturing operations were
incorporated separately. Instead of a single country subsidiary, therefore, as was the pattern in most Western MNEs,
Japanese parent firms set up functionally separate subsidiaries.

By the early 1970s, therefore, Japanese firms were expanding abroad, in two distinct patterns. They were setting up
marketing and manufacturing operations on a locally oriented basis in developing countries, primarily but not
exclusively in Asia, and they were building relationships with retailers and setting up marketing organizations in the
developed countries, serving them from their Japanese factories.

Most accounts of Japanese FDI identify 1971 (in retrospect) as one of two major turning points in the postwar
internationalization of Japanese companies (the second being 1985), due to three major factors. The government's
gradual relaxation of controls on outward foreign direct investment was of fundamental importance, but two other
factors both strengthened the motivation for Japanese manufacturing firms to go abroad and played a role in the
government's willingness to allow—even encourage—them to do so. One was the 1971 ending of the postwar regime
of fixed exchange rates, which led to a rapid strengthening of the yen vis-à-vis the dollar and most other Asian
currencies. The other was the growing threat of retaliation against Japanese exports into major western markets,
especially in the sector of Japan's greatest success—consumer electronics in the United States, where in 1971 the US
Tariff Commission ended a four-year investigation of dumping complaints by finding against the Japanese
manufacturers. These two factors—a strengthening yen and threats of retaliation against Japanese exports—continued
to be important factors shaping the level and direction of the internationalization of Japanese manufacturing firms for
the rest of the century (Itagaki 1997: 1–2).

22.1.2 From Crisis to Crisis: Japanese FDI 1971–2000
In the remaining three decades of the twentieth century, Japanese firms expanded their international operations to an
extent that virtually no one could have anticipated from the vantage point of the early 1970s. Even as acute an
observer as Michael Yoshino, in his otherwise insightful analysis of Japanese MNEs written in the mid-1970s, stated
that:

Japan's inability to generate major innovative technologies will almost certainly limit the multinational spread of her
industries and will particularly inhibit large-scale
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entry of Japanese manufacturing activities into the US market. For the foreseeable future, then, Japanese enterprise
will scarcely challenge the dominance of US-based multinational enterprises. (Yoshino 1976: 90)

Given that MNE theory in the 1960s and 1970s strongly emphasized product innovation as the key firm-specific
advantage with which a company could expand abroad, Yoshino's assessment should not be surprising. It does remind
us how much the Japanese firms' ability to ground a competitive advantage on process innovations and the
organization of work changed our models of multinational enterprise—and indeed our models of strategy—in the
1980s and 1990s.

These three decades were marked by dramatic shifts in the scale and direction of Japanese FDI. In 1977, Japan
provided about 6 per cent of the total world FDI flows. At its peak in 1989, Japanese FDI accounted for 30 per cent of
world flows, and Japan was the world's single largest foreign investor (Froot 1989). By 1997, Japan ranked fifth among
the sources of FDI (after the US, the UK, France, and Germany) and once again accounted for about 6 per cent of the
vastly expanded world total FDI flow of $423.7 billion. The internationalization of Japanese firms was punctuated by
dramatic turning points: endaka (the sudden strengthening of the yen in the aftermath of the Plaza Accords in 1985),
the bursting of the Bubble economy in 1990–1, and the Asia financial crisis of 1997 (see Table 22.1).

In the early 1980s, the low value of the yen relative to the dollar had greatly helped Japanese firms to penetrate US
markets from their production base in Japan (and also made Japanese goods less expensive in the dollar-linked markets
of the rest of Asia). The US-Japan trade tensions produced by Japanese import penetration had already led the firms in
the motor vehicle industry to set up production plants in the United States in order to get around the so-called
Voluntary Export Restraints negotiated by the US and Japanese governments. Honda led the way with its plant in
Ohio in 1982; Nissan followed with a truck plant in 1983 and Toyota with a joint venture, NUMMI, with GM in
California in 1984. But in the aftermath of the Plaza Accord of 1985 the value of the yen strengthened dramatically,
from 252 yen to the dollar in 1984 to 160 in 1986, and Japan suddenly became a high-cost location relative to both
Western and other Asian countries. The existing Japanese auto transplants quickly expanded capacity, and others
followed suit. They drew with them many of their Japanese suppliers: by 1990 nearly 300 Japanese auto parts
companies had set up production in North America (Gelsanliter 1990: 7–8). The large-scale move of the Japanese auto
firms into North America challenged the industry that had, more than any other, exemplified America's industrial
might for decades, and did so less with alternative products than with an alternative way of organizing. It is probably
the most intensively studied single case of FDI in history.
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Table 22.1Japan's Foreign Direct Investment by Year 1980–98

Year Total outward
FDI

1980 total =
100 (US$ base)

1980 total =
100 (yen base)

Manufacturing
FDI

1980 total =
100 (yen base)

Manufacturing
as % of total
FDI

1980 4,693 100 100 1,706 100 36.3
1981 8,932 190 185 2,305 131 25.8
1982 7,703 164 180 2,076 134 26.9
1983 8,145 173 182 2,588 160 31.8
1984 10,155 216 227 2,505 154 24.7
1985 12,217 260 274 2,352 145 19.2
1986 22,320 476 352 3,806 166 17.0
1987 33,364 710 453 7,832 293 23.5
1988 47,022 1002 567 13,805 316 29.3
1989 67,540 1439 876 16,284 581 24.1
1990 56,911 1213 775 15,486 593 27.2
1991 41,584 886 526 12,311 429 29.6
1992 34,138 727 406 10,057 329 29.4
1993 36,025 768 377 11,131 320 30.9
1994 41,051 875 394 13,783 364 33.6
1995 50,694 1080 443 18623 452 36.7
1996 48,019 1023 492 20258 570 42.2
1997 53,972 1150 613 19,325 604 35.8
1998 40,747 868 502 12,252 415 30.1
Unit = $US million

The late 1980s witnessed the peak of Japanese FDI. The combination of the strengthening yen and the ‘Bubble
Economy’, which gave firms ready access to low-cost capital to finance expansion abroad, stimulated manufacturing
firms to expand rapidly their production operations outside high-cost Japan. The ‘push’ factors to expand abroad
included labor shortages, which were becoming
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a problem for technology-intensive firms. Both availability of capital and the perceived need for technical talent
encouraged a sudden expansion in the number and scale of Japanese-owned R&D centers in the United States and
Western Europe (Westney 1993; Pearce 1997). Some of these centers were set up to increase a firm's ability to develop
products that suited local customer needs more effectively; others were intended primarily to tap into local centres of
science and technology to expand the firm's knowledge base. Often these R&D centers followed the pattern set up in
earlier expansions of the value chain internationally, and were separately incorporated. Japanese firms tended therefore
to have an array of subsidiaries within a country, instead of a single country subsidiary (Nissan, for example, in the
early 1990s had four subsidiaries in the United States: a sales company, a manufacturing company, a design center in
California, and an R&D center in Ohio; Matsuhita had nineteen subsidiaries, five of them focused on R&D).

Difficult as it is to recall clearly today, after a decade of recession in the Japanese domestic economy, the lengthy crisis
in the Japanese banking system, and widespread recognition of the low level of competitiveness in many of Japan's
industries,205 the international expansion of Japanese firms was widely viewed as a serious threat in both the United
States and Western Europe in the late 1980s. Some of the FDI flowing into the United States involved real estate
transactions, some of them highly symbolic, such as Mitsubishi Real Estate Company's 1989 purchase of Rockefeller
Center in New York City, and others with significant impacts on local communities (such as Japanese purchases of
hotels, golf courses, and residential real estate in Hawaii). The highly publicized ventures of Sony and Matsushita into
Hollywood, with Sony's purchase of Columbia Pictures in 1989 and Matsushita's acquisition of MCA/Universal in
1990, also seemed to symbolize a transfer of influence as well as of capital. Japanese banks expanded their offices
abroad, and began competing aggressively with their US and European counterparts. When the bubble burst in
1990–1, however, Japan's economy fell into recession and Japanese FDI fell off rapidly from its 1989 peak; moreover,
Americans began to realize that most Japanese companies had significantly over-paid for their acquired US assets
(Matsushita, for example, sold off MCA/Universal at a significant loss). US anxieties about Japanese expansion
receded accordingly.

Japan's manufacturing firms continued to invest at fairly steady levels through the early 1990s, largely in response to
the continued volatility of the yen (see column 5 in Table 22.1). Although data on Japanese FDI are invariably
presented in US dollars, even in Japanese government statistics, it is useful to look at the trends in terms of yen as well.
Japanese managers operate in a yen world, as Itami (1997: 339) has pointed out, even though their actions are
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Table 22.2 Geographic Distribution of Japanese Outward FDI Flows 1980–98

Region 1980 1985 1989 1995 1998
North America 34.0% 45.0% 50.2% 44.9% 26.9%
Europe 12.3 15.8 21.9 16.7 34.4
Asia 25.3 11.7 12.2 24.2 16.0
Latin America 12.5 21.4 7.8 7.6 15.9
Oceania 9.5 4.3 6.8 5.5 5.4
Other 6.4 1.8 1.1 1.0 1.4
TOTAL (US$ mil-
lion)

$4,693 (100%) $12,217 $67,540 $50,594 $40,747

interpreted through the lenses of the dollar world. The dollar-based data exaggerate somewhat the ups and downs of
investment flows. For example, the combination of the strong yen and the increase in FDI meant that the dollar value
of Japanese FDI flows jumped by 83 per cent in 1986 over the previous year. The yen value increase is much less
dramatic, although still substantial at 46 per cent. In dollar terms, Japanese FDI in manufacturing during the Bubble
peaked in 1989, and in the 1990s in 1996; in yen terms, the peaks were delayed: the Bubble high point was 1990, and it
exceeded that peak in 1997.

The geographic targets of Japanese FDI shifted over time. Although investment in Asia increased steadily, by 1980,
North America accounted for 34 per cent of total Japanese outward FDI and Asia for 25 per cent, and North America
remained the primary destination for Japanese FDI throughout the 1980s and 1990s. By the end of the 1980s, Europe
had replaced Asia as the second most important target of Japanese FDI. The relative positions of Europe and Asia as
targets of Japanese FDI shifted again in the mid-1990s, until the 1997 Asian crisis caused Japanese firms to reduce the
flow of investment into the region (Table 22.2). Asia remained the second most important target of manufacturing
FDI, however, well ahead of Europe, and indeed for a brief period (1994–6) Asia became the top destination of
manufacturing FDI flows, exceeding even North America.

As a result of the continuing investment in foreign plants, the overseas production rations of Japan's manufacturing
industry rose rapidly. As Table 22.3 shows, while the level of overseas production remained considerably
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Table 22.3 Overseas Production Ratios of Japanese, US, and German Manufacturing Industries

1985 1990 1995
Japan 3.0% 6.4% 10.0%
United States 16.6 24.1 25.2
Germany 16.6 17.9 NA
Note Calculated as sales of overseas manufacturing subsidiaries as a percentage of sales of domestic manufacturing industry.
Source Jetro White Paper on Foreign Direct Investment, 1996, Available www.jetro.gv.jp/it/e/pub/whitepaper/invest1996/index.html/ Table 16;
and OECD Economic Surveys Japan, 1996 p. 30.

Table 22.4 Export Ratios of Some of Japan's Leading Manufacturing Firms 1981–99

% Of Production from Japan Factories That Is Exported

Company 1981 1991 1999
Hitachi 30 24 25
Toshiba 24 26 39
NEC 33 18 20
Canon 74 70 82
Fujitsu 15 14 22
Fanuc 46 31 52
Nikon 51 49 66
Toyota 43 35 56
Nissan 53 41 49
Source Japan Company Handbook (various years)

below that of the United States or Germany, the rate of increase was dramatic. However, despite the continuing
emphasis on trade tensions and exchange rates as reducing the comparative advantage of Japan as a location for
international production, in many of the companies most active in extending
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their production networks abroad, the export ratio of the Japanese factories fell very little, and in some cases even rose
considerably (see Table 22.4).

The fact that even firms with extensive international production networks have such high proportions of their high-
priced Japanese production go to foreign markets has, like the large Japanese trade surpluses that persisted through the
1990s, challenged analysts to understand and explain the organizational patterns of internationalization of Japanese
business.

22.2 Divergence and Convergence: Are Japanese MNCs Different?
Research on Japanese MNEs began in the 1970s, at a fairly early point in their internationalization. Over the following
decades some of the patterns in strategy and organization observed in these early studies changed considerably; others
persisted to a remarkable degree. How much Japanese MNEs differed from the US and European companies to
whom they were constantly compared, how to explain these differences, and the likelihood of convergence in the
future have been the questions that have dominated the research agenda for nearly three decades, and they show no
signs yet of being definitively answered.

Explanations for the differences have centered on three sets of factors, whose weight and nature has shifted somewhat
over time: period effects (system-level factors related to the timing of internationalization, including technology,
international trade and investment regimes, relative position in the world order, and dominant management models
and ideologies), home country effects (the influence of the company's country of origin, in terms both of the political
economy and the patterns of strategy and organization institutionalized in the domestic business system), and life cycle
effects (firm-level factors related to the length and range of a company's international experience). Period and home
country effects are sources of imprinting, differentiating one country's MNEs from another's. They posit a long-term
impact that changes only very slowly over time. Life cycle effects, in contrast, build on general models of MNE
evolution and have tended to imply convergence across MNEs from different countries over time (see Chapter 13).
How any analysis assesses the prospects for Japanese MNEs converging with Western patterns depends heavily on the
combination of factors invoked to explain differences.
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Serious academic studies of Japan's MNEs were stimulated by that landmark in MNE research, the Harvard
Multinational Enterprise Project, which provided both a set of categories for analyzing MNE activities and a touch-
stone for comparison.206 The 1970s studies identified a number of differences between the internationalization patterns
of Japan's firms and those of the American firms that dominated contemporary models of the MNE. Some of these
were discussed in the preceding section: the differences in industry, in destination (the strong orientation to developing
countries, compared to the strong developed-country focus of US and European MNEs), and in the high salience of
small and medium-sized firms and of the trading companies. In addition, all the studies of the 1970s noted the much
higher use of joint ventures (JVs), particularly minority-owned JVs, compared to the strong tendency for US MNEs to
set up wholly-owned subsidiaries, a marked preference for greenfield plants rather than acquisitions, and a strong
tendency for a number of Japanese firms in an industry to enter a new location at much the same time—a clustering
that often drew local resentment. The studies that looked more closely at the organizational features of Japanese
operations abroad also identified the following traits:

(1) relatively loose control structures and a strong local market orientation, compared to the US MNEs' strong
central control and globally integrated strategies (Tsurumi 1976: 4, 75–9);

(2) predominance of international divisional structure, versus the trend to global product divisions or matrix
organizations in US MNEs (Yoshino 1976: 136; Yoshihara 1979);

(3) high proportions of expatriate managers, much higher than US or European firms (Yoshino 1976: 167–73;
Tsurumi 1976: 250–7; Yoshihara 1979: 194–205; 258–9);

(4) strong proclivity for transferring Japanese management and production systems to foreign subsidiaries, which
Tsurumi calls ‘the creation of Little Japans’ (1976: 194).

Explanations for the distinctive features of Japanese MNCs in the 1970s drew on a range of factors. One category of
period effects, late development factors, was widely invoked to explain built on the fact that, despite the remarkable
economic growth of the 1950s and 1960s, Japan in the 1970s was
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still at a different level of development from that of the highly industrialized societies of North America and Western
Europe. Therefore Japanese companies focused on markets that were at a still earlier stage of development, where they
had a competitive advantage, and where industries squeezed for labor by the rapid changes in Japan's industrial
structure could find affordable workers. Late development was therefore invoked to explain both the industry patterns
and the destination of Japanese FDI, and also to explain patterns in mode (i.e. the willingness to use JVs). Japanese
firms had fewer advanced technologies to protect than their Western counterparts, and were therefore more willing to
share control—and also more willing, as late developers, to make concessions to local interests in exchange for market
entry. Entering less-developed markets, they were also less likely to find local firms that provided good acquisition
opportunities.

Kojima (1978) and Ozawa (1979), on the other hand, each working from a base in political economy rather than
management, stressed system-level home country factors rather than period effects. They highlighted the role of the
Japanese government (provider of tied aid to Japan's Asian neighbors, information on foreign markets, and export
financing) and its close cooperation with business. They saw the trading companies less as facilitating the entry of small
and medium-sized firms into foreign location (as did Tsurumi and Yoshino) than as playing a key role linking
government, business, and foreign markets. This systemic cooperation encouraged Japanese firms to enter certain
foreign locations, especially favoring Asia, and helped provide an infrastructure that allowed them to maintain their
‘Japanese-ness'. For Ozawa, the internationalization of Japanese firms in the 1960s and 1970s represented an export of
Japan's double structure’ of labor-intensive traditional industries (which went abroad) and capital-intensive modern
heavy industry (which stayed primarily at home). Framing the internationalization of Japanese firms as a system-level
rather than a firm-level phenomenon—the export of the Japanese development model—continued to be a feature of
political economy approaches to Japanese MNEs throughout the following decades (for more recent formulations, see
Dicken 1992; Hatch and Yamamura 1996; Doremus et al.1998).207

Home country effects at the firm level contended with life cycle effects in explanations of the organizational departures
from US models. Yoshino (1976) and Tsurumi (1976) both attributed the high proportion of expatriate Japanese in key
management positions and the tendency to transfer Japanese
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organizational patterns into overseas subsidiaries to the management systems of Japanese companies at home,
especially the decision-making systems (which emphasized intense face-to-face information-sharing and negotiation),
the human resource management systems (lifetime employment and the cultivation of company loyalty), and the
coordination and control systems (based on dense human networks), all of which meant that, in the prescient words of
Mike Yoshino (1976: 173), ‘The most serious problem of the Japanese management system in the multinational setting
is that it cannot effectively integrate local nationals into the mainstream of management in the foreign subsidiaries.’
Japan-based scholars, on the other hand, while recognizing that home country factors played a part, tended to put
more emphasis on life cycle factors—that is, on the relatively short experience of Japan's companies abroad (Yoshihara
1979; Kobayashi 1980; Enatsu 1984).

If life cycle factors were the primary cause of the distinctive patterns, then the differences between Japanese and
Western MNE organizations would fade naturally over time, as Japan's companies expanded their international
activities. If home country factors were the primary cause, then convergence with Western models, if it occurred at all,
would be slow and painful. In the 1970s, the American-based scholars had no doubt that such convergence was
necessary: to quote Yoshino again, who eloquently sounded a theme that would echo repeatedly in the coming
decades,

In order to undertake international expansion internationally, the Japanese must bring about basic changes in their
management system—changes that will not be easy to achieve. And in the process, they may well sacrifice those
elements that have made their system so effective. (Yoshino 1976: 178)

A survey by Kobayashi in the late 1970s, however, found that many Japanese managers envisioned another possibility:
the development of an alternative model of a Japanese-style MNE: 52 per cent of the managers in 82 companies
surveyed expected that Japan's international companies would in future develop a distinctive Japanese model, 35 per
cent expected the development of a hybrid of Japanese and Western models, and only 6 per cent said Japanese MNEs
would become like European and American MNEs (Kobayashi 1980).208

The view that Japanese MNEs were different because they were being observed at an earlier stage of their evolution
than had been possible with US and European firms (an evolution that would naturally move them towards established
MNE models over time) and the contrary view that they would evolve in distinctive ways could each find validation in
Yoshihara's replication of the Harvard Multinational Enterprise Project methodology in the 1970s. Using the HMEP
criteria, Yoshihara (1979) could find only

636 D. ELEANOR WESTNEY

208 6 per cent gave no response to the question.



thirty-seven companies that fit the definition in 1975 (i.e. listed among Japan's 500 largest manufacturing firms, and
with manufacturing subsidiaries in five or more countries with an ownership ratio of at least 25 per cent—or 15 per
cent when two or more Japanese partners were involved). The largest industry represented was the textile industry
(eight firms), followed by electrical equipment (covering consumer electronics and appliances) with seven firms,
chemicals with six, and food products with five. These ‘true MNEs’ were outnumbered by another category of
international firm not covered by the HMEP, which Yoshihara called ‘export-oriented firms’: forty-eight companies
that had sales companies in five or more countries and an export ratio of over 20 per cent for the previous three years.
The representation of industries in this category has a far more familiar ring today than the ordering of the ‘true’
Japanese MNEs of the day: electrical equipment (11), transport equipment (10), steel (9), and precision machinery (8).

In the early 1980s, it was these ‘export-oriented firms’ that took center-stage and provided an alternative to the
dominant model of multinational enterprise. Their dramatic success in penetrating US and European markets from
their production base in Japan led strategy experts such as Michael Porter to identify them as the epitome of global
firms:

The purest global strategy is to concentrate as many activities as possible in one country, serve the world from this
home base, and tightly coordinate those activities that must inherently be performed near the buyer. This is the
pattern adopted by many Japanese firms in the 1960s and 1970s, such as Toyota. (Porter 1986a: 18)

This model of course was based not on Japanese subsidiaries in Asia, which followed a more conventional pattern, but
on the US and European operations of these ‘export-oriented companies’. Porter, like others who identified the
Japanese as exemplars of global strategy (Hout et al.1982; Gluck 1983; Hamel and Prahalad 1985; Bartlett 1986;
Bartlett and Ghoshal 1989), saw period effects as the key to explaining this Japanese strategy and organization:
changes in transportation and communications technologies and the postwar trade regime allowed Japanese companies
to do what most US and European managers would have preferred to do but couldn't in earlier eras, and could do only
with great difficult in the present, given their extensive investments in dispersed subsidiaries.209 Japanese MNEs in the
1980s were also seen to excel in the use of international strategic alliances, which allowed them to build on a capability
honed by their extensive networks of alliances in their domestic setting (Westney 1988).
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The 1985 strengthening of the yen revealed the risks of such global strategies, however, and as Japan's ‘global’
companies scrambled to expand production abroad, they ceased to be lauded as exemplars of a bold new model of the
MNE (although the late-1980s wave of investment abroad intensified general views of Japanese companies as major
competitive threats to US and European firms and as exemplars of management best practice in a number of
domains). As the transnational model of a dispersed network of capable, interdependent subsidiaries (Bartlett 1986;
Hedlund 1986; Bartlett and Ghoshal 1989) became increasingly popular among both international business researchers
and MNE managers in the late 1980s and the 1990s, Japanese managers adopted much of its rhetoric, and tried to
increase the amount of local value added in their American and European subsidiaries, often adding R&D centers and
even setting up regional headquarters to provide an umbrella organization for their numerous local sales and
manufacturing subsidiaries (Okumura 1989a, 1989b; Iwai 1991; Ishii 1992).

The companies that faced these challenges differed in significant ways from the Japanese MNEs of the 1970s. For one
thing, there were far more of them: Yoshihara found in a replication of his earlier study that the number of ‘true’
Japanese MNEs had grown from thirty-seven in 1974 to 149 by 1994 (Yoshihara 1996). For another, they had far
more extensive international operations (from an average in 1974 of eleven overseas affiliates to twenty-six), and those
affiliates were far less likely to be joint ventures, especially in North America, where 64 per cent of affiliates were
wholly-owned, and Europe, with 57 per cent (Yoshihara 1996: 5–6). This suggested strongly that the earlier patterns of
ownership were shaped by a combination of host country effects and life cycle effects, and that in terms of ownership
structure, Japanese MNEs were indeed becoming more similar to MNEs from other advanced countries.

But some of the patterns of the 1970s persisted, particularly the high proportion of expatriate managers (Bartlett and
Yoshihara 1988; Okumura 1989b; Lifson 1992) and the propensity to try to transfer home country patterns of
organization abroad. Other patterns reinforced the model of the Japanese MNE as distinctively home-country-driven.
Even at the end of the 1990s, after a decade of expanding their R&D networks abroad, Japanese MNEs did far less
innovation abroad than US and European MNEs.210 In Asia, the locally focused, loosely controlled subsidiaries were a
thing of the past, replaced by production networks that were integrated across the region and carefully coordinated
from Japan (Hatch and Yamamura 1996). Japan continued to be the locus of much of the high value-added
manufacturing in
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its MNEs, as well as of the R&D for its worldwide businesses. The strong cross-border functional networks (linking a
‘sister’ plant in Japan to siblings in other countries, and R&D centers abroad to the main R&D organizations in Japan)
made for home-country centered communication and coordination linkages. The regional headquarters tended to be
staffed by and controlled from the parent in Japan. In short, Japanese MNEs continued to exemplify a more home-
country-centric model of the MNE than their US or European counterparts.

The explanations for the persistence of this model involved elaborations of the sets of factors invoked in the 1970s.
Advocates of the life cycle approach could point to the fact that the major expansion of Japan's MNEs took place after
1985, relatively recently compared to US and European internationalization (see for example Campbell 1994).
Moreover, Japanese MNEs continued to expand abroad by building up the capabilities of established subsidiaries
(Song 1998), an approach that favored a very gradual diminution of central control, rather than by acquiring well-
established firms, the mode favored by many European and US MNEs and one that lent itself to more transnational
strategies. In this view, the home-country-centered model would inevitably give way to more ‘integrated network’
systems over time.

On the other hand, advocates of the importance of period effects as conducive to the development of distinctive
organizational models could point to the fact that the world economic regime and the technological changes of the late
1980s and the 1990s, when Japanese internationalization accelerated, actually made possible much more rapid and
efficient ‘hub-and-spoke’ models of the sort epitomized by the Japanese. Indeed, in the 1990s many US firms
strengthened global product structures and ‘centers of excellence’ in R&D, suggesting that the communication and
information technological revolution whose initial stages in the early 1980s had been seen as opening the way for more
heterarchical and horizontal organizational structures had in fact, as they unfolded in the 1990s, increased the potential
for effective and efficient central coordination.

Home country effects loomed much larger than period effects, however, in explanations of the persistence of the
home-country-centered MNE model. To the factors cited in the 1970s—the decision-making and human resource
management systems, the language problems, ethnocentrism—the extensive research on Japanese companies in the
1980s and 1990s added another: the vertical, centralized nature of organizational networks even within Japan itself.
One factory was often designated as the lead factory even for the domestic production network, and organizational
networks both within the company and across its boundaries tended to be strongly hierarchical (e.g. Fruin 1997).

However, in the past few years the case of Japan has reminded us that home country factors, although slow to change,
are far from static. The Japanese
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business system is changing at home, as the human resource management systems and vertical networks of Japan's
leading companies are undergoing experimentation and modification. Even the accounting systems are changing, from
the unconsolidated basis (which tended to encourage under-reporting of profits abroad in order to bolster the
performance of the home company) to a consolidated basis. Whether the dynamics of change in Japan will move
MNEs towards their US and European counterparts or produce the next generation of the home-country-centered
model will be a topic to challenge researchers for at least the next decade.

One aspect of Japan's home-country-centered MNE model—the propensity to transfer home country organizational
patterns to foreign subsidiaries—was arguably the most widely studied aspect of the organization of multinational
enterprise in the 1980s and the 1990s, and although international business scholars certainly played a significant role,
research on the topic involved scholars from a wide range of social science disciplines and management fields, many of
whom had never before manifested an interest in the MNE. The efforts of Japanese manufacturing companies to
transfer their production systems first to the US and then to Europe (predominantly the UK)—countries where labor
markets, employment systems, and the social context more generally differed so greatly from those of Japan—was
intensively studied by both Japanese and Western scholars. The ‘auto transplants’—the very term used suggests the
perceived uniqueness of the endeavor—draw most of the attention, especially in the United States, but the electronics
plants also attracted considerable research. Initial questions about whether it was possible to transfer Japanese patterns
at all soon gave way to increasingly detailed analyses of how the patterns replicated or departed from the Japanese
systems on which they were based (for a good recent compendium of empirical research, see Liker et al.1999). Some
studies focused primarily on the outcomes, such as those of Abo's research group, which conducted careful and
detailed analyses of ‘application vs. adaptation’ in Japanese-owned auto, semiconductor, and electronics plants in the
United States (Abo 1994) and Taiwan and Korea (Itagaki 1997). Others focused more on the processes by which
adaptation occurred (e.g. Sumi 1998; Brannen et al. 1999).

The studies agreed in finding systematic variations in the degree of transfer across industries (greater in autos, much
less in electronics), although not in explaining the differences. One of the key factors explaining variation across
industries was strategic intent: efforts at transfer were much greater in industries where the organizational patterns of
the production system were viewed by Japanese managers as key to competitive advantage, and the human resource
systems were seen as important to the production system. Another factor put forward was location: the electronics
plants tended to be located in California, whereas most of the auto firms carefully chose mid-Western, non-industrial
locations where there were few immediately accessible competing
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models of factory organization (Sumi 1998). But another factor was surely the legitimacy of the Japanese patterns in
local eyes, which was in turn linked both to critical mass and to competitive dominance: Japan's auto firms were seen in
the 1980s as competitively superior to America's ‘Big Three’, embodying the ‘next generation’ of post-Fordist
production, whereas in the much more variegated, multi-player fields of electronics, Japanese were far less dominant
and were in less innovative sectors of the industry.

One of the puzzles of this body of work for IB is why so much research has been devoted to the transfer of home
country organizational patterns to subsidiaries in the case of the Japanese transplants and so little to this issue in non-
Japanese MNEs. A host of plausible explanations comes to mind—the competitive advantage of MNEs was
historically assumed to be product technology rather than organizational systems; the factory-centered patterns of the
Japanese production system were more readily accessible to researchers than the management-based distinctive
features of Western MNEs; the differences in organizational systems and social context between Japan and the United
States and the UK drew attention because they seemed to dwarf any previous differences between developed nations
that were the locus of most MNE activity. Nevertheless, it is somewhat embarrassing that there was so little research in
IB on the cross-border transfer of organizational systems that could serve as a touchstone for the research on the
Japanese transplants, and we can surely expect that the topic will have a higher salience in IB research in the future.

There are at least two other issues raised by the internationalization of Japanese firms that ought to become more
central to the IB field in the decades to come. One is posed by the continued insistence by both Western and Japanese
IB scholars that Japanese MNEs would have to change at home if they were to internationalize successfully, a theme
sounded from the 1970s to the present day. Why should this be uniquely true of Japanese companies? Has the IB field
not focused somewhat too heavily on what firms have done abroad, and too little on what changes they were making
as a result at home? Since the classic works of the 1970s on the change of formal organizational structure (see Chapter
13), the management of subsidiaries has attracted far more attention than the changes in the home country
organization that have undoubtedly accompanied the expansion of international activity and changes in its nature.
How does the home country R&D organization change as R&D expands abroad, for example, or the information
networks in a global business unit as it extends its international reach? There has been some interesting normative
work in this area (e.g. Bartlett and Ghoshal 1989, 1996) but relatively little empirical research.

Finally, the Japanese case has raised and continues to raise questions about the strong proclivity of the IB field for
convergence theories of the MNE (an issue discussed in more detail in Chapter 13). Japanese MNEs constitute the
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first significant population of non-Western MNEs to participate in the global economy, but they are unlikely to be the
last. The relative salience of period effects and home country effects versus the life cycle effects emphasized by
established models of the MNE is likely to be an important area for theory and research in the field in the future.

22.3Japan as a Host Country for MNEs
Research on FDI into Japan and the operations of foreign-affiliated companies there has had much less impact on the
international business field than research on Japanese MNCs, largely because the small amount of inward FDI and the
nature of foreign operations there have posed relatively few problems for the established paradigms in the field (see for
example Dunning 1996). But the mismatch between the scale of Japanese FDI abroad and FDI into Japan has been a
serious public policy issue for the United States for two decades, and the challenges of doing business in Japan have
provided material for IB courses for nearly as long. No discussion of Japan and the IB field would be complete
without some attention to Japan as a host country for FDI.

Foreign business operations in Japan date back to the sixteenth century, when traders from Portugal, Holland, and
England established outposts there as part of their worldwide trading networks (Boxer 1986; Goodman 1986; Van de
Velde and Bachofer 1992; Weinstein 1996). These were eliminated when the Tokugawa Shogunate closed the country
in the 1630s, restricting Western contacts to a small settlement of Dutch traders in Nagasaki, isolated on a small
artificial island and allowed only one shipment into and out of Japan each year. The arrival of Commodore Perry in
1853 and the subsequent negotiations with Western governments resulted in Japan's opening once again to foreign
trade and investment, with the designation of six ‘treaty ports’ where Westerners could establish operations subject
only to the laws of their own countries (Hoare 1994). The ‘unequal treaties’ imposed in the 1850s took control of
tariffs out of Japanese hands, setting standard low tariff rates for imported goods and making it virtually impossible for
the Japanese authorities to protect their own industries. Japan gradually regained some of its power to regulate foreign
interactions, but it was not until the end of the nineteenth century that the last elements of the unequal treaties were
formally

642 D. ELEANOR WESTNEY



eliminated and Japan regained full control of the terms of its involvement in the world economy. Japanese discussions
of foreign trade and investment have drawn metaphors and terminology from this history ever since, including sakoku
(the policy of closing the country) and kuro-fune (the ‘Black Ships’ of Commodore Perry that forced Japan at gunpoint
to allow foreigners into its markets, a metaphor for a foreign market invasion).

In the prewar era, despite the forbidding challenges of distance and language and the legacy of the nineteenth century
restrictions on foreign investment, Western firms entered Japan in significant numbers. By 1931, according to a
Japanese government count, there were fifty-nine foreign-affiliated firms in Japan: thirteen wholly owned and managed
by foreigners; ten majority-owned and managed by foreigners; and thirty-six joint ventures managed by Japanese
(Yamamura 1986). Kozo Yamamura (1986) has argued that the technical capabilities transferred to Japan by firms like
Ford, GM, RCA, and Western Electric ironically helped to make feasible the growing autarky of Japan's military
government in the 1930s, which forced foreign-affiliated companies to divest their ownership stakes. World War II of
course completed Japan's isolation from Western trade and investment.

The postwar Occupation authorities, sharing the Japanese government's concern with the revival of Japanese industry,
did little to open Japan's economy to foreign firms. Through the Occupation and well into the 1960s, the stringent
controls on outward FDI (discussed in section 1 above) were more than matched by controls on inward investment.
Foreign firms wanting to set up operations in Japan had to find a Japanese joint venture partner or set up a ‘yen’
company that was not allowed to repatriate profits. The few exceptions (such as IBM and Texas Instruments) were
painstakingly negotiated, and usually were granted in exchange for licensing technology to their Japanese competitors
to ‘level the playing field’ (for more detailed analysis that focuses on the US-Japan relationship, see Mason 1992).

However, the same GATT requirements that led the government to remove restrictions on outward FDI in the late
1960s operated with equal force on the restrictions on inward investment. Anxiety about the possibility of Western
‘black ships’ invading the Japanese market by acquisition led the government to encourage firms to strengthen their
cross-shareholding networks in the late 1960s and early 1970s in advance of the removal of investment restrictions, as
a protection against takeovers. However, perhaps because of the macro-economic uncertainties stemming from the Oil
Shocks of the 1970s, the liberalization of inward FDI was not followed by a rush of Western companies into Japan. By
1980, Japan had a relatively open investment regime, with no formal restrictions on ownership, and the effects can be
seen in the age structure of foreign-affiliated companies at the close of the 1990s (shown in Table 22.5): two-thirds of
the subsidiaries operating in 1998 had been founded after 1980.
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Table 22.5 Age Structure of Foreign Companies' Affiliates in Japan 1999 (Total Number of Foreign-Affiliated
Companies Listed = 3,320)

Year of establishment % of total
Before 1970 14.7%
1971–5 9.7
1976–80 8.5
1981–5 13.8
1986–90 19.9
1991–5 14.9
1996–9 18.5
Source Toyo Keizai and Dun and Bradstreet (eds.), 2000

Inward FDI was dominated by American companies (Table 22.6). No other single country came close to matching the
volume of US investment, although European investment overall was almost as high as that of the US.

The efforts of foreign companies to establish themselves in Japan provided fodder for the International Business
courses of the 1980s and early 1990s, as quintessential examples of the necessity of local adaptation. Kentucky Fried
Chicken and McDonald's provided examples of the value of working with strong local partners, IBM Japan and Coca-
Cola of the contributions made by building a strong local management team and innovating in response to local
market needs; Fuji-Xerox and Yokogawa Hewlett-Packard of the advantages of having a strong organizational
presence in an innovation center (both subsidiaries played a role in their quality control programmes of their parent
companies in the 1980s and early 1990s). There were a number of success stories: foreign-affiliated enterprises were
the most profitable companies in Japan, and especially after the yen appreciation of the mid-1980s they made
significant contributions to the worldwide profits of their parent organizations (Christopher 1986; Huddleston 1990).

But inward FDI, although it continued to grow, was a steadily diminishing fraction of Japan's outward FDI, as the
latter grew at a much greater pace. This made Japan increasingly an outlier among the nations who accounted for
much of the world's outward FDI (see Table 22.7).

This was especially resented by the United States, Japan's major trading partner and the target of much of Japanese
companies' expansion abroad.
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Table 22.6 Country of Origin of Foreign Direct Investment into Japan 1999

Percentage of total investment
North America 49.8%

(United States) (47.5%)
Europe 40.2%

(Germany) (10.2%)
(UK) (8.2%)
(France) (6.5%)

Asia 8.6%
Other 1.5%
TOTAL 100.1%
Source Toyo Keizai and Dun and Bradstreet (eds.), 2000

Table 22.7 Inward FDI Stock as a Percentage of Outward FDI Stock, Selected Countries

1973 1980 1990
Japan 15.5% 8.1% 5.9%
United States 20.3 37.1 95.4
UK 87.7 78.1 84.0
Germany 149.2 84.9 60.2
Source Calculated from data in John H. Dunning (1996), 62

The US ratio of inward to outward investment was moving in a very different direction, as it changed from being the
world's major provider of FDI to the largest target of inward investment, and this difference in trends fueled American
resentment of Japanese patterns. The resentment was increased by growing recognition of the fact that trade and
investment were not substitutes for each other but were in fact complementary: in the early 1990s,
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foreign-affiliated companies in Japan accounted for less than 3 per cent of Japan's GDP but 17 per cent of its imports
(Jordan 1996: 196).

From the 1980s on, the Japanese were able to argue convincingly that there were few formal barriers to inward FDI,
but Japan's dismantling of formal restrictions on imports and inward investment had made little apparent difference to
the overall imbalance. Why then did inward FDI continue to be so low? The principal cause was that Japan was widely
perceived to be a difficult business environment for foreign firms, for a number of reasons. As Mark Mason (1992)
points out, the Japanese government had historically cooperated with industry to restrain foreign competition until
Japan's companies were technologically competitive, and by the 1980s any potential foreign entrant faced the prospect
of strong competitive reaction from well-established local incumbents. Building a customer base took time and
resources: in consumer markets, because of the need to establish relationships in the complex, multi-layered
distribution network, and in industrial markets, because of the prevalence of long-established supplier relationships,
especially in the vertical keiretsu system, and high requirements for reliability of delivery and (often) customization.
Hiring qualified staff was an especially difficult challenge in Japan, where the prestige and stability of employment in
the large Japanese corporations meant that few Japanese were willing to take the risk of joining a foreign subsidiary, in
which organization and strategy might change at the whim of a distant head office. And from the mid-1980s on, the
strong yen that made established foreign affiliates in Japan so profitable also made new entry and expansion seem very
expensive to a foreign parent. In many countries, the difficulties of building a local presence could be short-circuited by
the acquisition of a capable local company. But in Japan, complex cross-shareholding patterns and shareholding by
banks and other financial institutions meant that it was almost impossible for a foreign company to acquire a
significant stake in any but seriously troubled companies—and often even they resisted any attempts at a takeover.

As Japanese often pointed out, all these problems except the strong yen also faced new Japanese entrants to the
market, and therefore Japan was not discriminating against foreign firms. However, as Japanese investment in the
United States ballooned in the late 1980s, US industry put pressure on the American government to find some way to
‘level the playing field’, leading the Bush administration to launch in 1989 an unprecedented policy effort—the
Structural Impediments Initiative, which identified features of Japan's business system that made it difficult for foreign
companies to penetrate the Japanese market and demanded that the Japanese government take steps to change these.
The SSI identified six categories of impediments: Japanese patterns of savings and investment (high personal savings
rates that reduced consumption, and low public investment); land use patterns that, among other problems, kept real
estate prices unnecessarily high;
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complex distribution systems; exclusionary business practices; the keiretsu system; and price mechanisms, including
government regulation of the domestic market and weak enforcement of the anti-monopoly laws (Hsu 1994: 341–5).
The irony of the Americans simultaneously demanding that Japan's government de-regulate and reduce its role in the
economy and that it force massive changes in the way business was organized in Japan (including the enforcement of
quotas to raise imports) was not lost on either Japanese or Western critics of the initiative. The Japanese responded
with an extensive list of American structural impediments to trade and investment (such as the American legal system),
and extended negotiations produced little result.

The pressures were eased by the Japanese recession of the 1990s. This made Japan a less attractive market, and
American companies that had been demanding that the US government improve access to Japan turned their attention
elsewhere. In addition, Japan's rapid transformation from economic juggernaut to seriously troubled economy meant
that US policy-makers changed their view of the threat that Japan posed to the world trading system from one of
dominance to one of collapse. American policy-makers continued to urge de-regulation on the Japanese, but more as a
vehicle for economic recovery than as a window for US companies to move into Japanese markets.

What US pressure could not do, however, the lengthy recession and the massive problems of the financial sector have
begun to do. The scale of acquisitions in Japan has increased enormously, as Japan's leading companies are shedding
businesses in their efforts to reduce debt, and as capable but debt-saddled companies seek desperately for a means of
survival. Carrier International has been able to acquire Toshiba's air conditioning business, for example; Ford has
expanded its stake in Mazda to give it effective control of the company; Renault has bought into Nissan. Even more
important in the long run, perhaps, has been the large-scale entry of US firms into financial services: Merrill-Lynch has
acquired many of the offices and personnel of the bankrupt Yamaichi Securities, GE Capital has bought into a range of
leasing businesses and established new businesses, and the Travelers Insurance acquisition of one of Japan's major
insurance companies was on a scale that pushed the 1997 value of foreign acquisitions to an unprecedented level.

As the number of US financial service firms operating on a significant scale in Japan increases, it is quite possible that
they will have a catalytic effect on Japanese companies comparable to that of the Japanese transplants on American
manufacturing in the 1990s. As in that case, the result will not be the widespread ‘cloning’ of the foreign-based models
by local firms, but rather a complex learning process born of intensified competition and the presence of alternative
modes of organization and management that have demonstrably succeeded in the local environment. And some of the
research issues raised by the Japanese transplants around the transfer and adaptation of organizational
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patterns in the cross-border transfer of organizational capabilities may well make the next generation of foreign firms
in Japan a much more central locus of research in international business.
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Chapter 23 International Business in Latin America211

Robert Grosse

23.1 Introduction and Historical Context
This chapter examines international business activity in Latin America, from Mexico in the north to Argentina and
Chile in the south. The structure of this chapter follows a fairly standard format of examining first the historical
context in which international business takes place in Latin America, followed by subcategories of analysis by issue,
and to a limited extent by industry sector and by country. The overarching goal is to identify and clarify four issues that
are central to international business in Latin America at the start of the twenty-first century. They are:

1. The government/business relationship and its great significance in Latin America relative to that in the US. The
reform of the government sector and the institutionalization of democracy have greatly affected the IB
environment in Latin America. Likewise, the relationship of these countries to the US is key to international
business in the region.

211 I would like to thank To Nhu Dao for her excellent research assistance on this project.



2. The impact of subregional integration schemes on competition in the region, including that between local and
multinational firms. The question is: what kind of regional economic integration can best support economic
development?

3. Financial flows into the region and policies to avoid financial crises. Financial flows have been dominated by
foreign direct investment in the 1990s, but this has not precluded recurring episodes of financial crisis in the
region.

4. The entry and operation of foreign MNEs, and the reaction of local firms to the onslaught of MNEs from the US,
Europe, and elsewhere. At the same time, local firms are expanding internationally, demonstrating new
capabilities that enable these firms to compete.

An added theme is considered briefly as well, though it falls out of the mainstream of the international business
literature:

5. The relation of the informal economy to international business in the region. This part of the economy, constituting
easily more than 1/3 of the total economy in many countries, undoubtedly has an impact on the international
business conducted there.

Let us begin with a look at some history of international business in the region. Until the end of the eighteenth century,
all of the countries in the region were colonies of European powers, mostly Spain, and in Brazil's case, Portugal. The
United States gained independence first in the hemisphere, separating from England in 1783. The Latin American
colonies followed into nationhood in the early 1800s. International business in the colonial period was tightly tied to
the home country, and in that sense was not even ‘international’ if we consider colonies part of the home country. So,
to avoid debate over that issue, and since little data is available to discuss in the period before 1800, the discussion is
limited to the post-independence period.

In Latin American economies international business has played a major role since the creation of independent nations,
when most of the region broke away from Spain between 1810 and 1825 (Brazil gained independence from Portugal in
1822). Indeed, probably the first major type of international business in the region was financing of Latin American
governments for the wars of independence during 1810–25. Most of this debt was in the form of bonds issued in the
London market—and most of it defaulted during the crash of 1825–6 in Europe212 (not wholly unlike the situation in
the 1980s, except for the form of the debt) (Marichal 1989).

Even before the move to independence, the Latin American colonies of Spain and Portugal were heavily involved in
international business in the form of exchange of raw materials, such as gold and silver exported from
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Table 23.1 Long-Term Capital Flows into Latin America in the 1800s

Source and date Long-term bond issues Foreign direct investment
1822–5 United Kingdom £21 million by London banks for

various Latin American govern-
ments

More than 40 joint-stock companies
formed to extract raw materials in
the region

1825 France FF30 million issued by the govern-
ment of Haiti on the Paris Stock
Exchange (Bourse)

1826–50 United Kingdom £18 million by London banks for
various Latin American govern-
ments

No new joint-stock Wrms founded
to operate in Latin America

1851–80 United Kingdom £130 million by London banks for
various Latin American govern-
ments

Railways built in several countries,
including Peru and Brazil

1870–9 France (ann. avg.) FF1.5 billion issued by various Latin
American governments on Paris
Bourse

FF32 million of private-sector shares
and bonds issued on Paris Bourse

1881–1900 United Kingdom £105 million net increase in Latin
American bond issues on London
Stock Exchange

£147 million FDI in railways during
1880–90; other private stock and
bond investment rose by £256
million during 1880–1900

1880–1900 France FF2.1 billion issued by various Latin
American governments on Paris
Bourse

FF2.3 billion of private-sector shares
and bonds issued on Paris Bourse

Source United Nations (1965), 5–12

Latin America, for products from Europe, such as clothing, iron, and manufactured goods. The raw materials and
commodities bias still characterizes trade today between these countries and the US and European Union. For most of
the last two centuries Latin American primary products, especially metals and agricultural products, have been
extensively traded in exchange for European and later US manufactures (Bulmer-Thomas 1994).

This process of highly ‘dependent development’ with respect to trade flows was paralleled by one of more independent
interaction between borrowers in the region and lenders in Europe for much of the nineteenth century. Table 23.1
shows a sketch of major long-term capital investments in Latin America during that century.

654 ROBERT GROSSE



Foreign direct investment began as early as the mid-nineteenth century, with projects in mining and also development
of infrastructure such as railways and then telegraph/telephone systems (Wilkins 1970; Miller 1993).

In the twentieth century Latin America became a major trading partner for the United States, providing natural
resources and low-cost assembly of manufactures such as clothing and electronic products (Wilkins 1974). Often, the
production of the natural resources, such as oil, copper, bauxite, and bananas, attracted foreign direct investment to
build and operate the large-scale mines or plantations that produced competitive outputs for international sales
(principally in the US). Other natural resource exports, such as sugar, coffee, and cocoa, were largely produced by local
companies and exported to international markets.

The markets of Latin American countries attracted some limited foreign direct investment to serve local demand, but
this was largely attracted to the big three—Argentina, Brazil, and Mexico—until the past two decades. This market-
seeking FDI was typically in manufactures that required relatively small capital commitments, such as production of
processed foods and some low-tech machinery and electrical goods (Grosse 1989).

Today Latin America is the fourth largest region in the world in measures of international business, trailing the US and
Canada, the European Union, and East Asia. International trade of Latin American countries amounted to over $US
300 billion in 1998 (see Appendix Table 23.A1), and incoming foreign direct investment was over $US 70 billion in
1998. Several measures of the size of international business activity in Latin America appear in Table 23.2.

23.2 The Government–Business Relationship

23.2.1 History of the Policy Environment Toward International Business
The government policy frameworks throughout Latin America followed pendulum swings during the twentieth
century. For almost the full first-half of the century, the competitive and bargaining advantages of foreign
multinationals gave the companies an insurmountable edge in dealing with Latin
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Table 23.2 Trends in International Business in Latin America and the Caribbean (US$ Millions)

Activity 1950 1960 1970 1980 1990 1998
Exports 6,611 9,264 15,923 103,719 139,611 275,055
Imports 5,855 9,622 17,241 113,795 124,715 356,644
Current ac-
count balance
of payments

−140 −1168 −3,573 −27,436 −2,436 −93,214

Foreign direct
investment in-
flow

372* −521 1,077 5,709 8,339 70,388

US FDI stock by industry
• Total 4,735 8,366 12,961 38,275 71,539 196,655
• Manufactur-
ing

780 1,521 4,541 14,489 23,733 48,008

• Petroleum 1,408 3,122 2,703 4,336 4,140 9,711
• Mining and
smelting

628 n.a. 1,712 1,408 n.a. 2,403

• Other 1,919 3,723 4,005 18,042 43,720 138,936
* Data for 1951
Sources International Monetary Fund, Direction of Trade Yearbook (1999); Balance of Payments Statistics (1999); US Department of Commerce,
Survey of Current Business (various issues); CEPAL archives

American governments and local competitors. That is, their financial resources, managerial and technological
capabilities, and access to industrial-country markets gave multinationals an advantage that permitted them to
overcome competitors throughout the region and to gain concessions from governments in negotiating tax and other
regulatory treatment.

This situation resulted in a fairly permissive environment for MNE entry and operation in Latin America. However,
trade barriers did exist, and exporting within the region was quite limited by tariff barriers. (This was not a particularly
burdensome problem for MNEs, since their business was often extractive, with sales in industrial countries or market-
serving in local markets, because transportation costs were quite high between countries of
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the region.) Thus, the regulatory environment was fairly open with respect to rules on establishment, but fairly
restrictive with respect to trade barriers.

After World War II the situation changed to some extent, as Latin American companies grew in size and experience,
enabling some of them to compete with foreign multinationals. Also, governments became better able to negotiate
with the multinationals, based on the MNEs' growing interest in local markets, and improvements in transportation
and communications that enabled even government-owned natural resource companies to reach world markets more
directly (i.e. without MNE intervention to provide that access).

Latin American governments imposed increasingly restrictive policies on foreign MNEs, toward the end of import-
substituting industrialization and promoting domestically owned business. This policy perspective was strongly
supported by the United Nations Economic Center for Latin America (CEPAL), and is often called the Cepalista view
(Prebisch 1950).

The period of increasing restrictions lasted until the debt crisis of the 1980s, when economic conditions forced Latin
American governments to look for foreign financial, technical, and managerial resources more openly. At the very end
of this inward-looking period, controls on foreign business included the barriers listed in Table 23.3. Notice that across
a wide range of activities, foreign firms were limited in their ownership and control of business in Latin America. This
inward-looking policy bias started with rules that (in the Andean Pact countries and Mexico) called for local ownership
of at least 51 per cent of most companies, and included rules on profit remittances and royalty payments, that were
limited through exchange controls, taxes, and quantitative restrictions.

The impact of the external debt crisis, which arrived with Mexico's declaration in August 1982 of the government's
inability to service its foreign bank debt, led to almost a decade of financial contraction and economic recession, or
even depression. This situation, along with the demise of the communist model at the end of the 1980s, led to a new
wave of economic opening (apertura económica) beginning in Mexico in 1986, when that country joined GATT and
began dismantling tariff and other business barriers. By 1991 Argentina, Bolivia, Chile,213 Colombia, and Peru had
joined the groundswell to make the region generally highly open to private sector business and to foreign business in
particular.

Looking at the same policy issues as above, the conditions in 1997, ten years later, are depicted in Table 23.4.
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Table 23.3 Selected Rules Affecting Affiliates of Foreign MNEs in 1987

Country Ownership Profit re-
mittance

Technolo-
gy transfer

Exchange
controls

Local con-
tent

Price con-
trols

Tariffs Non-tariff
barriers

Argentina Unrestric-
ted

Supple-
mentary
tax on re-
mittances
above 12%
of regis-
tered capi-
tal.

Unrestric-
ted; phar-
maceuticals
not patent-
able.

Extensive
controls

80% re-
quired on
autos

Repeated
price
freezes
since 1985;
most
products
controlled.

Range of
0–60% ad
valorem

Imports
must have
certificate
of neces-
sity from
DJNI;
govern-
ment im-
ports must
be on Ar-
gentine flat
vessels.

Brazil De facto
govern-
ment pres-
sure for
majority
Brazilian
ownership.

Supple-
mentary
tax on re-
mittances
above 12%
of regis-
tered capi-
tal.

Licenses
must be
registered;
royalties
allowed of
1–5% of
sales.

2-tiered
exchange
rate; access
to official
rates is
heavily
controlled.

Required
on many
products;
over 90%
on autos.

Repeated
price
freezes
since 1986;
most
products
affected.

Range of
0–400% ad
valorem

Anti-dum-
ping du-
ties; gov-
ernment
purchases
should be
from sup-
pliers or
imported
on Brazil-
ian vessels.

Mexico 49% for-
eign is
maximum

Unrestric-
ted except
by general
exchange
controls.

Licenses
must be
registered;
royalties
allowed up
to 7% of
sales.

2-tiered
exchange
rate.

Required
on many
products;
60% on
autos.

3-tiered
system of
limits, on
most
products.

Range of
0–45% ad
valorem

Imports of
luxury cars
and vans
prohibited.
Advance
deposit of
full duties
on im-
ported
motor ve-
hicles.

Chile Unrestric-
ted

Unrestric-
ted

Open mar-
ket

No restric-
tions

On few
products

10% uni-
form tariff
ad valorem

Import
payment
must be
made 120
days after
shipment;
license re-
quired on
all imports.
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Andean Pact:
Bolivia Decision

24
Decision
24

Decision
24

2-tiered
exchange
rate

n.a. On some
products
categories
of prod-
ucts.

80% ad
valorem

33% of
products
imported;
quotas on
raw mate-
rials.

Ecuador Decision
24

Decision
24

Decision
24

Fairly strict Required
in autos

On drugs
and some
foods.

Range of
0–200% ad
valorem

License re-
quired for
most im-
ports; 180-
day prior
deposit re-
quired.

Peru Desision
24

Decision
24

Decision
24

2–tiered
exchange
rate

25–50% in
many sec-
tors

On all
products

Aver-
age57% on
mfg; 25%
on raw
materials
ad valorem.

300 prod-
ucts pro-
hibited; li-
cense re-
quired on
all imports;
no prior
deposit.

Venezuela Decision
24

Decision
24

Decision
24

3–tiered
exchange
rate

Required
in many
sectors

On 150
categories
or prod-
ucts.

Range of
0–500% ad
valorem

License re-
quired for
many
products;
coffee, salt;
some
clothing
articles
prohibited.

Note Decision 24 of the Andean Pact required fade-out of foreign ownership in foreign direct investment projects to a maximum of 49% over
a 15–year period. Also, profit remittances were limited to 20% of registered capital per year, and payments for technology transfer from
parent to subsidiary firm are not allowed. These rules are not strictly enforced in any of the countries, and many exceptions are allowed.
Decision 24 was formally dropped by the group in 1987.

Sources Business International Corporation (1987), Investing, Licensing, and Trading Conditions, (New York); Price Waterhouse (1985), Guide to Doing
Business in Bolivia (New York: Price Waterhouse); Price Waterhouse, Guide to Doing Business in Chile (New York) current editions.
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Table 23.4 Selected Rules Affecting Affiliates of Foreign MNEs, 1997

Country Ownership Profit remit-
tance

Technology
transfer

Exchange
controls

Local content Price controls

Argentina No limit No restriction No restriction Fixed (to $US)
exchange rate;
open foreign
exchange mar-
ket.

Maximum
40% foreign
parts in autos.

On utilities,
telecom tariff,
and credit card
interest.

Brazil Relatively few
limits

15% tax Required ap-
proval re-
moved

Float freely
although still
have 2-tier ex-
change rate.

No explicit re-
quirement

On public
goods and
services

Chile Unrestricted Unrestricted No restrictions None No limits Very few
Colombia Certain re-

strictions for
financial and
public sector.

Ceiling re-
moved

Floating ex-
change rate

Applied for
car assembly.

Applied for 11
product cate-
gories

Ecuador No restriction Floating after
Feb. 1999;
fixed to US
dollar in 2000.

50–60% for
export prod-
ucts to other
LA countries.

On fuels,
drugs, and
some foods

Mexico Largely unre-
stricted

Unrestricted No restriction Floating rate 34% for cars No price con-
trols

Peru Largely unre-
stricted

‘Dirty’ float On many
products

Venezuela Some restric-
tions, esp. on
natural resour-
ces.

Restrictions
removed

Most restric-
tions removed

Floating rate 33% in auto-
mobile indus-
try, but limit
was dropped
in 1999.

On agricultur-
al and some
pharmaceuti-
cal products.

Source Economist Intelligence Unit, Investing, Licensing, and Trading Conditions (various issues)
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Notice the dramatic shift in policy characteristics, with all countries demonstrating a large degree of openness and lack
of quantitative barriers. The most restrictive countries in the region today are Brazil and Venezuela, each of which
nonetheless permits relatively free entry and operation of foreign firms in most sectors.

An important research question that arises today concerns the policy environment that will prevail in the next decade.
There appear to be strong underpinnings for a continued reliance on market-based capitalist development at present.
However, issues such as the chronic currency and banking crises that have hit most countries of the region once or
even twice during the 1990s lead many observers to anticipate a new interventionism, at least in financial markets.
Perhaps the free trade policy framework that currently exists piecemeal through the region will lead to the proposed
Free Trade Area of the Americas—but there is certainly no guarantee of that outcome.

23.2.1.1 Privatizations
Privatization of state-owned enterprises has been one central step of the economic opening process, and one vitally
linked to FDI (Birch and Haar 2000). In the process of selling off state-owned infrastructure companies and others,
Latin American governments have attracted the world leaders in these sectors as direct investors and members of
consortia that include technical experts, financial groups, and local powerful companies.

The process of privatization in Latin America has encompassed most of the airlines, telephone companies, electric
power companies, and banks that were either begun as state monopolies or nationalized during the previous half-
century. For example, the telephone companies throughout the region were founded and developed mostly by the US-
based ITT (International Telephone & Telegraph) early in the twentieth century. These telephone monopolies were
nationalized in most countries during the 1970s, and then re-privatized during the 1990s (Ramamurti 1996; Wellenius
2000).

Electric power companies, as well, were mostly set up by a few foreign firms. Local power companies were acquired
and developed throughout Latin America by American & Foreign Power Company (a subsidiary of GE) in the 1920s
(Wilkins 1974). They were later nationalized and operated as government-operated monopolies, with the re-
privatizations only occurring in the 1990s. This sector has been slower to be moved to private-sector management, and
even in Mexico today the electric power sector is operated as a state monopoly in both generation and distribution
(Grosse 2000).

Airlines were a very sensitive sector, since the national flag-carrier airline not only represented the country in
international flights, but under international airline transport agreements, the national airline was often the only one
permitted landing rights in other countries. With the enormous financial
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losses in commercial airline business during the late 1980s and early 1990s, most governments in the region chose to
sell off the airline, rather than incur continuing losses and lack of competitiveness (Ramamurti 1996).

As a final example, commercial banks were largely privatized throughout Latin America during the late 1980s and the
1990s, as governments chose to let this sector operate more competitively and to retain a national development bank
along with the central bank as public-sector entities. The banking systems of the region now operate largely as
competitive sectors, with significant state supervision and regulation (Grosse 2000).

Interestingly, in each of these sectors the tendency has been for multinational firms in conjunction with local investors
to dominate the business. In telecommunications, Telefónica from Spain along with GTE and Bell South have become
the dominant carriers in Latin America. In electric power, Endesa from Spain and Houston Energy, AES, and Duke
Power are leading distributors and generators in much of the region today. In banking, Banco Santander-Central
Hispano and Banco Bilbao Vizcaya Argentaria from Spain, along with Citibank and HongKong Bank have built
regionwide networks of affiliates, and currently lead this sector. In airlines, the picture is less concentrated for domestic
flights, but international flights are dominated by American Airlines, United Airlines, and Continental Airlines.

New research is needed into issues such as the evolving government/business relationship in the 2000s, and
bargaining strategies for international firms in dealing with Latin American governments. Some of the changing
conditions include the competition among countries to attract foreign direct investment, and the regulation of
companies by state governments that also may compete to attract them. The issue of a ‘new form of dependencia’ is
also worth careful exploration, as the new economy continues to develop, and as technology returns as a key advantage
of foreign firms.

23.3 Regional Economic Integration
Regional integration in Latin America has a history as long as that of the countries in the region, with the original goal
of the Liberator, Simon Bolivar, to unite South America as one country in the 1820s. Since World War II, there have
been several major integration efforts, beginning with the Latin
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American Free Trade Area (LAFTA or ALALC) in 1960. This arrangement never achieved its free-trade goals, and it
spawned several subregional efforts to group fewer countries with greater integration. The first was the Andean Pact,
among Bolivia, Chile, Colombia, Ecuador, Peru, and Venezuela (Mytelka 1979). This group, initiated in 1967,
developed a highly restrictive, anti-multinational policy framework including a foreign investment code (Grosse 1983),
which at first caused some decline in investment in the sub-region, but later was found to permit enough exceptions
such that FDI and multinational activities were not further reduced. In 1987 the Andean Pact dropped the restrictive
policy regime and began to promote FDI into the region, as well as moving toward full tariff elimination among the
member countries.

Another subregional integration effort is Mercosur, grouping Argentina, Brazil, Uruguay, and Paraguay (Roett 1999).
This group has added Chile and Bolivia as associate members, and generally has served to open up trade between
Argentina and Brazil. Mercosur has been hampered greatly by the Brazilian crisis of 1998–9, from which the
devaluation of the real caused tremendous antagonism with Argentina, whose currency remains tied to the US dollar.
While some analysts see Mercosur as a major potential contributor toward building a southern cone single market, the
wide disparities in economic conditions and especially in economic policies between Brazil and Argentina do not augur
well for continued trade barrier reductions and harmonized policies.

The most successful economic integration agreement in Latin America thus far has been the North American Free
Trade Area, grouping Mexico with the United States and Canada since 1994. This agreement has produced a region-
leading rate of economic growth in Mexico, despite the financial crisis of 1994–5, and a dramatic jump in foreign direct
investment into Mexico (McClenahen 2000; McKinney 1999). To be sure, NAFTA's explicit focus is on trade barrier
reductions—and trade between the US and Mexico grew by 113 per cent during 1994–9, faster than US trade with any
other major trading partner. However, the really powerful impacts of NAFTA have been on decisions to locate
production. Many multinational firms from the US, Europe, and Asia have chosen to use Mexico as a staging location
for production to be sold in all of North America, especially the United States. The growth of direct investment into
Mexico has also been among the world's fastest. And the integration of both Mexican and Canadian production into
global strategies of multinational firms has advanced dramatically during NAFTA's short existence (Blank and Haar
1998).

The logic for these growth rates and company strategy shifts has a lot to do with the explicit reduction of policy
barriers to trade and investment. Still, the average US tariffs on Mexican exports were less than 4 per cent ad valorem in
the early 1990s, so the restrictions were not severe even before NAFTA. This
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logic also has to do with the increased confidence that investors feel now that Mexico is tightly tied to the US market
and the US policy framework. Investors are anticipating a much more stable and transparent policy framework for
MNEs to deal with, thus encouraging them to include Mexico as a ‘safe’ location for globally integrated production
and distribution. Without a similar link to the US, Mercosur will never achieve a similar level of investor confidence,
nor the integration of MNE activities that Mexico has experienced.

23.3.1 Barriers to Trade and Investment in Latin America in the Twenty-First
Century
The restrictions on international trade and mobility of people in Latin America today are largely due to geographic and
cultural barriers rather than legal ones. With economic policies promoting international trade in most countries, the
problems of transportation costs and quality are what defeat firms' efforts to integrate the region more extensively.
While transportation costs have fallen over time, there still remains the reality that high mountains and wide jungle
separate population centers in Latin America. Most development remains on the coasts, and so transportation tends to
be by air or by boat, with land transport between countries still lagging in quality and availability. These problems
cannot be eliminated by tariff reductions or other government policies.

The case should not be overstated, either, that policy barriers to trade and investment in Latin America have been
reduced but not eliminated. There still remain numerous policies that restrict foreign company activities in some
industry sectors, some state-owned firms that are protected against competition, and some degree of inconsistency in
both policy implementation and policy continuation as regards MNE activities.

23.3.2 The Always-Contentious Relationship With the United States
The relationship between Latin American countries and the United States has been problematic since the United States
became the leading industrial power at the beginning of the twentieth century. As Latin American countries became
more and more dependent on the US for capital, technology,
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management skills, and also as a huge target market for their exports, the ‘devil to the north’ became more threatening.
This reality has not changed very much at the beginning of the twenty-first century, except that some of the countries
of the region have diversified their international business to some degree, including Europe as another major target
market and buying more from European and Asian suppliers. The love/hate relationship with the United States
remains.

This relationship has produced eras of political intervention, as the US defined its geopolitical interest to include the
Americas (following the Monroe Doctrine of 1823), marked by direct military intervention in Nicaragua, the
Dominican Republic, Panama, and even Cuba. It has also produced eras of relative calm such as immediately after
World War II and again in the 1990s, as the Latin American countries unilaterally chose to follow policies more in line
with US perceived interests.

The ultimate relationship between each Latin American country and the United States will evolve as interests shift and
develop over time. Economic interests are driving such relationships at this point in the twenty-first century. The
decision by Mexico's government to join the US and Canada in NAFTA is perhaps the strongest demonstration of the
willingness to open the national economy to competition from the US companies in exchange for open access to that
market, including the attraction of US companies to produce in Mexico for sales in the US market. This strategy has
placed Mexico's economy on a fast-track growth path with an expectation of fewer major economic shocks in the
future. (The Mexican elections of 2000 demonstrated to some extent the security of the growth path; every previous
election for four presidencies had produced a major devaluation and economic crisis; the 2000 election was a striking
exception to this recent history.)

The lesson from this experience may be that it is better to join the US rather than fight it. Certainly, opening up the
economies to increased trade flows has proven highly successful in the period of apertura económica since 1990. The
results of opening up financial flows to the market are less convincing, in the aftermath of Mexico's Tequila Crisis of
1994–5 that spread throughout the region, and the Asian crisis of 1997–8, which also dragged down Latin American
financial markets in its wake.

It is expected that more and more Latin American and Caribbean countries will pursue greater economic integration
with the United States in the next decade. To fight its economic crisis, Ecuador has recently adopted the US dollar as
its official currency, thus linking itself to US monetary policy and currency valuation. To build its globally oriented
economy, Chile has been seeking for almost a decade to join the US in a free trade agreement, since 1994 looking to
become a fourth member of NAFTA. The Caribbean Common Market countries as well as the members of the
Central American Common Market have likewise been pursuing efforts to link themselves in free trade with the
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US. Because the expected benefits (and costs) are small for the US, the US government has not actively responded to
these initiatives thus far.

Further research in this area is needed on subjects such as the impacts of NAFTA and Mercosur, and the question of
whether or not a tie to the US is needed for regional integration efforts to make significant economic progress. Latin
America is fertile ground for empirical exploration of the costs and benefits of economic integration schemes.

23.4 Financial Markets, Flows, and Crises

23.4.1 Foreign Financing in Latin America
Foreign financing of Latin American countries for the past two centuries was initially in the form of bond issue and
some bank loans in the London market, and subsequently was led by bank loans and some portfolio investment based
primarily in the New York market, as described at the beginning of this chapter. For the past decade, foreign direct
investment has boomed, due principally to the elimination of barriers to FDI in the region, especially in the context of
major privatizations, and also to the rapid growth rate of Latin American economies in the 1990s. Table 23.5 shows
the distribution of financial flows to the region in 1998.

Clearly, foreign direct investment in 1998 dwarfed both bank lending and official development finance, as it has for the
whole decade of the 1990s. Despite the decline in bank lending and portfolio investment into Latin America in 1998 in
the wake of the Asian financial crisis, FDI continued to grow in the region and continued to dominate the other
financial flows.

23.4.1.1 Financial Crises and Policies to Deal With Them
A key concern of Latin American countries today is the problem of financial crisis that has become more pronounced
as a result of the financial opening of the region to international capital flows. Beginning with the Mexican crisis of
1994–5, the Latin American countries have seen vivid evidence that balance-of-payments problems can lead to major
capital flight episodes, resulting in maxi-devaluations, banking crises, and severe recessions.
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Table 23.5 Net Aggregate Resource Flows to Latin America, 1998 (US$ Millions)

Country Total flow Official flows Private debt flows Foreign direct in-
vestment

Argentina 21,537 −2 15,889 5,650
Brazil 14,956 3,836 −13,283 24,403
Chile 9,508 547 3,874 5,087
Colombia 4,506 204 1,376 2,926
Mexico 13,661 −1,104 4,035 10,730
Peru 3,898 717 789 2,392
Venezuela 8,412 90 4,547 3,775
TOTAL Latin America 83,201 6,126 17,624 59,451
Source World Bank, Global Development Finance (1999), 171

This lesson was brought into sharper focus when the Asian LDCs faced a major crisis in 1997–8, which spilled over
into emerging markets everywhere, but particularly in Latin America. Argentina's fixed exchange rate policy
(dollarization) was heavily tested both in the Tequila crisis and after the Asian crisis by these spillover or contamination
effects. Other Latin American countries also experienced capital outflows and pressures on their currencies.

The country whose economy suffered most after the Asian crisis was Brazil, whose currency faced severe speculative
pressures in the fall of 1998 and eventually devalued sharply in January 1999. This resulted in a recession that lasted for
the entire year and a lack of investor confidence that was only reversed in the new century.

The solution to these problems is certainly to look for ways to protect the Latin American economies against the
severe capital flow shifts allowed by completely open financial markets. The best way to protect against the massive
short-term capital movements is not clear, but an enormous effort is under way to explore alternatives, from
dollarization of the whole region, to Chilean-style capital controls, to bail-out funds for short-term help, to identifying
monetary policies that might reduce the likelihood of such crises.

New research is needed into topics such as the appropriateness of dollarization of Latin American economies as a
response to financial crises. And the broader question of how to mitigate the frequency and impact of financial
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crises, for example through capital controls, remains a very crucial subject after two major rounds of financial turmoil
in 1994–5 and 1998–9. In addition, the key characteristics of a viable financial market, whether it includes a local stock
and bond market or not, is a major concern for Latin America today.

23.5 Multinational Enterprises in Latin America

23.5.1 Foreign Multinationals in Latin America Today
Latin America attracted an enormous inflow of foreign direct investment in the 1990s, rebounding from the decade-
long economic downturn of the 1980s. In terms of value, much of the new inflow of investment has involved
privatizations of state-owned enterprises in industries such as telecommunications, electric power, petroleum, banking,
and airlines. For example, the privatization of YPF (oil company) in Argentina brought in $US 4 billion in 1993, and
the ultimate sale of the company to Repsol of Spain in 1998 brought in another $US 7 billion to Argentina. (Portfolio
capital inflows also rose dramatically during this period through privatizations. For example, the sale of Telmex
brought in over $US 3 billion in 1991, and the sale of Telebras as twelve separate companies brought in both direct and
portfolio investment of about $US 19 billion in 1998.)

Foreign firms count for a significant part of output in all Latin American countries, and they tend to dominate the
high-tech and capital-intensive sectors. Notice that after the big three state-owned oil companies, the list of the largest
firms in Latin America is dominated by foreign oil and auto companies, followed by telecom and electric power
companies, which are now also dominated by foreign owners. Interestingly, there are only nine consumer goods firms
in the top fifty, the rest coming from natural resources, public services, and industrial goods (See Table 23.6).

There are three types of important FDI in Latin America: extractive, maquila, and market-serving. The extractive and
market-serving public utility investments came first, beginning in the nineteenth century with ventures in gold, silver,
and copper mining, along with railroads and telegraph service (Stone 1968). In the early twenty-first century, the
extractive ventures remain
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Table 23.6 The Largest Fifty Firms in Latin America (Ranked by Sales)

Rank 1998 Rank 1997 Company Country Sector 1998 sales (in
$US m)

Market value
1998

1 2 Pemex Mexico oil/gas 27,267 15,572
2 1 PDVSA Venezuela oil/gas 25,256 31,763
3 3 Petrobras Brazil oil/gas 14,903 17,982
4 6 Telmex Mexico telecom 7,872 10,635
5 8 CFE Mexico electricity 7,562 n.d.
6 7 General Mo-

tors
Mexico autos 7,452 n.d.

7 13 Electrobras Brazil electricity 7,163 49,636
8 9 Volkswagen Brazil autos 6,653 457
9 15 General Mo-

tors
Brazil autos 6,445 n.d.

10 10 Chrysler Mexico autos 6,199 n.d.
11 5 Petrobras

Dist.
Brazil oil/gas 6,196 1,203

12 16 Carrefour Brazil retail stores 5,836 n.d.
13 11 YPF Argentina oil/gas 5,496 7,204
14 23 Cifra Mexico retail stores 5,179 2,662
15 29 Volkswagen Mexico autos 4,920 863
16 22 Ipiranga Brazil oil/gas 4,724 752
17 64 Exxel Group Argentina holding co. 4,700 n.d.
18 20 Odebrecht Brazil holding co. 4,503 1,310
19 14 Shell Brazil oil/gas 4,502 883
20 – Tele Norte

Leste
Brazil telecom 4,432 7,663

21 12 Fiat Brazil autos 4,309 1,218
22 26 Cemex Mexico cement 4,298 3,872
23 18 Vale Rio Doce Brazil mining 4,253 8,035
24 19 Ford Mexico autos 4,205 806
25 – Light Brazil electricity 3,949 1,912
26 17 Ecopetrol Colombia oil/gas 3,944 1,575
27 47 CBD Brazil retail stores 3,627 804
28 25 Alfa Mexico holding 3,626 2,024
29 32 Furnas Brazil electricity 3,608 8,475
30 28 GrupoCarso Mexico holding co. 3,597 1,970
31 43 Telefónica Argentina telecom 3,435 3,184
32 24 Telesp Brazil telecom 3,388 9,297
33 38 Femsa Mexico beverages 3,373 1,482
34 – Embratel Brazil telecom 3,309 4,559
35 39 Enersis Chile electricity 3,270 1,656
36 30 Cesp Brazil electricity 3,239 13,123
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37 50 Telecom Argentina telecom 3,173 2,693
38 67 Nortel Argentina telecom 3,173 1,372
39 35 Texaco Brazil oil/gas 3,130 410
40 27 Ford Brazil autos 3,036 −124
41 41 Varig Brazil airline 2,997 78
42 34 Copec Chile oil/gas 2,890 4,280
43 21 Eletropaulo Brazil electricity 2,878 1,922
44 56 Panamco Mexico beverages 2,773 1,978
45 53 Ceval Brazil foods 2,747 469
46 31 Codelco Chile copper 2,730 n.d.
47 48 Sabritas Mexico foods 2,638 n.d.
48 40 Usiminas Brazil steel 2,616 2,615
49 57 Brahma Brazil beverages 2,611 1,182
50 37 Nestlé Brazil foods 2,580 542
Source ‘Las 500 de Latinoamerica’, America Economia (1999–2000 issue)
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very important, ranging from coal mines and oil wells to the traditional copper mines.

EXXON is among the largest companies in the region, owning coal, oil, and natural gas resources and production
facilities throughout South America. Likewise, Shell has long been a major investor in the region, and is very active
today in exploration and production of oil and natural gas. The key change from the twentieth century in this area is
that foreign multinationals are being allowed to invest once again in major natural resource projects, from oil wells to
coal mines to natural gas exploration, after a strong resistance to their presence during the past thirty years.

Maquila, or offshore-assembly investment, has become very significant in Latin America since the 1970s. As low-cost
imports of cars, steel, electronics, and clothing from Asia and elsewhere entered the US market in recent decades,
many US firms and also European and Asian ones have invested heavily in Latin American and Caribbean assembly
plants for producing clothes, consumer electronics including computers, cars, and auto parts, and various other
products. The maquila business in Mexico alone accounted for more than one million jobs and over $US 50 billion of
export sales (mainly to the US) by 1999 (www.mexicomaquila.com).

Market-serving direct investment has evolved into many consumer and industrial sectors since the early beginnings in
transportation and public utilities. All of the major global competitors in consumer products are actively involved in
Latin America; Nestlé and Unilever rank among the largest firms in the region, along with several automakers. Much
of the market-serving investment is used to carry out final assembly of products (for example, local assembly of auto
kits, formulation of pharmaceuticals and chemicals), rather than basic production. When economies of scale are less
important, full local production is often undertaken (for example, by the food processing companies, and by clothing
companies that import designs but use local fabrics). General Motors has more than a dozen auto assembly plants
through the region, using many imported parts but local labor to assemble the vehicles. By contrast, Nestlé has more
than one hundred plants in Latin America, typically producing entire ranges of products locally and importing others
for local sales.

23.5.2 Local Economic Groups Going International
Increasingly in the 1990s, with the process of economic opening largely completed in many countries of the region, the
large family-based corporate groups from Latin America have been investing overseas as US and European
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industrial leaders have done through the twentieth century. These direct investments are not yet numerous, but they are
increasing and placing several Latin American firms in the ranks of global leaders. Beyond the natural-resource-based
groups, which are generally not family-based organizations, there are dozens of powerful groups from Latin American
countries. They include the Grupo Diego Cisneros from Venezuela; Grupo Alfa from Mexico; Grupo Luksic from
Chile; and Perez Companq from Argentina (Peres 1998).

The Cisneros group has expanded overseas with several of its major companies, including the Venevision television
network, which is the largest in Latin America (and its US affiliate, Univision), and several telecom ventures based on
its Telcel domestic cellular phone company. In 1999 the group jointly invested with America Online to own half of the
AOL-Latin America business. The group was originally based in retailing, holding the main Pepsi franchising operation
for Venezuela, and banking. After the Venezuelan economic crisis of the early 1990s the Cisneros group has moved
heavily into media and telecommunications and away from its traditional food and beverages activities.

Grupo Alfa is just one of the major holdings of the Garza Sada family in Mexico. This group holds major investments
in steel (Hylsamex), petrochemicals (Alpek), telecommunications (Onexa, a joint venture with AT&T), and food
(Sigma). Each of these firms has overseas FDI; for example, Hylsamex owns the SIDOR steel company in Venezuela.
As with many of the other leading groups in the region, Alfa is moving into less cyclical, less resource-based businesses
to stabilize its financial position and to promote growth.

Grupo Luksic from Chile has realigned its businesses extensively during the 1990s, such that today the group is heavily
involved in copper (Madeco), beer (CCU), telecommunications (VTR), and banking (Banco Edwards). Luksic
investment in banking formerly included two of the largest banks in Chile, but under government pressure after the
merger of two Spanish banks that were also involved, the Luksic's sold their interest and subsequently bought the
smaller Banco Edwards. This group has placed a significant part of its resources into telecommunications in recent
years.

Perez Companq in Argentina has pursued a restructuring very similar to those of the comparable leading groups in
other countries of Latin America. Once largely a shipping company that diversified into other assorted businesses, in
the 1990s Perez Companq focused increasingly on the oil and gas, telecommunications, and electric power sectors.
After YPF (now Repsol), Perez Companq has been and remains the second-largest energy company in Argentina, with
investments abroad in several mostly southern-cone countries. Moving downstream, Perez Companq owns key electric
power generation and distribution companies, including Central Costanera and Edesur.

672 ROBERT GROSSE



When the Argentine telecom sector was opened to competition in 1990, Perez Companq bought a major interest in
one of the two main operating companies, Telecom.

The strategies of these firms tend to be based on the following key competitive advantages: knowledge of and access to
local markets; ability to deal successfully with governments, including in the context of privatizations; and production
of relatively low-cost products. It is clear that they are never leaders in creating new technology in the global context,
but still these firms tend to be able to jump in and manage the lower-tech aspects of high-tech sectors—such as sales,
distribution, negotiating with governments, and financial management (Peres 1998; Dawar and Frost 1999).

In addition to the private-sector groups, state-owned companies that remain in natural resource ventures are becoming
more active in foreign direct investment. These include such firms as the three oil giants: Pemex, PDVSA (from
Venezuela), and Petrobras. All three have important businesses in the United States, ranging from PDVSA's ownership
of Citgo Oil to Pemex's petrochemical plants in several states.

An important research question in the early twenty-first century concerns the industrial structure that will prevail once
the privatizations are completed and the markets opened to foreign investors that choose to take ownership positions
in firms in the region. Will the local firms become largely irrelevant or, at most, partners with foreign investors in some
sectors? Will the economies of the region become dominated by a handful of firms in each industrial sector, as is the
trend in many sectors in the US, Japan, and Europe? It does appear that the tendency is in that direction, though there
are some anomalies such as the active participation of Spanish firms in several sectors such as banking, electric power,
telecommunications, and insurance.214

New research is clearly needed to better understand the successful strategies of those Latin American firms that have
weathered the storm of foreign MNE entry and competition, as well as those of Latin American firms that are going
international in their activities. What are their key competitive advantages, and how likely is it that other firms can
develop similar capabilities? Also, the use of alliances, which has long been a key part of Latin firms' strategies, is
expanding rapidly, and should be studied in much more detail.
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23.6 The Informal Economy's Impact on Business in Latin America
The informal (underground) economy in Latin America during the late 1900s was estimated to be as large as one-half
of the total economy in many countries (De Soto 1985; Portes et al.1989). This economy is defined simply as the
unrecorded part of the total economy, and it includes both ‘legitimate’ business such as personal services and
transactions that are pursued to evade taxes and ‘illegitimate’ business such as narcotics trafficking and smuggling. As
noted in great detail by De Soto, the legal environments in Latin American countries for many years made it extremely
difficult for businesspeople to follow all of the sometimes obscure and contradictory rules. Thus, there was a large
stimulus to move business into the informal economy when possible, to avoid dealing with these inefficient barriers.
Unfortunately, this pressure produced a large unreported economy in Latin American countries, which facilitated the
activities of criminals involved in activities ranging from drug trafficking to illegal arms sales to smuggling of
electronics and clothing, etc.

Today, with the economic opening that has occurred in the region, the need for operating in the underground economy
has lessened, though inefficient government policies have not disappeared entirely. Still, because of the inertia
developed in doing business underground, it is a slow process to bring all or most of the economy into the reported,
formal sector. Even today, much of the non-urban economy of Latin American countries remains in the informal
sector.

Multinational firms tend to ignore or minimize this activity, though in the case of consumer products, smuggling often
acts to hurt the interests of the producers of stereos, clothing, refrigerators, and even toothpaste and hair-brushes that
are sold in the black (underground) market. Certainly, multinationals try to avoid dealing in the underground economy,
for fear of being caught and penalized (and gaining very bad press) for such activity.

23.7 Conclusions
International business in Latin America has boomed in the 1990s, and now looks much more like that among
European countries than ever before. There
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has been a dramatic change in the policy environment toward permitting foreign company and private sector
participation in all Latin American economies. The role of Latin American companies in the new context remains to be
developed. Certainly, with their smaller average size than leading multinationals from the US, Europe, and Japan, there
is a risk of losing ownership of many industries to foreign investors and importers.

The arrival of the new economy has hit Latin America almost as hard as the industrial countries, but it is less noticeable
in Latin America—not the least because of all the other changes that are taking place in the sweep to more open
business systems. The growth of Internet business is global, and so not limited to Latin America, but the growth of
Latin America-based Internet business is definitely rapid and threatening to traditional business. Thus far, E-businesses
tend to be related to existing bricks and mortar firms, so the impact is more in developing new distribution channels
rather than replacing existing businesses. As Latin America's economies continue to globalize, the roles of both foreign
and local multinationals will continue to grow relative to smaller local firms, and the role of electronic commerce will
continue to threaten the existing order.
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Table 23.A1 Value of International Trade in Latin America, 1997 (US$ Millions)

Ex-
porter

Importer
Arg. Brazil Chile Col. CR Ecu. Gua. Mex. Peru Uru. Ven. US World

Ar-
genti-
na

– 8,120 1,837 208 0 0 14 236 248 791 315 1,986 28,172

Brazil 6,824 – 1,243 514 77 189 63 869 333 802 768 9,408 61,253
Chile 681 995 – 253 37 172 25 372 452 63 158 2,711 17,811
Co-
lombia

89 126 201 – 125 527 34 124 348 6 887 4,576 13,951

Costa
Rica

0 2 24 14 – 6 89 77 15 2 8 2,263 3,795

Ecua-
dor

112 28 259 385 4 – 22 61 90 14 32 2,073 4,542

Guate-
mala

0 5 35 10 117 2 – 80 6 0 13 1,403 4,048

Mexi-
co

600 1,186 1,076 594 244 157 478 – 256 52 675 94,531 92,599

Peru 50 284 119 159 14 122 11 142 – 5 139 1,571 6,754
Uru-
guay

364 980 58 18 0 6 1 35 80 – 15 163 4,068

Vene-
zuela

63 1,048 273 1,599 132 289 184 421 365 88 – 13,081 14,574

United
States

6,068 14,344 4,333 5,430 2,226 1,675 1,714 82,182 2,602 433 6,608 – 867,0-
38

World 26,487 56,069 17,789 12,551 4,641 5,792 3,978 108,7-
00

6,787 3,099 25,912 762,8-
34

5,469-
,600

Source International Monetary Fund, Direction of Trade Statistics Yearbook (1999)
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Chapter 24 China and International Business

John Child

China requires special consideration for a number of reasons. With 1.2 billion people, it has the world's greatest
population, is the second largest economy adjusting for purchasing power, and is projected to become the largest by
around the year 2020 (World Economic Forum 1999). The country's sheer scale and diversity make it an economic
region in its own right. China's political economy is also quite distinctive. It is pursuing its own mode of transition from
socialism through policies and institutional arrangements that are to a large extent sui generis.215 This transition includes a
progressive engagement with international business.

China's scale and growing involvement with international business mean that it cannot be ignored, even though the
ideological and institutional differences between China and other major economic powers create numerous difficulties.
The protracted negotiations over China's entry to the WTO bear witness to the problem. As an environment for
foreign-investing firms, China presents an unusual degree of complexity and uncertainty that does
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not necessarily favor the strategies MNCs pursue elsewhere. Many firms are disappointed with the returns they have
secured from this investment and some have withdrawn. At the same time, Chinese firms investing abroad have often
run into difficulties. China's role in international business therefore presents a challenge both for practice and theory.

24.1China's Growing Role in International Business

24.1.1 Trade and Inward FDI
China's program of economic reform, launched in December 1978, has centered on the twin tracks of putting
government at arm's-length from business and opening up the economy to the outside world. The country continues
to move along these tracks with further business reforms such as the official legitimation of private business in 1999,
and entry to the WTO (on China's economic reform see Naughton 1995; Rawski 1999; China Quarterly1999).

Under the economic reform program, China has grown rapidly and progressively entered the world economy.
Although since the mid-1990s its rate of GDP growth has fallen below the heady double-digit figures previously
recorded, at around 8 per cent it remains one of the highest rates in the world.216 China has increased its level of
external trade from almost zero in 1978 to the point where it is now the eleventh largest trading nation in the world.
China weathered the Asian economic crisis of 1997–8 relatively well, maintaining an upward trend in its value of
foreign trade and a large trade surplus (China Economic News, 2000a; Asian Wall Street Journal, 2000). WTO membership
will draw China further into the world economy, though whether it can at the same time sustain such strong current
account performance is more doubtful.

The passing of legislation over the years since 1979, permitting various forms of foreign business ownership such as
equity joint ventures and wholly foreign-owned enterprises (WFOEs), has provided foreign companies with

216 Some doubt has to be attached to China's official economic growth figures, which in recent years have become a political virility symbol for the regime. Reported energy
output growth figures, for instance, are considerably lower. International economists agree that GDP growth is probably 0.5–2.0 per cent lower than recorded (EIU 1999:
ch. 1: 39).



structures for investing in China. Since 1992, China has attracted more FDI than any other emerging economy, ranking
second only to the United States as a global destination for such investment. Approximately half of the Fortune 500
companies have now invested in China. According to estimates published by UNCTAD (1999: Annex B), China had
an internal stock of actual FDI amounting by the end of 1998 to just over US $261 billion or about one-quarter of its
GDP. The countries or territories by rank order with the largest total stock of FDI in China were Hong Kong, Japan,
the USA, Taiwan, Singapore, and South Korea. The UK ranked eighth and Germany ninth. The unknown amount of
domestic capital ‘round-tripping’ through Hong Kong to obtain preferential tax treatment exaggerates FDI figures for
China as well as Hong Kong's leading position as a source of funds. Nevertheless, the rankings reflect the presence of a
significant Asia-Pacific regional economic cluster in which China plays a major part (Lee 1996).

This inward investment is making a major contribution to the development of China's economy, in terms of
technology, expertise, and external trade. In 1998, firms with foreign investment (including joint ventures) accounted
for 13 per cent of China's total investment in fixed assets, and for 22 per cent of the nation's total industrial output
value. Such firms employed around 18 million people, or about 10 per cent of the urban workforce. They were
responsible for 44.1 per cent of China's exports and 48.7 per cent of its total foreign trade (National Bureau of
Statistics 1999). They also contributed over 14 per cent of national tax revenues. The fact that the national added value
contributed by foreign-invested firms is over 10 per cent greater than their proportion of national output reflects their
generally superior technology and know-how (The Economist, 1999; China Economic News, 2000b).

The form of investment carried out by multinational corporations (MNCs) in China has evolved since the start of the
process in the early 1980s. To begin with, in an unfamiliar environment, most investors were cautious and limited their
commitment. Some exported goods to China, often as knockdown kits, and backed this with limited technology
transfer. Others began with relatively small investments in joint ventures, expanding these later on and often acquiring
larger shares of joint venture equity. Much of the surge in inward FDI between 1992 and 1997 was attributable to
MNCs deciding to invest in larger projects and increasingly taking 100 per cent ownership. In 1997 the number of
newly contracted WFOEs in China exceeded that of new joint ventures for the first time.

From the mid-1990s, many MNCs faced increasing competition in China both from other MNCs entering the market
and from improving domestic enterprises. While a few have withdrawn, others have responded by expanding their
operations, purchasing shares of domestic companies, or establishing greenfield facilities that incorporate relatively
advanced technologies. As they diversify their activities, such companies have tended to establish a China

CHINA AND INTERNATIONAL BUSINESS 683



corporate office or to move their regional headquarters to China. Such a move not only recognizes the growing
importance of their China business but also helps to provide co-ordination, realize scale economies, and utilize funds
more effectively as between different China units (Meier et al.1995; EIU 1999: ch. 9). Motorola is a leading example. It
has become the largest US investor in China, with a total of US $1.2 billion in 1999. It has its North Asia headquarters
in Tianjin, operates several production plants, repair and maintenance centers, a ‘Motorola University’, and
technological cooperation projects. A second prominent example is Daimler Chrysler which, following its merger,
established its Northeast Asia headquarters in Beijing.

24.1.2 Motives and Entry Mode
The predominant motive for companies investing in China has been to gain access to the domestic market (Daniels et
al.1985; Child 1994). Although based on a low average per capita income, this market had the alluring combination of
a large population and rapid economic growth. Many of the companies entering China early, such as Hewlett-Packard
and Volkswagen, gave priority to gaining a strategic position and strong business presence ahead of their competitors
and were prepared to wait for profits in the longer term. This policy has generally paid off in superior profitability and
market share (Pan, Li, and Tse 1999). Some investment from nearby high-cost locations, notably Hong Kong, Japan,
and Taiwan, has also been attracted by the lower costs of labor and sourcing in China (Thorburn et al.1990; Child and
Yan 2001). This is understandable in view of these territories' factor-cost profiles combined with their geographical
proximity to China. Looking to the future, it is likely that an increasing number of MNCs will also use China for asset-
seeking purposes, such as a location for R&D given the high quality of much Chinese technical education.

The most singular case in terms of motives for investment in China, however, is that of Hong Kong companies. For
many of them, escaping the pressures of rising land prices and employment costs have tended even to outweigh the
attraction of the China market. Indeed, some use facilities established in the Mainland to produce primarily for export
outside China rather than for the domestic market (Child et al.2000). Hong Kong firms also tend to be interested in
opportunities for transfer pricing benefits and tax breaks (Child and Yan 2001; Lin 1996).

Pan and Chi (1999) investigated the impact of entry timing, mode of entry, market focus, and location advantages on
the financial performance and survival of MNCs in China. They assessed profitability in terms of percentage
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of profit on sales revenue and survival in terms of whether or not MNCs had closed their operations between the two
years surveyed: 1992 and 1993. The more profitable MNCs tended to be those which had entered China in an earlier
year, operated through equity joint ventures rather than cooperative (normally contractual) operations or WFOEs, and
were located in major cities rather than elsewhere. Another study (Pan, Li, and Tse 1999) examined interactions
between timing and mode (EJV or WFOE) of entry to China. Its findings suggest that earlier entry increases market
share, but that when taken together neither variable has a significant effect on profitability.

Since entering China, many foreign companies have endeavored to convert their joint ventures into wholly owned
subsidiaries, or at least secure a substantial majority of equity ownership. Disappointing levels of profitability and
difficulties with local partners have given rise to a conventional wisdom that, in China at least, it is best to have sole
ownership and control (Vanhonacker 1997). In the words of the Economist Intelligence Unit (1999: ch. 9: 10–11):

Foreign investors now opt for the WFOE option whenever possible, loth to entangle themselves in what will almost
certainly be an unhappy union . . . The balance is also changing among existing ventures as foreign multinationals
aggressively buy out useless joint-venture partners to bring their investments toward profitability.

Although this statement reflects a widely held belief among both commentators and executives, evidence on the
relation between investment form and performance in China does not admit of any straightforward conclusion. Hu
and Chen (1994) found from a survey of 382 Hong Kong subsidiaries and ventures operating in China, that wholly-
owned subsidiaries were more likely to be successful than equity joint ventures or those based on contractual
agreements.217 A study of seventyMNCs by AT Kearney in 1998 found that a higher proportion of investment projects
using the WFOE mode were profitable, and had shorter break-even times, compared to those formed as joint ventures
(EIU 1999: ch. 9: 11). Wang, Zhi, and Tan (2000) found that foreign partner rights to key managerial appointments in
joint ventures, underwritten by majority ownership, were associated with greater satisfaction with JV performance
among both foreign and Chinese managers.

On the other hand, a large-scale survey using data from China's 1995 industrial census concluded that while WFOEs
on average achieved a higher market share than did equity joint ventures, they had an inferior level of profitability (Pan,
Li, and Tse 1999). This finding for profitability is supported by more detailed data from Jiangsu Province (Luo 1996).
Among Sino-foreign
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joint ventures, an EIU/Andersen Consulting study found that the most profitable ones had a lower average foreign
equity share (54 per cent) than did the unprofitable ones (68 per cent) (EIU/Andersen Consulting 1995: 24). Beamish's
(1993) review of studies also suggested that in China shared joint venture ownership and control is conducive to better
performance.

A resolution of this issue would clearly be of considerable interest to companies investing in China, while accounting
for FDI performance also poses a theoretical challenge. There are several possibilities that deserve further
investigation. The studies reporting a performance advantage for WFOEs or majority-owned joint ventures tend to
have been conducted more recently than those presenting the contrary finding. It is possible that changing
circumstances are favoring sole or majority ownership. These include the easing of regulatory restrictions on WFOEs,
an advance of foreign companies up the China learning curve which reduces their reliance on partners, and the
multiple locations through which many MNCs now operate in China across which economies can be gained if their
management and resource allocation is coordinated through unified ownership. The context of foreign operations in
China also needs to be taken into account more carefully in future research. Thus sole foreign ownership is not an
option in certain strategic industries. In other cases, local monopolies mean that only a Chinese partner can deliver
entry into a market. Smaller foreign companies may not have the resources or experience to operate on their own in
China.

24.1.3 Outward FDI
The other side to China's growing participation in the regional and world economy lies in its growth of outward FDI.
Before the late 1970s, outward FDI was minimal and was mainly to service trade (Cai 1999). By 1998, however,
China's outward stock of FDI had risen to a total of US $22.1 billion (UNCTAD 1999: Annex B). According to
Chinese official figures, outward FDI had been invested in some 6,000 enterprises in 140 countries, but these data are
significant underestimates because many Chinese firms invest overseas without seeking official approval. Even
allowing for underreporting, the stock of outward FDI is still small compared to the inward stock. It accounted for
just 2.2 per cent of GDP in 1997, as against the 23.5 per cent accounted for by the stock of inward FDI. Nevertheless,
the value of outward stock compared to GDP grew rapidly during the 1990s, having risen from only 0.7 per cent in
1990 (UNCTAD 1999: Annex B). China is expected to maintain its rapid growth of outward direct investment as the
internationalization of domestic enterprises proceeds.
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There are several motives for outward FDI from China. Some is related to the expansion and support of foreign trade,
frequently to developing countries, where it often takes the form of joint ventures to circumvent trade barriers. Other
outward FDI is market-seeking, with the Haier company providing a prominent example. Outward FDI has also been
prompted by the desire to acquire a stable supply of raw materials, and a search for foreign technology and
management skills.

Outward FDI has progressed through three main stages (Cai 1999; Tseng 2000). In the first stage lasting until the mid-
1980s, only state owned import-export corporations and enterprises seeking foreign economic and technological
cooperation under the auspices of the Foreign Trade Commission had permission to invest abroad. During this period,
some 185 non-trading enterprises contracted outgoing FDI mainly in developing countries and in catering,
engineering, finance, and insurance. The second stage lasted from 1985 to 1990, during which companies with a
separate legal entity, sufficient capital, technical and operational know-how, and a suitable overseas partner could invest
abroad with the permission of the foreign trade ministry (MOFERT). In this period, 577 overseas enterprises were
established in over 90 countries. Many of these hosts were developed countries and the spread of business widened
considerably. It was during this stage that the first transnational corporations emerged from China. These were import
and export companies, such as the China National Metals and Minerals Import and Export Corporation which by
1989 already had 49 companies, joint ventures, and representative offices in 23 countries and regions.

The third stage characterized the 1990s, during which both inward and outward FDI increased dramatically. For a
while, in the first half of the 1990s, China provided the second largest FDI outflow among developing countries after
Taiwan, though this was later exceeded by countries such as South Korea and Malaysia (UNCTAD 1999: Annex B).
The range of Chinese enterprises investing abroad widened beyond foreign trade corporations to include foreign
business-oriented conglomerates such as CITIC and Guangdong Enterprises, large industrial companies such as
Shougang Steel, entrepreneurially led state-owned enterprises (SOEs) like Haier, and SMEs such as Kelon, Galanz, and
Huawei. Shougang, for example, has fifteen overseas enterprises and offices with an accumulated FDI of US $13.2
million. Haier has plants in the Philippines, Indonesia, and Malaysia and has invested US $30 million in a new South
Carolina factory to produce refrigerators. Kelon, which started as a township enterprise, is listed on the Hong Kong
Stock Exchange, has moved its headquarters to Hong Kong, and in 1996 invested 1.1 billion Japanese Yen to establish
a subsidiary in Japan to undertake R&D for electronic appliances (Bruton, Lan, and Lu 2000).

There are certain characteristics of Chinese firms' foreign market entry strategy (Zhang and Van den Bulcke 1996).
Their capital outlay tends to be
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small and there is a preference to form joint ventures in order to reduce investment risk. Most China investors are
unlikely to consider alternative countries in deciding on FDI, but rely instead quite heavily on ethnic and cultural links.
These measures to reduce risk and psychic distance are an attempt to compensate for an unfamiliarity with local
business conditions and a shortage of qualified staff who possess appropriate language skills and international business
experience. Nevertheless, we shall see that problems continue to arise.

24.2 Problems Attending China's Role in International Business

24.2.1 Inward Investment
‘The golden days of foreign investment in China are over’, according to the EIU (1999: ch. 9:1), which describes the
problems that many foreign companies have experienced there. Annual sums of newly contracted FDI to China fell
from 1996 onward, and there was a particularly dramatic fall in 1999.218 China only received an additional US $41
billion of new foreign investment during 1999, a decline of 21 per cent from 1998, while foreign investment actually
used fell by over 11 per cent (China Economic News2000c). If allowance is made for the fact that China commitments
sold by one foreign company to another are counted as ‘fresh’ foreign capital, the true figure is certainly lower (The
Economist1999).

The decline in FDI inflow reflects the increasing difficulty that many foreign-investing firms have experienced in
making an acceptable return on their investment. From its 1998 study, AT Kearney estimated that some 60 per cent of
Sino-foreign joint ventures were not making money and that about one-quarter of all multinationals had pulled out of
at least one China operation. When asked the reason for withdrawing, some 44 per cent said a lack of profitability
(Wonacott 1999). China is regarded as a land of promise, but for many investors that promise has yet to be fulfilled.
An analysis of industrial
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census data concludes that the median return on equity of foreign companies in China was only 3.1 per cent in 1996
(Li and Tse 1999a). Some companies have pulled out of China altogether, including the Royal Bank of Canada, South-
western Bell, Fosters, and Marks & Spencer (from Shanghai). In the case of Southwestern Bell the problem lay in
regulatory obstacles. Fosters failed to make any profit in China's oversupplied beer market.

A more common reaction has been retrenchment. Unilever, for example, has cut costs by replacing expensive
expatriate employees with local staff and moving to a leaner structure through consolidating fourteen joint ventures
into just three operating companies (Jacob 2000). Also many new projects have been put on hold (Harding 1999). On
the other hand, there are also many companies that are still making money, and surveys of Hong Kong and European
firms with operations in China indicate that many remain satisfied with their performance (Fiducia 1999; Child et al.
2000). It is therefore extremely difficult to generalize about experience in such a huge and diversified country.

It is, nevertheless, possible to identify factors in China as an investment environment that have obliged many foreign
firms to reconsider their position there. These stem essentially from the combination of a less benign economic
environment, in which growth is slowing and competition intensifying, with the continuing presence of governmental
inhibitors on the ability of foreign companies to compete with a free hand and to invest where returns are most
favorable. The quality of China's business support infrastructure, in terms of intermediate institutions and managerial
competence, also compares unfavorably with many other countries, although this aspect of the environment is
improving rapidly.

24.2.2China as an Environment for Inward FDI
The growth of domestic competition has resulted both from market entry by foreign companies and from the rise of
local market leaders. The latter has been quite striking in some sectors. In white goods, local companies such as Haier
and Kelon have beaten back foreign brands, which is one of the reasons why Whirlpool from the USA withdrew from
the refrigerator and air conditioner markets. In the PC market, Compaq Computer was the leader in 1994 with a 21
per cent share of China's personal computer business. By 1999, it only had 9 per cent, while Legend Computer based
in Beijing had become the country's most successful PC maker with a 17 per cent market share (Sesser 1999). Some of
the growing competition has come from domestic private and collective firms which, according to the 1996 data
already
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mentioned, achieved median returns on equity of 19.5 and 9.4 per cent respectively (Li and Tse 1999a). In addition,
certain key SOEs have benefited from government subsidies and cheap loans, and domestic producers as a whole tend
to gain from informal regulatory assistance in ways that are illustrated below.

The huge inventories accumulating in some industries have also discouraged foreign investors. These have resulted
from a combination of slowdown in the economy, market saturation in many traditional industries, and over-
investment. China experienced over two years of continuous deflation, up to the middle of 2000. From a portfolio
investor's perspective, it is undesirable to invest in a company holding inventories during a period of deflation, since
they will eventually cause large losses. Direct investors such as multinationals are reluctant to commit to building new
plants for fear of exacerbating excess capacity. Consumer durable industries, such as producers of refrigerators,
televisions, and washing machines, are particularly badly affected by excess capacity. For example, Changhong is
China's largest and most respected manufacturer of television sets. In 1999 it had 30 per cent of its annual production
stuck in inventory, and other TV makers were in a similar position. The industry was beset with massive over-capacity,
indicated by the gap between its production capacity of 35 million units per year and a demand running at only 25
million units. Changhong responded in April 1999 by slashing its prices by 20 per cent and initiating a price war (Chang
1999; Tsiang 1999).

A competitive market, the growth policies pursued by new entrants, and more sophisticated buyers, are creating
pressures to offer open credit terms. Dun and Bradstreet's 1998 survey of 104 foreign companies in China, revealed
that the percentage under pressure to ease credit terms had more than doubled to 40 per cent from the previous year.
Days sales outstanding (DSO), which indicates the average time it takes a company to receive payment, of between
forty and ninety days were the most common among the respondents, peaking in the sixty to ninety day period. Bad
debt was also a problem, though less so among more recently established companies (Dun & Bradstreet 1998).

It has become clear that, as competitive pressures mount, regulators in China are prepared to defend domestic firms
and to preserve national control over key sectors, if necessary by taking measures hostile to foreign-investing firms.
Thus the government's concern to support domestic producers has led it to issue what are, in effect, ‘buy local’ orders
for industries such as mobile telecommunications equipment, certain pharmaceutical products, and some kinds of
power generation equipment. This places foreign producers at a significant disadvantage. Examples continue to be
reported of non-tariff barriers that are erected by Chinese bureaucrats to protect local companies against foreign
competition (e.g. Johnson 2000). Moreover, the periodic
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tightening of foreign exchange controls creates further difficulties for foreign firms seeking to repatriate earnings or to
purchase from abroad. A European Union survey in 1999 found 40 per cent of companies claiming that they were
slowing or canceling investments involving foreign-currency related financing (Seidlitz and Murphy 1999). The US-
China Business Council reported that nearly 50 per cent of its members had decided ‘to reconsider, delay or even
cancel intended’ investment because of difficulties in importing goods and services and in repatriating profits (Harding
1999).

The Chinese government is also determined to retain control in what it considers to be key sectors. This is illustrated
by the order of the Ministry of Information Industry that contracts made under the so-called China-China-Foreign
formula are illegal. Under this formula, foreign investors such as Sprint, Welcom, NTT, France Telcom, and Siemens
had participated indirectly in China's second largest telecoms group (China Unicom) through second joint ventures
that they controlled (Parkes 1999). At the time of writing, the issue of foreign ownership in sectors such as financial
services and telecoms was not finally resolved despite protracted negotiations. The liberalization that foreign investors
had expected to occur in the later 1990s, especially in services, did not take place.

Consistent with their emphasis on preserving control, Chinese regulators continue to place restrictions on the use of
one of the main contemporary vehicles for attracting investment by MNCs, namely acquisition. The announcement of
a new enterprise reform campaign in September 1997 appeared to open up opportunities for foreign investors to buy
up struggling state-owned enterprises. What has actually transpired is a continuation of a practice already in place by
which companies could buy into SOEs, usually through joint venture or joint stock arrangements, rather than buy
them outright. One notable exception, clearly regarded as experimental by Chinese regulators, may however open the
door to acquisition as a normal process in the future. This was Kodak's purchase in March 1998 of the assets of three
ailing SOE film manufacturers through the establishment of a ‘joint-share’ company (EIU 1999: ch. 9:37).

A further widespread cause of complaint from foreign companies operating in China concerns the weak enforcement
of intellectual property right protection (EIU 1999: ch. 10). China ranked forty-eighth out of the fifty-nine countries
surveyed by the World Economic Forum for strength of IPR protection and fifty-fourth for compliance with court
rulings (World Economic Forum 1999). There is a major risk of technological leakage and reverse engineering, while
there have also been many cases of brand piracy. The source of this problem lies not so much in a lack of statutory
provision for legal protection as in the central government's inability to ensure the enforcement of such provision.
Indeed, the paradox of widespread government involvement in business affairs, coupled with weak enforcement at the
local
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level, gives rise to local anomalies which the central authorities may not be able to resolve.

The quality of factor inputs and business support services available in China is improving, aided by the institutional
reforms and policies of technology transfer which are discussed later in this chapter. Nevertheless, they generally fall
below world standards. As an indication, the World Economic Forum survey ranked China fiftieth out of fifty-nine
countries for both loan availability and sophistication of financial markets, and fifty-sixth for overall quality of
management (World Economic Forum 1999).

The nature of China as an environment for foreign investment can be clarified by reference to Porter's (1990)
‘diamond’ of determinants of national competitive advantage. Porter argues that different locations vary in their
competitive advantages and, by extension, in the advantages or otherwise that they offer to firms operating in a given
location. Locational factors include both demand and supply conditions, many of which can be affected by
government policies. On the demand side, the size, growth, and sophistication of the market are considered important
factors, as is the strength of local competitive pressures to improve quality and performance. On the supply side, the
availability of production factors and supporting industries and business service providers are regarded as significant
(see also Porter 1994). In China's case, government intervention and the legal system are important additional
institutional determinants of the conditions facing foreign investing companies.

In the main, China's attraction as an environment for foreign investment lies in its market rather than on the supply
side (World Economic Forum 1999). This explains why the great majority of companies providing inward FDI have
done so for market-seeking reasons and why increasing competition in the domestic market has led to disappointment.
Nevertheless, the combination of a large domestic market with the growing range of services and other inputs available
in rapidly developing centers such as Shanghai, is encouraging companies to locate their regional offices in China.
These offices are also well placed to facilitate exports from China plants to other parts of the Asia-Pacific region.

The factors in Porter's ‘diamond’ are also likely to have a bearing upon the preferences of foreign investors concerning
the governance of their operations in China. The combination of market-seeking opportunities with poorly developed
supply conditions, including the supply of high quality local managers and partners, will encourage the push towards a
controlling level of ownership already noted. The argument is broadly as follows. The more favorable the demand
conditions prevailing in a host country, the greater the attraction for inward market-seeking investment and the more
prepared international companies will be to commit high levels of investment giving them sole or dominant ownership
in local operations. Similarly, if a host
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country is deficient in the quality of its factors of production or in the development of supporting industries, the
foreign investor will need to make good these deficiencies either through a direct injection of capital and non-capital
resources and/or by contracting for necessary supporting inputs. For the same reason, it will need to inject more direct
managerial support. These moves signify greater involvement in ownership and control. On the other hand, rivalry
from sophisticated domestic producers may increase the willingness of foreign investors to take such producers on as
joint venture partners, thus diluting their ownership stake. This is because the domestic producers represent a threat as
independent competitors, and they can also offer value by way of distinctive competencies.

China is thus suggestive of the ways in which host location conditions act as contingencies for the corporate
governance of FDI. This is an issue that merits further research.

24.2.3 Outward Investment219
Although it is on a much smaller scale than inward FDI, China's outward foreign investment has been accompanied by
a number of problems, some of them also related to government involvement. Government is heavily involved in
controlling and steering the outward FDI process. Depending on the type, scale, and location of direct, non-trade,
investments being proposed, approvals are required from different levels of government. Projects valued at US $1
million or above require central government approval, whereas smaller investments are approved either by local
provincial and municipal governments or by ministries responsible for the prospective investment. Using this
administrative framework, the Chinese government has been active in encouraging specific types of outward FDI that
it considers will generate benefits for the domestic economy and link in with its development assistance programs. It
employs tax incentives, subsidies, national bank loans with preferential terms, and better access to the domestic market
for goods produced by Chinese overseas affiliates. As Cai (1999: 870) notes, ‘in any analysis of Chinese outward FDI,
it is . . . important to point out that political considerations always play an important role’.

This highly administered system of outward FDI is, however, deficient in a number of respects. The government does
not have a specific policy for such FDI and as a result its guidance and incentive policies also lack clarity. Relevant laws
with respect to Chinese foreign affiliates are lacking, and
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a mechanism to conduct post-approval supervision and evaluation is not in place.

Since Chinese foreign affiliates are still mainly SOEs, they tend to be managed like their parent companies in a
centralized and inflexible manner. Lacking the necessary autonomy regarding personnel, finance, and compensation
levels, they are run inefficiently and without scope for local initiative. Many Chinese parent companies still suffer from
the absence of any strategic orientation within the previous command economy. They do not have a clear strategy for
their overseas business or an effective evaluation and supervision system. Another inherited problem lies in the
tendency of government enterprises to appoint to overseas managerial positions on the basis of administrative
connection rather than managerial ability, a practice that encouraged notoriously ill-judged behavior in the mid-1990s
among the so-called ‘Red Chip’ companies registered and listed in Hong Kong.

While some of these problems stem from what Cai (1999: 876) calls ‘the lingering legacy of the previous command
economy’, they are exacerbated by the fact that China is still a long way down the learning curve in respect of its
engagement in the international economy. Many of its firms investing abroad lack a good understanding of host
country environments or a basis on which to assess the credibility of local partners. Moreover, their affiliates usually
lack qualified personnel with international management skills, sufficient host country knowledge, and a sound
understanding of international standards.

This combination of governmental influence and inexperience has in many cases resulted in the under-achievement of
outward Chinese FDI. It is unlikely, however, to preclude a continuing growth in such FDI, effected increasingly
through the internationalization of entrepreneurial firms like Haier that have succeeded in breaking away from old
ways and restrictions.

24.3China's Institutional Context
It is apparent from the previous discussion that a fundamental characteristic of Chinese society is the deep
involvement of officialdom with business life. This characteristic is associated with many of the difficulties experienced
by both inward and outward investors. The interventionist role of government has deep roots in Chinese history and is
not simply a product of the socialist
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legacy, even though this has been a reinforcing factor (Gernet 1982). The role of the state in Chinese society is based
on an assumption that its officials have the legitimacy to represent the collective interest over that of individual or
sectional interest. Hence government intervenes frequently in both inward and outward FDI projects. Walder (2000:
64) has noted that ‘the continuing role played by government at all levels in the management of enterprises and the
guidance of local economies’ confounds the expectations of many experts on economic transition. Thus the
government's role in China is not confined to regulation and taxation. Chinese officials actively manage enterprises in
villages, towns, and smaller cities, play an active role in assisting the development of local firms, and invest in the
private economy. They regard it as their function to work for the interests of the enterprises under their purview in any
deals with foreign investors and in respect of any competitive threats from foreign-invested companies.220

The power of officialdom to intervene, and the temptation to abuse such power, is a particular source of complexity
and uncertainty for foreign firms investing in China. Even though China is now engaged in major institutional change
under its continuing program of economic reform, it would be very sanguine to expect deeply entrenched official
values and behavior patterns simply to melt away with the signing of formal commitments such as membership of the
WTO. The practical and theoretical issues raised by China's growing engagement in international business have to be
considered in the light of this institutional context. It is appropriate to do so through the lens offered by institutional
theory.

I have argued elsewhere (Child 2000a) that the impact of global forces upon firms is mediated by institutions at the
supra-national level (such as the WTO), the regional level (such as the EU and NAFTA), and at the national level.
Global forces are both material and ideational. The former consist primarily of the economic and technological
developments associated with trade liberalization and IT. The latter consist of the ideas, tastes, and values that are now
circulating more widely and freely around the world than ever before. How these global forces impact upon the
operations of business within a given context depends importantly on the institutions active in that context, as well as
local culturally informed norms. It is particularly important to take account of this institutional mediation in China
because it is more entrenched and pervasive than in most other countries.

A growing body of research has identified the key national institutions that impact upon the policies and operations of
firms, and which hence constitute distinctive contexts for business (Orru, Biggart, and Hamilton 1997; Biggart

CHINA AND INTERNATIONAL BUSINESS 695

220 The maintenance of substantial state paternalism is, however, also characteristic of some other transition economies such as Russia and the Ukraine. See Ch. 25 by Meyer in
this volume.



and Guillén 1999; Whitley 1992a, 1992b, 1999). Such research suggests an analytical framework that focuses on three
main categories of institution: government, business system, and intermediate institutions. The characteristics related
to government include the extent to which markets are administratively regulated, the degree of centralization in
government economic policy, and the extent of government ownership in business. The nature of ownership and
corporate governance, and openness to foreign capital and international trade are highly significant features of business
systems. Intermediate institutions include the legal, financial, production, distribution, and management development
systems of the country concerned. Some institutions, such as the educational system, help to form organizational
competencies. Others, such as the banking and insurance system, provide intermediate services, and other support
services such as health care. Yet others impose legal and regulatory constraints. In China's case, governmental bodies
are involved in each of these roles through public ownership and/or active policy determination.221

24.3.1 Government
China's government operates through a complex system of state legislative and executive bodies, central ministries
such as MOFTEC (Ministry of Foreign Trade and Economic Cooperation), a wide range of local authorities,
intermediate institutions such as banks and the judiciary, and SOEs. It has been the primary source of changes
introduced to the country since China embarked on its transition and opening to international business in 1979. In
introducing these changes, the central government has followed two complementary principles: pragmatism and the
preservation of social stability. These principles are likely to be maintained into the future.

Pragmatism is evident in the experimental approach adopted towards reforms. Most have followed a set pattern: a
change is introduced experimentally within a geographically defined area, the reform is then modified in the light of
experience and subsequently legitimized by the central government for economy-wide adoption (Child 1994;
Naughton 1995). Deng Xiaoping's famous aphorism was that reform should advance by ‘taking two steps forward,
one step back’. While this approach has provided an uncontroversial means for China to reform almost continuously,
its inherent non-linear flexibility can create uncertainties for international firms as to the exact
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speed and direction of evolving reforms. The fact that the ‘steps back’ are normally taken by governmental fiat in
response to major obstacles adds to the uncertainty. While China's economic reform is incremental in its stepwise
nature, and is path-dependent insofar as it is conditioned by existing institutional structures, it is also recursive.

The second principle is the preservation of social stability. At a number of critical times, most notably in 1981 and
1989, there were marked shifts in policy that balanced the pace of reform with the need for stability. Attempts to
maintain this balance continue to give rise to instability in government policy, such as an oscillation between
encouragement and discouragement of bank lending to ailing enterprises (Rawski 1998). The authorities face the
dilemma that growth is a requirement for social stability because it provides new employment, yet the enterprise
restructuring needed to create the conditions for performance-led growth threatens social disruption in the shorter
term.

The constant interplay between reform and the need for stability has also led China to evolve into a highly
differentiated economy (Nee 1992). It contains centrally planned sectors, such as oil refining, still dominated by
enterprises with hybrid governmental and commercial features, as well as entirely market driven sectors such as food
processing with a full range of enterprise forms (Luo 2000). To circumvent open conflict between reform and
conservative factions, the Chinese leadership has creatively called this a ‘market system with socialist characteristics’.

China's central government has decentralized authority from central to lower level governmental units at provincial,
city, and village levels. These ‘local’ governments are now able to formulate their own policies for attracting investment
and for business operations under their jurisdictions, within a general framework set by the central government.
Decentralization is also underway in China's ministries, where provincial sub-units are encouraged to fund their own
budgets independently. These moves towards decentralization have been motivated by the inability to manage activities
at the micro level in an increasingly complex and sophisticated economy. The financial drain on the central budget of
maintaining a centrally planned system has reinforced the move to decentralization (Li and Tse 1999).

The process of decentralization has, however, not proceeded smoothly (Feinerman 1998) and there have been sharp
oscillations within the central-local power balance. Often, the central government has not been able to find effective
institutional mechanisms to ensure that local initiatives are prudent and consistent with overall national interests. It has
resorted instead to periodic administrative interventions. The fundamental problem is that China has not yet been able
to work out its own system of federalism (Pei 1999), and this will continue to generate considerable uncertainty in the
Chinese business environment.
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24.3.2 The Business System in China
The heart of China's industrial structure lies in the relationship between firms and government. Through ownership
ties and mutual dependence, many firms are integrated with government at various levels. Scholars have described this
relationship as ‘network capitalism’ (Biggart and Hamilton 1992; Boisot and Child 1996), and it has been associated
with guanxi as a special Chinese cultural characteristic. It has survived in China despite the considerable changes since
the economic reform began in 1979. The multilevel guanxi system sustains a fragmented economy in which few firms
dominate (Li and Tse 1999b).

From an economy that in 1980 was dominated by SOEs commanding 76 per cent of industrial output, China today
has a wide range of firms that are differently constituted in terms of their ownership. According to Nee (1992), and
Boisot and Child (1996), there are four main categories of firm in China. These are non-marketized and marketized
state-owned enterprises (contributing 28.2 per cent of industrial output in 1998), collective enterprises (38.4 per cent of
industrial output), private enterprises (17.1 per cent of industrial output), and other types of firm, primarily foreign-
invested ones (22.9 per cent) (National Bureau of Statistics 1999: Table 13.3). Except for some in the first category,
these firms secure resources and dispose of outputs through markets. From the early 1990s, a significant development
has been the conversion of SOEs to joint-stock companies (JSCs). The number of such companies rose from 2,751 in
1991 to 12,500 in 1997. By 1996, 530 JSCs were listed on the Shanghai and Shenzhen stock exchanges, over fifty were
listed in Hong Kong, and about twenty in New York (Lau and Tse 1999b). The conversion of SOEs into JSCs offers
new opportunities for international firms seeking to buy into local companies.

Since their inception under China's economic reform, private enterprises have had to survive the harshest environment
(IFC 2000). They mostly comprise entrepreneurial and small businesses, without the superior technology and
management skills of foreign firms, or the institutional sponsorship afforded to other types of Chinese firm. The
private sector is, however, the fastest-growing in China, and massive lay-offs from restructured SOEs have produced
many more entrepreneurs. Private enterprises now employ over 13 million people. Realizing their substantial economic
contribution, the government in February 1999 amended the country's constitution to provide private firms with the
same legal rights as the publicly owned part of the economy, and so remove their previous handicaps. The
establishment of new venture capital funds should provide needed financial capital to the promising few, and is a sign
of developments to come. While few private firms have so far become joint venture partners or acquisition targets for
foreign firms, some of them will become more attractive in the future especially in areas
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such as software and Internet development (Becker 1999; China Economic News1999; The Economist1999).

The changes in progress, such as the further reform of SOEs and the legitimation of private business, will permanently
alter China's business system. So far, Chinese leaders have advanced the reform of SOEs through greater
marketization, as a way of reducing economic distortions, and through increasing privatization. Rather than building
South Korean type Chaebols, the government has encouraged the break-up of large SOEs with some exceptions, into
small units for sale to other firms. Accordingly, mergers and acquisitions are likely to dominate the business scene in
China (South China Morning Post1999). MNCs have eagerly participated in these mergers in Internet firms and airlines.

It is expected that some successful JSCs and SOEs will capitalize on the opportunity to expand their operations
through the input of additional funds, technology, and even export opportunities. Government sources envisage that
some large SOEs will develop into international firms featuring among the Fortune 500. A survey revealed that 70 per
cent of the top three brands in fifty consumer product markets derive from local firms (Hong Kong Trade
Development Council 1998). Given the size of the China market, these firms can leverage their domestic market
power to expand internationally, a strategy that has proved to be effective among newly emerged Asian companies
such as Acer and Lucky Gold Star. As noted earlier, an increasing number of Chinese firms are expanding into
overseas markets. Whether many of them can catch up the enormously powerful giant global corporations, however,
remains an open question (Nolan 1999).

24.3.3 Intermediate Institutions
The government is also leading the development of the systems that support the operation of business. These
primarily comprise the legal, production, finance, distribution, and management education systems. Each has gone
through many changes since 1979 and their future development will have a significant bearing on the capacity of
China's firms to compete internationally as well as on the environment that China offers to foreign firms.

Historically, China did not have a legal system independent of the state. Since 1979, there has been continuous legal
reform in the field of business. This includes regulations governing the status of foreign firms and investment, and a
body of new commercial laws. Yet, the implementation of China's laws remains a major source of uncertainty for
MNCs. One problem lies in the use of ad hoc administrative amendments to regulations. Another stems
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from the central–local tension within government. The interpretation of laws is often left to local officials. Local
interpretations frequently deviate from the original legislative intention and can change as one official replaces another.
Therefore, despite continued legal reform evidence suggests that the law in China remains ‘a tool of state
administration’ (Lubman 1995: 2).

China's technological system was the first to undergo dramatic changes. Licensing agreements and equity joint ventures
were important vehicles for introducing modern production technologies into Chinese firms on an unprecedented
scale. Recently, many foreign high-tech firms have set up R&D centers in China and some have acquired local Internet
service providers. In reverse, some Chinese firms are establishing offices in major high-tech regions such as Silicon
Valley to acquire technology first hand. Chinese firms are now exposed to global advances in technology through the
Internet.

The most obvious milestones in the development of China's financial system are the establishment of its stock markets
in Shanghai and Shenzhen in the 1990s. Yet the gradual reform of its banking system is equally significant, though the
banking and financial sector has not yet been totally opened to international firms. In its negotiation to join WTO, the
Chinese government has committed to a series of further reforms including the participation of foreign financial
institutions. The availability of services from international financial institutions would considerably help in the
provision to foreign-invested firms of working capital, trade finance, and insurance. Internal resistance to these
proposals has, however, been strong.

Since 1992, however, the entry of foreign ventures in the retail sector has created some fundamental and far-reaching
changes. Most retail development has been initiated by private enterprises and foreign ventures (Hong Kong Trade
Development Council 1999). The reform of SOEs is likely to promote further changes in China's distribution system
because many wholesalers are owned by the government. In addition, the development of China's railway and other
transportation systems is facilitating the expansion of its distribution network. The current explosive growth of
computers among the general population suggests that there will also be a rapid spread of electronic shopping and
other forms of electronic commerce.222

Another significant factor in China's business environment is the supply of its human resources, especially those
available to business (Warner 1995). So far, the development of its education system, particularly higher education, has
been slow (UNDP 1999). The strength of China's major universities has been in technical subjects rather than
commercial and management studies. The demand for management education far exceeds supply, with most graduates
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receiving multiple job offers. To meet their immediate needs, many foreign-investing firms in China organize in-house
executive programs or send their staff to management programs offered by different business schools outside of China
and some domestic universities, such as Tsinghua and Fudan. However, new developments are apace including the
formation of consortia with foreign schools to promote the development of business and management education.

China's intermediate institutions are developing quite rapidly, but this process still has a long way to go. While the
country is by and large no longer a resource shortage economy in terms of basic physical services (power, water, and
waste) or most raw materials, it remains short of the support services that intermediate institutions are expected to
provide. A survey recently conducted by the author and colleagues of over 600 Hong Kong firms with operations in
China is revealing on this point (Child et al.2000). The availability of adequate support resources emerged as a
significant predictor of how well their China business performs, especially the availability of marketing and technical
know-how, and of trained staff. Many of these firms still experience the need to source such support from outside
mainland China.

24.4 Implications for Theory and Policy
The impact of globalization on China continues to be importantly mediated by that country's institutions. Although
much of China's previous command economy has now been dismantled, governmental agencies continue to have an
important impact on its relations with the international business community. It may well be that the country's rapid
economic development and integration into the world community will result in the continued further disengagement of
government from the highly interventionist position it still occupies. The trend towards privatization, and entry into
the WTO, are clearly steps in that direction. However, an analysis of the present situation and the foreseeable future
must take government intervention and its consequences into account.

The nature of government economic intervention can be conceptualized as pragmatic, experimental, and
particularistic. As already noted, pragmatism
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has led to variability in the maintenance and application of policies and regulations. Experimentation has given rise to
diversity, especially in the forms of business now extant in China, including those engaging in outward FDI. The strong
element of particularism in Chinese culture (Trompenaars 1993) has a practical significance for business transactions
there in terms of who you know and the basis on which the relationship is understood to rest. This accounts for the
considerable attention given to the notion of guanxi that captures this characteristic. It contrasts with universalism,
which denotes that it is culturally appropriate to apply the same rules and standards whoever the person may be. Given
the latitude that local officials generally enjoy in dealing with the foreign firms located within their purview,
particularism adds considerably to the uncertainty that China presents as an environment for international business.

The application of these concepts, combined with a recognition of the mediating role played by China's institutions,
can generate a better understanding of that country's relevance to the theory and practice of international business.
The final section of this chapter will illustrate this assertion in two ways. First by examining the nature of complexity in
China's business environment and strategies available to foreign investing firms for coping with this. Second by
exploring the relevance of China's differentiated business system for modes of engagement between Chinese and
international firms.

24.4.1 The Nature of China's Complex Environment
People with experience of China as an environment for doing business are very likely to emphasize its complexity and
variability. Boisot and Child (1999) applied Kaufmann's (1993) analysis to depict the contours of this complexity.
Briefly, Kauffman makes the following distinctions in a system consisting of nodes interlinked with varying degrees of
density:

1. N refers to the number of parts in the system under consideration. Each part makes a fitness contribution
which depends upon that part and on K other parts among the N.

2. K in effect reflects how richly cross-coupled the system is. With K=0 for example, there are no interactions.
With K=N (N–1), on the other hand each node in the network is affected by every other node and we obtain
the largest value for K.

3. P is a control parameter, ranging between 1.0 and 0.5, that tunes the behavior of the links between nodes. In
this way they can be made to exhibit order, chaos, or a phase transition between those two states that is
labeled ‘the edge of chaos’. A high value for P reflects a high degree of
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stability and structure, whereas low P, close to 0.5, is low in stability and structure

China as a socio-economic system displays a high level of Kaufmann's N. It consists of many and differentiated
elements. We have highlighted the existence of different levels of government and multiple forms of enterprise. There
are the additional complexities of many regions that contrast in wealth, education, and sub-cultures (Child and Stewart
1997). This differentiation lends China the character of a complex cellular society.

The cellular nature of China's society means that it is characterized by a high N but low levels of K between its
constituent units. At the same time, levels of K are high within the system's constituent units, especially within local
communities which have close-knit networks embracing administrative, political, and business groups. This
combination creates tensions between the central and local levels in the governance system, and consequent
ambiguities about their respective jurisdictions. While laws and regulations are formulated centrally, coordination
between national government bodies is often ineffective and, in addition, laws and regulations are administered locally.
This can give rise to considerable ambiguity as to who is ‘the government’ and inconsistencies between different
agencies and localities.

Ambiguity about governmental jurisdictions and powers contributes to a low level of stability within the Chinese
system and hence a low level of P. The form of complexity in China (low overall K combined with high local K and
low P) poses far greater difficulties for those engaged in economic relationships, than does a high N per se. For it
describes a situation in which economic governance tends to be organized through intensive relations coordinated
according to implicit rules which can vary both between locations and over time.

The cognitive complexity (low P) which is caused by ambiguities as to the locus of power and initiative in the Chinese
system, is added to by the lack of transparency of many Chinese laws and/or their uncertain enforcement, as is the
case with intellectual property rights. Local governmental agencies have powers to interpret regulations, issue licenses,
and impose taxes, which furnish ample scope for negotiation and corruption. The system is characterized by what
Gell-Mann (1995) termed ‘effective complexity’, deriving from its irregularity, inherent tensions, and hence
unpredictability.

This high level of complexity and uncertainty poses problems for local Chinese business people as well as foreign
investors. Historically, the Chinese have sought to adapt to these contingencies by forming relational networks with
lower numbers but denser inter-personal links than those typical of Western countries. These specific relationships,
based on trust and implicit (non-codified) norms, fall into two broad categories. These are the family and the network
based on reciprocated assistance and favor (guanxi). Therefore,
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to an important extent, transactions within the Chinese business system have been governed by relatively tacit norms
and expectations, rather than by the more codified rules characteristic of transactions regulated either by hierarchical
rules or by laws of contract applied to market dealings (Boisot and Child 1996). This is the backdrop against which a
rapid implementation within China of formal WTO provisions may well prove to be a long and difficult process.

24.4.2 Strategies for Handling Environmental Complexity
Despite the increasing codification and transparency of information in the Internet world, it is arguable that the
breakdown of old structures in areas such as new flexible value chain arrangements and employment patterns are
moving the system of international transactions closer to the effective complexity model. If this is the case, the
transactional options available for handling China's complexity should enrich our appreciation of international business
policy alternatives more generally.

Two broad approaches—complexity reduction and complexity absorption—have developed as cultural responses to
the specific conditions of Western and oriental societies respectively over long periods of time. Complexity reduction
entails the attempt to control complexity by reducing it to known proportions and routines, including attempts at
reducing it via environmentalenactment such as lobbying. Complexity absorption, by contrast refers to the attempt to
ride with complexity. Baumard (1999: 229) comments that organizations ‘escape ambiguity when they cease
concentrating on the reduction of complexity, but, on the contrary, direct their efforts towards its penetration’.
Complexity absorption involves the creation of options and risk-hedging strategies often through networking with
individuals or organizations having their own special knowledge of, and connections to, events. This response is
broadly consistent with the management of uncertain opportunities by pursuing a number of high-variance outcomes
as ‘real options’ (McGrath 1999).

MNCs entering China have a strategic choice in how to cope with the complexity they experience. The first option is to
apply their standard policies and practices, which are well understood and compatible with their world-wide activities.
They endeavor to do this by securing sufficient control over their affiliates and external influence so as to enact critical
aspects of the Chinese environment. This is the strategy of reducing complexity by bringing it under apparent control.
Reducing reliance on partners and external relationships will lower the transaction costs of social exchange, but most
likely
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raise the transaction costs of exercising direct managerial control using expensive expatriates. Moreover, this policy
could be of limited effectiveness in reducing risk because it places low value on the support of local partners and may
also alienate powerful officials in the institutional environment. These factors point to a distinct limitation in the
ownership advantages enjoyed by foreign firms operating in China, which may contribute significantly to their often
disappointing performance in that country.

The second option is to try to absorb the complexity of the Chinese situation and this is the approach for which
historically the Chinese have shown a cultural preference. Given the difficulties of gaining access to local networks and
their implicit modes of operation, this approach requires the support of local partners. Absorption entails a greater
degree of participation in local relational systems and hence raises the transaction costs of social exchange. It also
engages the foreign firm in a greater level of variance than it is familiar with which may limit its ability to relate its
policies and practices in China to its worldwide system. On the other hand, this policy can increase the firm's ability to
learn and open up a greater range of options for it. This approach essentially attempts to reduce risk by co-opting
those who can help to anticipate and interpret change and who can suggest a range of alternative actions. Such co-
optation should also reduce the transaction costs of exercising direct managerial control.

Policy choices of this kind are clearly relevant to the basis on which international firms engage with Chinese
counterparts. They illustrate how the particular case of China offers an opportunity to examine the trade-off between
different kinds of transaction costs in the process of risk reduction. This is a theoretical avenue worth pursuing further,
particularly if it is combined with an examination of relevant contingencies. Thus certain conditions may bear upon the
ability of firms to enact their environments and adopt a complexity reducing approach successfully, or alternatively to
handle complexity via the absorption approach. For firms operating in China, their ability to enact local environmental
conditions will clearly be a function of factors such as their global reputation, and their skill at generating political
goodwill. Smaller firms may not have either the resources, standing, or experience to adopt this policy, and will hence
tend to rely more heavily on coping with China's complex environment through the assistance of partners.

The merit of developing a contingency analysis lies in the way it avoids the temptation to apply over-simple ‘one-best-
way’ solutions to what is a quite varied set of circumstances. In recent years, something of a mythology has arisen
extolling the virtues for foreign-investing firms of running their China affiliates as wholly-owned subsidiaries (e.g.
Vanhonacker 1997). This is consistent with the implications, noted earlier, of applying Porter's locational advantages
analysis to the prediction of FDI governance preferences. Yet, as we have also seen, the available evidence on the
performance of foreign
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affiliates in China does not support such a simple universalistic nostrum and suggests instead that further more
specific firm-level contingencies are in play.

We suggest that the contingency approach can be further informed by a close examination of specific cases. For
instance, a detailed study of British firms with operations in China has given rise to two main conclusions that
contribute in this way. First, the specific location of foreign operations within China's highly differentiated business
system does not always make sole or controlling ownership a viable option. Government regulations do not permit it
in some sectors, while in others partnership may be the price to pay for delivery of market access. Second, different
ownership regimes can be successful, but a condition for such success is that the approach of the foreign partner to the
ongoing processes of management and relationship building should suit the configuration of ownership and control
that applies (Child 2000b).

24.4.3 Modes of Engagement Between Chinese and International Firms
With the growth of both inward and outward FDI, it is becoming increasingly relevant to ask how Chinese firms are
coming to engage with other firms within the international division of labor. Most of the integration that has been
achieved thus far has been within China's domestic economy through the medium of alliances and subsidiaries. The
contingency approach, just discussed, draws attention to several factors that have a bearing on the chosen mode of
integration. One is governmental regulation, which restricts the form of Sino-foreign business cooperation in certain
sectors. Another is the status of foreign-investing firms, with large MNCs generally having a preference for sole
ownership and the financial strength to bear the additional risk this may entail. SME foreign investors are, by contrast,
more likely to seek the help of local partners. A third factor is the order of entry into China, with early entrants tending
towards the partnership mode and later entrants tending towards either a dominant equity share in joint ventures or
sole ownership (Pan, Li, and Tse, 1999). A fourth factor is nationality of the foreign-investing firm. When they form
joint ventures, partners from Western countries and Japan are more likely to choose SOEs and larger collective
enterprises, whereas investors from overseas Chinese territories have often chosen small collectives or private firms as
partners (Tse, Pan, and Au 1997).

A characteristic of China's business system noted earlier is the differentiation of Chinese firms into several categories,
promoted in large measure by government classifications and policies. The various types of Chinese firm
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may well come to play a different role in overseas expansion. In strategic sectors, the Foreign Trade Corporations and
large SOEs that remain under the guidance and patronage of the central government are likely to retain the edge in
internationalization opportunities. With expertise in international operations and better business information, such
firms prefer to invest in advanced technological firms in developed economies and in large raw material extraction
projects through acquisitions and mergers (Cai 1999). Their relationship with MNCs is likely to be a primarily
competitive one, since the Chinese government has hitherto balked at the prospect of foreign involvement in its
strategic industries and also harbors ambitions for selected larger SOEs to join the ranks of the Fortune 500. As noted
earlier, whether such ambitions can actually be realized through catching up with the leading MNCs remains an open
question.

In other sectors, efficient joint stock and private firms, which have secured a strong position in the domestic market,
may be the leaders in international expansion. Although firms like Haier have so far preferred to establish greenfield
investment projects, some of these firms may consider joining alliances with foreign companies in order to profit from
learning opportunities, much as many Japanese firms did previously (Hamel 1991). Some could also become potential
targets for acquisition by MNCs, especially if they become financially over-stretched. Given the range of Chinese and
international firms, there is a variety of ways in which both may be expected to engage with each other in international
business. Table 24.1 sets these out.

The possibility of a matrix of modes of international business engagement arises from the differentiation among
categories of firm on both the Chinese and international sides of the relationship. Firms by virtue of their size, focus,
and level of experience tend to find different locations within the international division of labor, and this has
implications for the kind of linkages they will form. Whereas large strategic SOEs will strive to compete on a par with
MNCs and to remain independent of them, other Chinese firms without a political imperative behind them and/or not
enjoying the same financial and technological strength are more likely to seek to form partnerships with international
firms. The same logic applies to foreign internationalizing SMEs as well. Small effective Chinese firms may more
rationally transact with MNCs and international SMEs as contractors of specialized local production and service
provision, including high-tech development services. Overseas Chinese firms are already extending their regional
networks to include mainland Chinese joint stock and private sector firms; such networks represent yet another means
whereby Chinese firms are entering international business.

The implication of this analysis is that different types of Chinese firm will internationalize to varying extents and by
contrasting routes. Large SOEs are expected to favor technology transfer agreements and overseas acquisition
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Table 24.1 Emerging Modes of Business Engagement Between Chinese Firms and International Firms

Large strategic SOEs Other SOEs (and
large collectives)

Joint stock compa-
nies

Private sector firms
(collectives, private
cos.)

MNCs Mainly competitors,
some global alliances
but mergers unlikely.
Major SOE moves
are government di-
rected.

Mainly a JV relation-
ship.

JVs and acquisitions
by MNCs.

JVs, acquisitions by
MNCs, and con-
tracting to MNCs of
specialized local pro-
duction and services.

International SMEs International SMEs
supply specialized
technologies to
SOEs, as contractors,
licensors, or JV part-
ners; acquisitions of
foreign SMEs by
large internationaliz-
ing SOEs.

Mainly JVs, but some
international SMEs
may become con-
tractors or licensors.

JVs and some ac-
quisitions of foreign
SMEs to facilitate
market entry or con-
solidate market posi-
tion.

JVs and private sec-
tor Chinese firms act
as contractors of
specialized local pro-
duction and services
to international
SMEs.

Overseas Chinese
firms

Few transactions or
other business rela-
tionships. Operate in
different sectors.

Mainly JVs. JVs and regional
network partners.

JVs and mutual net-
work partners; some
acquisitions by firms
in both categories.

Most likely route to
internationalization
by Chinese firms

1. Technology trans-
fer agreements.

Little or no interna-
tionalization.

1. Overseas market-
ing.

1. Contracts with
overseas firms, esp.
overseas Chinese.

2. Acquisition of
overseas firms and
greenfield invest-
ment. Possible JVs in
marketing and distri-
bution.

2. Acquisitions pri-
marily to strengthen
market position.

2. Some mutual
ownership (e.g. JVs).

3. Members of ex-
tensive regional net-
works.
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or greenfield investment. Few smaller SOEs and larger collectives have the resources to seek international expansion.
Reformed JSCs are expected to market overseas from their domestic base. They seek acquisitions outside China in
order to strengthen their position in foreign markets. Now that they have received official recognition, private sector
firms are expected to enter into various contractual and joint venture arrangements, initially within overseas Chinese
communities to which they have cultural and social links. They are therefore likely to expand their international
presence through networks.

While this discussion remains somewhat speculative, recognition of the differentiation between the categories of
Chinese and international firm alerts us to a range of likely ownership and transactional linkages between them, and
hence to different bases on which Chinese firms will engage in international business. MNCs themselves are expected
to form different kinds of relationship to the various categories of Chinese firm. This qualifies our earlier application
of Porter's ‘diamond’ to the prediction of foreign investor ownership and control preferences in China as an
investment location. A simple prediction is hazardous because the range of domestic firms both as competitors and
potential partners is so extensive. The analysis also elaborates on the conventional assumption that MNCs investing in
transition economies will follow a linear progression from dependence to independence, with sole ownership as the
end point (cf. Prahalad 1997).

Moreover, the identification of a range of ways in which Chinese and foreign firms can engage together in international
business suggests that the current debate on whether or not firms from developing and transition economies can
compete in the global marketplace is being conducted in oversimplified terms. The example of China suggests that
there are various possibilities involving a range of strategies on the part of both categories of firm which themselves
cannot be treated as one of a kind.

24.5 Avenues for Further Inquiry
A comparison of this chapter and that by Meyer in the same volume indicates some of the unique features of China's
transition from socialism. Taken as a whole, China is unquestionably a success story (Nolan 1995; Rawski 1999). This
is one of the reasons why China has become such an important environment for MNCs and other international
business, and why some of its own
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enterprises are themselves beginning to play an active role in global business.

China's policy makers have, however, insisted that certain fundamental features shall be retained in the course of the
country's reform, above all the pervasive role of the state as the guardian of national and party interests. The distinctive
structure of business and the interventionist industrial policies which arise from this insistence raise the fundamental
question of how well strategies pursued in other parts of the global economy will succeed in China (Peng 2000). There
is a general need for further research on institutions and their influence on corporate strategies and behaviors, and
some of this could profitably proceed in China. It would also seem useful to apply Porter's framework to this research,
but from the perspective of national or regional environments as conditions for FDI strategies rather than just from
the original perspective of national competitiveness.

Two salient characteristics of China as a business environment underlie its complexity. These are the internal
differentiation of its governmental and business systems, and its non-linear path of reform. China presents an
opportunity for international business research to advance its understanding of contextual complexity and the
alternative strategies available to firms for coping with it. We are at the beginning of this avenue of inquiry, which
promises to have wider relevance in a world that is evidencing increasing ‘effective complexity’. The challenge is to see
whether conclusions derived from the specific case of China can be theorized and then tested for their general
applicability.

Privatization has become a significant aspect of China's reform, first almost by default and now encouraged by the
authorities. The private sector provides much of the country's growth and the evolution of this sector deserves close
study. Such research should throw light on the ways that entrepreneurship can flourish within a highly controlled
environment and in relation to the non-private sector which the Chinese authorities are committed to preserve in
strategic industries. China is likely to remain a mixed-mode business system, in contrast to the Anglo-Saxon model and
continuing comparisons between the two will highlight both the contingencies that sustain them and their relative
strengths and weaknesses.

Examination of the variety of ways in which Chinese and foreign firms engage together in international business draws
attention to the fact that firms are situated differentially with regard to the international economy. This is a function of
the resource and other endowments that characterize their specific locations and sectors; it is also a consequence of
firm-level characteristics such as size, ownership, and experience. How Chinese firms will form part of international
business networks, and the basis on which they will relate with MNCs, SMEs, and overseas Chinese firms are issues
that will be of increasing consequence for the future shape of international business.
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Last, but by no means least, this chapter has taken China as a pre-eminent example of the contribution that an
institutional and context-sensitive analysis can make to the study of international business. Business contexts that are
unconventional to the main contemporary perspectives in this field of study can only serve to generate the discomfort
that stimulates learning. China provides this kind of challenge to academics and practitioners alike.
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Chapter 25 International Business Research on
Transition Economies223

Klaus E. Meyer

25.1 Introduction
Until 1989, the countries of the Soviet bloc traded primarily in autarky from the world economy. The small volumes of
East—West business were conducted on the basis of counter-trade negotiated with state-trade monopolies (e.g. Neale
and Shipley 1990). Only few Western businesses operated within the

223 This work benefited from discussions with colleagues in direct and indirect ways. I thank Alan Rugman for initiating this work, and Tom Brewer, Klaus Uhlenbruck, and
Snejina Michailova, as well as other contributors to the handbook for their helpful comments. Special thanks go to Arnold Schuh (Vienna) for his help with the marketing
literature.



region, including Occidental Petroleum and Great Northern Telecom (Jacobsen 1997) who offered services considered
vital by the socialist leadership.

The revolutions of 1989 brought dramatic changes for existing business relationships (e.g. Salmi and Møller 1994) and
opened major business opportunities for the first time since respectively 1917 in Russia and 1945 in Central Europe.
The region from Prague to Vladivostok embarked on reform from similar starting positions and with comparable
objectives, yet with increasingly divers development since.224 The transition economies in Central and Eastern Europe
(CEE) become similar to other medium-income market economies, while most successor states of the Soviet Union
are lagging especially in building market-oriented institutions.

The international policy framework evolved very favourably for international business, with rapid reduction of trade
barriers and liberalization of foreign investment regulation. Membership in international organizations, such as WTO,
facilitated this process. The westernmost countries signed ‘Europe Agreements’ with the European Union that further
reduced trade barriers vis-à-vis the union, and became stepping stones towards eventual membership in the union (e.g.
Lavigne 1998).

Western businesses were quick to position themselves in the new markets, as is illustrated by the acceleration of foreign
direct investment (FDI) in the region,225 see Figure 25.1, and the dramatic reorientation in the pattern of international
trade (EBRD 1999). However, businesses operating in the region face a distinct institutional environment, which pre-
determines the strategic opportunities for businesses (Peng 2000; Hoskisson et al.2000). This creates challenges for
managers of both local firms and Western business partners that differ not only from Western experience, but also
among transition economies. On the other hand, outward international business from the region has been slow to
evolve, and rarely been studied (but see Svetličičc et al.1999). However, the comparison with China or Latin America
(Child 2001; Grosse 2001) suggests that it will be of increasing importance in the near future.

International business research has so far focused on Western multinational firms operating in the region. Research has
approached the transition economies in different ways:

224 Readers interested in comprehensive reviews of economic transition are recommended to consult Lavigne (1999) as well as reviews commissioned by multilateral
institutions (e.g. World Bank 1996, Havrylyshyn and McGettigan 1999, Fisher and Sahay 2000, EBRD annually). Independent studies are published e.g. in the Journal of
Comparative Economics, Economics of Transition. and Comparative Economic Studies. This author maintains a website with information on recent research and links: http://www.
econ.cbs.dk/institutes/cees/

225 Concise surveys of recent trends of FDI are provided by EBRD (annually), and UN (annually). For a critical evaluation of the data see Brewer (1994), Meyer (1995), and
Meyer and Pind (1999).
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(1) by testing the validity of general theories in the specific context of transition; and
(2) by exploring and explaining the specific features of the business context and their implications for business

operating in the region.

The former is prominent in leading management journals, and offers insights for those pursuing development and
refinement of theory in their respective fields. The latter research is generally more exploratory and generates novel
insights on the functioning of business in transition economies, and theoretical frameworks to analyse it. It contributes
to our understanding of the interaction between firms and their environment, which in turn can stimulate research on
the relationships between firm behaviour and institutions in mature market economies. This review focuses on
challenges faced by businesses in the transition context drawing upon research beyond mainstream business journals.

This review is structured as follows: section two summarizes the micro-economic aspects of economic transition,
taking the development of new institutions as starting points as they set the stage for developments in the enterprise
sphere. The third section discusses multinational firms entering the region, considering their motives, and their
strategies to deal with the specific context. Section four addresses some managerial challenges that arise for
multinational firms operating in the region. Section five concludes with perspectives for future research.

25.2 Transition

25.2.1 New Institutions: What Kind of Capitalism?
The essence of economic transition ‘from plan to market’ (World Bank 1996) is the replacement of one set of
institutions governing economic activity by a different one. Institutions, albeit frequently neglected in economic
theorizing, have an essential role in setting the ‘rules of the game’ by which individuals interact in a market economy
(North 1990). They ensure the competitiveness of markets, for instance by preventing or regulating monopolies,
insider trading, and negative externalities. Only with a solid framework set by institutions does the free interaction of
agents lead to efficient allocation of goods and services.
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Fig. 25.1FDI In Selected Transition Economies

Note Net inflows recorded in the balance of payments
Source EBRD 1999, Table 3.1.6.
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The Western market economies have built their institutions over decades, if not centuries, and they vary as a result of
both different historical evolution and underlying cultures (North 1981). The institutions are supported by strong and
impartial states, for example as guarantors of law enforcement and an independent judiciary. The path dependency of
institutional frameworks let to a variety of ‘business systems’ that differ not only between the US, Asia, and Europe but
even within Western Europe (Whitley (ed.) 1992).

Eastern Europe is building its institutions under strong outside influence, especially from the Anglo-Saxon sphere. Yet,
new institutions cannot be superimposed from above as they must meet not only an efficiency test, but also be socially
acceptable (Offe 1995). The distinct cultural and systemic inheritance influences especially informal institutions such as
norm and values. In addition, the political development during the early years of transition influenced the way new
institutions have been set up, notably the methods of privatization (Stark 1992; Hare et al.1999). Policy choices made
during the period of radical change around 1990 created institutions and established distribution of power. In many
countries, the weak legal framework permitted a large extent of opportunistic behaviour, rent shifting, bribery, and
corruption (e.g. Nelson et al.1998). In some countries, vested interests have been created that would not benefit from
further reform (Stiglitz 1999; EBRD 1999). Due to path dependency of institutions, policies during that ‘window of
opportunity’ and the inheritance from the previous regime shape the future institutional frameworks (North 1990;
Stark 1992). Consequently, Eastern Europe may develop a distinctive form of capitalism.

In the 1990s, the institutional frameworks were unstable and rapidly changing. The fundamental change in the
environment may prompt an expectation of equally radical change of behaviour, but this did not happen in many CEE
organizations (Whitley and Csaban 1998a). Even where formal institutions were established quickly, for example by
copying laws from elsewhere, informal institutions are slow to evolve. Consequently, the process of building
institutions in transition economies takes more time than most reform scenarios envisaged in 1990 (Murrell 1992;
Kogut 1996). During this process, agents face the additional challenge that they cannot base their decisions on present
institutions, which are unstable, and possibly inconsistent. Flexibility and short-term objectives should thus be the
norm.

The distinctiveness of the CEE business systems, be it temporary or permanent, limits the transferability of Western
business strategies and organizational concepts. Hence, strategies observed in transition economies differ from those
in developed economies (Peng and Heath 1996), and strategies applied successfully in one country may fail in another.
Corporate strategies in the transition economies can thus be explained only by incorporating the specific institutional
context in the analysis. This holds for China (Peng 2000; Child 2001) as well as for Hungary or Russia. Some
generalizations across
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these countries may be helpful, yet one has to be cautious as the variation among transition economies may be just as
large as that between transition and mature market economies. The following sections review the evolution of the
enterprise sector in this context, starting with the central institution of the market economy—the market.

25.2.2 From Plan to Market: Change of Coordination Mechanisms
During socialism, the central plan was the core institution coordinating economic activity. The societies thus had strong
vertical coordination, but failed, among other reasons, because horizontal linkages between firms were weak
(Vlachoutsicos 1998) leading to high transaction costs between enterprises within supply chains. In addition, the plan
focused on quantitative output targets with few incentives for quality and customer service.

The main purpose of transition was to introduce markets as more efficient coordination mechanisms. Yet, the old
economic system disintegrated before the institutions supporting a market economy were in place. The absence of,
among other, systems providing information, accounting, and auditing as well legal enforcement of contracts allowed
extensive information asymmetries and opportunities for opportunistic behaviour, thus increasing transaction costs
(Swaan 1997). The politically motivated push towards creating markets before creating institutions (Hare et al.1999) has
been especially drastic in the areas of capital markets. Mass privatization quickly brought firms on the stock exchanges,
notably in the Czech Republic. Yet as institutions were not in place, this led to multiple opportunities for abuse by
insiders, and in fact very slow restructuring of enterprises (Spicer et al.2000).

In particular, the lack of informal institutions such as routines, knowledge, and procedures at the individual and
organizational level provoked market failure. Essentially, administrators had to act as independent economic agents
from the day the central plan was dissolved. They had to act on markets that did not yet exist; they lacked the (often
tacit) knowledge on how to use the market mechanism, and who potential partners and competitors are. Without
experience, they had to identify potential types of business and preferences of customers; and they had to assess the
composition of demand and supply, and estimate demand elasticity. Thus, agents engaged in considerable search
processes to set up transactions and to find the right prices (Swaan 1997).

The lack of institutions increases transaction costs, especially for new business relationships, and thus inhibits many
potential transactions, in
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particular those of complex or long-term nature. The resulting coordination failure has been a major cause of the deep
recession of the early 1990s (Blanchard and Kremer 1996; Swaan 1997). The most visible consequence of failing
markets is the widespread use of barter in several successor states of the former Soviet Union (Gaddy and Ickes 1998;
Commander and Momsen 1999; Seabright 2000). Yet it also affects international businesses with the transition
economies. Western MNEs lack information on their partners; have to negotiate with persons inexperienced in
business negotiations (Antal-Mokos 1998); and confront unclear regulatory frameworks, inexperienced bureaucracy
(Thornton and Mikheeva 1996), and the weak enforcement of property rights.

The weaknesses of market institutions, and constraints on internalizing transactions, led to the widespread use of
alternative, intermediate mechanisms of exchange through informal networks in CEE (Stark 1996; Clark and Soulsby
1995; Todeva 2000), and even more in Russia (Puffer et al.1996; Holden et al.1998; Salmi 1996, 1999). The post-
socialist economies inherited systems of personal networks that served to overcome shortage under the central plan.
These networks connected firms to authorities, especially the communist party and the plan ministries, and focused on
influencing plan targets and delivery of crucial inputs.

The central plan regime created large interdependent production units. They were split into separate enterprises, but
retained a high degree of asset specificity and resource dependencies. Many firms reacted by recreating interfirm
relationship by informal means to establish industrial groups (Stark 1996; Hayri and McDermott 1998). In Hungary,
Stark (1996) observed ‘recombinant networks’ of firms with interlocking ownership and other formal and informal
arrangements between related companies. In Russia financial-industrial groups developed close ties with banks and
political institutions and became significant power bases. Where conventional strategies of internal or external growth
are inhibited because the markets for relevant resources are defunct, ‘network-based growth strategies’ offer an
alternative (Peng and Heath 1996). Businesses react to imperfect markets by network-based coordination.

Informal networks have retained their importance as a coordination mechanism, due to structural and cultural
characteristics. However, they do not necessarily reflect the needs of a market economy. Many focus on extraction of
rents from the state through collusion between businesses, and between business and units (or individuals) of the
government, in particular municipal authorities. In a market economy, networks also serve an important role in relating
interdependent business and overcoming various market imperfections. Yet clear legal and ethical codes prevent
transactions that cause harm to third parties. Restructuring the networks to serve the needs of a market economy is
thus an essential component of transformation.
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25.2.3 Privatization and Corporate Governance
Enterprises in socialist countries had been set up to achieve the objectives defined by socialist ideology and the central
plan, notably the fulfilment of quantitative plan targets. The transition places enterprises at a different place in society,
redefining the purpose of their existence. This change involves a formal, legal change and an informal, internal
transformation. This section reviews the changes in formal structures through privatization and systems of corporate
governance, and the next section discusses the organizational transformation.

Privatization in transition differs from Western experiences by the scope of the task, the absence of efficient capital
markets, and the lack of private domestic savings that could be invested. These obstacles were overcome by novel
routes of privatization, most notably mass privatization based on voucher schemes. More conventional modes
included direct sales to outside investors, management—employee buy-outs, and restitution to former owners (Brada
1996; World Bank 1996; Bornstein 1997).

Privatization is, however, not a sufficient condition to trigger enterprise restructuring. Many privatizations other than
by sales to outside investors failed to create powerful incentives that would guide managers in transforming firms.
Therefore corporate governance has become the most debated issue in the transition economics literature (e.g.
Frydman et al.1997; La Porta, Lopez-de-Silanes, and Shleifer 1999; Estrin and Wright 1999). The collapse of
communism left state-owned firms without mechanisms for the state to enforce control, and weak internal structures
to handle the new demands of the marketplace.

Frequently, managers and/or worker councils attained considerable influence, de facto or de jure, especially in Poland and
many CIS countries. In many cases, insiders managed to convert their de facto control into formal ownership by opting
for privatization modes that gave them preferential access to shares. As a result, many firms, particularly in Poland and
the former Soviet Union, have managers and employees as minority or even majority shareholders (e.g. Åslund 1995;
Blasi et al. 1995). Therefore, theories considering stakeholders, rather than solely shareholders, have been revived to
analyse corporate governance in transition economies (Buck et al.1998; Berglöf and von Thadden 1999; Mygind 1999).

Corporate governance problems also arose as a result of voucher privatization. Most transition countries (with the
notable exception of Hungary) have implemented a voucher scheme as a main pillar of their mass privatization (e.g.
World Bank 1996; Estrin and Stone 1996). It permitted the creation of widespread popular ownership of industrial
equity and the redistribution of the wealth to citizens in a ‘fair’ way, thus generating popular support for reform. The
Czech scheme—the first and most publicized—privatized a
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major share of the country's assets in several waves of multiple-auction bidding processes. Investment funds attained
considerable power through the accumulation of vouchers and bidding on behalf of individuals (Coffee 1996). They
now control major Czech businesses, but themselves are often owned by (largely state owned) banks. This creates
interdependent institutions without clear monitoring and control structures, but with multiple agents that have hold-up
power (Hayri and McDermott 1998). The resultant lack of effective corporate governance has frequently been blamed
for the slow progress of enterprise restructuring (e.g. Nellis 1999).

In Poland, the large privatization was delayed due to political conflicts over its conditions. In 1996, shares of some 500
enterprises were allocated to government-sponsored investment funds, which in turn were privatized through
vouchers that are now traded on the Warsaw stock exchange. Each enterprise was initially owned by a fund holding 33
per cent of equity, plus minority shareholdings by the other funds, workers, and the government. While overcoming
defaults of corporate governance in the Czech voucher privatization, the Polish scheme still suffers from conflicts
between different control institutions. In Russia, mass privatization has been rapid and created a substantial private
sector—but dominated by insider ownership (e.g. Boyko et al. 1995; Blasi et al.1997; Earle and Estrin 1997; Wright et al.
1998). The resulting management and employee ownership may have positive effects on motivation and labour
productivity (Ben-Ner and Jones 1995), but can be a major obstacle for restructuring in large firms, if lay-offs or access
to outside finance are required.226

Following privatization, the emergence of local equity markets is crucial. The need to raise fresh capital should induce
insider-controlled firms to accept new outsider equity stakes and provide acquisition opportunities. However, progress
has been slow (Earle and Estrin 1996; Filatochev et al.1996) and ownership patterns are relatively stable (Jones and
Mygind 1999a; Anderson et al.1999). Especially in the former Soviet Union, it is difficult to obtain ownership and
effective control of privatized firms, among other reasons because legal stock market institutions such as protection of
minority shareholders are not in place.

However, competition is at least as important as privatization for enterprises to improve their efficiency—a result
consistent with empirical research on privatization in the West (e.g. Vickers and Yarrow 1988). Yet while many
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major Western privatizations are in industries with natural monopolies that require complex regulation to create
competition, most firms privatized in Eastern Europe enjoy monopoly powers courtesy of past or present government
policy. After privatization, the key difference is ‘not how competition affects firm performance, but in the degree to
which market forces in transition are either softened or distorted’ (Bevan et al.1999: 14). Firms in transition frequently
face soft budget constraints and obtain protected market positions of various sorts. In Russia, a particular problem
appears to be the lack of domestic entry, and thus contestable markets, in part due to protective intervention by
regional authorities (Broadman 1999). In other countries, new entrants are a major source of competition (see section
25.2.5).

Thus the transition economies are poised to retain corporate governance systems that differ from those in mature
market economies, even taking into account the variation found for instance between the US and Continental Europe.
Some of the largest firms in the region are subject to weak governance while enjoying close contacts to government
and, in some ex-Soviet Union states, considerable barriers to entry. Yet other firms have gone very far in shedding
these legacies of the twentieth century. This diversity of governance mechanisms and of competition patterns is likely
to be a continuing feature of the region for years to come.

25.2.4 Organizational Transformation
In the socialist regime, firms' overriding objective was plan-fulfilment.227 The incentives created by central planning led
however to severe distortions, such as the production of large volumes of standardized low quality products, lack of
concern for consumer demand, disregard for externalities of any kind, notably for the environment. By establishing
positions rather than creating jobs, firms employed far more people than necessary to achieve their output target as
labour costs were not a constraining variable. Employment relationships were effectively based on life-time
employment and enterprises provided many of the social needs of both current and retired employees. The enterprise
sector was reasonably efficient in allocative efficiency, but failed dramatically in innovation (Berliner 1976; Murrel 1990;
Kogut and Zander 2000). In this system, management had few incentives, or in fact opportunities, to act as business
leader or entrepreneur in a Western sense.
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As this brief characterization makes clear, firms have a very different role in socialist and in capitalist societies
(Heidenreich 1993). Consequently they have different resource configurations, skill and capability reservoirs, and ways
of organizing themselves. As transformation involves all these areas—and I do not contend this would be a complete
list—it is a complex task.

It typically started with defensive adjustments aimed at survival under hard budget constraints, for example laying off
workers or shifting the product mix (see reviews by Brada 1996; Carlin 2000; Bevan et al.1999; EBRD 1999).
Productivity improved, even before privatization, as management reacted to external pressures. However, further
strategic and organizational restructuring is necessary to attain sustainable competitiveness (Meyer 1998b). Few
domestic-owned firms have been able to pursue corporate strategies that would lead to a viable position in the
international competition (Brada 1996; Wright et al.1998; Stiglitz 1999). Foreign-owned firms engaged in more strategic
change such as development of new products, investment in new production facilities, entry into new markets and
establishing marketing, new brand names, and distribution channels (e.g. Carlin et al.1995; Estrin et al.1997; Newman
and Nollen 1998; Djankov 1999a; Hooley et al.1996).

At the onset of transition, many advisors focused on productivity improvements, promoting redundant assets, and
downsizing to reduce over-employment. However, excessive reliance on cost cutting has been criticized for
undermining firms' ability to develop new strategies. A certain degree of slack can be an important resource for
innovation (Nohria and Gulati 1996), for managerial learning (Geppert 1996), and thus for transformation. Many
firms undoubtedly had excess slack. However, some firms, notably in East Germany, seem to have cut the workforce
to such extent that the morale was undermined, and no slack left that could become a source for new growth
(Thomson and Millar 1999).

Beyond downsizing, the reconfiguration of resources needs a pro-active approach to acquiring complementary
resources, through both investment in complementary assets and organizational learning (Uhlenbruck et al.2000).
Especially in the area of marketing, firms have to improve their basic competences in terms of structure, systems and
processes, organizational culture, and human resources (Batra 1997). The learning begins with top managers, who are
often not well prepared to lead the transformation process. Many essential management capabilities were not
developed under socialism because other skills were asked for. Managerial learning (see section 25.4.2) and employee
training thus are crucial elements of the resource upgrading.

These organizational changes also include the methods of organizing production. The labour process in the socialist
period was designed on
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Taylorist principles, with high degrees of division of labour and technical job specialization, and close supervision. Yet,
the frequency of distortions in supplies, inadequate machinery, and to some extent shortage of skilled labour made the
full realization of the cost advantages impossible. As Taylorism has been the norm of industrial production in the
1950s, but passed into history in most sectors in industrial countries, it was expected that transition would instigate the
shift to post-Taylorist production (Sorge 1993; Meyer and Møller 1998). Yet evidence from Hungary shows that in
some firms, notably locally owned ones, the opposite occurred. Firms refined their ‘scientific management’ and
reduced costs by more precise division between skilled and unskilled workers and more rigorous supervisory control.
In the shortterm, these firms showed above average productivity and profitability (Whitley and Csaban 1998b; Taplin
and Frege 1999). Yet it is doubtful if such a strategy will enhance competitiveness in the longer term.

Also other empirical evidence points to continuity rather than radical change. Observing twenty-seven Hungarian case
firms, Whitley and Csaban (1998a) conclude that by most criteria, they showed a remarkable degree of continuity, for
instance in terms of product mix, production technology, and markets. Although top management had often been
replaced, the new leaders were typically promoted internally. Interdependence led firms to continue existing
relationships rather than to seek business opportunities with different partners (Stark 1996; Todeva 2000). The
continuity of personnel, the persisting importance of the political environment, and limited role of product market
competition contributed to continuity in management strategies and behaviour (Martin 1999; Newman and Nollen
1998).

This continuity is natural, according to the evolutionary view of transformation. Resource reconfiguration requires the
acquisition of new capabilities, which have to be developed from existing ones, in combination with imported know-
how. Organizations thus evolve, rather than reincarnate themselves overnight, when facing change—even radical
change—in their environment. Consequently, Spicer, McDermott, and Kogut (2000) are concerned that privatization
was too radical and broke up existing industry networks and thus inhibited the effective use of co-specialized
resources. Kogut (1996) thus sees a priority for learning through experimentation and internal development of new
routines and capabilities adapted to the specific context, rather than the wholesale imposition of imported routines.
Lieb-Dóczy and Meyer (2000) suggest that foreign acquirers especially risk losing valuable local capabilities if they
concentrate on transfer of their established best practice and neglect development of variety by fostering indigenous
capabilities.

In conclusion, Enterprise Transformation and the ensuing managerial challenges are complex phenomena that cannot
be analysed satisfactorily with established theoretical frameworks only. Having reached the limits of
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conventional economic analysis, further analysis may extend the resource based view of the firm to explore specific
challenges of emerging and transition economies (Hoskisson et al.2000). I see potential in complementing this
perspective with organizational learning theory (Uhlenbruck et al.2000), evolutionary theory (Lieb-Dóczy and Meyer
2000), or theory of coordination games (Meyer 2000c) to analyse the changing resource base during ET.

25.2.5 The Growth of Entrepreneurial Start-Ups
Despite the major efforts in privatization, much of the recent economic growth in the transition economies comes
from newly established firms. Especially in Poland, the new private sector is flourishing while much of the former state
sector is stagnating (e.g. Johnson and Loveman 1995; EBRD 1999). These new firms are often the most dynamic units
in the region. Peng (2000) points to four groups of individuals that become entrepreneurs by setting up their own
businesses in transition economies:

1. Scientists and other professionals pursue entrepreneurial activity in reaction to the rapid decline in real
income at their job in the public sector or a privatizing firm. Often this starts as a part-time job, notably for
academics seeking to better their income through consultancy (Webster and Charap 1993; Kirby et al.1996).

2. Former cadres frequently become entrepreneurs especially in Russia, capitalizing on their control over key
resources, including physical and financial assets, and most importantly network connections to the
bureaucracy (Rona-Tas 1994; Parish and Michelson 1996).

3. Individuals who were left at the bottom of society after losing their previous position may survive as street
traders, and gradually upgrade to bazaar traders, and to shop owner-managers. They thus mature from the
grey economy to the official economy.

4. Farmers may have enjoyed private ownership of their plots, as in Poland, which provided them with initial
resources for entrepreneurial activity in related sectors.

The pressure of enterprise transformation created strong push factors for specialists to leave the uncertainty of a
privatizing firm, and seek their own fortune. Many, however, retain close business relationships with their former
employer, more than spin-offs in the West typically do (Kirby et al.1996). Entrepreneurial firms thus grow as part of
the new corporate networks in the region (Stark 1996). They are joined by
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managers who attained control, with or without formal ownership, over privatized enterprises.

The newly established businesses benefit, compared to privatized ones, from simple governance structures, low fixed
costs, and flexibility to switch from unpromising markets to more attractive ones (Johnson and Loveman 1995; Puffer
et al.2000). Moreover, without the burden of inheritance from a predecessor organization, entrepreneurs have the
freedom to hire selectively the most suitable employees. In the early years of liberalization, many newly established
firms were extremely profitable, in part because they offered products not previously available, or served niche
markets, and second-movers were slow.

However, the opportunities for entrepreneurs are often constrained by their lack of resources and by the institutional
context. Financial resources have been a major constraint for many given the underdeveloped capital markets
(Holmström 1996; Johnson and Loveman 1995). Venture capital funds have only recently been established in the
region and are gradually developing expertise in assessment and monitoring of entrepreneurial firms in the transition
context (Karsai et al.1997). Yet equally important are human capital as well as political and social capital, i.e. access to
key decision-makers in politics and business (Batjargal 2000).

Institutional change permitting the establishment of new businesses and simplifying licensing procedures was the
starting call for entrepreneurship. Yet obstacles in the institutional framework are still the main hindrance for further
development of entrepreneurial firms, especially in the less advanced transition economies. This includes high informal
barriers to entry, weak protection of property rights, excessive bureaucracy, and corruption. For instance, newly
established firms pay on average over 5 per cent in ‘bribe tax’ compared to around 4 per cent for privatized and state-
owned firms (EBRD 1999). Johnson, McMillan, and Woodruff (1999) found that reinvestment of profits has been
especially constrained by the weak protection of property rights. Moreover, entrepreneurs continue to be obstructed by
a weak investment climate and indirect barriers to entry (EBRD 1999; Broadman 1999).

Entrepreneurship research on transition economies stands—unless major contributions have escaped my
attention—very much at the beginning.228 However, it ought to be as important as the transformation of existing
SOE for the future of these economies, as well as for Western businesses looking for suitable partners in the region.
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25.3 Strategies of Multinational Businesses

25.3.1 Motivations
Theoretical research has pointed to the importance of factor cost advantages (e.g. Ozawa 1992), as has a comparison
of CEE with East Asia (Urban 1992; UN 1995; Meyer 2000b). FDI was expected to utilize factor differences and to
build export oriented production. CEE still has low labour costs compared with Western Europe although higher than
some locations in South East Asia. Factor cost advantages may also arise from the low cost of locally extracted raw
materials.

However, there is almost undisputed evidence that markets are the main attraction of the region, as reported in the
large number of surveys conducted among Western firms with investments in CEE and among joint-ventures within
the region (e.g. Meyer 1998a; Pye 1998; OECD 1995; Lankes and Venebles 1996). Many MNEs considering entry
expect considerable longterm growth of demand, especially as the income of the middle class, their prime customers,
grows faster than the average measured by GDP (Batra 1997). Several features make the markets in CEE particularly
attractive (Estrin and Meyer 1998).

First, consumers in CEE had previously had little or no access to consumer goods and brands available in other
countries at similar levels of per capita income. Trade liberalization unleashed a catch-up demand, especially for
consumer durables for which West European markets are saturated. The high status of Western goods was in part a
result of Western media penetration, even before 1989. It was sustained through effective advertising and brand-
building in the newly liberalized local media.

Second, entry in CEE may be a strategic move by MNEs to sustain or enhance their global strategic position. Global
leaders may invest to prevent challenges from their rivals or the emergence of new competitors from within the region.
Firms dominated by a larger competitor may see early entry in new markets as an opportunity to gain competitive
advantages. MNEs established in both Western and Eastern Europe may have superior opportunities to exploit price
discrimination, product differentiation, or vertical integration. In industries with major network externalities, such as
consultancy and financial services, presence in the region may be necessary to offer global coverage for their globally
operating customers.

Third, several underdeveloped sectors of industry are being reestablished to accelerate productivity growth across the
economy. Governments in CEE are
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therefore inviting foreign investors to upgrade telecommunications, power generation and distribution, and
transportation infrastructure. They encourage selective private entry, for example licensing of new service providers or
concessions to operate existing public infrastructure (EBRD 1996). In addition, the privatization of utilities, especially
in the telecommunications sector, attracts substantial FDI capital inflows. The infrastructure development furthermore
creates opportunities for those providing inputs, such as construction firms, turnkey-plant engineers, and
manufacturers of telecommunications equipment.

Factor cost oriented FDI has picked up since the early 1990s. While fewer in number, this includes some high profile
FDI projects and substantial capital inflows. Many projects may initially have focused on local markets, but as these
were saturated and productivity in the new affiliate increased, they started exporting to other nodes in the investors'
multinational network.

CEE has comparative advantages in intermediate technical skills as the level of technical education in the region was
relatively high, although it has considerably deteriorated since 1990, at least in Russia (Clarke and Metalina 2000). At
the same time, unit labour costs have risen substantially but are still significantly below West European, especially
German, levels. Economic policy has strengthened this advantage in some countries through an effective
undervaluation of exchange rates or incomes policy, such as constraints on wage increases.

Low factor costs attract especially SME and firms from the neighbouring countries who exploit the cost differential
through outward-processing with or without equity investment. The relocation of production has been important in a
small number of industries including textiles, clothing, furniture, or musical instruments. It gained in relative
importance in the mid 1990s as cost-seeking investors were under less time-pressure than market-seekers.

However, many cost-oriented investors were deterred by low productivity, lack of telecommunication and
transportation infrastructure, and bureaucracy (OECD 1995; Meyer 1998a; Pye 1998). In addition, investors face
obstacles in identifying suitable local partners and suppliers able to provide inputs and services at the required level of
quality.

25.3.2 Entry Strategies
Since most Western businesses entered the region only in the 1990s, CEE provides an excellent laboratory to study
international business entry. Entry strategies encompass a number of interrelated strategic variables, however,
researchers have preferred to analyse the different components separately, and
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so will this review. First, there are locational choices, which have been discussed in the previous section. Second,
entrants select an entry mode, such as export, contractual cooperation, or FDI. Direct investors furthermore have to
decide the share of their equity ownership, and whether to invest in a greenfield project or by acquiring an existing
firm. Third, the timing and speed of entry is crucial for instance for those pursuing first-mover advantages. Moreover,
a successful entry requires an appropriate strategy for marketing, e.g. branding of products, and for human resource
management.

25.3.2.1 Entry Mode Strategies
The choice of entry mode soon became a foremost research topic of IB scholars interested in Eastern Europe (e.g.
Brouthers et al.1998; Meyer 1997, 1998a; Pye 1998). Initially, entrants preferred modes with low exposure to country
risk, especially exports and contracting. Ten years into the transition, this still applied in some countries of the former
Soviet Union, but less in Central Europe. Most businesses started with exporting, but accelerated soon with
contractual and investment modes. Many firms moved quickly along the internationalization process, some even
establishing FDI in their first activity (Engelhard and Eckert 1993; Ali and Mirza 1996; Czinkota et al.1997).

Contractual modes were particularly important before legal constraints had been fully removed, and when investment
risks were perceived to be high. Beyond the standard forms, this included for instance management-technology- and
turnkey-contracts. Franchising became popular as eager local entrepreneurs looked to franchisers to provide them with
both resources and managerial training. At the same time, those managing global brands found franchising a fast way
of expansion while limiting their investment risk. Subcontracting has been particularly popular with German and
Italian SMEs relocating selected stages of their production process (e.g. Pellegrin 1998). New contractual arrangements
have been developed to facilitate the region's infrastructure investments. For instance, build-operate-transfer contracts
permit private investment and ownership, yet with ultimate transfer to the public sector.

25.3.2.2 Ownership of FDI
In the early 1990s, a JV was the only legally permissible mode to establish a direct investment (OECD 1995; Hood and
Young 1994; Hunya 1996). Yet, the ownership patterns have rapidly changed since then. Regulations have been relaxed
in many small steps, and by 1992 FDI was fairly unregulated in most countries (EBRD 1994), though it took far longer
in Russia.

This explains the initially high share of joint-ventures, and the massive shift towards fully-owned affiliates in the mid
1990s by both new investors and by

732 KLAUS E. MEYER



old investors increasing their equity share (Sharma 1995). Many acquisitions in the privatization process occurred in a
staggered pattern, and were thus registered as JV although from the beginning the investor attained management
control and envisaged the acquisition of full ownership (Perotti and Gulati 1993; Lieb-Dóczy and Meyer 2000). These
‘transitory alliances’ (Hagedoorn and Sadowski 1999) are means of implementing acquisitions in a particular
institutional context, and share little of the characteristics typically observed in joint-ventures (cf. Beamish and Killing
1997). As temporary arrangement they offer advantages to both partners. Governments obtain some control over the
firm's restructuring, and thus externalities for the local economy, while capitalizing on the probable appreciation of the
share value as the transition economy becomes less uncertain (and avoid embarrassment over initial underpricing).
Governments may also be reluctant to transfer control over firms deemed strategic, or trading with governmental
institutions (Wright et al.1993) for both political and economic reasons. The investor obtains access to local institutions
and networks while sharing investment risk.

Investors normally aim for full control of acquired businesses, not only to reduce transaction costs but to be able to
enforce faster turnaround of former state-owned enterprises (Aulakh and Kotabe 1997). However, many entrants, at
least initially, accept lower degrees of involvement. A local partner may be useful in many ways, notably in accessing
local business and government networks. Especially in Russia, such informal networks are vital for business,
substituting many functions of the institutional framework in mature market economies (Thornton and Mikheeva
1996; Puffer et al. 1996; Holden et al.1998). Consequently, entry modes with higher capital commitment are preferred
in the advanced transition economies, while low risk modes are employed where institutional frameworks are still
unstable or of low repute.

Formal tests of the determinants of entry modes mostly find support for the same factors as studies elsewhere,
especially with respect to firm and industry specific variables, thus confirming the validity of the respective theoretical
framework. For instance, Brouthers et al. (1998) showed the influence of cultural attributes of both home and host
country, in addition to cultural distance. CEE-specific aspects emerge with the factor endowment of the local economy
and the institutional framework, which influence the transaction costs in pertinent markets and thus investors'
internalization preferences (Meyer 1998a).

The performance of FDI has been analysed on the basis of survey data, for example in Hungary (Lyles and Baird
1994; Meschi 1997), Russia (Fey 1995; Thornton and Mikheeva 1996), and Kazakhstan (Charman 1998). The success
of a JV depends mainly on issues such as the compatibility of the objectives of the parents, and establishment of
mutual trust while avoiding dominant control by either partner. International business experience of the local
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partner is important, as is the Western partner's management training. However, wholly owned operations are judged
to perform better in investors' own assessment (e.g. Lyles and Baird 1994).

25.3.2.3 Acquisition or Greeneld
Foreign investors wishing to establish a wholly-owned operation could often do so only through an acquisition in the
privatization process. This, however, requires complex negotiations with multiple governmental authorities (Brouthers
and Bamossy 1997; Antal-Mokos 1998; Marinova 2000) as well as with management and work councils (Bak and
Kulawczuk 1997). Moreover, the investor has to take responsibility for enterprise transformation (cf. section 25.3), and
may face considerable post-acquisition investment in resource upgrading and organizational change while being
constrained by stipulations of the privatization contract (see section 25.4.1).

As this post-acquisition investment often exceeds the initial investment, the project takes on features normally
associated with greenfield investment, and different from conventional acquisitions. Such ‘brownfield’ investment
(Meyer and Estrin 1999) can substitute both greenfield strategies where crucial local assets are not available in
unbundled form, and acquisition strategies where the resources of local firms are too weak to face international
competition.

Investors prepared to commit to enterprise restructuring and technological upgrading, find acquisitions attractive to
access valuable human capital in local firms, especially their technological skills, and to (informal) local networks, and
to government agencies. Local brand names and distribution networks are also valuable assets in some consumer
goods industries. Acquirers furthermore report fewer bureaucratic obstacles to acquiring land and obtaining the
permits required to start or expand production (Estrin et al.1997).

Despite these advantages, investors increasingly bypass the restructuring of local firms and set up greenfield
operations. This allows them to implement their corporate strategy without having to incorporate the heritage of an
acquired firm. Small firms that lack the managerial and financial resources to lead enterprise restructuring, are even
more avoiding acquisitions in the privatization process (Estrin and Meyer 1998). Consequently, the share of greenfield
investment is increasing in CEE, in contrast to worldwide trends.

25.3.2.4 Strategies for Timing and Acceleration of Entry
Many MNEs in industries with worldwide oligopolistic structures were among the first entrants (Marton 1993; Kogut
1996). They pursued first-mover
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advantages that are perceived to be very important in consumer goods industries where brand names are crucial
competitive assets (e.g. Arnold and Quelch 1998). Expected long-term benefits include brand recognition, control of
distribution channels, and preferential access to local suppliers and governments. One way to attain such advantages is
to acquire the dominant local firm in the industry. Moreover, early entrants may even be able to influence the local
regulatory environment in their favour. The perceived importance of first-mover advantages is highlighted by Lankes
and Venebles (1996) who report a bimodal distribution on the first-mover motive: very important for 39 per cent of
investors, especially for those targeting the local market, but unimportant for most others.

Is this euphoria about first-mover advantages justified? Liebermann and Montgomery (1998) cast doubt on the first-
mover argument by showing that product innovators rarely became market leaders. An optimal product specification
and a marketing strategy to penetrate a mass market are more important for lasting success. The entry in Eastern
Europe poses different challenges as the products in question are mature, and their marketing methods have been
tested elsewhere. Even so, first entrants have to overcome obstacles in the local environment, and strategic decisions
on, for example, location and partner choice incur considerable sunk costs. Moreover, brand names may be worth less
where brand loyalty is low as consumers still experiment with new products. Case evidence suggests that some first-
movers failed to realize their expected benefits, and second-movers could build a larger market-share or a more
profitable operation (Meyer and Estrin 1998; Bridgewater et al.1995).

Later entrants benefit from local bureaucrats' improved understanding of the needs of business, and from first-movers'
investment in training and introduction of new types of products to ‘build the market’. ‘Fast-seconds’ can learn from
successes and failures of the first-mover and adapt their strategies for marketing and government relations accordingly.

Aiming for the best of both strategies, many investors followed a foothold strategy that provides an entry to the
market, but delays commitment of substantive capital investment. Such ‘platform investment’ (Kogut 1983), for
example a representative office, permits the investor to learn about the local environment while investigating business
opportunities. The local base permits a rapid response to emerging business opportunities. Foothold strategies were
important for the first investors in Hungary (Marton 1993) and in the volatile environment of Russia (Fey 1995).

Some authors have developed more detailed typologies of strategies that they observed in Eastern Europe (Hooley et
al.1993; McCarthy and Puffer 1997; Bridgewater et al.1995). By distinguishing entrants by their strategic investment
motives and the speed of resource commitment, they observe some noteworthy strategies.
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Many investors are client-followers in that they enter Eastern Europe to serve customers they have served before
(Bridgewater et al.1995). Their investment decisions are thus linked to the strategies of major customers. This applies in
particular in the automotive industry (van Tulder and Ruigrok 1998; Meyer 2000b) and in the financial sector, but also
ordinary products such as soft drinks can draw bottling companies and manufacturers of modern packaging to the
East. The client provides a sufficiently large and secure demand to merit the commitment, and from that base the
follower may expand on the local market. Last, but not least, many Western accountants and consultants supply
projects funded by Western agencies such as the EU (Gilbert 1998).

Investors in the oil and gas industry face heavy up-front investment, especially for extraction and refining (McCarthy
and Puffer 1997). The sector attracts a major share of FDI in Russia and her neighbours to the south, but investors
have to be cautious not only because of high sunk costs, but because they need to cooperate closely with key local
players in governments and among state-owned or privatized monopolies. Investment consortia between major
multinationals are thus common, both to share the risk, and to negotiate with the authorities.

25.3.2.5 Marketing Strategies
Beyond entry mode choice, marketing scholars have addressed issues of market penetration, consumer behaviour, and
marketing management (reviewed by Schuh and Springer 1997). A major concern is the trade-off between
standardization and differentiation. Batra (1997), and Arnold and Quelch (1998) recommend a multi-tier product
strategy to serve not only the high-end segments but also the middle and lower price segments of the markets. They
suggest that foreign companies should adjust their product mix to the purchasing power given the low average
household income in these countries. Adaptation of consumer electronics, for example, may strip-out of existing
sophisticated products those features—with the corresponding costs—that are not highly valued yet, and provide
products that are more reliable and need less servicing (Batra 1997).

However, empirical research suggests that foreign investors typically position their products at the upper end of the
market, leaving the lower end to local brands, in anticipation of market growth with the emergence of the middle class
(Schuh 2000). Many of the first entrants were global-oriented companies that create products pro-actively and adapt
them passively, pursuing highly standardized marketing strategies in CEE with limited adaptation, for example of
labelling, package design, and brands (e.g. Church 1992; Hooley et al.1993). Classic country-related differentiation can
only be found in the consumer goods industry and is often connected to the acquisition
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of local companies (Dahm, 1995). In fact, several incidences have reported that investors discontinued an acquired
local brand, but later reintroduced it after realizing the loss of the mass market (Meyer and Estrin 1998; Lieb-Dóczy
2000).

Research into marketing mix and distribution channels points to major challenges for multinational entrants.
Distribution channels are often fragmented, with small retailers accounting for a large share of consumer markets.
Reliable marketing information is scarce. Channels of mass communication are less developed and less effective where
consumers prefer to rely on personal experiences. This suggests a need for high distribution intensity and multiple
marketing partners rather than exclusive distributors. Extensions of successful brands (‘Umbrella branding’) and multi-
tier product strategies to cover high- and middle-price segments of the market have proven to be successful. However,
consumers are very price sensitive such that markets tend to be price competitive. TV and event sponsorship are
reported to be most effective to establish brand names if used considerate to local cultural, political, and religious
sensitivities (Sharma 1992; Batra 1997; Arnold and Quelch 1998).

Consumer behaviour has been volatile and varying across the region, making it hard to give definitive answers on
issues such as buying behaviour, attitudes to country of origin, and impact of advertising. Most marketing researchers
essentially benchmark CEE against the West thus failing to address issues of specific relevance to countries in
transition (Schuh and Springer 1997). Future research may thus pay more attention to issues such as national
marketing systems, specifics of marketing in CEE by country and industry, marketing at different stages of enterprise
transformation, and establishment of effective marketing institutions and networks in CEE.

Reviewing the marketing literature, one notices a variety of innovative strategies proposed. Yet few authors provide
convincing evidence of superior performance of these strategies. Counter-intuitive evidence, such as first-mover
failures, suggest caution. Future research may focus more on the long-term performance implications.

25.4 Management Challenges
Western businesses operating within transition economies face a number of specific challenges that arise from the
transition context. This section
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focuses on the implications of running a formerly state-owned firm, knowledge transfer, managerial training, and
cultural diversity within the organization.

25.4.1 Privatization Acquisition
Owning and managing a privatized business unit confronts businesses with national politics. From the investor's
perspective, it is a case of ‘mergers and acquisitions’; yet buying a firm from the government results in a number of
peculiarities. Privatization aims to break the link between governments and firms. Yet, the political social and economic
context of privatization constrains post-privatization strategies (Uhlenbruck and DeCastro 2000):

1. Government sell firms not only to maximize their financial revenues, but to pursue broader social objectives
(e.g. Estrin 1994). The corporate strategy pursued by the (formerly) state-owned firm is interdependent with
other aspects of public policy. For instance, the divestment of social assets (kindergartens, health care
facilities, etc.) is interdependent with the ability of other providers, municipal or otherwise, to provide these
services. Layoffs are constrained by the social consequences of unemployment.

2. The negotiation process is complicated not only by the broader set of objectives of the seller but by the
multiplicity of interest groups involved in the process and by the relative inexperience by the local negotiators
(Antal-Mokos 1998). Brouthers and Bamossy (1997) and Arens and Brouthers (1999) analyse the role of the
government using the concept of the ‘key stakeholder’.

3. After completing the sale, governments often continue to be indirectly involved with the privatized firm.
They can create tools to control the actions of the acquirer as an agent by extending the contract beyond
outright sales. This occurs in CEE through retained minority shareholding, conditions imposed on the
acquirer (Stark 1992; Uhlenbruck and DeCastro 1998), and competition policy. At the same time,
governments may support privatized firms by securing financing, guarantee procurement, tax breaks,
restrictions on import competition, etc. (EBRD 1994, 1999).

‘Staggered divestment’ especially (Perotti and Guney 1993) allows privatization agencies a temporary influence on
post-acquisition management. If the acquirer attains management control, the influence of the government on
operational management is limited. The foreign investor may not like the possible government interference in strategic
decisions, but would appreciate the risk sharing and the lower amount of capital to be raised at the outset.
Furthermore, the interests of the government, especially regional or local
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authorities, are becoming more aligned with those of the business if they share the profits of the venture. This should
reduce undue bureaucracy and regulatory interference, while providing access to important local networks.

One might expect weaker performance of firms in mixed ownership because the government may aim at obtaining
social rather than financial returns. At the same time, the private partner faces weaker incentives arising from the lower
share in profits, and may benefit from some form of transfer pricing. (The MNE has to share any profit of the JV, but
keeps all if it is accounted for elsewhere.) Compared to local firms, JVs do not show better performance than local
firms, as would be expected given their more proactive restructuring (section 25.2.3). Managers themselves assess
performance of firms with residual government ownership more negatively (e.g. Lyles and Baird 1994). However,
Uhlenbruck and DeCastro (2000) find that firms with residual state-ownership actually perform better in terms of
sales growth.

With the acquisition, the investor takes responsibility for the enterprise transformation process. This requires
substantial additional investment in upgrading of equipment, organizational restructuring, and training. Foreign
acquirers thus face an uphill struggle, although compared to local firms, they have a number of advantages:

1. They have access to complementary resources, in particular finance and managerial knowledge.
2. They can establish clear control structures, and thus avoid most of the corporate governance problems

associated with other forms of privatization in CEE.
3. They can better initiate organizational change through the experience in leading competitive businesses and

thus provide vision and a strategy for the restructuring.
4. They can create market access by integrating the acquired business into their international production

networks (Schwartz and Zysman 1998 Meyer 2000a).

The importance of investing in the acquired business is illuminated not only by the frequency of brownfield investment
in the region (Meyer and Estrin 1999), but by the fact that investment is the only strategic variable that Uhlenbruck and
DeCastro (2000) and others found clearly associated with better performance. Also research on joint-ventures suggests
that support from the foreign partner is crucial (Lyles and Baird 1994; Lyles et al.1996; Fey 1995). The investor has to
create a comprehensive strategy for the post-acquisition restructuring and integration (Obloj and Thomas 1998; Meyer
and Møller 1998; Thomson and McNamara 1998). A central part of this strategy is the learning process of the local
organization.
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25.4.2 Managing the Learning and Education Process
Firms have to upgrade their managerial capabilities far more fundamentally than is catered for by conventional
management training. Technological skills were on a high level due to good general education in natural sciences,
especially mathematics and engineering. Yet managerial and social skills were deficient due to both the change of skills
and capabilities required in the new institutional setting, and the separation from modern social sciences. Incumbent
leaders were often insufficiently prepared as they had different tasks and developed other skills in the central plan
system. In fact the required capabilities are often beyond the experience-horizon of individuals used to the central-plan
system. What is worse, the new private sector in Russia makes very little provision for training of their employees,
while locally available training is limited and relatively expensive (Clarke and Metalina 2000). The required new skills
are often based on tacit know-how, which requires an interactive learning process (Swaan 1997). They can be described
on three levels (Child 1993; Villinger 1996):

1. At the technical level, new and specific techniques have to be acquired such as methods for quality
measurement, scientific and engineering techniques, or the construction of samples for market research.

2. At the systemic level, new systems and procedures have to be adopted, which requires integrative learning
emphasizing coordination, relationships, and links. Examples include coordination of integrated production
systems, or production control and budgeting systems. Already at this level, the learner not only has to
unlearn acquired routines and replace them by new ones, but to reassess attitudes and value systems
underlying behaviour within the organization under the old and the new regimes (Michailova 1997; Meyer
and Møller 1998).

3. At the strategic level, senior managers have to change their cognitive framework for doing business and
conducting the tasks of management. They need to reassess their criteria of business success and factors
contributing to that success. This requires understanding of technological and managerial processes in such
depth that they can engage in innovation, select and adapt technology, and take strategic decisions.

The acquisition and adaptation of this complex, and in many cases tacit, knowledge is inhibited by the cultural and
institutional context of its transfer (Jankowicz 1994; Kostera and Wicha 1996; Geppert 1996). Managerial learning, and
in particular the internalization of new knowledge, is modified by the connection made by recipients between new
ideas, information and experiences, and their prior knowledge and experiences. The content of received knowledge is
filtered through the mind set of the recipient in CEE and their experiences in the socialist society (Soulsby and Clark
1996).
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Most academic observers therefore stress the need to contextualize the contents and methods of training in Eastern
Europe (e.g. Jankowicz 1994, 1996; Child and Czegledy 1996). Yet, a fundamental discrepancy separates Western
training methods, which are grounded in extensive research, and the expectations of Eastern course participants. The
contextualization of training programmes thus faces the dilemma that formalization of delivery methods, as preferred
by many participants, cannot achieve the objectives of the training, i.e. inducing managers to think for themselves on a
strategic level (Hollinshead and Michailova 1999).

Those transferring management knowledge to the East often took, especially in the early 1990s, an ethnocentric
perspective, believing in the superiority of the Western way of doing things and being disrespectful, or unaware, of
local traditions, cultures, and accomplishments (Hollinshead and Michailova 1999). Western consultants in particular
are resented, delivering reports of little practical use because they fail to understand the institutional context of the
CEE firms (Soulsby and Clark 1996). This leads to considerable ‘consultancy fatigue’ (Gilbert 1998) especially if the
consultants obtain only superficial information on the ground and, as they are paid for by international institutions, are
more concerned about Brussels or Washington than with Novgorod or Vladivostok.

This literature advises to employ individuals that relate modern management and post-communist reality. For instance,
Soulsby and Clark (1996) report that local consultants with Western training and émigrés returning to their roots have
been highly appreciated by local managers. In Central Europe, the intellectual and cultural gap between Western and
local managers is narrowing, yet finding persons capable of communicating effectively in the former Soviet Union is
still a considerable challenge.

Vlachoutsicos and Lawrence (1996) argue that positive change in managerial practice will come about only if
continuities with the values and decision-making processes of the Russian traditional collective are preserved, and the
natural behaviour of Russian managers are integrated into newly introduced managerial systems and practices. From
the perspective of evolutionary and institutional economics, new practices have to be built on existing attitudes and
value systems, preserving selectively what is worthy, and using experimentation to discover new best practices suitable
for transition economies (Kogut 1996; Spicer et al.2000). JV research confirms the importance of incorporating local
management as ‘shared management’ is generally associated with better performance (Lyles and Baird 1994; Fey 1995).

The gradual development of capabilities is however challenged by the radical nature of the organizational change faced
by many firms. The turbulence, the dramatic shortfall of available resources, and the fundamental threats created for
many people have inhibited, if not undermined, their willingness to learn (Hedberg 1991; Villinger 1996). In the face of
high uncertainty,
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imitation of imposed practices may be preferred to an internalization of new knowledge (Child and Czegledy 1996).
Newman and Nollen (1998) thus observe an inverse-U-shaped relationship between firms' ability to learn and to
restructure, and the gap between existing and required capabilities. This suggests that training should be based on a
step-wise learning process, with clearly delimitated intermediate targets.

25.4.3 Managing Cultural Diversity
Western investors managing acquired businesses or joint-ventures in transition economies experience considerable
cultural diversity, and consequently conflicts between different groups within the organization (e.g. Child and
Markoczy 1993; Puffer and McCarthy 1997). Managing such conflicts of organizational culture is a major challenge for
joint-ventures, especially in Russia (Puffer et al.1996; Michailova 2000; Fey and Beamish 1999). As Russian culture is
often seen as not conducive to successful market-based management, managers, as well as researchers, face a major
challenge in how to change organizational culture (Fey and Denison 1999). Yet what are the origins of such cross-
cultural conflicts?

25.4.3.1 The Cultural Legacy of Socialism
The business culture in transition economies is in flux, and therefore hard to define. Three distinct cultural forces are,
metaphorically, battling for the hearts and minds of East European people. These are, first, the historical cultural roots
that have been loosened, but not lost, with the arrival of socialism. Second, the socialist experience bears upon those
who grew up under the system. Third, many people are willing to shed either legacy to adapt Western culture, or what
is received of it through the media, business contacts, and tourists. Thus, culture is unusually unstable and shows
considerable discrepancies between the cultural norms and behaviours communicated in public and those people
actually internalized (Todeva 1999). Feichtinger and Fink (1998) describe the volatility of culture in the 1990s, and the
corresponding confusion at the individual level, as ‘collective culture shock’. This analogy suggests that after a period
of disorientation, the societies will recover and prosper with the new cultural identity. In the Western parts of the
region, culture is converging towards Western European patterns, with regional specialties such as egalitarian and
religious values.

Socialism left behind a ‘bloc culture’ (Sztompka 1993). This is not the officially propagated philosophy of
Marxism–Leninism, but the reality of
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values and attitudes of individuals within real existing socialism. Despite the communitarian ideology, socialist regimes
were low-trust regimes. Distrust was institutionalized through networks of informers of KGB or its partner
institutions, fostering suspicion even when it was without foundation. In consequence people drew a sharp separation
between their private and public circles. As a double legacy of socialism, ‘individuals are likely to have a high degree of
trust in their immediate social network, and a high degree of distrust in the formal institutions of the state’ (Rose et al.
1997: 10). Low levels of trust in institutions continue in the transition period, reinforced by insider privatization that
benefited the old nomenklatura, the growth of the Mafia, and corrupt politicians. Transition thus has to build trust in
institutions, beyond the personal level.

Russian business culture has however roots that go deeper than socialism. Several researchers aim at explaining this
culture and the emerging cross-cultural discrepancies in Russian–Western organizations (Lawrence and Vlachoutsicos
1990; Puffer et al.1996; Michailova 2000; Holden and Cooper 1994; Holden et al.1998; Elenkov 1998). Vlachoutsicos
(1998) presents a comprehensive analysis of ‘the inner logic of Russian management’ based on its roots in both
Russian history and the influences of seventy years of socialism. He outlines the ‘matrioshka’ structure of Russian
organizations with strong vertical ties, but weak horizontal coordination, and the traditional decision-making process.
This is typically top-down on strategic matters, but contains a major consultative element on issues of implementation,
if only in a ritualized fashion.

These traditions influence Russian managers' interactions with Western counterparts. For instance, Russians are
reported to act short-term orientated, averse against planning, and they typically expect the leaders to take strategic
decisions, but discuss methods of implementation (Michailova 2000). Yet there is considerable variation of behaviour
and belief systems between, say, a Soviet-area senior executive and a young entrepreneur (e.g. Puffer et al.1997, 2000).

25.4.3.2 Networking
Bonding and other forms of network activities have a central role in Russian business. They arise from both cultural
traditions and as substitute to legal institutions such as contract enforcement. East European managers are well versed
in developing personal business networks, and in making informal arrangements to compensate for the breakdowns in
formal resource allocation and distribution systems (Child and Czegledy 1996; Martin 1999). At least the former is,
while commonly overlooked in economic models, an important part of business in any economic system, and fostered
in modern management under the title of the ‘network organization’.
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In Russia, networking occurs more at a personal level activity rather than between institutions. Several studies
emphasize the importance of personal relationships, as Russians typically do not distinguish between personal friends
and business relations (Salmi 1999; Meyer et al.2000). Social activities thus are part of business dealings. This arises
from cooperative value systems, distrust towards strangers, and traditions such as blat (Ledeneva 1999). To overcome
initial mistrust, Russians are reported not to engage in business before they have shared social activities, and substantial
amounts of vodka. Western partners are expected to participate in such bonding activity (Holden et al.1998).

The reliance on informal relationships raises pertinent issues of business ethics for local and in particular foreign
business persons operating in the region. The emphasis on connections may undermine the introduction of new and
objective standards of performance by creating distrust and dissatisfaction (Cyr and Schneider 1996). Moreover, there
is a thin line between networking and unethical or illegal activity. For example Russians consider violation of insensible
laws as normal, yet can it be for a Western investor? It may be infeasible to do business if one was to obey all the rules
at all times (Puffer and McCarthy 1995). Experienced investors claim that there are many ways to cope with the
situation, e.g. building contacts at the highest level in the authorities, knowing the law precisely, and exchanging
experiences with other Western expatriates. Yet, Russia is not for beginners.

25.4.3.3 Human Resource Management
Human resource management has to accommodate the cultural diversity. An area where this appears particularly
difficult is the recruitment and remuneration of people for the local operation. Many investors assign expatriates to all
top management positions, and aim at recruiting and training local personnel to take over these positions after a few
years. This however proved difficult, especially for finance and marketing personnel. The small number of qualified
people in these fields, often younger than their Western counterparts, found themselves head-hunted by Western
investors. Yet, beyond this small élite, managerial labour markets hardly function at all because of the shortage of key
personnel (Peiperl and Estrin 1997).

Local firms have a generally low turnaround of managers. Three years into transition, 78 per cent of top and second
tier management positions in the Czech Republic were still held by former nomenklatura managers. Most changes
occurred at the position of the CEO and the personnel managers, often the party representative, who were mostly
replaced internally (Clark and Soulsby 1996; Newman and Nollen 1998). Management change is more frequent in
firms facing competition and hard budget constraints (EBRD 1999: 139) and, where outsiders were recruited,
associated with better
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performance (Claessens and Djankov 1998), suggesting that active recruitment will eventually take hold in the region.

Western HRM approaches have been adopted in the region, for instance by creating a wider spread of salaries (Basu et
al.1997; Clark and Soulsby 1996). Incentive-based pay has been introduced, especially by Western investors, but with
mixed success, as it sometimes conflicts with the egalitarian local culture (Mueller and Clarke 1998; Cyr and Schneider
1996). As in other areas of management, HRM practice in Central Europe converges towards West European models,
while Russians still have a high level of suspicion over the introduction of Western management ideas (Holden et al.
1998; Shekshina 1998). MNEs adapted their HRM policies to the local context to varying degrees. While performance
appraisal and promotion were standardized, recruitment, training, and financial reward systems were locally adapted,
especially in Russia (Björkman and Ehrnrooth 1999). Only some of the HRM policies adopted in Russian firms were
found to actually improve performance (Fey et al.2000).

An often underestimated HRM challenge is the communication across cultural and linguistic divides (Villinger 1996;
Cyr and Schneider 1996; Jankowicz 1994). Effective communication is important to convey to the entire workforce the
strategic direction of the business, to obtain direct feedback, and to build personal relationships and trust. It requires
that both partners are sensitive to each other's cultural and historical context and share a common language (Villinger
1996; Michailova 2000). In particular, the communication has to overcome the culturally conditioned differences in key
concepts such as ‘time’, ‘plan’, and ‘control’ (Michailova 2000), which is a particularly serious problem in Slavonic
languages where expressions for certain Western business terminology have not been developed prior to 1990.

25.5 Perspectives for Future Research
The study of business in transition economies offers opportunities not only to understand ‘transition’ but to generate
insights, concepts, and theoretical frameworks for international business in general. The transition economies provide
a laboratory for business; and insights gained here will contribute to the discourse on global economy in the twenty-
first century. Research
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challenges include questions on how businesses evolve during radical organizational change, and how institutions
shape corporate behaviour. Scholars may venture more inductive research, and develop new concepts and frame-
works relevant beyond the region.

In the 1990s, research focused on issues that were specific to the start of transition and the opening to international
business. Research needs to move on, from privatization to new entrepreneurial businesses, from entry strategies to
operations strategies, and from negotiating acquisitions to managing subsidiaries. Yet this research needs to consider
the business context that, as proposed in section 25.2.1, has developed specific institutional characteristics that are
likely to persist for the next decades.

The analysis of institutions and their influence on corporate strategies and enterprise behaviour can be taken beyond
Peng (2000) to explain not only the differences of strategies between capitalist and transition economies, but to explain
variations within regions. China followed a different path of transition, with gradual reform since the late 1970s, but
observers detected interesting similarities with transition in Europe at the level of enterprises (Child and Markoczy
1993; Batra 1997; Peng 2000). Yet researchers need to be cautious about generalizing across emerging economies—as
evident from comparing this paper with its companion on China (Child 2001). Challenges faced by enterprises vary
considerably due to different macroeconomic and institutional contexts even within the region. Hungary and Poland,
for example, converge with Western Europe, while Russia will retain distinct features for many years.

For example, the legal-institutional framework cannot yet guarantee property rights, which creates interesting
challenges for contracting under uncertainty and without external enforcement mechanisms. Corporate ownership and
governance exhibits specific features such as a high share of employee-ownership, staggered privatization, and close
relations between businesses and governments. This implies that managers have to pursue profits as well as non-
monetary objectives set by the firm's shareholders and stakeholders.

Firms design their corporate strategies and management procedures in response to these institutions, in particular by
building business relationships that rely not only on markets as coordination mechanism. Consequently, we observe
innovatory strategies such as conglomerate building in form of ‘recombinant property’ (Stark 1996) and ‘network-base
growth strategies’ (Peng and Heath 1996). Further research may explore in more depth how different institutions
influence the design of business organizations. This requires the development of more sophisticated analytical tools
concerning the link between institutions and strategy.

Foreign investors too select and adjust their modes of business. They develop new forms of non-equity cooperation,
engage in ‘transitory alliances’ (Hagedoorn and Sadowski 1999) and ‘brownfield investment’ (Meyer and
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Estrin 1999). Businesses moreover face major challenges in understanding the local business cultures and in
developing appropriate approaches to cross-cultural management and to change management—areas where applied
research could be of great value. Last, but not least, technological advances may permit the region to leap-frog stages
of technological development and innovate business, e.g. in E-commerce.

The analysis of business in an unusual context provides a laboratory to explore aspects that are less observable in
mature market economies. Novel concepts and analytical frameworks may feed back into theories used in mainstream
international business research. In addition to the institutional perspective, Hoskisson et al. (2000) point to the potential
of adapting transaction cost theory and the resource-based view of the firm to the specific challenges of emerging
markets. However to enrich these frameworks, researchers have to be venturous in their approaches, and apply
exploratory research methods. Existing theories help analysts by concentrating attention on important variables and
relationships—but they fail if important variables or relationships are missed. Few region specific insights are born out
of hypothesis testing of standard theory. We need inductive research to understand new or unconventional business
contexts. Longitudinal studies and linkages to related literature in, for example, transition economics and sociology
may help to develop new, relevant, and dynamic theoretical frameworks.
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Chapter 26 The Smaller Economies of Pacic Asia
and Their Business Systems

Gordon Redding

What came to be known as the Asian miracle took place in a number of quite varied contexts in countries outside the
major states Japan and China, and the way in which these smaller economies have built their development trajectories
in the forty years after 1960 has been a matter of serious attention among policy makers worldwide. Japan and China
are given specific attention elsewhere in this volume and so this section considers the rest of Pacific Asia. It cannot pay
attention to every country as the number is large and many are still of small relevance in international business, but its
aim is to outline the systems of business which have come to characterize the following clusters of



countries: first South Korea which stands on its own as a distinct case; second Hong Kong, Taiwan, and Singapore
which are essentially Chinese in their ethnic make-up, their current political structures, and their business behaviour,
but which nevertheless display great differences among themselves; third the ASEAN group outside Singapore, that is
Malaysia, Indonesia, Philippines, and Thailand, again containing variety but with certain key common denominators.
Brief note will also be taken of Vietnam.

The Asian crisis of 1997/98 has tended to dull the business reputation built up in the area over the previous decades
but, except for a late return to health of Indonesia, recovery is now in progress, and there are grounds for believing
that the lessons learned have been salutary in most contexts. In this process of adjustment one over-riding issue of
interest and speculation has been whether the region would become more recognizably Western in its methods of
operating, or whether the new forms evolving would retain their distinctive nature, reflecting Asian ideals, or the
somewhat controversial ‘Asian values’. To understand the context of this question, and the implications for doing
business in the region, it is necessary to come to terms with the forces of history and culture as well as the rationalities
of economic and technical forces, all of which are in play here.

Real GDP growth-rates for East Asia averaged 7.3 per cent for 1965–80, 8 per cent for 1980–90, and 8.1 per cent for
1990–8. Poverty and illiteracy declined dramatically, and very clear advances were made in calorie intake, life
expectancy, status equalization, democratic norms, and civil liberties. The outcome of the widely adopted policy of
export-oriented labour intensive manufacturing is visible in the ratings for 1997 for percentage of GDP accounted for
by exports. Worldwide, Singapore was first, Malaysia second, Hong Kong third, Indonesia fourth, Thailand fifth,
Taiwan seventh, and Korea tenth. This widely used policy has resulted in work for the labour force and especially its
female component, and in consequence high savings rates, lower levels of dependency, increases in productivity, and
the attraction of foreign investment. It has also fostered continual reskilling and the ability to switch into new industries
as time goes on, an example here being the industries connected with information technology either in its
manufacturing or service aspects.

The crisis caused less social suffering than might have been expected. Despite currency devaluations of up to 40 per
cent and recession during 1998 and 1999, the long accumulated savings came into play along with the traditions of
family and village network support. Company misery was shared by managers. The global connections were
maintained and as the global economy continued to surge in traditional markets for Asian products, the recovery was
fast and the recovering economies now have leaner and more efficient companies. They have however not noticeably
become copies of Western companies in this process of re-emergence.
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As a framework for understanding, the notion will be adopted of the business system existing in a society, with most,
but not all, societies defined within a political boundary. The business system is an evolving and constantly changing
pattern of features and it owes its shape to its heritage in the way a society chooses to deal with modernization. The
features of the system are aspects of the way economic behaviour is held together in stable patterns. An example is the
norm of going to the stock-market for capital, or having trade unions, or operating mainly with family business. These
stable patterns affect three features of the total structure: the way in which ownership holds organizations together,
with different forms of ownership producing different forms of company, such that variations are seen in the use of
professional management, nepotism, firm size, decision-making, etc.; second, the way in which an economy may be
tied together horizontally and vertically in ways which affect the workings of competition, such alliances and
understandings being often invisible; and third, the way organizations in a particular society typically go about the job
of holding people together in conditions of cooperation within the organization.

These elements of the business system are embedded in the way a society chooses to modernize, specifically how it
works out the creation and availability of financial capital, human capital (skill and talent and their availability), and
social capital or trust. These in turn are embedded in the culture of the society, and especially the rules for vertical and
horizontal order which influence relationships. All of these interactions are constantly affected by the rational logics of
price and efficiency, and the changes wrought by technology.

26.1 Historical Background
It is difficult to understand the region as a whole without coming to terms with the historical influences which have
seeped into it from the great civilizations surrounding it. Prime among these has been the influence of China, and
especially the ideals of social comportment and order stemming from Confucianism. This has been of most obvious
relevance to the ethnic Chinese who moved south into the region, mainly in the late nineteenth century, and who now
have such significant influence in regional business. It has also had a marked effect on the social and political
structuring of South Korea and Vietnam, both tributary states of the Chinese empire for very long periods. It is clearly
manifest in Hong Kong, Taiwan, and in Singapore.
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The influence of Islam also has a long history, especially in the south of the region, and it is highly significant in the
social fabric of Indonesia and Malaysia. This is based on centuries of trading and cultural absorption. Thailand has
remained predominantly Buddhist and also independent of foreign control for many centuries, with a clear sense of
national identity focused on the royal family. The Philippines is predominantly Catholic after four hundred years of
Spanish rule, although the base layer of animism is never far from the surface. This latter feature applies also in much
of the region more generally.

The colonial period saw the addition of Western influences to this mixture. These came via the colonization of Hong
Kong, Singapore, and what is now Malaysia, by the British, of Indonesia by the Dutch, Vietnam by the French, and the
Philippines by the USA. There was also a significant Japanese colonial period in the first half of the twentieth century
in the histories of Taiwan and Korea.

These colonial powers left different legacies, but they all established patterns of relationships between government and
business, structures of law, and an institutional fabric in the society, which are still visible in present-day systems. For
example, business philosophy and practice in Hong Kong has been consistently laissez–faire, with excellent
infrastructure but no government involvement in business itself. This reflects long-standing British attitudes, especially
in the colonial context. In both Taiwan and Korea the Japanese ideal of state involvement in the design and managing
of the economy is clearly reflected. Company law in Indonesia reflects much Dutch thinking and practice. The legal
and educational structures of the Philippines display American norms. Vietnam still has many basic regulatory
structures which go back to the French regime.

The end of the colonial period was spread over the third quarter of the twentieth century, a time of great regional
instability, typified in the Korean War, the French and American Wars in Vietnam, the ‘confrontasi’ between Malaysia
and Indonesia, and almost permanent high tension between China and Taiwan. There was also a spilling out of tension
from a highly unstable and seemingly aggressive China between 1967 and 1977 as it went through the chaos of the
Cultural Revolution. But in the late 1970s a change came over the region as stability returned and there began a period
of more or less unbroken peace lasting into the new millennium and gradually strengthening in its likelihood of
continuation. This provided the context for rising confidence in business investments, and those investments were
themselves boosted by the opening of world markets, and especially the Western markets for consumer goods in the
US and Europe. The establishing of such trading relationships then led to the growth of external investment into the
region, a phenomenon which grew steadily through the 1980s and then exploded in the 1990s, culminating in the
serious overdosing on low cost Western capital in search
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of ‘emerging markets’ which contributed significantly to the crisis of 1997/98. During these times also there grew a
flourishing intra-regional trade and pattern of investment led by the regional ethnic Chinese, an example of one of its
outcomes being the dominance of Taiwan as an investor in Vietnam.

26.2 General Characteristics of the Region
The most significant feature of the region is the variety within it. This begins with differences in religion and social
philosophy, in language, and in historical legacies. A country such as Thailand which has never been colonized, and is
Buddhist and royalist, is unlikely to display much similarity to one such as Indonesia which is Islamic, patrimonial, and
heavily influenced by the legacies of a Dutch colonial structure. There are also radical differences in size, ranging from
the 200 million population of Indonesia to the 2.6 million of Singapore. Levels of income per capita range from the
Hong Kong and Singapore levels which exceed that of the UK, to the extreme poverty found in parts of Indo-China,
not least in Vietnam. There are nevertheless, despite the variety, certain common denominators.

Two features of the business environments of the region are found widely, and tend to be seen as challenging by many
companies going in from the outside. The first is the level of government involvement in the economy, and the second
is the level of uncertainty and volatility which the business environment of these countries can display.

26.3 Involved Government
The kinds of development processes which many Western countries have gone through have included the historically
slow taking over of the role of the state by the capitalist sector. Thus, put simply, in most Western capitalist systems
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the accessing of capital is now a largely private sector activity organized by institutions such as banks and stock-
markets which are essentially self governing. This is seen as legitimate as long as the interests of society are served. So
too the shaping of education and the skilling of people, and the building of large-scale enterprise, have been strongly
marked by the wishes of the business world. An infrastructure of institutions then grew, including the significant
components of professionalism in accounting and commercial law, which serves to guarantee order, but government
has not directly put it there. It grew largely because it was needed by the people doing business, and they instigated it.
There is of course in this process a constant flow of interaction between the parties concerned, and a long series of
adjustments and negotiations. One of the outcomes is an ability to devolve decision making to managers in the
organizations in the base of the economy without destabilizing the order of society. Creativity and entrepreneurship are
then fostered.

When countries develop later, they cannot afford to wait for this infrastructure to grow naturally, as that could take
centuries, and government is induced to play a strong role in the shaping of the business system, in effect filling the
vacuum. They do this in different ways and with differing degrees of success, and the end results include different
kinds of organization and of business system.

The smaller countries of Pacific Asia may be seen in three categories in this regard: first the cases of Korea, Taiwan,
and Singapore, where the state has filled the vacuum very forcefully and taken on the role of prime mover in designing
and managing the shape of the economy; second, the ASEAN states outside Singapore where the governments have
monopolized much economic power but have so far failed to produce what some observers regard as authentic
capitalism. This latter problem emerges from a combination of starting late, implementing weakly, and the obstacles
such as cronyism and corruption which derive from a patrimonial heritage. A third case is that of Vietnam where
political will for radical change is weak and where reform struggles against much residual dogma. Hong Kong is a
special case of a policy of ‘positive non-intervention’ by government, and perhaps only possible at that level of success
within the confines of a city state.

In the cases of South Korea and Taiwan, their governments took the view that catching up with the advanced
countries was a matter of using their indigenous talent and resources to pursue growth by export oriented
manufacturing industry. What was lacking was risk capital, a tradition of applied science in industry, and experience of
large-scale organization at competitive world standards. These governments then set out to define the ideal shapes of
their economies and to deal with what was lacking. In the case of Korea, beginning with the regime of Park Chung Hee
in the 1960s, a series of five-year plans was launched, and key entrepreneurs found to implement them. Their
organizations grew into the chaebol. The reward and the incentive for the
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huge tasks involved was the retention of ownership by the founder families. The choice of industry was guided by
government planners, and government shared risk by making public funds available to support the growth.
Government also shaped the economy in favour of the national aim by controlling union power, by the support of
education and research, especially in engineering, and by spearheading and coordinating the drive for export markets.
The consequence was that, with government support, it was possible to grow major global corporations, plus large
numbers of effective smaller companies in their supply chains. Korea grew from a situation of total devastation at the
end of the Korean War to the world's thirteenth largest economy by the late 1990s.

This fast evolution brought change with it, and especially in the degree to which government could continue so much
to dictate strategy and control, including union power. Recent years have seen the state loosening its grip. Unions have
grown along with democratization and the role of the chaebol has come under attack as their use of their advantaged
position meets public opposition. A great deal of adjustment is now taking place in Korea as the roles of government,
big business, small business, and the public at large, form a new pattern. The extreme dependence of some chaebol on
government funding was revealed dramatically in the US $73 billion debt of the Daewoo group.

In Korea, the government was for most of the period since the 1960s in effect a military dictatorship, and largely
unaffected by the kind of stakeholder arguments which go with democracy. It also tended to behave with impressive
professionalism in matters of development policy, relying on an élite group of civil servants attached to the office of
successive prime ministers. These policy-makers appear to have been driven by an ideal of national development, and
to have been uncorrupted by their access to such power (as opposed to some of their more political colleagues). In
Taiwan also this high level of professionalism in the bureaucratic élite, and its dedication to state development, marked
the rise of Taiwan as an economic powerhouse, eventually accumulating more foreign reserves than any other country.

In other respects the Taiwan formula was different. There the continuation of the Japanese ideal of the strong state
was interpreted in such a way that certain key sectors of the economy such as the banking sector, major utilities, and
industries such as steel, fell under government control. The aim was the same as that of Korea but the mechanism was
not to sponsor major private corporations to do the work. Instead it was to leave the big players in the economy under
the control of the state élite and then to let the rest of the economy survive by its wits in the international market. The
rest of the economy would come to consist of very large numbers of small firms, following Chinese intuitions about
the legitimacy of family business and the retention of personal control. The entrepreneurship of which they then
became capable served to give them important power in several world markets.
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Such markets are those servable by networks of small firms, working in commodity chains connecting them into the
markets of the developed world, thus computer components, toys, electrical goods, specialized engineering products,
etc. But in Taiwan, the market was still being managed by the government. It did so by the feeding of credit, technical
assistance, and skilled labour, via the large scale sector into the small, and by setting the strategic direction for the large
scale sector, influencing the shape of the profit opportunities available further down in the economy.

The case of Singapore is different again, although the principle of the strong state guiding the economy remains
consistent with Korea and Taiwan. At the early stages of its development Singapore had few resources, little capital,
and a small population. It took the view that its development would be dependent on making itself attractive to large
foreign corporations as investors and it set out to do that. At the same time, as in Taiwan, the government of
Singapore developed a highly professional civil service élite to manage industrial policy, and that élite became strongly
involved in the command of significant parts of the infrastructure, and later in investment risk-taking in industry on
behalf of government. Apart from the support of indigenous banks, the rest of the local economy was effectively
marginalized, in favour of the multinationals. The latter responded with heavy investments, and now make up the
major part of the economy. The Singapore government has remained dedicated to the idea of control, and unlike the
governments of Korea and Taiwan, has used the legitimacy it has gained from increasing national wealth to perpetuate
a single party state. There are some indicators that the stifling of pluralist debate and of democratic opposition may
have had side effects on the society's capacity for spontaneous business creativity, and this policy of control may not
survive the passing of the present élite.

In the ASEAN states other than Singapore, the government records have been less impressive as far as economic
growth is concerned. An early tendency was to discourage foreign investment, and to attempt to develop local industry
behind tariff walls, and other restrictions such as keeping out foreign executives. This changed slowly during the 1980s
as the worldwide dominance of market capitalism began to assert itself. The crisis of 1997 gave further impetus to this
trend.

In Korea, Taiwan, and Singapore, élite civil service groups dedicated to growth and modernization achieved great
respect internationally for their clarity of vision, and their capacity to achieve its implementation by business people on
the ground. In these ASEAN states, the record is one of less clarity, and also of greater difficulty in achieving
implementation. These economies started later than their Confucian neighbours, and have grown respectably but not
so spectacularly, as the late flying geese in the formation.

The largest of these states, Indonesia, was for most of its recent history controlled by powerful leaders with military
backing, initially Sukarno, and

THE SMALLER ECONOMIES OF PACIFIC ASIA 767



then Soeharto, up to the point of the crisis. The long Marcos regime in the Philippines was similar in nature. Thailand's
much more varied recent political history included long periods of military-backed government. Malaysia has been
under the strong control of Mahathir Mohamed as prime minister since 1981. Each government chose its own format
for dealing with economic growth. In Indonesia the main growth has been achieved by ethnic Chinese Indonesians in
collaboration with the governing élite, a collaboration which has included some sharing of the economic gains in
exchange for the granting of licences and privileged access to markets. In the Philippines the rampant corruption of
the Marcos era weakened the country and left his democratically elected successors severely handicapped. In this case a
traditional landowning élite was joined by ethnically Chinese Filipinos in the process of taking the development
opportunities. Here again, government connections were often crucial to the securing of access to opportunity. In
Thailand, where business is dominated by Chinese Thai families, mainly of Chiu Chow origin, the connections between
the business élite and the government have always been strong, but in this case one of the mechanisms is the
involvement of the business sector in government itself via membership of the Senate. In Malaysia, the long serving
prime minister has vigorously pursued a policy of industrialization which has aimed to protect the indigenous Malay
people who account for just over half of the ethnic make-up. This has required some control of ethnic Chinese
business expansion, and the encouragement of outside investments which would foster technology transfer.

In all of these countries, the government is heavily involved in economic processes. For outsiders this is most
immediately visible in the negotiation of access to the economy. After that the level of government control of business
behaviour in such fields as employment, technology, finance, and governance, is higher than most Westerners are
accustomed to. In some countries corruption is part of the challenge and companies may be faced with explaining to
head office extra costs due to this. These are still patrimonial states in which the duty of the élite is to maintain order,
but that carries with it a right to extract benefits.

26.4 Uncertainty and Opaqueness
The second main characteristic of most Asian business environments is their opaqueness. These are business systems
in which reliable public information
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on business matters is rare. Part of this stems from the late catch-up effect and the ‘vacuum’ referred to earlier, and
caused by the absence of a deep layer of advanced institutions designed to foster order and independent of
government. The second influence is the tendency of many indigenous business people, especially but not exclusively
the ethnic Chinese, to keep tight control of their companies. This means that disclosure about corporate performance
and assets is inhibited. To the outsider it becomes clear that key knowledge is seen as an important and rare
possession, and is available on restricted networks, access to which becomes an important pre-condition of survival.
The general high level of uncertainty is exacerbated by the volatility which goes with such fast growth, and the highly
competitive search for the opportunities thrown up by the expansion.

The Asian formula for the securing of enough information to make decisions about business is to use interpersonal
trust and a set of connections as key assets developed by individuals. The more of these you have the more you can
achieve, but there are limits to how many such bonds a person can construct and maintain, as they are expensive in
terms of both social time and attendant obligations. This puts a limit on the range of a person's field of effectiveness,
and most Asian business people appear to act with this in mind, staying in fields they have come to understand well,
and allying with partners they trust personally.

Having outlined the nature of these Asian business environments as being in general terms characterized by involved
government and by high levels of uncertainty, we now turn to a consideration of the business systems which result
within the more specific national cultures.

26.5South Korea
At both the societal and firm level, the theme which sheds light on South Korea is the transition from centralized
authoritarianism to decentralized participation. Both politically and organizationally this process of transition is
ongoing. It is not complete by any means but the direction of movement is clear and seemingly likely to persist.

The rescue of the country from its condition of destitution was achieved, as noted earlier, by a strong government co-
opting the help of entrepreneurs to put into practice the national five-year plans for export-oriented industrial growth.
Thus emerged the chaebol, large family dominated conglomerates
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in which those families are now under pressure to release their grip on ownership. Family ownership ranges from 39
per cent to 61 per cent, with an ‘official’ acceptable maximum of 40 per cent and a government aim of 25 per cent.
Change is occurring fast as the government intention to favour in future those who go along with its wishes is being
taken more seriously. There is in consequence a rise in the influence of professional managers and a decline in the
salience of the personal vision of the owner.

At the same time, these organizations have had several decades in which to set a particular style of operating and this is
likely to change less quickly. The characteristics of the large Korean organization which stem from this familistic
history are:

1. A high level of authoritarianism in the exercise of authority, such that the metaphor most commonly used to
describe them is ‘militaristic’. An aspect of this is a formal approval process involving senior authority in
many minor decisions proposed from below.

2. The use of a central control office, the ‘Chairman's office’, to gather performance data in detail about the
company's activities.

3. Tall hierarchies, with few staff and many line functions, and controlled by strong functional departments in
planning, finance, and personnel.

4. Loosely defined roles lower down in the hierarchy, and thus high dependence on the boss, a feature which
also brings with it high flexibility.

5. Executive networks within the firm, which are often regionally based or stem from education connections.
This makes for a significant level of informal organization.

6. A concern with harmony through the vertical levels, a feature which reduces the negative effects of the
authoritarianism, and which fosters a search for consensus.

7. A strong work ethic, at least in part stimulated by pride in Korean achievement, especially vis-à-vis Japan.
8. Relatively weak horizontal communications within the organization, with coordination remaining a central

preserve.
9. Unions with only recent acceptance and structured around an industry rather than an enterprise.

The style overall is paternalistic, a feature which is reflected in the rest of the economy made up of small and medium
enterprises. But the concern with ownership, and the centralization of power have other effects in addition. There is a
strong tendency for the chaebol to behave competitively towards each other, and to resist building alliances. This is in
strong contrast to the position in Japan where alliances run horizontally throughout the economy. An outcome of this
has been a tendency for the large Korean groups to incorporate too many fields within themselves in the general
interest of firm
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growth, but to cause duplication in the economy at large. This is currently a field of battle with government.

It could be argued that the great strength of the chaebol has derived from the ambition and the visions of the owners
who ran them, and the availability of government investment to back them, and that as these elements are diluted they
will be hard to replace. Such centralization of power does bring great capacity to inspire creativity and to respond to
change. The new form of chaebol will be predictably similar in many ways, and it may simply turn out that the newly
rising professionals will be able to perpetuate much of the successful social psychology of the past, while eliminating its
negative effects. It is as yet too early to find evidence of the new patterns.

The Korean business system is then dominated by changing family conglomerates with a traditional high dependence
on government, an unwillingness to cooperate among themselves, and powerfully personal and authoritarian corporate
cultures. What is the societal bedrock in which this formula evolved? Why is Korean business so distinct?

Financial capital in Korea has tended to derive from government, either directly, or via a tightly controlled banking
system. Access to wider public and international sources of capital has been constrained by the concern with retention
of control, the closing to outside influence of the Korean finance system, and the sheer size of the capital requirements
to achieve the growth actually delivered. This could not have been done without special allowances being made for low
financial efficiency. The entire scheme was a calculated alliance between government and business for a set purpose,
and in the longer perspective it has worked. It has however left public shareholders as only marginally relevant until
now, and other stakeholders dealt with when the pressure rose but not until.

Human capital in Korea has grown also as a result of the government–business alliance. Skills needed for the growth
of specifically identified industries were produced by the education system as part of the national plans. Heavy
investments in education and training by firms were also encouraged fiscally, and the end product is a society very rich
in industry-related skill, especially in engineering.

Social capital in Korea, or the nature of trust and its workings, derives largely from the Confucian ideals which still
penetrate the upbringing of Korean children. You look upwards for people to trust to look after you, and if the father
figure ideal can be replicated in the organization then that has high psychological appeal. Vertical order is instinctive.
Horizontal order is much more conditioned, and trust only works naturally in that dimension if prior socialization has
created the network of references on which to base it, thus school and university groups, and region of origin
connections. The rest are to be dealt with guardedly, and an instinctive competitiveness towards others outside the
network is natural.
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The end result is that the chaebol come from the tradition of Confucian order which is so much a part of Korean
history, but because of government support they have grown well beyond the normal limits of family business. They
appear to stand halfway between the Japanese form which is large but professional, and the Chinese form which is
small and familistic. This form is large and familistic. Its impact on world markets has been impressive and it will
probably retain its strength. We cannot yet say what the new form will be but it is reasonable to argue that it will
continue to reflect Korean norms and traditions.

26.6Hong Kong, Taiwan, and Singapore
These three economies have been notable for their success as (along with Korea) the ‘four little dragons’ which
followed rapidly in the wake of Japanese economic success. They have a common denominator in their ethnic
dominance by people of Chinese stock, and this has brought with it strong doses of Confucian ideals about the
ordering of social, political, and business life. It has also brought with it, perhaps as part of a refugee experience for so
many of them or their near forebears, a pragmatic insistence on taking responsibility for their own fate and setting
about its becoming more secure. The Confucian work ethic is founded in insecurity and helps also in the acceptance of
authority. These common denominators have however been exercised in quite different settings with quite different
routes to their eventual common success. They are now all rich in foreign reserves and Hong Kong and Singapore are
rich in per capita terms also. Between 1981 and 1996 per capita income in Taiwan went from 26 per cent to 46 per cent
of the US level. In Singapore and Hong Kong it went from 40 per cent to close on parity.

26.6.1Taiwan
In Taiwan, the arrival of the Kuomintang refugees from China led to a social divide in the country between the
mainlanders and the Taiwanese. This still affects much networking although it is fading slowly with time. As noted
earlier, the policy for development was to structure an economy based on two
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sectors: the major industries and infrastructure elements under the control of the government related élite; and the
small and medium enterprise sector which was left to grow under conditions of openness to world competition.
Government would guide the economy by its control of the banking sector and the major industries, and would also
assist in the development of human capital.

The end result is a business system with a vibrant and healthy small and medium sector, strongly connected into world
markets, and highly flexible in responding to changes in demand. Its main role is the supply either of components into
vertically integrated chains, or finished products which themselves go further into a chain of marketing with someone
else's brand name. Examples of the former are bicycle gears or computer switchgear, of the latter Nike shoes or Canon
cameras. As Taiwan has found itself competing with other low-cost labour countries it has moved much investment
offshore into countries such as China or Vietnam, where it can continue to control costs and not lose its international
connections into markets. The Taiwanese economy, like that of the Japanese, extends widely into the region as a result.
A further consequence of this loss of comparative advantage in the home base has been the upgrading of much
Taiwanese industry in terms of its technical sophistication. The computer industry is a case in point and this adaptation
illustrates the key nature of connections into the US for the acquisition of knowledge, and technology.

26.6.2Singapore
Singapore is very different. It has an economy based heavily on foreign investment by transnationals, and its
environment is conducive to that. The local small business sector was marginalized earlier and despite regular
government attempts to re-inject entrepreneurialism it has not thrived with anything like the efflorescence so visible in
Taiwan or Hong Kong. Other than the transnationals, what remains in Singapore is largely government dominated,
although playing by market rules and managed with professionalism.

26.6.3Hong Kong
Hong Kong, now a Special Administrative Region of China, was formed in large measure under conditions of open
free market competition as the
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ultimate laissez-faire economy, although a closer reading of the situation would lead one to qualify that simple view. The
government's long standing and continuing policy of non-involvement in business meant that it did not get involved in
taking financial risk or in setting industrial policy. It did however provide subsidized housing for half the population,
and it controlled the prices of transport, of utilities, key foods, and crucially of land and thus property. A property
cartel of major developers has taken a heavy proportion of the ownership of the capital value in the stock market and
done so by its skill in maintaining good relations with the administrative élite, always a relatively small and closed
group.

Industry in Hong Kong is similar in many ways to the small and medium sector in Taiwan, but it does not have the
same government supported large scale industrial superstructure, and its banking system is entirely independent.
Significantly, though, the major part of Hong Kong manufacturing industry has migrated to China, principally to the
neighbouring province of Guangdong. Ownership has remained in Hong Kong, and the net effect has been a massive
increase de facto in the industrial base, even though it is no longer inside the same political boundary. This is similar to
what happened in Taiwan with the regional dispersal of its industry, also in that case predominantly into China.

26.6.4 The Chinese Family Business
The principal economic instrument found in Taiwan and Hong Kong is the family business. We shall also note later
that it has high significance for the economies of Malaysia, Indonesia, Philippines, and Thailand. It is also worthy of
note that its re-emergence in China in recent years adds greatly to its reach. It is now becoming significant again in
Vietnam, after some decades of withdrawal. One of the characteristics of this type of organization is that the majority
of them are small or medium in size. Because of this they are able to fit into a wide range of business environments
and adapt themselves to local circumstances This business system is not bounded within a political border. Instead it
penetrates the region widely. It also operates with a network of regional connections as if its natural arena were all the
countries bordering the South China Sea.

Although Chinese family business is most commonly found at small and medium scale, there are many examples of
conglomerate structures run under Chinese family control and employing tens of thousands of people. Such
organizations have grown successfully in recent decades but almost always retain their original ownership structure and
a management style of centralized
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control. Strategy making is a family monopoly. Questions are constantly posed about whether they will ‘learn’ to make
the transition to being standard multinationals with public ownership and professional management throughout. A
parallel question is whether the second generation will ‘reform’ them. Another related question is about their instability
at the time of transition from the founding generation to the next.

To be able to answer such questions requires an understanding of their context. As long as the business environments
of the region remain (a) politicized, and (b) opaque, then the appropriate organization to thrive in such circumstances
will be one in which:

(1) negotiating power for the organization is concentrated in one set of hands with full authority;
(2) the chief executive sees it as a key role to cultivate political allies;
(3) the chief executive sees it as a key role to build a network of trusted contacts with whom to exchange

information, share risk, and share opportunity in the interest of long-term mutual benefit, thus counter-acting
the opaqueness.

The Chinese family business at large scale exhibits these characteristics. It will change its nature when it has to, that is,
when the environments change. That shows little signs of happening in any significant measure yet. So what happens
to these large conglomerates when the original founding owner passes on? The most common response is that they are
divided between family members and the units start again the process of growth, some succeeding and some failing.
Because the units are virtually always independent businesses then the chances of success are not handicapped by the
breaking up of a delicately coordinated structure. This is a version of creative destruction which, seen from the
standpoint of the business system as a whole, is healthy.

Creative destruction also accounts for much of the vibrancy and ability to adapt in the small and medium sector of the
economy. Here, firms of a hundred or so employees, predominantly in medium technology manufacturing, but also in
services, are run by their owners. What might appear to be diseconomies of scale are counteracted by flexible
networking, and this makes it possible for firms to specialize in very particular aspects of a total process, knowing that
the system as a whole can put together products such as fashion garments, toys, electronic and electrical goods, and so
on, at world standards of cost efficiency and flexibility of response. Coordination is often managed by buying agencies,
or trading houses. Transaction costs within the system are kept low by the use of interpersonal trust networks, by the
reduction of bureaucratic process and legal contracting, and by a widespread dedication to cost control. This efficiency
is helped by the concentration of decision making power in the hands of owners, each usually having a very hands-on
knowledge of the business and the industry. Such individuals can transact
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with each other at high speed, can build up and pay off mutual obligations over long time periods, and can keep key
information flowing around the system. Bonds of trust are specific, not general, but they are powerful means of
coordinating economic behaviour.

Speaking generally, the fundamental raison d'être of the Chinese family business in the capitalist contexts of the region is
to build up the wealth, and thus the security, of a family. This requires the searching for and taking of opportunities,
but also the hedging of risk, and the preservation of some liquidity. The common pattern is to enter an industry and
strive within it, often for decades, using family members nepotistically, but also key trusted employees who may be
treated almost as family, to occupy key positions. Surplus is normally invested in property, seen as historically safe and
potentially liquid. Risk is often spread geographically.

At larger scale, the roles tend to be rentier in nature and owners live off the benefits of cash flowing from assets. The
bigger the entry barrier to the acquisition of such assets, and the closer such assets are to basic societal requirements
like power, infrastructure, transport, hotels, communications, housing, then the safer the strategy. The risks of
acquiring such seemingly unassailable positions are high and the time required is long, but the right political skills, and
the right alliances will normally help.

Family business had been traditional in China for centuries, and in conditions where the growth of organizations to
efficient large scale was inhibited by state interference and conservatism, by endemic mistrust in the absence of reliable
trust-fostering institutions such as property rights and good public accounting, and by the Confucian placing of the
family at the centre of the legitimate social system. Many Chinese left China in the later decades of the nineteenth
century and settled in the countries to the south. Waves of this same exodus have continued in the twentieth century,
with the result that there are now approximately 50 million people of Chinese ethnic origin in the region outside China.

The business system of the regional ethnic Chinese has family ownership of enterprise at its centre. Virtually all firms
are under tight control and those which appear to have gone public tend to have large assets separated out into private
domains and not accounted for publicly. Notions of stakeholder and shareholder involvement in policy making are
irrelevant in this context. The key to the power structure in each firm is the owner-manager, and he or she normally
dominates the making of strategy, this latter being rarely defined specifically. This person is also key to the building on
behalf of the firm of strategic alliances to secure political ‘coverage’, well-judged information, and the sharing of risk
and opportunity.

These personalized firms are operating in a general context of mistrust, and they make alliances to counter this, but
only with very specific sets of chosen partners. Thus the ‘network capitalism’ most natural to the Chinese allows
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them to transcend their scale limitations and take part in the international economy via informal collaboration with
fellow firms, such networks being flexible in the short term and basically stable in the long term.

The holding together of employees in cooperative relation with the firm is done largely by the application of principles
of paternalism, another feature which inhibits the growth of individual firms. This exchange of obligation to employees
downwards and loyalty, deference, and acceptance of authority upwards, is a social system rooted in Confucian ethics
which give it moral force and sustainability.

The institutional fabric of the societies in which the Chinese family business system thrives tends to be one in which
they keep separate as much as possible from government, and rely on their own sources of capital. The larger
companies will build political friendships into government to secure access to opportunities. Some large ones will also
tap into international finance markets while working hard to retain control. The system of human capital is influenced
heavily by a very high sensitivity to the value of education, and a high level of individual responsibility in achieving it.
This stems from the ethics of responsibility to family and the insecurity so commonly part of family folklore. In some
states, the government has invested heavily in educational infrastructure, notably Hong Kong and Taiwan. In other
cases such as Malaysia and Indonesia, ethnic discrimination has held them back from their full potential.

Skills are normally acquired by individuals in their pursuit of a career and are not provided by the firm. The use of skill
is usually at the discretion of management and in most countries in the region is unaffected by labour union pressure.
Social capital, or the availability of trust, is problematic in this business culture, but is solved by the networking.
Limited but reliable networks provide the means of getting around the endemic mistrust.

The tendency for these responses to be visible across many countries is suggestive of certain common inclinations in
Chinese culture. In particular, the salience of Confucian familism at the centre of the social order is clearly important.
This provides high legitimacy for the holding of authority by the father figure and those who behave as such. So too
are the ethics surrounding the obligations to friends. These provide the social glue which ties together the myriad
business transactions at such high levels of efficiency. These ancient bases for vertical and horizontal order show no
sign of declining in the socialization of the next generation, and it might therefore be supposed that this business
system will continue to prosper in the conditions to which it is adapted.

A summary of the main characteristics of Chinese capitalist enterprises is as follows:

(1) owned and managed by the same person or family group;
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(2) networked with other companies of the same type for the raising of capital, the hedging of risk, and the
exchange of strategic information. Bonds of steady business relationships are also fostered like this;

(3) sensitive to the need for co-opting political support when operating at large scale;
(4) paternalistic in style of management;
(5) capable of operating at large scale especially via the use of alliances for the incorporating of technology, and

brand names;
(6) extensively networked in small scale manufacturing of components which are assembled in vertical

commodity chains with reach into advanced country markets;
(7) capable of high speed of response and flexibility;
(8) tend to grow in one field of specialism prior to later diversification for hedging, or opportunity taking;
(9) inhibited by limitations on trust from building large professionally managed and decentralized organizations.

All growth tends to be in conditions of tight central control of strategy and of finance;
(10) internally very conscious of costs and externally able to limit transaction costs by the use of personalistic

trust.

26.7Indonesia, Malaysia, Philippines, and Thailand
It was noted earlier that these countries came relatively late to the Asian ‘miracle’. They also suffered heavily from the
crisis, especially Thailand and Indonesia. Three of them have huge populations (Philippines 65m, Indonesia 200m,
Thailand 60m) and have found in them the basis of comparative advantage. Much investment has been attracted in on
the basis of the volumes of skilled labour available at low cost.

Although the systems of capitalism vary in these countries there are certain common features. The kind of indigenous
organizations found fall into two types. On the one hand are the ethnic Chinese organizations which tend to dominate
and which appear in all sizes. On the other hand are the ethnically more local organizations, many of which have been
favoured with government support. Some of these can be very large and examples of them are the companies
associated with the military in Indonesia, the Bumiputra companies
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in Malaysia, some of which took over previously colonial assets, the companies in the Philippines associated with the
earlier land-owning élite. These large companies tend to exist as a result of government support or preference, and
sometimes also as instruments of élite exploitation as occurred with the Suharto holdings in Indonesia or the Marcos
holdings in the Philippines. At large scale, the ethnic Chinese companies have also been involved in this aspect of
patrimonial extraction of benefits.

Networking across these economies takes place in conditions of what one observer has termed ‘ersatz’ capitalism. In
other words these are states in which the level of order is low, institutions are unreliable or weak, and the government
record in coordinating the various components of orchestrated economic development is weak. Thus capital market
regulation is not sophisticated, reliable data are rare, law is negotiable in many instances, and government management
of the economy is hesitant and reactive, lacking a clear, and fully worked out long-term vision. This criticism is less
applicable to Malaysia where long standing policies are traceable and where government strength has been
demonstrated. But an overall general conclusion is that the institutional fabric of these societies is not yet of the quality
needed for the full development of market capitalism. Financial capital is still heavily influenced by personal or
government connections. Human capital remains a field rich in potential but limited in development so far. Social
capital is still a matter of personal connections.

The direction of movement in these countries is clear. They are dealing with their weaknesses with the intention of
making themselves again significant competitors for the investments and the markets of the developed world. This will
mean a rise in the quality of their business infrastructures, especially in banking and commercial law. One can also
expect a continuation in education, especially technical, to produce the new skills needed. But the problems of order,
and of coordination of policy, are immense in countries of such large size with traditions of weak government. The
earlier resort to authoritarianism in the face of such challenges is less and less legitimate as democracy raises
expectations.

26.8Vietnam
Vietnam is a special case, being still heavily influenced in practice by socialist dogma, and being much further away
from prosperity than the other countries
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considered here. The country is very large, both in extent and population, having 81 million people. Centuries of earlier
autonomy left it with a very strong sense of national identity, but the decades of war against the Japanese, then the
French, then the US, left the country weak and still psychologically divided. As with most totalitarian states the
instruments of control are many, sophisticated, and deep in their penetration, and while Vietnam continues to talk
about opening up and encouraging capitalist activity it continues to frustrate the business person with rules,
regulations, and unpredictably changing controls.

The end result is that small business, operating close to the ground, and left to its own devices, can survive and even
prosper. Businesses at larger scale have to navigate the world of political approval. Investors going in from advanced
countries have had mixed experiences in recent years, and progress in opening the country to world trade and
competition is slow. Income per capita is the lowest among the major countries of the region at US $400.

There is a strong sense among many observers of Vietnam that the country is at the same position China was at in the
1970s prior to the Deng Xiao Ping reforms of 1979. Freedom of economic behaviour in China was achieved by a
process of decentralization and loosening of control. It was done slowly and is still far from complete, but there was at
least an official endorsing of ‘the glory of being rich’, and private ownership expanded in line with the decline of the
state sector. This same direction is being followed much more hesitantly in Vietnam and with much less clarity of
endorsement from the very top. Instead policy is fought over between the liberals and the hard liners, and the truce line
between them shifts constantly. The retention of power by party members drives much behaviour and the likelihood of
fast progress is low.
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Chapter 27 Methodological Contributions in
International Business and the Direction of

Academic Research Activity 229

Bruce Kogut

It is one of the best-kept secrets of research that a methodological contribution is the most powerful engine for the
replication and diffusion of an idea. Radical organizational innovations are far more influential than technological ones
for the same reasons. Because they serve as complements to a wide array

229 My thanks to Janine Napahiet in suggesting the topic of methodology as a comment in passing, to the doctoral students at Wharton, Stockholm School of Economics, and
INSEAD for their indulgence over the years, to Mark Casson for his comments, and to Jose Campa and his Spanish colleagues in testing these ideas with them.



of industrial techniques, they can diffuse rapidly across the boundaries of a sector. Similarly, a major innovation in
research design is far more powerful than a single technique or isolated idea.

The development of the field of international business has been strongly driven by innovations in research design and
methodologies. I would like to emphasize this role in this concluding chapter in order to suggest to researchers, and to
our doctoral students, that progress is engaged when a community collectively is able to ride upon common methods,
schemas, and templates. The tendency in some fields, such as strategy, has been to suffer from the incentives for a
proliferation of terms that represent the same idea. We thus have terms, such as ‘multidomestic’, ‘multinational’, and
‘polycentric’, that mean roughly the same thing. This proliferation is exacerbated by the applied mission of the strategy
field and its proximity to the textbook and consulting industries. Yet in all fields, there is value for career advancement
in generating and proliferating terms, a problem hardly unique to the managerial sciences.

Given these incentives, what then constitutes a good innovation in academic research? There are many answers to this
question, but I prefer, as someone who likes historical sociology, a simple one. Good innovative research is what a
community decides is interesting. However, this relativistic orientation is disciplined by an important caveat in the
following form. The best measurement of this interest is its sustained allocation of subsequent scientific effort to
produce, confirm, and extend the cumulative results associated with the innovation.

If we accept the definition of a ‘good’ research innovation as a contribution that can be verified by a community (much
in the spirit of Robert Merton's emphasis on the importance of the cumulation of knowledge), then it follows that
tools of research design can have powerful effects on the direction of academic activity. We often study the direction of
research activity among industrial firms and ask why certain technologies have evolved, and others not. By now, we
know the answer is not simply market demand. Some technologies provide richer avenues for development; they are
‘generatively’ more fecund and act as broad technological platforms into new uses.230

Not all research methods and designs are equal in this regard. Take for example the research on transaction costs.
Ronald Coase established in 1937 the observation that the boundaries of the firm are determined by a comparison of
the costs of using the external market relative to the costs of internal
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organization. This work laid dormant until the 1970s when Oliver Williamson (1975) forced a reconsideration of these
ideas. Surely, there was a market for this reconsideration, for Williamson wanted to explain initially why anti-trust
authorities should not break up large firms. His earlier efforts in this regard relied upon a brilliant, yet conventional,
welfare analysis that compared the monopoly loss of a process innovation relative to the gains in efficiency. He
subsequently developed a more radical approach, first expounded at length in his 1975 book Markets and Hierarchies.

Yet, this book was not clearly different than other approaches developed at the same time that stressed the importance
of market imperfections, especially for knowledge and information. In the international field, Peter Buckley and Mark
Casson (1976), two young scholars, offered a broader explanation for the existence of the firm (in the form of the
multinational corporation) by analyzing the different sources of market imperfections and the incentives for
‘internalization’ of market activities (see also Dunning 1977). Their approach was also more general, for unlike
Williamson, they did not have the goal of showing that the multinational corporation was ‘globally’ the most efficient
way to organize production. They sought to provide a positive theory for why it exists. In addition to Buckley and
Casson, there were other efforts, including that of McManus (1972) who contributed the important notion of a
continuum of governance solutions and ‘relational’ contracting. Not long after, Jean-François Hennart (1982) offered a
theory of the multinational corporation that relied heavily upon market imperfections for the sale of information and
incentive conflicts among principal and agents. Rugman (1981) similarly suggested the efficiency explanations for the
multinational corporation.

All of these contributions invoked subsequent lines of research. (In fact, I fall prey to a ‘selection’ bias in failing to
investigate those many ideas of the mid-1970s that essentially died without further development—or, remembering the
dormancy of Coase's early work, at least have yet to be developed.) Why has the term of ‘transaction costs’ come,
however, to be the dominant construct in the discussions on the boundary of the firm? Why do we not have studies
clearly focused on ‘internalization’ as opposed to transaction costs, especially outside the field of international
business?

Of the many answers to this question, I would like to highlight one: Williamson (1979) provided a schema by which
empirical research could proceed to test his ideas. This article proposed that transaction costs have three dimensions:
asset specificity, frequency, and uncertainty. Up until then, transaction costs appeared as an unobservable construct that
required data on production and market costs under two different governance regimes (i.e. within the firm and from
the market). How could this be done? These dimensions, especially the first of asset specificity, provided the manifest
constructs for subsequent researchers to investigate the relationship between
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an observable decision, e.g. to make rather than source a component, and the latent factor, called transactions costs.
With this methodological and research design contribution, research in transaction costs established its industry.
However, it is important to underline that the collection of such data, when using Williamson's prescription for
‘microanalytic’ detail, can be very difficult and demanding.

Research in international business has contributed its own methodological designs that serve as templates for
subsequent efforts. I would like to document briefly three contributions: Raymond Vernon's multinational data base,
foreign direct investment studies, and the choice of foreign entry mode. I turn then to two current areas of research (i.
e. organizational ecology and comparative national systems) that might benefit from agreement on design and method.
In focusing on these contributions, I neglect other major contributions to international business research, especially
that of business history (as seen in Chandler 1990; Wilkins 1970, 1974, 1988) that has indisputably created successful
research programs with defined methodologies; this topic is well treated in Wilkins' chapter in this volume.

27.1 The Harvard Multinational Enterprise Database
Raymond Vernon, following a successful career in government service and a series of influential studies on the
economic geography of American cities and their loss of industry, became intrigued by the question: why does the
United States dominate foreign direct investment flows. It is often forgotten that Vernon posed essentially a historical
question regarding country patterns in direct investment. Of course, he knew that other firms from other countries
invested overseas. But what explained the dominance of the United States in the current flows? By posing the product
life cycle theory of international investment that emphasized the home bias of innovation, he could subsequently provide a
research template that sought to correlate the life cycle of innovations to the pattern of investment in that industry
(Vernon 1966).231
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He also recognized that, (1) innovations spawn oligopolies and that, (2) consequently the geographic direction of direct
investment should be influenced by the gaming among these large American firms.232

It was essentially this second point that preoccupied Vernon in his research following his initial article on the
innovative basis and home bias in direct investment. To investigate the international expanse of multinational
corporations and the challenges they posed to foreign governments, he organized a massive research effort to collect
data on the 180 largest American multinational corporations. The Ford Foundation, in those days, provided grants for
business research, especially on a topic important for economic development. Vernon successfully bidded for Ford
support, allowing him a degree of independence from the Harvard Business School tradition of case studies. In
designing this effort, he made several important decisions. He defined a multinational corporation as consisting of six
or more subsidiaries outside the United States. He thus began with an idea of what should constitute the population
and sample. For his research purposes, this definition generated a population of the largest multinational corporations.
He then traced their expansion overseas from the 1900s onward, and collected public and confidential data on their
product diversity, spread, and overseas entries and exits (Vernon 1971).

In other words, Vernon created the first demographic database for the creation and expansion of firms, whether they
be multinational or domestic. (See also Curhan and Vaupel 1973; Curhan et al.1977.) Of course, this choice enters a
certain bias for some kinds of studies. A study, for example, on survival requires that the population be created at the
time of birth, not for a given cross-section; otherwise, we are sampling on survivors. But this was not Vernon's
concern; he wanted to show the gradual and then explosive growth of American multinationals over the course of the
‘American’ century. As the American century came to crisis in the period of the Vietnam war, the database moved on
to collect newer data on the American companies, but also on multinationals from other countries.

These data served Vernon's own research purposes, especially as seen in his magisterial study Sovereignty at Bay, which is
an incisive analysis of the opposition of governments and multinational corporations (1971). Vernon's student
Frederick Knickerbocker (1973) wrote and published his thesis on
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oligopolistic gaming and defensive investments on the basis of this research data. Stopford and Wells (1972) published
the most important book on strategy and structure in the multinational business field using these data. Subsequent
students, particularly William Davidson (1976, 1980), further developed the database and analyzed the entry patterns
of multinational corporations. Karen Hladik (1985) and Ben Gomes-Casseres (1985) wrote their these on alliances
using these data. Gatignon and Anderson (1988), discussed below, also used these data. In 1993, Delacroix published a
brilliant chapter on the demography of entry by American firms into Europe.

The above list is hardly exhaustive, but serves the purpose to show how a research design and project can diffuse far
from its original intention. Did the design itself diffuse? Did other authors not use the data for testing other theories?
Of course, but they did so within the constraints of the sampling design established by Raymond Vernon in collecting
the data. He established therefore not only the raw data, but also a research program encoded in the decisions how and
what to sample. The impressive and stunning contribution of Alfred Chandler to international business research,
especially his 1990 book that compared the large firms of the US, the UK, and Germany, (Scale and Scope: The Dynamics
of Industrial Capitalism), essentially established the same research framework of deriving statements about efficiency and
advantage from comparisons among the largest firms.

In fact, when we sample on the side of host countries, we find that foreign direct investment has historically consisted
of investments by many small and medium size firms. It is easy to forget this, and to conclude that size itself drove the
success of multinational firms. The contrary hypothesis is that, in many cases, firms grew big because they had the
knowledge of doing things better. As they grew, they invested overseas. In looking at foreign direct investment by
American firms historically, I argued, with suggestive statistical analysis, that the growth and expansion of the US
multinational rode upon the diffusion of better practices by US companies (Kogut 1992). The relationship of size and
competitive advantage is partly a spurious result due to the omission of the underlying factors that drove the growth of
the firm in the first place. More recent work in organizational demography has redressed this omission of analyzing
growth, as we will see below.

One of the lessons of the Harvard Multinational Database project is that successful research templates bias subsequent
studies away from other avenues of inquiry.
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27.2 Foreign Direct Investment Studies
As discussed in many chapters in this volume, Hymer transformed the theory of direct investment by logically showing
that competitive advantage at the firm level, not macroeconomic rates of return, explains the motives for outward
investment by firms. Since then, direct investment and the multinational corporation have been indelibly linked. He
proposed that since foreign firms were always at a disadvantage, they had to bring competitive advantages, e.g. scale
economies, to overseas markets (Hymer 1960). However, he only tested this idea by correlating outward investment
flows and concentration levels at the industry level (with the common belief of the time that industry concentration
proxies for firm advantages). His thesis adviser Charles Kindleberger (1969) fought for the recognition of Hymer's
contribution, which was not published until after the latter's death in a motor vehicle accident, by using Hymer's
insight as the basis of a series of influential lectures on the current history of the multinational corporation.

In 1971, Richard Caves advanced this line of work by emphasizing the importance of the multinational firm for the
transfer of ‘intangible assets’ across borders. This issue of ‘transferability’ of advantages, to use the current even if
clumsy parlance, lies at the heart of the multinational corporation, for the costs of the transfer of the advantage must
be less than the revenues derived from the investment. These ideas were far ahead of the debate at that time and were
largely neglected. Instead, the ideas of entry barriers as derived from intangible assets appeared to be a succinct
formulation of the Hymer line of analysis.

This article itself may have been remembered and footnoted as an early and intelligent treatment of the industrial
economics of direct investment. Caves (1974), however, solidified his contribution by subsequently proposing a way to
test the economic motivations of direct investment. His design consisted simply of regressing industry data on direct
investment on measures of firm advantage, such as scale economies, R&D, advertising. These measures of firm
advantage relied, in other words, on industry-level proxies that could be attained, with some difficulty, from
government and public sources for some countries, in particular for Canada and the United States.

Having provided a statistical specification and a sampling methodology that relied on public data, Caves contributed a
template that has been a standard design in direct investment research up to now. Of course, there have been some
important modifications to this approach as well. One modification concerns the measurement of the dependent
variable. Many studies, especially those that look at macroeconomic flows, rely on balance of
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payment data as published by the International Monetary Fund and by the Centre on Transnational Corporations. The
balance of payments method does not include investments, for example, that are made by borrowing from the foreign
country to be invested there. Some studies have used, as a result measures of plant and equipment when available (the
US government provides such data for a fee); others have used sales data, sometimes net of imports. Other studies
have used entry counts, which have been shown to be highly correlated with plant and equipment purchase data.

Another series of modifications regards the right hand variables. Because not all countries provide R&D or advertising
data, some studies have used US data even when looking at investments by non-American firms. For example, the
Netherlands publishes very skimpy R&D data, as collected by the OECD, because it cannot give figures for electronics
without revealing private information of N. V. Philips, a Dutch electronics firm. Since R&D data, as well as other
sectoral data such as scale economies and advertising, are correlated across countries, the use of American data as a
proxy appears as reasonable.

But is it? Obviously, the use of American data is not reasonable when we are trying to explain differences in patterns
across countries. Perhaps oligopolistic conditions are not the same across all countries. Can Japanese technological
rivalry successfully lead to investments in American oligopolies? A possibility is that the American industry is not an
oligopolistic in the same sector and the resident firms lack competitive advantage. (Of course, we also might be
comparing an American sector of technological rivalry with the large firm dominance characteristic of Japan.) If we use
only American data for describing American and Japan, we obviously cannot evaluate this possibility.233

But there is a more subtle point. The Hymer and Caves studies also shared the Vernon home bias assumption, namely,
that firms go overseas on the basis of their home advantage. The home advantage pushes out investment. Yet, what
happens if foreign countries pull investment because of location advantages? Traditionally, we thought of location
advantages as differences in factor costs. Since direct investment is primarily among rich countries, we know that
wages cannot be the explanatory cause for location decisions. Clearly then, home market access and technological
sourcing (inclusive of productivity differentials) are factors that can pull investment.

John Cantwell (1989) was one of the first to explore the influence of technological pull on investment. In doing so, he
relied upon a new source of data in the form of patent registrations. Unlike direct investment data, patent registrations
exist over a long period of time. Increasingly, they are
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accessible remotely through electronic databases, a process that can be easily automated. The ease of these data have
already spawned an industry of studies. He also endorsed a particular measure of revealed technological advantage that
indicates a country's relative propensity to innovate in a particular sector normalized for its overall innovative
propensity in all sectors.

However, there is, as always, a serious bias in using data for proxy purposes. For example, investment into a country is
pulled not only by technology in the strict definition, but by superior productivity in carrying out particular activities.
The sources of this superior productivity might be organizational or institutional. An organizational source is the local
diffusion of a particular practice within the borders of a nation, such as the diffusion of mass production in automobile
manufacturing in the early part of the last century.234 An institutional source is, for example, the corporate governance
practices supported by the legal and financial institutions of a country. In either case, organizational and institutional
sources do not easily diffuse across borders of countries. Consequently, a country might have a sustained location
advantage in attracting investment and such advantages need not be reflected in patent data.

Again, we have the case that the success of a research strategy can steer a field in particular paths. One possible
response from researchers in the area of patents is that technological output is complementary to innovative
organizational practices. Thus, patents are a proxy of publicly registered technological outputs plus the tacit knowledge
of how to innovate and, less obviously, of how to organize in general. We don't know how good, in general, an
assumption this is, but it is possible to think of cases where it is a very bad one. Perhaps the clearest example is an
industry where patents play a minor role, and yet direct investment flows show a country pattern. Advertising is a good
case, where the US and the United Kingdom have long dominated and have attracted a great deal of foreign
investment. There are other prominent industries as well, from cinema to industrial design to consulting. Patents are a
bad measure of some important kinds of knowledge. However, given the template and the importance of studies on
technology, location, and diffusion, studies using patents are riding currently a powerful trajectory that will, and should,
expand further.

Are there proxies for knowledge in general? Lieberman and Demeester (1999) suggest that inventory levels proxy for
the Japanese practice of just-in-time inventories and on this basis, they trace the diffusion of these
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practices within Japan. This study has the benefit of looking at an economic outcome, inventories, to measure
presumed adoption. In this sense, it is a more direct measure of an economic effect that patents that are presumed,
with several studies that validate this claim, to measure technological inputs. Some studies look at adoption of
practices, such as divisional structures or quality control, without knowing the ‘fidelity’ of adoption or the economic
consequence.

The alternative is the expensive but rewarding research design to collect data at the level of the practice itself. The MIT
motor vehicle program, especially the research of John Paul MacDuffie (see MacDuffie 1993 for example), has
collected data at the plant level across countries for organizational practices. However, because these data are limited to
a single industry and are at the plant level, they cannot serve as a template for quantitative studies on relating the effect
of organizational innovations on pulling or pushing direct investment. Such studies do serve as useful templates for
research in national comparisons, a point to which we return later.

27.3 Foreign Entry Mode
The choice of the mode of entry by a multinational corporation has interested researchers in international business
from the start of the field. Most of the early studies were based on case studies that provided rich insights into the
choice. However, with the creation of the Harvard Multinational Enterprise Database, it became possible to explore
more systematically the factors that influenced the choice of entry. Stopford and Wells (1972) looked at correlations to
make predictions about the positive relationship between strategies and the degree of equity ownership, arguing that
technology encouraged higher control relative to advertising. Fagre and Wells (1982) later asked: how did bargaining
power between host government and foreign firm influence the degree of equity held in a local subsidiary? Wilson
(1980) used the Harvard Multinational Database to look at the choice to acquire, using correlational analysis.

This concern with equity control gradually became relatively less interesting than the question of entry mode choice,
that is, by wholly-owned, acquisition, joint venture, licensing, or exporting. It has been a common confusion in this
literature to confuse mode with the choice between a greenfield versus brownfield investment, that is a new investment
versus
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buying into an existing facility. Clearly, wholly-owned entry can also be conducted by an acquisition. However, the
above framing has become the currency of research in this area.

An important breakthrough in the studies on entry mode choice occurred when Richard Caves and his student Mehra
(1986) published their chapter in a book on international competition that included, among other things, a logit
analysis of the entry choice. This contribution was inevitable given that the entry choice was discrete, but it was
nevertheless Caves who gave the methodological template once again. This template consisted of collecting data on
entry mode as the dependent variable and then regressing it on reasonable predictors. Again, an industry was launched,
with no clear signs that its energies have yet been sapped.

Given the methodology, the scramble was now to refine the method and to name its theoretical implications. Gatignon
and Anderson (1988), in this regard, made both of these fundamental contributions. Unlike an ordinary least squares
regression, a qualitative-choicemodel does not provide a measure of explained variance. It does provide a goodness of
fit test in the form of a Chi-square estimated from the likelihood function. This test has low power, which has usually
not troubled researchers in management (or economics) who rarely conduct power tests. Gatignon and Anderson were
troubled, however, that their data—to which we come in a second—consisted primarily of wholly-owned entries. They
thus partitioned the data into several sets, ran their estimates, and then tested for the robustness of the results. This
paper has become a standard fare in doctoral courses as a result of this rigor alone. In addition, the paper introduced
multinomial choice models to the literature at a time when the software was not available in a package.235

The other contribution of the paper was to establish a template for future research emphasizing transaction cost
explanations for entry choice. Stopford and Wells had argued that strategic motivations explained entry choice, such as
the desire to control technology. They supported their point by correlating R&D expenditures with entry choice.
Anderson and Gatignon (1986) argued that these motives are best seen as relating to transaction costs concerns. They
reinterpreted, for example, the measures of R&D expenditures as a proxy for the hazard of transacting information in
the market place. (Buckley and Casson 1976 made the same argument and empirical claims for the internalization of
investment flows in their seminal study.) Effectively, they
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highjacked the direct investment and Harvard Multinational Enterprise templates for the purposes of ushering in the
plethora of transaction costs studies that were to follow.

Given that we knew that the correlations between their proxy variables and control were already explored by Stopford
and Wells for the same data, the results of their qualitative-choice models were not surprising, but surely were
reassuring of the robustness of the earlier analysis. They noted, however, that it was difficult to predict the degree of
equity control as opposed to the choice of entry. This finding suggested that firm considers the equity control decision
subsequent to entry choice, with equity control influenced by bargaining and by other means to exercise control. Over
all, the assumption of a monotonic relationship between control and equity share has been a difficult one to maintain
in the empirical work on entry mode choice.

This finding of a two stage process was basically ignored until a paper by Myles Shaver (1998) exploited this insight to
suggest a radical rethinking of the entry and strategy relationship. Shaver was perturbed by the finding of Hennart and
Park (1993) that entry by acquisition lead to more stable entries by foreign firms. This claim troubled him, as it should.
For if doing X is better, then we should see all firms doing X in the absence of barriers to imitation. Whereas we can
construct scenarios whereby a firm is unable to imitate an acquisition, this construction is a far more sophisticated
interpretation than justified by the original estimation.

Shaver proposes to separate out the entry decision of foreign firms into the United States along the lines of Gatignon
and Anderson. First, we should understand the strategy choice to enter a country and second, we should test for the
performance impact of this choice. After all, it is possible that acquisitions are encouraged in more profitable and fast
growing industries, and it is this unobservable, called industry conditions, that also then influences the survival and
performance of the entry.236 There is, in other words, a potential Hausmann selection bias (Hausmann 1978). How do
we then separate out the unobservable influence of industry conditions?

Shaver notes that we can, in fact, say something about this unobservable because we know already that firms have
chosen to enter the United States by a particular entry choice. So step one is to estimate the coefficients to the
predictors for choosing an entry mode, acquisitions or wholly-owned. These coefficients can then be used, in
combination with the data for each firm, to generate the estimate for the likelihood that a firm will choose acquisition
over wholly-owned entry.

Step two consists of taking this value and treating it as an independent variable in the equation that specifies the
survival chances of a given entry. He shows acquisition, without this selection correction, is positively related to
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enhancing survival, but that this effect goes away when the selection bias is controlled. To drive home his point even
further, he then conducts a counterfactual exercise, showing how mortality should rise if the entering firms chose the
‘wrong’ entry mode.

There are other examples in management studies where it is claimed that doing X has a monotonic effect on
performance. Such claims, based on single equation and linear estimates, are vulnerable usually to the line of inquiry
posed by Shaver; hence his contribution has opened a wide terrain of research in the strategy and management
literatures in general. It is not surprising that other researchers are already jumping onto this moving train.

It should be noted that the Hausman selection bias is equivalent to the bias of incomplete sampling discussed above in
the context of the Harvard Multinational Enterprise Database. Without correcting for selection, the bias is incurred by
specifying the model as ‘unconditioned’. In fact, the estimates are conditioned on the underlying sampling
methodology. In the case of the Harvard data, small firms were left out and the multinationals that died by the time of
the 1966 cross-section were left out. In the case of the Shaver study, the performance model was conditioned already
on the choice of firms to choose an entry mode. In both cases, the error was failing to see that the estimations were
conditioned on the sampling methodology.

27.4 Organizational Demography and Option Valuation
The article by Shaver belongs also to another research tradition called organizational demography. Vernon had, as we
noted, started this line of work in international studies, but his choice of sampling on survivors entered a bias into the
data. This bias is called a left-hand censoring bias and it arises whenever we reconstruct histories based on survivors.
We have obviously lost data on multinational corporations that are no long surviving or no longer qualify as
multinationals under Vernon's definition.

The adjacent field of organizational ecology and demography, particularly associated with the early studies of Hannon
and Freeman (1977) and Carroll and Delacroix (1982), has heavily emphasized the importance of this kind of
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bias. They have made an important and remarkable contribution in establishing a clear template for demographic
research regarding the importance of sampling on founders rather than survivors and of the effects of age on
mortality. For example, many of the early studies on joint venture survival ignored that ventures may die faster when
young, or that older ventures are already proven ‘survivors’. It is simply unacceptable to compare organizations of
different ages and make inferences on survival without correcting for these effects.

Of course, organizational ecology is more than the methods of demography. Ecology has also proposed a number of
theoretical ideas, some no longer in repute, some that are still in development in the international area. One idea,
though of less concern today, was the liability of newness, derived from Stinchcombe (1965), that suggested that young
firms' die more rapidly than older ones because they have yet to establish legitimacy and to learn the ropes. Another
theoretical claim is that firms' entry into markets rises and then declines with the density in that industry, and similarly
mortality has also a quadratic relationship with density. Density is the number of firms in the industry.

The diffusion of these methods into the direct investment performance literature happened with a decade or more
delay. In many ways, these methods and ideas resonated well with international business that had been preoccupied
with entry and death from the time of Vernon and Burenstam Linder. The latter, in his remarkable study that launched
the field of interindustry trade (Burenstam Linder 1961), noted that international export is the extension of the home
network overseas. In other words, international expansion is part of the theory of the growth of the firm.

These ideas were not actively explored, outside of the fascinating studies in business and economic history, by
international business researchers until the 1990s. Many of these studies adopted population ecology theories along
with the method, thus leading to a rich, sometimes overly complex theoretical discussion for the reasons for the
growth and death of subsidiaries. The early studies were by Jiao-ti Li (1995) who looked, using the new methods, at the
survival of foreign subsidiaries. They thus sampled on firms that already entered. This approach, with increasing
sophistication, informed also the studies of Shaver and his two thesis advisers, Will Mitchell and Bernie Yeung, in their
work (Mitchell et al.1993; Shaver et al.1997). The article by Shaver (1998) on selection bias, discussed above, was the
outcome of this line of research.

Srilata Zaheer's studies on trading rooms represent a sophisticated treatment of this line of work. In her article on
currency trading rooms, she looks at whether multinational financial companies that have foreign subsidiaries working
as currency traders suffer from the Hymer disadvantage, which she labels the ‘liability of foreignness’ (Zaheer 1995).
She finds evidence for the

798 BRUCE KOGUT



effect of a liability of foreignness, even for an industry where information diffuses rapidly and all traders have, in
theory, equal access. Of course, we once again have Shaver's possibility, namely, firms that have decided to operate
overseas already are a selected bunch.

The Zaheer study poses, however, the larger question if the importation of ecological ideas, as apart from the method,
have been corroborated. In part, the problem is that ecology has itself not fully addressed issues in its own literature
regarding the liability of newness and the reliance on reduced equation models of entry and death. Both of these issues
raise larger questions regarding whether demographic forces are lawful, independent of context, a larger issue we pick
up in the next section.

The liability of newness hypothesis has not been satisfactorily tested in the literature. The early efforts imposed a
parametric specification of the hazard model and then asked seemingly simple questions, such as is the slope negative.
A parametric specification gives the hazard rate as a specific functional form; early choices were the Gomperz or
Weibull. If the slope was negative, then this implies that young firms die at a higher rate than older firms. Of course,
there are many problems with this estimate of the slope. First of all, most of the specifications were log-linear, whereas
the data almost showed a rather non-linear trend, even when logged. Even when the slopes were estimated to be
negative, the plots of the data suggested a far more complicated relationship. In particular, deaths usually picked up
after an initial period. Efforts to fix this problem resulted in partitioning the sample into early and later periods or
discussing complicated relationships between intercept and slope estimates.

But there is a more devastating objection to this hypothesis other than the resistance of the data to conform. All
demographic samples of organizations consist of heterogeneous firms. This heterogeneity consists of observables such
as size or product diversity. It also consists of unobservables, such as the inherent quality of the firm. Now here is the
problem, and the beauty of a liability of newness prediction. It is mathematically true that any heterogeneous
population will evidence a liability of newness. (See Heckman and Singer 1985 for a proof.)

It is simple to show why this would be true. Consider two populations, one consisting of dogs, the other of humans.
Both have exponential hazard rates, that is, their hazard rates are constant regardless of age. (Now this is extreme, but
it serves our purpose.) In Figure 27.1, we graph their constant hazard rates and assume that the hazard rate for dogs is
higher. Now what would happen if we mix these two populations? It takes a moment of reflection to realize that we
would begin at a point in between the two populations and then that the decline would asymptotically decline to the
constant rate for the humans. Since the dogs are dying more rapidly, their contribution to the mixed population
declines relatively faster; at some points, there are only
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Fig. 27.1 Constant Hazard Rates and Yet a Liability Of Newness

people left. Heterogeneity always generates a liability of newness, even when the true populations have constant hazard
rates.

Of course, there are some reasonable sources of heterogeneity. Size is an obvious one; we don't expect large firms to
die as fast as small ones. We can try to control for these influences in a parametric model, but it is unlikely that
heterogeneity can be controlled. (Efforts to specify mixed distributions, such as considering the happy conjugate of the
gamma as a description of the unobserved error, have not lead to satisfactory resolutions.) The alternative is to avoid
the claim of a liability of newness, specify exactly what are the causal sources that should cause young firms to fail, and
to rely upon semi-parametric or non-parametric specifications to test their relationships. Implicitly, the literature has
taken this direction without formally disclaiming the earlier claims to have found a liability of newness.

The weakness in trying to infer a law from a reduced equation raises the more important issue of whether it might be
more interesting to think about the underlying mechanisms instead. The international literature began, as we noted,
with an emphasis that international expansion is a consequence of the growth of a successful firm. This emphasis leads
to a research design that samples the firms in a country and then analyzes their expansion overseas and the
consequences of this expansion on firm mortality. Mitchell et al. (forthcoming) follow this strategy, arguing that
international expansion actually increases the mortality (hazard) rate. This surprising result is consistent with earlier
findings that suggest firms who are not succeeding at home often expand overseas first; successful ones would rather
expand at home. (See Mascarenhas 1992; Yu and Ito 1988 for some evidence.) In other words, it
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raises Shaver's selection bias issue in trying to sort out the direct effect of expansion from the unobserved factors that
might promote overseas expansion in the first place.237

These are complex issues, which are not helped by the plethora of organizational and economic theories for why firms
grow in general and why they grow across national boundaries in particular. As in all cases, it is sometimes useful to
remember a baseline case. This case consists of a firm that grows randomly but proportionately. In other words,
growth is log-normal and is governed by the following process:

where the proportionate growth of the firm is equal to an expected mean growth (or drift) plus random variation
drawn from a standard normal distribution and scaled by the variance of the firm.238 Let's assume that a firm expands
overseas once it has reached a certain size. (This size could be the volume of exports.) The hazard of expansion
overseas is the probability that the size of the firm will hit a lower boundary given its size at a certain point in time. A
hazard rate is, in other words, derived from a more fundamental structural model that expresses a theory of the growth
of the firm.

This observation implies that every growth process can be understood as facing certain hazards. Sometimes, this
hazard is a negative outcome, such as death; other times, it is positive, as when large size gives the possibility to expand
overseas. We might then ask the question if changes in size allows a firm to go overseas, what is the value of this
probability at a certain point of time? In other words, what is the value to the option that a firm expand in the future?

There is, in other words, a mathematic relationship between hazard rates and option values that also suggests a
theoretical point. Firms have the potential to enter a country, or to withdraw from a country. We can understand
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this potential as a probability, or hazard rate. We can also, if we are taking a more economic approach, evaluate the
value of this potential. In other words, organizational demography leads directly to a consideration of option values,
once we move from reduced forms (hazard rates) to considering the underlying stochastic process governing the value
of the firm.239

Understanding the sources of the stochastic growth of the firm has proven to be a difficult and complex undertaking.
Economics suggests that it might be more appealing to work with profit or cost functions, and let stochastic elements
enter via exchange rates or other price movements. It is this approach explored by Dixit (1987) in his model on
exports and hysteresis (see also Campa 1993) and by Kogut and Kulatilaka (1994) in their treatment of the
multinational network as consisting of the options to respond flexibly.

While these models seem far removed from the concerns of organizational demographers, they are in fact
mathematically related and substantively related in trying to understand the stochastic value of the firm to grow and
coordinate its activities across borders. Thus, in empirical work on the relationship between exchange rates and foreign
investment, Kogut and Chang (1996) relied principally upon the methods of organizational demography. They
constructed a population of Japanese firms in the electronics industry listed on the Japanese stock market. They then
looked at the influences of exchange rates, previous entries, and firm characteristics on the hazard of ‘exercising the
option’ to enter the United States.240 Thus, the template of organizational demography was brought to bear upon a
problem of the economic analysis of foreign entry.

27.5 Comparative Management and National Systems
One of the most promising directions of organizational demography in recent years is its work on tracing the entry and
exit of firms in a given industry
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across borders.241 As noted earlier, the chapter by Delacroix (1993) is a fascinating application of organizational ecology
to foreign entry, using the Vernon database, which also is sensitive to country context. A good deal of this work is
focused on the question if founding and death rates are density dependent. For the reasons given above on the liability
of newness, this question is likely to be very sensitive to controlling for other factors, such as the size of firms and their
concentration of sales in the local markets. But these efforts represent the most extensive efforts to collect comparable
data since the Harvard Multinational Enterprise Database.

One of the principal questions that derived by looking at the rates of entry and exit across countries is the effect of
institutions on economic behavior. Work in this area varies widely in approach and in conceptual rigor. Some
approaches consist of the claim that countries are different in their business systems and offer a list of factors by which
to make comparisons. Or sometimes an approach simply claims that institutions matter and countries differ in their
political ideologies and economy in how they achieve social consensus. More ambitious approaches ride upon notions
of institutional equilibria. In these approaches, a country is characterized by a number of actors who are institutionally
represented. They achieve a political balance that also permits effective coordination in the workplace.

A good example of this latter approach is the work of David Soskice on Germany. Soskice (1990) proposes that
Germany, as an ideal type of ‘corporatist’ solutions to social cooperation, is characterized by the institutions of labor,
enterprise hierarchies, banking, and business associations. Each of these institutions are represented by formal
institutions or dominant actors. (In other articles, the Central Bank and governments also play a role.) These
institutional actors bargain to create a ‘high equilibrium’ that supports the coordination of work to produce quality
export-oriented products.

This is a vast field that is rapidly expanding. Are there templates of methodology and research in this area?

There are certainly a number of possible avenues for researching institutions. The crude yet effective way is to collect
data across countries, and then use country dummies to check for differences. There are variations on this method,
ranging from random effects to log-linear models. However, these approaches do not provide deep insights into how
institutions matter; the power of these tests, one suspects, is not in any event strong.

Comparative studies often, as a consequence, consist of rich country studies that try to isolate an effect by quasi-
experimental design. For example, Bendix (1956), in his study on the relationship of authority systems to national
development, chose Russia, the UK, Germany, and the United States as four countries, each which occupied a single
cell in his two-dimensional
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framework. Since he had two causes and four countries, he effectively created a 2 by 2 factorial design.

The construction of experimental design using a small number of cases is a common template used in comparative
research. Charles Ragin (1987) offers the most rigorous treatment of this approach that can serve as a canonical model
in comparative international business research. Ragin formalizes and extends the comparative method of John Stewart
Mills by using a few simple rules of Boolean algebra.242

Consider the argument of Masahiko Aoki (1990) that the strength of the Japanese firm relies upon three duality
principles that can be summarized as the joint presence of the main banking system, vertical ranks for promotion, and
horizontal control among workers and suppliers.243 He argues that when these three elements are present, they produce
a truth condition of a high performing economy. We can represent this by the following claim:

Main Bank Vertical Rank Horizontal Control Truth Condition: Per-
formance

1 1 1 1

The ones indicate that these conditions are present. Aoki proposes in other words a 3 factorial design. To consider all
the possible cases (that is, combinations), we would need to look at 23 or 8 combinations. Aoki does not engage in this
comparison and is content to propose his theory as ‘fitting’ the Japanese case. Most of the studies conducted in relation
to his theory have looked at variations within Japan, especially between firms that belong and do not belong to
business groups. Of course, these studies run into a selection bias (they are already chosen to be members or not prior
to looking at performance). They also do not test at all adequately the claim that all three principles must be present in
order to achieve high performance. Yet, these studies are reasonable first approaches to look at how institutions
influence performance within a country.

However, this approach is not adequate for deriving any solutions regarding whether these three duality principles have
an effect on performance in other countries. This point is not minor, as there has been a significant amount of policy
advice given to countries to adopt foreign institutions as a whole because of their jointness and their proven value in
producing high performance outcomes.

The extrapolation of these findings to other countries is stymied by four problems. The first one is easily treated and is
an example of spurious
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causality as delineated by Simon (1957). This problem is easily treated by Ragin's comparative Boolean methodology.
In particular, we will utilize the following Boolean rule. A cause A can be present (denoted as A) or absent (denoted as
‘a’). In one case AB are two factors that are both present and are associated with a truth condition of high
performance. In a second case, factor A is still present but factor B is not, and yet the outcome is still high
performance. By Boolean algebra, given that the truth condition is the same, AB + Ab = A. In other words, only cause
A is causally related to the outcome of high performance. Indeed, for this comparison, A is sufficient to cause high
performance. In the absence of other causes, A also appears as a necessary factor.

Lets reconsider the Aoki formulation more carefully. Using now our binary symbols of 1 and 0 rather than upper and
lower case letters, we can represent Aoki's claim, as we saw, as mapping the combination of 111 to the condition of
high performance. What if we found a second country, say Korea, that had only two of these conditions but still had
high performance. Comparing the two cases, we have:

Japan: 1 1 1
Korea: 1 0 1

We can now conclude that only the first and third causes are causal; condition two is eliminated by Boolean algebra.

The second problem falls under the label of functional equivalence, as first analyzed and studied by Merton (1949). To
illustrate this problem, consider the case that we compare Korea to a third country, say France, and both are high
performing. (If it seems unfair to compare rich France to moderately rich Korea, keep in mind that there are much
poorer countries than Korea. Sample selection issues remain critical to this methodology too!) By assumption, these
two countries have the following configurations:

Korea: 1 0 1
France: 0 1 0

We cannot reduce these expressions further. They represent functionally equivalent institutional configurations to
achieve high performance.

Now this conclusion might be troubling to our penchant to want matters to be more precise, such as there is one
configuration that dominates all others. But as we have learned from the literature on the varieties of capitalism (e.g.
Berger and Dore 1996), there are many ways by which countries can achieve similar performance outcomes despite
different institutional configurations.

The problems of spuriousness and functional equivalence are easily dispatched by the application of a Boolean
methodology. However, our third and fourth problems are not fully resolvable. The third is the problem of insufficient
variety in the empirical data. As noted earlier, Aoki's three
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factorial design implies 8 distinct configurations. These are {0 0 0} {1 0 0} {1 1 0} {0 1 0} {0 0 1} {1 0 1} {0 1 1} {1
1 1}. What if history does not provide all these experiments? Or what if the research design did not generate a fully
saturated model by the force of its sampling methodology?

It is easy to see that we can make an error. Consider the case in which we have sampled Japan and Korea as before in
the first two rows and then subsequently consider the case of a third rich country called the US:

Japan: 1 1 1
Korea: 1 0 1
US: 0 1 0

Clearly, we can no longer decide to eliminate the second cause. In fact, this second cause appears as sufficient, but not
necessary in order to have a rich outcome. We have now two configurations that are suggested by Boolean reduction.
This analysis reduced the complexity of the three cases to two configurations.

Of course, we can in some cases generate ‘what if ’ cases based on the empirical data. We know by de Morgan's law
that these two statements are equivalent: both it rains and Johnny comes, and either it does not rain or Johnny does not
come. We can use this rule on the empirically observed configurations to generate the counter factual cases.

The last problem is the perennial obstacle of omitted variables. It is always the case in empirical research (and in
theorizing) that we have neglected variables that do not only matter but they also interact with the variables we have
chosen. In econometrics, there are statistical treatments to eliminate unobserved heterogeneity (as discussed earlier),
but these treatments are themselves guesses about the distribution of the unobserved error; they do not handle issues
of complex interactions.

The effect of the problem of complexity is easily represented by Ragin's Boolean approach. Consider a comparison of
Japan and Chad; Chad looks the same as Korea but is poor. We could conclude that the absence of the second factor is
causally responsible for poverty by analyzing the following configuration.

Japan: 1 1 1
Chad: 1 0 1

But we already know that Korea has the same configuration as Chad and it is relatively rich. The contradiction
indicates that there is a problem due to an omitted variable and an incomplete theory. If we add in a fourth condition,
we might have:

Japan: 1 1 1 1
Korea: 1 0 1 1
Chad: 1 0 1 0
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Now we see that the fourth variable is causally responsible. But we discovered this only because there was a logical
contradiction, and because we expanded our theory to look at a variable in which Japan and Korea agree, but Chad
differs. It almost looks as if we cooked the books. Theorizing country differences that do not permit testing is indeed
an exercise in exotic and imaginary cuisines. Yet, theorizing is indisputably required in order to guide the choice of
variables and to prevent the list-like presentation of country differences that is often to be found in the literature.

The national system literature presents countries as independent experiments, sometimes precariously balanced in an
equilibrium in which all actors must continue to agree to perform. However, it is also clear that practices and
institutions diffuse across borders. How can we understand the study of Eleanor Westney (1987) on the importation of
organizational forms into Japan if we contend that organizational effectiveness is contingent upon rigid institutional
configurations? Similarly, the work of John Paul MacDuffie (1993), discussed above, indicates that American factories
can adopt Japanese practices (in configurations) and achieve high performance productivity in the US despite different
institutions?

Diffusion presents thorny issues to national systems. The problem is that there has been a failure in theory at two
levels. The first is to separate the effects of genesis from diffusion. It is perhaps true that certain institutional
configurations gave rise to particular practices; this is historical causality. But once such practices are known, they may
diffuse to other institutional conditions.

The second level is a failure to understand that actors are far more adaptive than implied by these comparisons and
that these practices themselves undergo radical re-interpretations. Within the corporatist balance of Germany, practices
at the firm or factory level may change, sometimes by diffusion, but in the context of a discursive search among actors
to adapt these practices. It is surely more complex to adapt when practices challenge existing categorizations of work
encoded in an existing division of labor, such as skill categories that are tied to prestige and to wages. Yet, even here,
the political balance among corporatist actors at the macroeconomic level need not be tightly coupled with the changes
in work practice adaptations at the microlevel of work and industrial organization.244

Work on diffusion is still pretty much trapped in fairly crude analyses that once characterized national comparisons.
That is, studies look at how a practice diffuses and by what channels. There is a growing literature on the difficulty of
adopting certain kinds of knowledge (e.g. Zander 1991) and a fledgling body on institutional and political resistance to
the adoption of
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these practices. These studies need to be joined, but they are theoretically quite distant. And closer to our thesis, there
is no clear research template by which to drive this research farther along. It is in need of a methodological innovation.

As a first pass, let's consider the case of the adoption of a practice by a European firm that is institutionally neutral. In
this case, the problem is largely cognitive, for the adopting firm needs now only to understand the right causal
combination and to adopt the various elements. Easier said than done! The European firm is organized as a hierarchy,
with banking investors, and internal recruitment of top managers. We can characterize this system then:

Hierarchy Internal Recruiting Truth Values: Performance and Quality
1 0 1 0
Consider now an American firm that has a different organizational structure of
0 0 1 1

In other words, the American firm produces at the same level of efficiency as the French firm but at better quality.
What can the French firm do? It has control, subject to its negotiations with its managers, over the degree of hierarchy
and its internal recruitment. (Indeed, the 1980s revolution in American corporate life saw flatter hierarchies and more
external recruiting (Useem 1996)). Given this, the French firm can make three changes.245

Hierarchy Internal Recruiting Truth Values: Performance and Quality
1 0 ? ?
0 1 ? ?
0 0 ? ?

It becomes transparent right away that there are twelve experiments to run, as each configuration can take on four
different combinations of truth values. This is complicated, so we can make our lives easy by assuming that
productivity does not decline. The first two cases represent hybridization by recombining American and French
practices. They represent two feasible paths from the French system. It is possible, of course, that these hybrids are
superior to the American configuration, in which case there might be reverse diffusion. The third case (in bold) is
Americanization, with the wholesale adoption of the American configuration. If the two first cases both lead to high
quality and high productivity, then they are functionally equivalent. If neither work, then the firm is constrained to
choose the American configuration.
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It should be clear that even in this easy case, the finding of the right solution is not easy. We have restricted the choice
to two factors. Of course, there might be more elements. In addition, a firm might be unable to run all these
experiments. As a consequence, it might observe other firms that have experimented, or it might hire consultants.
Even then, borrowing might be too inclusive and practices might be borrowed that have little to do with performance.
They are like the hitching-hiking genes in genetics, bits of practices that have no clear causal outcome.

It is possible that even in the third case, the new configuration will not do well because of interactions with French
institutions. In this case, the initial configuration might have to include the influence of the type of external financial
market. In this extending consideration, the initial configuration is the following:

Hierarchy Internal Recruiting Bank Finance Truth Values: Performance and Quality
1 1 1 1 0

Here, a value of 0 for bank finance means that the firm relies upon equity markets. If the external financial institution
is a fixed constraint, there are three possibilities:

(1) how a firm finances does not matter to performance;
(2) finance matters in conjunction with some configurations but not all;
(3) how a firm finances is a necessary condition (with equity finance required in order to achieve quality).

The second possibility is the most interesting, for it suggests that French firms can adopt hybrid forms that suit the
national conditions. For different countries, there will be different configurations of practices that generate both high
productivity and high quality. An obvious point is that there is not a single best set of practices. But the more important
point is what gets diffused, or should be diffused, from a source country (e.g. the US) varies from country to country.
In Italy, given its small firm structure, the adoption of American corporate organization might well decrease
productivity. At the same time, external recruiting of managers might help performance. The idea of core practices is,
then, possibly wrong, for it presumes that there are necessary practices. As we have seen, diffusion of practices from one
country to the next can be compatible with multiple configurations.

The last possibility poses the problem of institutional change. For if French firms wish to achieve both quality and
productivity, then there will have to be changes in financial markets. Institutional change is different than adopting
practices, for it concerns the social and political agreements among diverse actors. In this wider consideration, not only
is cognition a point, or the
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internal politics of the firm, but also the credible commitments made by various parties to institutions.

Institutional change poses, then, particular problems for diffusion of practices. Of course, the example of superior
American quality might seem anachronistic—if it was ever valid. But if we switch the truth value to radical innovation
and the financial system under consideration to be venture capital (or its absence), we have indeed posed precisely the
contentions in the popular press that financial markets are critical for the new economy success of the United States.
And in fact, France, Germany, and other countries have introduced new stock markets to provide incentives (through
initial public offerings) for venture capitalists.

Yet, even the simple idea of introducing a stock market for small firms can pose complex institutional interactions. We
have not, therefore, entirely treated the problem of institutional change. For the problem is rarely simply altering a
single institution, but rather the consideration of a change on the ensembly of interacting institutions.

Again, an illustration might help. If we return to Soskice's description of Germany, the corporatist economy is a fragile
balance between competing interests. German financial institutions interact with central bank powers and with national
and sectoral unions who bargain for wages. The logic of adopting new practices might require changes in an
institution. However, changing a given institution might itself cause national agreements to decay.

Thus, it is not simply an issue of whether a firm should equity finance, but how this affects the strategic behaviors of
other economic actors. The Eichel Plan to forgive taxing German companies for restructuring their holding companies
has the appearance of creating more American capital market pressure on firms. However, the external shareholder
representatives of American financial institutions still must sit on supervisory boards consisting of 50 per cent worker
and managerial delegates. Whether such piecewise institutional changes are possible have yet to be fully observed.
Clearly, such proposals are rejoined with an active debate among the institutional actors.

Boolean algebra does not eliminate all inherent complexity in causal relationships. It does provide, however, a
methodology by which to sample countries (i.e. saturate the design) and to characterize the factorial combinations as
necessary, sufficient, or causally unrelated. This approach has always been implicit in country comparisons, but yet
rarely explicit as a template for conducting comparative research.
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27.6 Conclusions
The field of international business has engaged the efforts of hundreds, if not thousands, of researchers over the
decades. Despite these extensive efforts, doctoral students are not given clear definitions of methodological templates
that can permit them to address important theoretical and empirical issues in a timely fashion. Market demand alone is
not sufficient to create timely and high quality research.

International business has sometimes failed to lead in research on important international questions, such as transition
in formerly communist countries or globalization. Other disciplines have made important contributions in these areas,
even disciplines lacking the relatively homogeneous agreement in paradigm that characterizes economics. For example,
in the area of transition economics, David Stark (1992) and Victor Nee (1989) made early contributions to
understanding the importance of institutions and labor markets; Stark relied upon ethnographic and network analysis
and Nee upon demographic techniques. Annalee Saxenian (1996) and Saskia Sassen (1998) used ethnographic
methods to analyze differences in the performance of regions or the impact of globalization on different social strata.
More recent studies, such as those by Ghemawat and Khanna (1998) and Hansen (1999), are attentive to context—be
it country or company—and yet are branching into exciting new areas of research that are part of the legacy of the
international business discipline.

It is important to consider, then, the value of emphasizing the role of coherent research methodologies that can speed
research yet assure a high quality. International business, like many of its allied fields in management, has often
resolved this issue by turning toward other disciplines, e.g. economics. We have failed to realize that international
business' own history reveals that it has been most successful when research efforts have been able to rely upon broad
methodological templates.

There is, in fact, a very simple implication in this discussion. The training of Ph.D. students should not be organized
around timely topics but around research programs with defined methodological definitions. These definitions should
engage students in understanding and utilizing frontier methods in statistical, comparative, historical, and ethnographic
research. As illustrations of important methodological techniques that yet define broad theoretical research programs, I
have cited above the examples of selection bias and Boolean comparative analysis, among others.

There is, of course, a broader implication regarding the desirability of international business to foster greater efforts to
provide the equivalent of Vernon's multinational enterprise database. To a large extent, organizational

ACADEMIC RESEARCH ACTIVITY IN IB 811



demography has seized this opportunity for the comparative study across countries. These efforts should be embraced
and endorsed in international business. After all, an origin of this approach is the Vernon research program that is
surely the historical domain of the field of international business. We should look with caution at contributions that fail
to utilize existing or create well-defined research methodologies that permit researchers, especially doctoral students, to
acquire the broad skills to influence the future direction of academic research activity in international business.
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Chapter 28 Multinational Enterprises and Public
Policy 246

Alan M. Rugman

Alain Verbeke

28.1 Introduction
In this chapter we review and integrate representative literature on the exceptionally broad topic of multinational
enterprises (MNEs) and public policy towards them. We will consider the literature on MNEs and public policy as it
has emerged since 1970 and make projections ahead to the relevance of this literature for the year 2020, which is the
target date for the members of the Asian-Pacific Economic Community (APEC) to realize full

246 Helpful comments have been received from Mark Casson, John Dunning, Michael Gestrin, and Stephen Guisinger. An earlier version of this chapter appeared in the Journal
of International Business Studies 29(1), 1998: 115–36.



trade and foreign direct investment (FDI) liberalization. Such liberalization has already been implemented in the
European Union, and has been started in NAFTA and Mercosur (Rugman 2000).

Three approaches to analysis of MNEs and public policy can be adopted. First is a ‘normative’ approach, using
neoclassical welfare economics to review the benefits and costs of national government policies. Second is a
‘behavioural’ approach to public policy, based on the assumption that there are self-interested actors in the political
domain who can influence public policy formation. Third, using the resource-based theory of the firm, is an explicit
‘strategic’ perspective for MNEs interacting with governments. This approach, adopted in this chapter, provides
insight into the managerial aspects of the firm-level strategy process, dealing with core competencies and dynamic
capabilities, that need to be integrated into the MNE-government literature. Furthermore, we carefully differentiate the
policies of home and host governments and show how the institutional structuring of public policy and the corporate
strategies of MNEs are relevant in the current international business literature.

The organization of this chapter is as follows. First, we shall review the efficiency aspects of MNEs and public policy.
Next we develop an original analytical framework of our own to synthesize the literature on MNEs and public policy.
Finally, we shall relate some of the key references in the literature on MNEs and public policy by others to our new
analytical framework.

28.2 Efciency Aspects of MNEs and Public Policy
The basic analytical approach adopted by economists such as Caves (1982, 1996) is to concentrate on the efficiency
aspects of MNE activities in a world where, in reality, government regulations on MNEs are imposed for equity/
distributional reasons. This distinction between efficiency and equity is extremely useful from the viewpoint of
economists and it has been used by many writers on MNEs, e.g. Safarian (1966, 1993), Rugman (1980), Casson (1987),
Dunning (1993a).

Analysis of the efficiency aspects of MNEs builds upon the normative foundation of neoclassical welfare economics
(in which distributional issues
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are assumed away). The assumptions required for neoclassical welfare economics to work are that:

(1) each state attempts to maximize real national income;
(2) distributional issues are entirely separate from efficiency ones;
(3) each enterprise has a single ‘home base’ country to act as a numeraire;
(4) each MNE and nation-state operate in a competitive environment, with a downward sloping demand curve

for the proprietary assets of MNEs and an upward sloping supply curve of MNE resource commitments for
each nation;

(5) policy making by governments can discriminate between foreign and home based MNEs.

This provides us with a robust framework to analyse public policy towards MNEs. For example, in his classic text,
using this welfare economics framework, Caves (1982) is able to analyse key issues such as:

(1) taxation;
(2) natural resource rents;
(3) competition policy;
(4) technology creation and transfer.

A flavour of the implications stemming from the welfare economics approach is given by the last issue of technology
transfer. Many writers sympathetic to developing countries bemoan the perceived lack of technology transfer from the
branch plant subsidiaries of foreign MNEs and allege lower ratios of R & D to sales by subsidiaries as evidence of this.
Caves (1982), however, makes the brilliant point that technology transfer takes place when the consumers in
developing countries have access to the goods and services that embody the technology. Thus, the focus is not upon
the domestic production of technology-intensive goods and services in developing countries, but upon the end result
of FDI, namely the consumption of technologically intensive goods and services. Whether they are provided by
foreign-owned or domestic firms is relatively unimportant.

In the behavioural approach we allow for the self-interest of agents in government policy making. This is relevant for
analysis of government policies which have aimed to regulate inward FDI as well as home government policies
directed towards the promotion of FDI for market access reasons. The behavioural approach explains the actual focus
of many governments on distributional issues and away from income maximization. Utility-maximizing electoral
behaviour leads to redistribution at the expense of foreign MNEs because foreign equity holders cannot vote, and
discrimination against foreigners may provide perceived utility to domestic citizens. In a second version of this
approach, government policy is assumed to be the work of a coalition of government officials, who resent foreign
MNEs mainly because of their ability to circumvent or avoid various types of regulation.
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In both versions of the behavioural approach, discriminatory measures are imposed on foreign MNEs. These
behavioural models, however, do not appear very useful in explaining government support for domestic MNEs
engaged in outward FDI. This approach may have some validity when used to discuss the role of multilateral agencies
which attempt to regulate or facilitate FDI and MNE activity.

A focus on the efficiency aspects of MNEs is fully consistent with the use of internalization theory (examined earlier
by Hennart in Chapter 5 of this book) as the key theoretical explanation for the existence of MNEs. The early work
using such a transaction cost approach to the MNE was pioneered by Buckley and Casson (1976), Rugman (1981),
Hennart (1982), and others. All of these writers considered the public policy implications of the MNE in a similar
manner to Caves (1982). This body of work is, of course, a significant departure from the seminal work of Hymer
(1976), but based on his 1960 doctoral dissertation. Hymer and many political science-based writers on the MNE, such
as Gilpin (1975, 1987) and Grieco (1982), are not really interested in the efficiency aspects of MNEs; rather they wish
to discuss such issues as the relative power of MNEs versus the nation-state. This is also a theme of the recent
explosion of books on the topic of globalization, some of which are reviewed in Rugman (2000).

There is a rich tradition of work looking into the relative power of the MNE versus the nation-state, with some of the
more sensible observations being in Vernon (1971), Bergsten, Horst, and Moran (1978), Behrman and Grosse (1990),
etc. Earlier chapters have reviewed these arguments in some detail, and considered the relationship of this work on
MNEs to the relevant literature in international political economy (IPE) generated by Susan Strange (1988, 1997) and
Eden (1991). In IPE, the focus is upon the interaction between MNEs and nation-states, with emphasis upon the
ability of MNEs to transcend the traditional authority of the nation-state. Strange alleges that the MNE has increased
its power relative to the state in the areas of natural resources, finance, and technology. In particular, US-based MNEs
have developed control in these three ‘market’ areas, leading to an overall decline in the power of the ‘state’, but
paradoxically to the reinforcement of US economic hegemony for most of the postwar period. Another relevant
consideration is that non-governmental organizations (NGOs) and other sub-national groups are exercising an
increasing amount of power in the Western democracies, Ostry (1997). The role of NGOs is especially important in
analysis of trade and environment issues, (Vogel 1995; Vogel and Rugman 1997; Rugman and Verbeke 1998; Rugman,
Kirton, and Soloway 1999).

In another advance on the efficiency-only perspective of MNEs, Stopford and Strange (1991) have addressed the
relationships between MNEs and states in an IPE triangular diplomacy framework where there is a triad of bargaining
relationships: state/state; state/firm; firm/firm. As another example of IPE

MNES AND PUBLIC POLICY 821



work, Milner (1988) and Goldstein (1993) build on Krasner (1978), Keohane (1984), and Keohane and Nye (1977) to
describe the role of institutional factors in the administration of US trade policy. Goldstein found that the US Congress
protects the US domestic market by a variety of protectionist trade laws, such as anti-dumping (AD) and
countervailing duty (CVD) measures (Rugman and Anderson 1987, 1997; Bhagwati 1988; Rugman 1996).

We do not devote any more attention to IPE, hegemonic stability theory, and related theories of MNE–government
conflict, because today governments need to deal simultaneously with both inward and outward FDI. We shall develop
a framework which considers the symmetry between these two types of FDI. Our approach is consistent with that of
Dunning (1993a, 1997) who traces the changing nature of interaction between MNEs and governments over the last
thirty years. In particular, governments have switched attention from questions of the distribution of rents and
structural issues of technology transfer and regulation towards policies aimed at attracting the knowledge-based mobile
FDI taking place in a global system of alliance capitalism.

28.3 The Simple Analytics of MNEs and Public Policy
In this section we shall develop an analytical framework consisting of three sequential components, which we now
describe. The first component of the framework reflects the issue of consistency between MNE goals and government
goals, in both home and host countries. Most of the international economics models on MNE–government relations
build upon specific assumptions regarding this goal consistency, or lack thereof. Such assumptions determine both the
substantive focus and the normative implications of these models. The four main possibilities in this area shown in
Figure 28.1.

In quadrant 1 of Figure 28.1, interactions between MNEs and both home and host governments are assumed to be
driven by goal conflict. This reflects the tensions between the micro-efficiency-driven behaviour of MNEs and the
macro-efficiency or distributional objectives of governments. The opposite situation arises in quadrant 4 of Figure
28.1; here the goals of MNEs and both home and host governments are complementary. In quadrant 2 there is
consistency between MNE and home country goals, but conflicts with host

822 ALAN M. RUGMAN AND ALAIN VERBEKE



Fig. 28.1 The Consistency Between MNE and Home and Host Government Goals

country goals. The reverse applies in quadrant 3. In the next section, we shall use this matrix to position a large part of
the existing literature in international business and public policy.

The economist's perspective on the literature (as in Caves 1982) requires that each MNE has a clearly defined
nationality, usually with a strong home base in which its Firm Specific Advantages (FSAs) are developed. The MNE
has a centralized, hierarchical organizational structure to control the global production of each line of business. In
terms of government regulation Caves (1982) makes a clear distinction between home and host country interests.
Given that the Caves perspective is primarily one of synthesis, it is hardly surprising that literature covering the various
quadrants of Figure 28.1 is discussed in his book, albeit with a focus largely situated in quadrant 1. Caves concentrates
his focus on research dealing with conflict issues between MNEs and governments, for example, taxation and
competition policy, bargaining over natural-resource rents, and technology transfer issues.

The second component of the framework builds upon more recent insights in the international business field. There, it
is recognized that the institutional characteristics of specific MNEs and specific countries largely determine
MNE–government interactions. In contrast to the macro-analysis provided
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Fig. 28.2 Institutional Determinants Of MNE-Government Interactions

by the first component of our conceptual framework, which assumed a particular level of inherent goal congruence
between firms and public agencies (largely based on ideological elements) this second component attempts to highlight
the most important institutional elements determining MNE and government behaviour. These institutional elements
are shown in Figure 28.2.

On the MNE axis, the key institutional issue is the dispersion of its FSAs across geographic borders. The FSAs of an
MNE reflect its core competencies and dynamic capabilities (in terms of the resource-base theory of the firm).
Incidentally, the FSA terminology precedes that of core competencies and dynamic capabilities (Rugman 1980, 1981).
A conventional ethnocentric MNE will be characterized by a concentration of FSAs in the home country with a
replication of home country production and managerial approaches in host nations. The product line manager in the
home base controls the FSAs of the MNE. In contrast, a polycentric MNE is one with its FSAs dispersed into its
various host nation subsidiaries. The country managers of the polycentric MNE develop and control the FSAs across
whatever product markets they choose. Finally, a geocentric MNE attempts to develop a balance between the interests
of product line and country managers. Here, some FSAs remain
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concentrated in the home base, whereas other FSAs are developed autonomously in the various host country
subsidiaries. An economist's perspective on the literature, with a focus on adversarial interactions, especially between
the MNE and host nations, is justified only in the first case, of an ethnocentric MNE. In both the latter two cases (of
polycentric and geocentric MNEs) we need to build upon a richer framework that would allow us to explain the
interaction between MNEs and governments when FSAs are developed and controlled in several nations
simultaneously.

On the government axis, the key parameter determining MNE–government relations is the symmetry between inward
and outward FDI. This parameter is viewed as an institutional element in this paper because a high symmetry
represents an ex post reflection of the willingness of government to allow inward and outward FDI. A nation's policies
towards MNEs will depend on whether it is (i) a net exporter of FDI (with MNEs using a strong home base), (ii) a net
recipient of FDI (a typical host nation), or (iii) a ‘dual’ player with both outward and inward FDI. In each of these
cases, the incentive structure facing governments in terms of regulating MNE behaviour is fundamentally different
(Dunning 1993b). In Figure 28.2, we relate these two determinants of MNE–government interactions. On the vertical
axis for the MNE we represent the dispersion of the MNE's FSAs, either low or high. On the horizontal axis for
government we place the symmetry between inward and outward FDI, either low or high. As regards this latter
parameter, we assume a high absolute volume of FDI. If the FDI volume were low, the symmetry issue would
obviously not be critical.

The Caves (1982) perspective mainly describes one of the four cases in Figure 28.2; it is in quadrant 1. Here, there is
no recognition of the dispersion of FSAs by the firm and a low degree of symmetry between inward and outward FDI
prevails. The view of MNEs as only demonstrating centralized structures (i.e. they only develop FSAs in their single
home-country base) and the view of governments as acting narrowly in accordance with either home or host nation
perspectives allows for elegant, albeit often over-simplified, modelling by economists. In reality, three more complex
cases may occur that do not lend themselves to simple modelling. In quadrant 2 of Figure 28.2, firmdriven national
responsiveness may induce governments to provide national treatment. This requires that governments understand the
economic and strategic significance of MNEs operating a network with dispersed FSAs. Governments also need to be
interested in the creation of sustainable value-added domestically, whether by domestic or foreign MNEs. In contrast,
in quadrant 3, the symmetry between a country's inward FDI and outward FDI positions provides incentives for the
non-discriminatory regulation of foreign MNEs, irrespective of their ethnocentric, polycentric, or geocentric strategies.
National treatment of foreign MNEs may then induce foreign MNEs to become more nationally responsive
themselves. Finally, in quadrant 4, there is
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Fig. 28.3MNE's Strategic Approach To Government Policy

a government preference for global regulation and a firm preference for a ‘supranational’ approach to government
policy. The reason for such preferences is that a symmetrical position of inward and outward FDI at the public policy
level and a dispersed FDI configuration at the firm level leads to complexities in terms of optimal
business–government interactions that cannot be solved at the national level.

To summarize, in the basic analysis by economists, such as Caves (1982), the MNE is a centralized, hierarchical
organization that closely monitors and meters the use of its home-based FSAs. Government policy is systematically
analysed from the viewpoint of either a host country (recipient of FDI) or a home country (exporter of FDI). Thus,
the Caves perspective has a single MNE–government context in quadrant 1 of Figure 28.2. However, the institutional
determinants of MNE–government interaction are now recognized to be more complex than this and so the other
three quadrants of Figure 28.2 are necessary to properly explore the process of interactions between MNEs and home
and host governments.

The third component of our new framework analyses the MNE's strategic approach to government policy in terms of
strategic perspectives and desired outcomes. This is shown in Figure 28.3.
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The strategic perspective on government policy reflects the extent to which it is viewed as either exogenous or
endogenous by the managers of the MNE. If it is endogenous, this means that the MNE will attempt to alter the
content and/or process of government policy in its favour. If exogenous, the MNE will work within the rules set by
public agencies. Given this choice of interaction with governments, the MNE must design an appropriate strategy and
structure to obtain either the benefits of integration or of national responsiveness, when interacting with home and
host governments. This leads to several complex situations in Figure 28.3, only one of which is discussed in depth by
Caves (1982). This is quadrant 1 where the MNE views government policy as exogenous and its objective is to achieve
the benefits of integration, i.e. conventional efficiency benefits in the area of scale economies, economies of scope, and
economies of exploiting national differences.

The other quadrants of Figure 28.3 represent the newer stream of international business literature. The four quadrants
as a whole represent a ‘transnational’ approach to government policy. There the MNE has to make a strategic choice
for each type of government regulation (or intervention) relevant to the firm. It does this within each region, for each
SBU, and for each function and task. Each MNE has to decide two things. First, whether government policy will be
viewed as an endogenous or exogenous variable; second, whether benefits of national responsiveness versus
integration will be pursued in its business–government interaction. The latter decision depends on the relative
importance of the MNE's location bound versus non-location bound FSAs. The location bound FSAs reflect
proprietary competencies and capabilities which can be exploited in only a limited geographic region, e.g. an excellent
local reputation, a well positioned retail network, privileged relationships with domestic economic actors, etc. If
location bound FSAs represent the key to competitive success, the MNE will focus on those areas of government
regulation that constitute an opportunity or threat to developing and exploiting such FSAs. In contrast, if the MNE
builds primarily on non-location bound FSAs, such as global brand names and technologies that can easily be
transferred internationally, either as an intermediate good or embodied in a final product, then its focus in government
relations will be on protecting and exploiting such FSAs.

There are four cases in Figure 28.3. In quadrant 1 government policy is used as a lever for global competitiveness. In
quadrant 2 there is the good corporate citizen approach building upon a strategy of national responsiveness. In
quadrant 4 the strategy of national responsiveness is extended to one of nation bound bargaining, whereas in quadrant
3, the firm's interest may be in developing global bargaining strategies to be used when dealing with subnational,
national, and supranational public agencies. In fact, it could be argued that in quadrant 4, the MNE will develop
location bound FSAs in government relations in each country in which it operates, whereas in
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quadrant 3, the focus will be on non-location bound FSAs. This is a strategy of developing systemic advantages in
dealing with public agencies across borders.

28.4 A New Synthesis of the Literature
In Figure 28.1A, where most of the conventional economics literature can be positioned, quadrants 1 and 4 are the
polar extremes of the MNE–state debate. In quadrant 1 we have the Hymer (1976) quasi-Marxist view of the conflicts
between MNEs and home and host governments. The focus is upon distributional issues and the power of the MNE
versus the host nation-state (Dunning and Rugman 1985). We can also position the Sovereignty at Bay of Raymond
Vernon (1971) in this quadrant. As Vernon (1991) himself states, the title of his book has been misinterpreted—he did
not argue that the MNE would dominate the host nation-state, but rather that there would be antagonistic relations
between them, as we show in quadrant 1. Also in this quadrant can be placed the Kojima hypothesis to the effect that
trade and FDI are substitutes in the US experience but complements in the Japanese case, (Kojima 1973, 1975, 1978,
1985), i.e. that there can be both MNE–host and home government conflicts.

In contrast, in quadrant 4 of Figure 28.1A we suggest the complementary nature of MNE–home and host state
relations. This is more consistent with Vernon (1966) and Knickerbocker (1973) where the MNE grows through a
product life cycle of technology-intensive products developed initially in a strong home base, then manufactured by
wholly-owned subsidiaries in host economies and finally (when the product is mature) anywhere in the world with the
lowest factor input costs. This is an efficiency-based view of the MNE–state relationship (Rugman 1999). This
quadrant is also consistent with early views of internalization theory in Buckley and Casson (1976), Rugman (1980,
1981), Dunning (1981), and Hennart (1982). The internalization of technological and managerial know-how within the
internal market of the MNE leads to a positive externality which overcomes the Coase (1937) problem of knowledge
as a public good. Johnson (1970) and Magee (1977) explored how the MNE could ‘appropriate,’ or own, firm-specific
assets in know-how and in technology and thereby overcome the transaction cost of
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Fig. 28.1A Examples Of Figure 28.1

knowledge as a public good. The process of internalization is efficiency based since the MNEs help both home and
host nations to develop; indeed the MNE is the engine of economic development in quadrant 4 of Figure 28.1A. To
the extent that national governments understand the value to their country of access to the MNE's FSAs, goal conflict
can be largely avoided. Dunning (1994) has described why most governments are now ‘acclaiming FDI as good news’
after a period of hostility in the 1970s and early 1980s. In fact, this change in attitude reflects the understanding that the
FSAs of MNEs cannot be simply unbundled or purchased as intermediate goods. This view has also been echoed in
recent World Bank reports and it represents a welcome shift in the public policy perspective (Rugman 1999).

There are then two more complex cases in Figure 28.1A. In quadrant 2 we place the Porter (1990) view of MNEs with
a strong home base. There is a complementary relationship between the home government and its MNEs. In fact,
appropriate government policy for each of the determinants of Porter's national diamond of competitiveness (i.e.
factor conditions, demand conditions, related and supporting industries, the firms' strategy, structure, and rivalry in a
specific industry) will strengthen the domestic firms' home base
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and allow them to become successful internationally. However, Porter also argues that foreign-owned firms are not
sources of competitive advantage for host nations, i.e. that the MNE is in conflict with the host nation. This quadrant
2 viewpoint of Porter is also representative of a large literature on strategic trade policy starting with Krugman (1986),
Brander and Spencer (1985), and then misapplied to public policy by Tyson (1993) and Yoffie (1993), amongst others.
Basically all of these writers develop cases in which the home government can subsidize its MNEs to develop first
mover advantages in a zero-sum game. Strategic trade policy has home states giving discriminatory subsidies to home
based MNEs, who then act as national champions to take global market shares away from MNEs based in host
nations. In reality, such policies have mostly failed as few governments have the necessary knowledge and the required
implementing apparatus to catapult domestic firms into becoming globally competitive MNEs (Rugman and Verbeke
1990). The earlier literature on Japan Inc. is also positioned in quadrant 2. Here the argument is that the Japanese
keiretsus have developed in a strong and rivalrous home base and, helped by the Japanese government, have
succeeded in global markets at the expense of host country firms (Ohmae 1985; Gerlach 1992; Nonaka and Takeuchi
1995; Fruin 1997). The Aliber (1970) theory of FDI is also in quadrant 2. He argues that a strong currency allows
home based MNEs to capitalize expected earnings at a higher rate than can host country firms.

Finally the more conventional literature on political risk management, Kobrin (1982), Brewer (1983, 1985), Ghadar
(1982), Nigh (1985), and others, is also in quadrant 2. The literature assumes that host governments should be able to
regulate foreign MNEs, or otherwise change the political environmental parameters facing MNEs in the host nations.
In this work, MNEs are often seen as modern instruments of colonization, bringing with them unwanted approaches
(including managerial and labour practices) prevailing in their home nations. An extreme version of political risk is the
obsolescing bargain hypothesis, Encarnation and Wells (1985), Kobrin (1984, 1987). This argues that the
manufacturing or resource based MNEs in host economies have sunk costs in the form of factories, mines, and
plantations, all of which could be nationalized by the host government and result in losses for the MNE. Here, the
main point is that host government goals can only prevail at the expense of foreign MNE goals once the MNE has
engaged in irreversible resource commitments and its bargaining position has weakened substantially. To help
overcome this, there is still a US legal viewpoint that argues for extraterritorial application of its laws. The Helms-
Burton Act on Cuba is the latest manifestation of this old-fashioned view that US MNEs can be used as instruments
of US foreign policy (complementary) against the interests of the host governments.

In quadrant 3 we have the opposite situation. Here, there is a conflict between MNEs and their home governments,
but a complementary relationship
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with host governments. An example is the pollution haven argument, whereby MNEs are alleged to flee tight home
market regulations to go to lax host nation regimes. The cheap labour offshore assembly platform argument also fits
here, as does the naïve viewpoint that MNEs engage in transfer pricing and seek out tax havens at the expense of their
governments. There has been less research output in this quadrant than the larger literature in quadrant 2. What
literature there is tends to refute the political science-led rationale for quadrant 3. For example, Eden (1985, 1997),
building on earlier work, e.g. Copithorne (1971), Lall (1973), Nieckels (1976), Lessard (1979), Rugman and Eden
(1985), finds no evidence for systematic transfer pricing by MNEs other than as a response to effective tax rate
differentials and other exogenous market imperfections. The rationale for offshore assembly has been falling as most
manufactured sectors reduce the labour content of their processes; there are some exceptions such as the offshore
assembly of disc drives and other high technology commodity products. In NAFTA the role of Mexico as a cheap
labour and pollution haven for Asian and European MNEs was offset by rules of origin for autos and textiles which
protect ‘insider’ North American MNEs (Rugman 1994; Gestrin and Rugman 1994; Eden and Molot 1993; Hufbauer
and Schott 1992, 1993; Lustig, Bosworth, and Lawrence 1992). In more general terms, it would be incorrect to assume
that MNEs, faced with excessive goal conflicts in their home countries, seek cooperation with mostly poorer host
nations, where goal complementarity is prevailing. However, institutional competition among potential host countries
to attract FDI can lead to generous investment promotion programmes, even in the most developed economies,
sometimes creating a situation of reverse discrimination.

Turning to Figure 28.2A we can see that the older literature in international business fits into quadrant 1, as this failed
to address the ability of the MNE to disperse its FSAs globally, using its organizational structure and systems as a
managerially based core competence. Indeed the literature up to Caves (1982), including early internalization theory,
plus the Vernon (1966, 1971) and Porter (1990) work, all assume the creation of non-location bound FSAs in the
home country of the MNE that would lead to profits abroad through exports, licensing, or FDI. Strategies for MNEs
in quadrant 1 consist of replicating home country practices and are entirely dependent on decisions made in the home
country concerning value chain configuration and coordination (Porter 1986). There is no recognition of the need to
develop location bound FSAs in host countries that would lead to benefits of national responsiveness.

The turning point in recognizing the ability of the MNE to be nationally responsive can be traced to the neglected
work of Doz (1986) and to the more influential book by Bartlett and Ghoshal (1986). These authors have added
rigorous strategic modelling methods to the original insight by Perlmutter (1969) into the decentralized role of
polycentric managers. In Bartlett and

MNES AND PUBLIC POLICY 831



Fig. 28.2A Examples Of Figure 28.2

Ghoshal's work, it is also demonstrated that when MNEs feel sufficiently confident about the economic and strategic
potential of a specific foreign subsidiary or business unit abroad, then non-location bound FSAs may actually be
developed there. This gives the host nation a characteristic conventionally reserved to home nations, namely to become
a source country for new innovations. This leads to a quadrant 2 situation in Figure 28.2A with firm driven strategies
that may induce governments to provide national treatment.

The conventional literature, as in Caves (1982), also assumes a low symmetry between inward and outward FDI, which
is a key parameter determining government regulation of MNEs. The ‘old’ politics of international institutions such as
the GATT concerned themselves with tariff cuts and the negotiation of the removal of trade barriers. This was a focus
on ‘shallow integration’ (Ostry 1997; Brewer and Young 1998). This shallow integration of successive GATT rounds
assumed that little could be achieved on trade in services and in the FDI area because governments would be either a
net exporter or a net recipient of FDI. The new agenda of the WTO and of a potential Multilateral Agreement on
Investment (MAI) is to negotiate ‘deep integration’ and the removal of barriers to FDI. The objective of an MAI is to
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make domestic markets internationally contestable through the principle of national treatment, i.e. all MNEs are to be
treated in the same manner as domestic firms by host governments (Rugman 2000). Thus in quadrant 3 of Figure
28.2A there is a new agenda for international relations which recognizes the reality of a high symmetry at the country
level between inward and outward FDI characterizing many countries, including the United States, Canada, the EU,
and Japan. This symmetry has led to the widespread adoption of the national treatment principle, i.e. it ends the
discriminatory treatment of home and foreign firms by governments. This is consistent with Dunning (1994) who has
suggested that inbound FDI may inject more market-oriented beliefs and practices in a domestic economic system and
may alter the international competitiveness agenda of government.

The view that diverges the most sharply from the conventional economist's view is found in quadrant 4 of Figure
28.2A. Here, there is a mutual preference by both MNEs and governments for a ‘supranational’ approach to public
policy. This will take into account the dispersion of MNE FSAs and the high degree of symmetry of inward and
outward FDI at the national level. Given the general institutional trend towards quadrant 4 in Figure 28.2A some
possible MNE strategies towards MNE–government relations are analysed in Figure 28.3A.

In Figure 28.3A we can incorporate the resource-based view of literature on MNE strategy and public policy
developed in Rugman and Verbeke (1991). In this work a vital distinction is drawn between location bound FSAs and
nonlocation bound FSAs. Location bound FSAs include those that lead to benefits of national responsiveness, whereas
non-location bound FSAs are those that lead to integration benefits of scale, scope, and exploiting national differences.
Application of this model to issues of strategic trade policy and shelter theory, competitiveness, and NAFTA, can be
found in Rugman and Verbeke (1990) and Rugman (1996).

The prevailing view on the impact of MNE–public policy linkages on international competitiveness is that of Porter
(1990), which can be positioned in quadrant 1 of Figure 28.3A. His use of the home base/cluster concept requires that
the MNE adopts an integration strategy and regards the government policy as exogenous. The MNEs in the triad
respond to, for example, home government subsidies and other policies strengthening the domestic ‘diamond’ (Porter
1990) and use their large home base to become globally competitive. This is partly consistent with the resource-based
view, but it limits the public policy induced development of managerially based FSAs to those generated by home
government stimulus. There is no room in this work for subsidiary managers or foreign governments to contribute to
the FSAs, except in the implementation stage of integration-based strategies. Applications of this thinking have been
made to trade and environment issues by Porter and van der Linde (1995).
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Fig. 28.3A Examples of Figure 28.3

In quadrant 2 of Figure 28.3A, government policy is still viewed as exogenous, but here MNEs develop strategies
(building upon such policies) whose aim is to achieve benefits of national responsiveness in the various countries
where the firm operates. Government policy is not viewed as a major determinant of international competitiveness.
This view is consistent with the proposition that public policy should focus on providing a level playing field rather
than creating an international competitive advantage. Issues of public policy which are relevant in quadrant 2 of Figure
28.3A include work on negotiation of a subsidies code at the GATT and WTO. Here the research of Guisinger and
Associates (1985), Hufbauer and Erb (1984), Gladwin and Walter (1980) is relevant. The work on an MAI would
occur in this quadrant.

In contrast, quadrant 4 reflects a proactive strategy of national responsiveness. The MNEs here have a decentralized or
matrix organizational structure and they outperform the average competitor through national responsiveness, as
argued by Doz (1986), Prahalad and Doz (1987), and by Bartlett and Ghoshal (1989). An application of this has been
made to corporate strategies and environmental regulations by Rugman and Verbeke (1998). In this work
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government policy is viewed as a parameter that can be influenced (endogenized) through lobbying and negotiation.
This is consistent with the conclusions of a body of political risk literature which argues that such risk is largely
determined by micro-environmental factors.

In quadrant 3 of Figure 28.3A it is also argued that government policy is endogenous, but this time the MNE aims to
achieve the benefits of integration-based FSAs. These are non-location bound. The danger associated with active
MNE strategies in this area is that they sometimes represent a ‘Trojan horse’ approach. Firms themselves use strategic
trade policy arguments to obtain government favours. First mover advantages at the international level, strategic entry
deterrence, technological spill-overs, learning curve effects, credible retaliation to foreign support programmes, etc.
may be among the effects lobbied for by firms. The end result should be domestic MNEs with stronger non-location
bound FSAs. Unfortunately, such lobbying often disguises shelter-seeking strategies. These firms are unable to
compete without artificial government support. Such behaviour has been variously defined as a political strategy by
Boddewyn (1988) and by Boddewyn and Brewer (1994) or as a fourth generic strategy by Rugman and Verbeke (1990).
Perhaps the most interesting feature of the above analysis is that some firms are now actually adopting a ‘transnational’
strategy, in the Bartlett and Ghoshal (1989) spirit, that may cover each of Figure 28.3A's four quadrants, depending
upon the area of regulation, the relevant country, or the affected business unit.

28.5 Conclusions and Future Research
The conceptual framework described in this paper suggests that there is more to the analysis of MNE–government
relations than is described in a basic economics-driven synthesis of the conventional literature, as in Caves (1982). The
institutional reality driving much of today's business–government interactions is one whereby governments
increasingly do not unambiguously represent either a home or a host country. The symmetrical status of countries both
as source nations and as recipients of FDI makes it more difficult for governments to design specific incentive
programmes and regulatory policies. At the country level, national treatment of foreign direct investment is often the
appropriate policy. In addition, many large MNEs now have a dispersed
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structure of FSAs, which reduces their legal and strategic commitment to a single home base. Thus, national
responsiveness has developed as the key strategy for many firms.

When the symmetry in FDI positions at the government level and the dispersion of FSAs at the firm level are taken
into account simultaneously, both sets of actors will have a keen interest in international and multilateral trade and
investment liberalization. Generally accepted rules need to guide MNE–government interactions. Finally, it is
important to realize that the MNE's strategic approach to government policy is increasingly one in which choices tend
to be made regarding the nature of the benefits sought (benefits of integration versus benefits of national
responsiveness) and the extent to which actions will be undertaken to change or set the rules. This is the old issue of
the extent to which government policy should be viewed as endogenous rather than exogenous to the firm. What is
certain is that some MNEs have taken on board a broader spectrum of strategic alternatives in developing and
exploiting their FSAs than was considered by the earlier work of economists interested in MNEs and public policy.

The next twenty years will see an international business literature develop which is based much more on this new
thinking than on the earlier economic-driven literature. The next round of the WTO will probably focus on further
liberalization of trade in services, issues of trade and the environment, and issues of investment and competition policy.
New work on an MAI appears in Gestrin and Rugman (1995), Brewer and Young (1998) and this is consistent with
earlier analysis of codes of conduct at the OECD by Safarian (1993) and Grosse (1980). The nature of networks and of
R&D policy is also an area where our new framework provides guidance for future research. While the Japanese access
Silicon Valley in the United States, US firms also draw R&D from Japan (Westney 1993). Work on alliance capitalism,
as discussed in papers in Dunning (1997) and on strategic alliances and cooperative strategies, as discussed in
Contractor and Lorange (1988), D'Cruz and Rugman (1997), Rugman and D'Cruz (2000), and in Beamish and Killing
(1997) will grow in relevance. Networks and alliance capitalism may well supplement the development and exploitation
of FSAs by home country-based MNEs as the focus of public policy.

The field of international business is expanding rapidly across these, and related, dimensions. Yet in terms of analysis
of the MNE and public policy the earlier analytical insights of economists such as Caves (1982) provides a solid
foundation for present and future research. The ‘multiple perspectives’ approach now being used to bring disciplinary
insights into the activities, operations, and structures of MNEs is congruent with both the conventional static
economic efficiency analysis and also the current dynamic resource-based theory of the firm viewpoint incorporated
into the new framework developed here. The interaction between MNEs and governments has been,
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and will remain in the future, a lively area of research activity for scholarship in the field of international business.
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